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Preface 

Electrostatic phenomena  have  been  known for the past few  thousand 
years. In 1600 Sir William Gilbert, the court physician to Queen  Elizabeth I 
wrote a somewhat  scientific description of electrostatics called De Mug- 
neto. From the earliest days of the use of electrostatic processes in indus- 
try, however,  no  comprehensive  handbook  has  existed for someone  new 
to the field  who  is  looking for both  an introduction and  enough  specific 
information to solve  an  immediate  problem. This handbook  was  written 
by practicing  engineers  and scientists, who are recognized experts in their 
respective specialties, and  has  been  designed to provide as comprehensive 
and  detailed a description of electrostatic processes and  related  phenom- 
ena as possible  within the confines of a single  volume. A balance  has  been 
established  between the competing needs of those individuals  requiring 
reliable  information  on  specific topics for immediate  application  and those 
who  wish to use  this  book as a general, central reference. Accordingly, 
the book  has  been  organized to provide a compendium of our current 
understanding of the field  and accepted practices; to facilitate access to 
the extensive worldwide literature base; and to introduce the experts in 
the various  disciplines,  who  collectively  form a unique resource base. 

Sufficient  background or “tutorial” material has been  included to make 
this  field accessible to the technically trained individual  who is confronting 
an  electrostatically  related  problem for the first time.  Various topic areas 
are organized to help the reader identify the necessary resource materials 

iii 



iv PREFACE 

whether  they be the text, the literature base, or the individual experts to 
enlist these resources in the solution at whatever level of sophistication 
is  ultimately required. 

Chapters 1 to 11 cover fundamental  phenomena  and  general  informa- 
tion. Chapter l introduces electrostatic fundamentals. Electrical phenom- 
enafor solids  and  liquids are discussed in Chapters 2 through 5. Numerical 
techniques for the solution of problems in electrostatics are summarized 
in Chapter 6.  Chapters 7 and 8 deal  with  fundamental  phenomena in elec- 
trohydrodynamics. Gas discharge  physics  and  chemistry are summarized 
in Chapter 9. Generation  and  measurement techniques for high voltages 
and electrostatic fields are described in Chapters 10 and 11, respectively. 

Chapters 12 to 29 cover the applications area of electrostatics. Chapters 
12 and 13 deal  with  fluid  flow  measurements  using electrostatic tech- 
niques. Printers, electrophotography, and displays are summarized in 
Chapters 14, 15, and 16, respectively. Electrostatic separation and  coales- 
cence techniques are introduced in Chapters 17 and 18, respectively. 
Chapter 19 deals with  electrorheological  applications. Electrostatic atom- 
ization  and  spraying for agricultural  applications is summarized in Chapter 
20. Industrial dust particle  precipitation  and  filtering are discussed in 
Chapters 21 and 22. Applications of electrostatic principles in electronics 
devices, chemical reactors, and  heat exchangers are summarized  in  Chap- 
ters 23,24, and 25, respectively. Chapters 26 and 27 deal  with the applica- 
tion of gas  discharges to water and  pollutant  gas  clean-ups. Chapter 28 
covers atmospheric electricity, and Chapter 29 introduces electrostatic 
applications for biomedical  engineering. 

The  final chapters cover static electricity hazards and charge elimina- 
tion  techniques. Electrostatic hazards in electronic industries and in  solid 
and  liquid transport processes are summarized in Chapters 30, 31, and 
32, and  charge  elimination techniques are introduced in Chapter 33. 

We thank  all the authors for their contributions. 

Jen-Shih Chang 
Arnold J. Kelly 

Joseph M .  Crowley 
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1 
Electrostatic Fundamentals 

Joseph M.  Crowley 
Electrostatic  Applications 

Morgan  Hill, California 

1. INTRODUCTION 
Electrostatics is  used  in a wide  range  of  applications  ranging  from the 
calculation of atomic forces to wrapping of leftover  food  items. All  of 
these  applications can be  understood by the application of a few  principles 
based  on  numerous observations. This chapter describes these principles 
and  gives the formulas  used to calculate the magnitude  of the effects. The 
ideas  presented  here will  be  used  repeatedly in the later chapters to discuss 
particular aspects of electrostatics. 

II. COULOMB’S LAW 
Electrostatics is based  primarily  on the observation that like charges  repel 
and  unlike  charges attract,  as indicated in  Fig. 1. The force is observed 
to increase  linearly  with each of the two charges, so that 

F12 - 9192 (1) 

The magnitude of the force falls off quadratically as the charges are sepa- 
rated, so the force expression can be further specified as 

F12 - 7 91 9 2  

l 



2 CROWLEY 

b 
9, 

Figure 1 The basic  electrostatic  interaction. 

where r is the distance between the charges. The constant of proportional- 
ity  in this force expression depends on the units  chosen to express the 
other quantities. For SI units, with  charge in coulombs  and distance in 
meters, the force expression becomes 

The constant 47r is  included because it  simplifies  some  calculations. The 
other constant, EO, is called the permittivity of free space and  has the 
value 

eo = 8.854 x Flm = 8.854pFlm (4) 

The force acts along the line  of centers of the two charges, so its direc- 
tion can be  included  by  referring to the vector distance between the two 
charges, r12.  With this addition, the vector force on the first charge  caused 
by its  interaction  with the second  charge can be  written as 

F1 = 41 [&in] 

This  expression is simple  when  only two charges are involved,  but  with 
many charges the force is expressed as a vector sum  of the contributions 
from  all the other charges. The force on the first charge is then 

F1 = F12 + F13 + F14 + (6) 

or taking the vectors into account, 
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Since  any  material  is  composed of numerous  positive  and  negative 
charges, it  is  clear that a more  compact expression must  be  used in most 
applications.  This  simplified  form  is  obtained by  defining the term in the 
brackets as the electric (force) field  acting  on the ith charge, 

It contains contributions from  all the other charges that interact with the 
charge of interest. Thus the electric force on the ith charge can be  written 
more  simply as 

111. DIELECTRIC MATERIALS 
So far, the force has  been  described as acting in a vacuum  between discrete 
charges.  In  many  applications of electrostatics, however, the charges exist 
in a material  medium.  Materials  contain  numerous  charged particles such 
as protons  and electrons, and the task of describing  all these interactions 
on  an  atomic  scale is impossible. The principal  effect of  all the other 
charges,  however,  is to decrease the net electric field at the location of 
the test charge.  This occurs because the other charges rearrange them- 
selves so as to neutralize the externally  applied  fields. For example, posi- 
tive  charges will tend to move  toward a negative charge, so the force acts 
on this  intermediate charge, rather than the test charge. 

The net decrease in apparent field can be  determined  experimentally 
fairly  easily. The decrease is expressed by the dielectric constant K, which 
is  defined  by the decrease in apparent force through the relation 

Fvac 
Fmaterial 

K = -  (10) 

Thus the basic expression for the electrostatic force between two charges 
in a material,  when  modified to include the effect of the intervening  mate- 
rial,  becomes 

Sometimes the dielectric constant is  lumped  with the permittivity of free 
space to give the permittivity of the material as 

E = KEo (12) 
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IV. GAUSS’S  LAW 
The electrostatic force, like gravity, depends on the inverse square of the 
distance  between charges. If we consider a large  spherical  shell  enclosing 
a single charge, the electric field associated with that charge  has the form 

1 
E“ r2 (13) 

while the surface of the spherical  shell  is  proportional to the radius, 

A = 4mr2 (14) 

Clearly, the product of the two  is a constant. 

This  relation  is true regardless of the shape of the enclosing surface, and 
can  be  written  more  generally as 

which  is  called  Gauss’s  law.  From this it is clear that the integrand  is 
essentially  related to the charge  per  unit area. It is called the electric 
displacement field, defined  by 

D = EE (17) 

The integral  form of Gauss’s  law  can  be  rewritten in the differential  form 

V - D  = p (18) 

where p is  charge  per  unit  volume. 

V. THE  ELECTROSTATIC  POTENTIAL 
While the definition of the electric field vector simplifies  writing the Cou- 
lomb force equation, it  still leaves the problem of finding the vector sum 
of  all  of the electric fields in the system. Usually  it is easier to work  with 
a single scalar quantity, and this is the role of the electrostatic potential 
energy. The Coulomb force on a charge is a function of position  given by 

F = qE = f(r) (19) 

The electrostatic force is conservative, so it can be  written as the gradient 
of a scalar function, called the electrostatic potential  energy W 

F(r) = -VW(r)  (20) 
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The spatial dependence comes  only  from the electric field, so the charge 
is  usually  removed  from the equation, giving the electric field as 

E(r) = -V@(r )  (21) 

where @(r) is the electrostatic potential  energy per unit  charge (also called 
the voltage or electric potential). This  defines the potential  but does not 
tell  us  how to find it. 

By combining  Gauss’s  law  with the electric potential, we can eliminate 
the unknown electric field  from Eq. 18, yielding a single equation for the 
scalar electrostatic potential as 

V*D = -V*(€V@) = p (22) 

If the permittivity does not  depend  on the spatial coordinates (the usual 
case), this  equation  simplifies to 

V2@ = -- P 
E 

This is Poisson’s equation, which  gives the potential in terms of the vol- 
ume charge density. In  regions  where there is  no  net  charge density, it 
simplifies to Laplace’s equation, 

V*@ = 0 (24) 

This is the equation  most  often  used to find electrostatic fields in practice. 
It  is  particularly  useful  when the fields are generated by electrodes con- 
nected to voltage sources. Typically, its solution requires boundary  .condi- 
tions  related  to the voltage or its derivatives. These boundary  conditions 
must  be  specified  around a surface that completely encloses the region 
of interest. 

Laplace’s  equation  has  been  extensively  studied for over a century, 
and  numerous  books  have  been  written to discuss its solution. For most 
applications,  only a few  of the simplest  solutions are needed. These special 
cases include  most of the basic  engineering  geometries  and shapes and 
often serve to model the effects expected in practice. If more  detailed 
results are required, numerical techniques must  be  used. 

Both the analytical  and the numerical techniques rely  heavily on the 
linearity of Laplace’s equation, which  allows  us to construct complete 
solutions by  adding together partial  solutions that satisfy  only one bound- 
ary  condition. For example, the potential  between two cylinders at differ- 
ent  voltages  can  be constructed by  solving for the potential  with first 
the inner  and  then the outer cylinder grounded, and  then  adding the two 
solutions.  These  superposed solutions have the general  form 

= fl(r)B1 + f2(r)B2 + (25) 
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Here Bi represents boundary  conditions on the ith boundary, and5 repre- 
sents the solution for the special case when the condition at the ith bound- 
ary  is set to unity  and the conditions at all the other boundaries are set 
to  zero. 

This  technique  is  valid for combinations of different types of boundary 
conditions,  including  voltage, charge, surface charge density, volume 
charge density, and  normal electric fields. The tables at the end of this 
chapter give the partial  solutions for a number of common situations. 

VI. CAPACITANCE 
In  practical electrostatics, it is often necessary to connect an electrostatic 
device to an external electrical circuit. In a circuit context, this requires 
a relation  between the charge  supplied to the electrical terminals  and the 
voltage  applied there. As an example of  how the charge  and  voltage can 
be related, consider the basic  parallel  plate  arrangement of Fig. 2. The 
electric  field  between the two  plates can be  obtained by applying the 
formulas of Table 1 at the end of this chapter. In this example, the bound- 
ary  conditions are 

v, = 0 
v* = v 

and the plates are separated by a distance 

d = b - a  (27) 

so the electric field  between the plates  (Region 1) is  given  by 

1 V 
b - a  d 

E =  -- v = - -  
The total charge  on a plate is calculated 

(28) 

by  using Gauss’s  law over a 

Figure 2 The  parallel  plate  capacitor. 
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volume that encloses the plate, giving the total charge  on the electrode 
as 

Q = f i d d S = - ~ V  €V €A 

Note that the charge is linearly  related to the voltage in this example. The 
constant of proportionality is defined as  the capacitance of the device, 

€A c = -  
d 

It is a measure of the amount of charge that can  be stored on  an electrode 
for a given  voltage.  Much of electrostatics can be  explained  by  considering 
how such a capacitor behaves as its dimensions are changed, or the dielec- 
tric constant varies. 

VII. CONSERVATION OF CHARGE 

Ultimately,  charge is always  associated  with  mass  through its association 
with a proton or electron. Like mass, it is also conserved, but its conserva- 
tion  law  needs  some  additional consideration because charge  can  be either 
positive or negative,  and opposite charges can neutralize each other even 
though the associated  masses  always  add together. Consider an  enclosed 
volume  in space, as shown in Fig. 3. The net amount of charge  inside the 
volume  is  denoted  by Q.  A flow of charge (called  an electric current) can 
enter or leave the volume,  leading to an increase or decrease of the net 
charge  inside.  This conservation law is written as 

Figure 3 Conservation of charge  in  a volume. 
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where i is the electric current, in  coulombs  per second (amperes). This 
conservation law can also be written in differential  form by  defining a 
current density J that gives the current per unit area at any point. Using 
this  definition, the conservation law first takes the form 

g dt ///p dV + #J.dS = 0 

where the surface integral  is  positive if the current density J is flowing out 
of the surface. Using standard vector identities gives the corresponding 
differential  form of charge conservation as 

dP - + V-J = 0 
dt (33) 

VIII. ELECTRIC  CURRENT 

The  electric current density is a crucial quantity in electrostatics, since 
it determines  where  charges are located at any instant. Occasionally, we 
observe a linear  relation  between the current and the electric field, of the 
form 

J = uE (34) 

where U is called the conductivity of the material  through  which the cur- 
rent  flows. In most electrostatic applications, however, the relation  be- 
tween current and  field  is  more  complicated. To understand why,  and to 
decide  which  relation  is appropriate in a given instance, we  need to exam- 
ine the conduction process more closely. 

To begin,  we consider the case of unipolar conduction, where only a 
single  type of charge carrier is present. These carriers have a volume 
density of n per cubic meter, and  they are all  moving  with a velocity U. 
The current density  is  given  by 

J = nqu (35) 

There are three quantities that affect the current density, so changes in 
any  one of  them  will affect the current flow. Note that this current is 
associated  with a local  charge density 

P = nq (36) 

If the moving  charge  is the only  charge present, there will  be a net space 
charge density, which leads to variations in the local electric field. This 
situation  often occurs when current is flowing  through  good insulators 
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like gases,.oils, or plastics.  In other cases, there are additional charges 
that do not participate in the motion  but are available  to neutralize the 
space  charge of the carriers. This situation is  common  in  good conductors 
like  metals or water. 

The current density  is  proportional to the velocity of the charge car- 
riers, which is determined by their response to applied forces. They can 
be swept  along by surrounding  material, as in a flow of insulating  liquid, 
or they  can  be  moved  by a force that acts directly on the associated  mass, 
such as gravity or inertia. They can also be moved  by the electric field. 
When a field  is  applied, the charge  at first accelerates inertially, but  it 
usually reaches a terminal  velocity  depending  on the nature of the sur- 
rounding  material.  After  this  inertial transient, the charge  velocity  is  re- 
lated to the applied  field  by 

U = pE (37) 

where p is the mobility of the carrier in that material.  This  relation  is  only 
valid after some  delay  time in normal  fluids  and  solids.  In  thin  materials 
like  gases  and  vacuum, the delay  time may exceed the time  available for 
the experiment.  In those cases, mobility has no  meaning. 

Note that the mobility  relation  includes the sign  of the charge, since 
the velocity  will  be  reversed if the sign  changes. A negative carrier, for 
example, will have a negative  mobility.  Often the sign  is  omitted  from 
discussions,  but  it  must  be  replaced in the equations when  needed to avoid 
incorrect results. 
So far we  have seen a number of ways in  which the current density 

can  vary in time  and space. The number density of carriers, their charge, 
and  their  velocity can all  vary  in a particular situation, invalidating the 
concept of conductivity. It is  still  possible to define a material  conductiv- 
ity, however, if these sources of variations are absent or weak.  In particu- 
lar, if the number  of  available carriers and their charge is constant, and 
if the velocity  is  linearly  related to the electric field  through the mobility 
relation,  then we can write the current as 

which serves to define the conductivity. 
These considerations remain  valid if there is  more  than one available 

carrier, since the total current density can be expressed as the sum  of 
contributions  from each carrier as 
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In the mobility  limit,  this takes the form 

which  gives an expanded  definition of conductivity. Note that the charge 
on each particle is multiplied  by its mobility, so that the correct result is 
obtained by taking the magnitude  of these quantities. 

In  some studies, the relation  between current density is  described by 
resistivity  instead of conductivity. Normally the resistivity is defined  by 

1 p” 
U 

If resistivity  is used, care should  be taken not to confuse it  with the space 
charge density, which  often  uses the same  symbol, p. 

IX. ELECTROSTATIC  FORCE  EXPRESSIONS 
Coulomb’s  law describes the electrostatic forces exerted between  pairs 
of charges, but  practical situations are rarely that simple. A number of 
alternate formulations  have arisen in practice to simplify the task of finding 
force in a particular situation.  The  most  popular  formulations are de- 
scribed  below. 

A. Monopoles and Dipoles 

The force on a single  charge  in  an electric field  is  given  by the monopole 
force expression as 

F = qE (42) 

This  is  often  used  when there is a single  charged object. In  many cases, 
there will be two equal  and opposite charges on a single object, as shown 
in  Fig. 4. To first order, the forces on the two charges oppose each other, 
yielding a net force of zero on the object. If the electric field is stronger 
at the location of one of the charges, however, it  will exert a slightly 
greater force. The net force on the entire object depends on the size of 
the object, and on the difference in electric field across the object. In  Fig. 
4, this gives a net force in the x direction of 
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Figure 4 A dipole in a nonuniform field. 

The coefficient of the derivative is called the dipole  moment  of the object. 
It  is a vector quantity, defined  by 

P = qd (44) 

The net vector force on the dipole can therefore be  written as 

F = (p*V)E (45) 

Since  most  materials consist of atoms or molecules that contain  equal 
numbers of electrons and protons, the dipole force can always occur if 
the electric field  is  nonuniform.  In  studying  dipole forces in bulk materials, 
it  is  more  convenient to combine the force contributions of  all the individ- 
ual  dipoles into a single expression for the dipole force density per unit 
volume (or dielectrophoretic force), 

f = (P.V)E (46) 

Here P is the polarization vector, defined as 

P = np (47) 

where n is the number density of dipoles. 
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B. Stress Tensor 
When  dealing  with  bulk materials, and  when  formulating  boundary  condi- 
tions for motion,  it is usually  simplest to use the Maxwell stress tensor 
to describe the force. This expression is based on the volume force density 
expression 

F f=- -  
Volume - P E  

When the charge density is  eliminated by  using Gauss’s law, this takes 
the form 

f = (V*D)E (49) 

which can be rewritten using vector identities as 

Each component of the force is the sum of partial derivatives of a new 
quantity  called the stress tensor. It is defined  by 

T,.,. = &.E. - %&.a,. 
1 J  U V  (51) 

where aii is the Kronecker delta, 

I i = j  

This  formulation of the electrostatic force has the advantage that only a 
single quantity, the electric field,  need  be  known in order to apply it. 

The stress tensor is  widely  used to find forces on entire bodies, and 
also to derive boundary  conditions by converting to a surface integral. 
This  conversion relies on vector identities to produce the expression for 
the net force on a closed  volume as 

Just as for the volume force density, this  allows  calculation of force solely 
from  knowledge of the electric fields, without the need  to determine the 
charge distribution. 

C. Lumped Force 
When  dealing  with  macroscopic  bodies subject to electrostatic forces, a 
lumped parameter formulation can often  be  made.  This  approach assumes 
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that the charge  on  an  object can be  described by a capacitance relation. 
For a single  body,  this takes the form 

Q = CV (54) 

This  approach  can also be  used  when there are multiple charges and  volt- 
ages  by  extending the definition. The electrostatic force can be  written 
as a derivative of a potential  energy function as 

a W' f = -  
ax 

The energy  function W' is  called the electric coenergy  and  is  calculated 
for a two-terminal device as (Woodson  and  Melcher, 1968) 

W' = %CV2 (56) 

Only the capacitance factor depends on position, so the force has the 
simpler  form 

ac f = v2- 
ax 

Similar expressions can  be  calculated for forces in other directions. For 
example, the torque on the object would  be  given as 

if the capacitance  varies  with the angular  position. 

NOMENCLATURE 

A 
c 
D 
d 
E 
F 

i 
i 
J 
n 
n 
P 
P 

f 

area, m2 
capacitance, F 
electric displacement field, C/m2 
distance, m 
electric field, V/m 
force, N 
force density, N/m3 
current, A 
unit vector 
current density, A/m2 
number density, l/m3 
normal  unit vector 
polarization,  C/m2 
electric dipole, C-m 
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Q 
4 
r 
S 
T 

V 
W 
W’ 
6 

U 

E 

E O  

<p 
K 

P 

P 
PL 

IT  

U 

7 

e 

charge, C 
charge on particle, C 
radial distance 
surface area, m2 
electric stress tensor, Pa 
velocity, m/s 
voltage, V 
potential energy, J 
electric coenergy, J 
Kronecker delta, also dielectric thickness, m 
permittivity, F/m 
permittivity of vacuum, 8.854 pF/m 
potential, V 
dielectric constant 
mobility,  m2/Vs 
3.14159 
charge density, C/m3, or resistivity, R.m 
linear  charge density, C/m 
conductivity, S/m 
torque, N.m 
angular position, radians 

CROWLEY 

TABULATED  SOLUTIONS OF LAPLACE’S EQUATION 
These tables give the solutions of Laplace’s equation for a number of 
useful  geometries  and  boundary conditions. In each geometry, there are 
several  boundary  conditions that can  give  rise to fields. Each of the partial 
solutions  associated  with a boundary  condition  is  given in the table. They 
may be superposed to find the total solution. An example of the application 
of these  tables  is  shown in Sec. VI. 
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Table 1 Flat  Parallel Electrodes 
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r Boundary Conditions 

Region l 

a < x < b  I b-x I x-a 
b-a 

1 
Er=l 

1 
b-a 

E,= I 0 0 

E, = 0 0 
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Table 2 Parallel Dielectric Sheets 

CRO WLE Y 

E, = 

E, = - 
I E, = 

E, = 

E, = 

E, = 

Region 1 

0 0 0 

0 0 0 

This table uses the  definitions 8, = (b - U)/KI and 82 = (c - h)/K2. The  ratio of thickness 
to  dielectric  constant is often  called  the  (apparent)  dielectric thickness. 
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Table 3 Coaxial Circular Cylinders 

Boundary Conditions 

v1 

Region l 

v2 

I -  1 
r In( b/a) rln(b/a) 

Eo = 0 0 

0 I 0 
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Table 4 Charged Cylinder 

I Boundary Conditions 

1 
r P L  

Region l 

E, = 

E, = 

1 
2a frIE0r 

1 

0 

0 0 

0 0 

The quantity pL is  the net charge  per  unit  length in Clm. 
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Table 5 Isolated Sphere 

Boundary Conditions 

Region I 

a < r < -  
osesn a= 
os(bs2n 

a 
r 

a 
r2 0 

EB = 0 0 

E, = 0 0 

1 

E, = - 
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Table 6 Concentric  Spheres 

Boundary Conditions 

V1 v2 

Region I 

a < r < b  

O S @ 5 2 S  
O S B 5 7 C  @= 

b/a - bjr b/r - 1 
b/a - 1 b/a - 1 

ab ab 
E, = 

(b  - a)r2 (b  - a)r2 
- 

E, = 0 0 

E, = I 0 I o  
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Table 7 Surface Charge on Sphere 

21 

1 Boundary Conditwm 

V 

Region l 

O c r c a  
05857C @= 
05@52z  

a 

K Z E O  
1 

E, = 0 0 

Ee = 0 0 

Region 2 

a < r < -  
0585;A @ =  
05@<2z 

a' 

K Z E O '  

a' 

1 

E, = 
KzE0o" 0 

Ee = 0 0 
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Table 8 Point Charge  at  Origin 
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Electrification of Solid Materials 

Alexander A. Berezin 
McMaster  University 

Hamilton,  Ontario,  Canada 

1. INTRODUCTION 
This article provides a brief  overview of physical aspects related to the 
electrification  mechanisms of  solid  materials. 

With the exception of lightning,  frictional  electrification of material 
objects is  probably the earliest electrophysical phenomenon  known to 
people  from  their direct experience. Yet in contemporary electrical sci- 
ence, engineering,  and  modern  society  at large, electrostatics and its appli- 
cations attract relatively  little attention. It is  not  difficult to indicate  sev- 
eral  reasons for such an apparent neglect of electrostatics: 

(1) Almost  all  modem  technology  and the entire society  relies on elec- 
tricity in its, so to say, electrodynamical form. Production, distribution, 
and  utilization of electric power  along  with  many industries related to 
electronics  (computing,  musical entertainment equipment, radio  and cable 
communication systems including  TV  and VCR technologies)  employ the 
lion’s share of  all  electrically  related  professionals.  On the background of 
these populous occupations and trades, those few  who are professionally 
engaged  into electrostatics are almost  unnoticeable. 

(2) Accumulation  of a static charge  is often perceived as a source of 
parasitic  and  undesirable effects, i.e., largely as a “pest” phenomenon. 
This  is the typical  feeling of those involved in the home insulation, stereo 
equipment, conveyor belts, etc. For them, static charging is primarily 

25 
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something to avoid rather than a fundamental  and  applicationally  useful 
physical  phenomenon.  Effects  like  electrification due to  engine belts are 
of direct concern to car manufacturers. For the general  public, static 
charging of synthetic cloth and apparel leads to additional  (though  usually 
relatively  minor) expenditures on antistatic sprays and  laundry additives. 

(3) Skeptical overtones toward electrostatics have even some  effect 
on  electrical  and electronics professionals.  Many of them  perceive the 
whole  lore of static electricity and electrostatic charging  in  an  essentially 
negative  way,  sometimes even with near disdain. Such an attitude is  easily 
recognizable  from the typical  present-day  university  curriculum  in electri- 
cal or civil  engineering,  which as a rule  gives  almost  no serious exposure 
to electrostatics problems. 

(4) Likewise,  among “pure” physicists, electrostatically related areas 
(such as static charging, dielectrics, and  breakdown  phenomena) are not 
usually  taken as exciting  and  promising research directions for the near 
future. 

To summarize, electrostatics does not  generally  enjoy the same  level 
of respect and  social support as many other, currently more fashionable, 
areas of physics  and electronics. Few  will  be  willing  to support a major 
electrostatics project  with even 1% of the costs of the now notorious 
superconducting  supercollider (its current price  tag  is about $1 1 billion). 
Few  believe that electrostatics could  be a likely or inspiring source for 
important  breakthroughs in fundamental  and  applied areas of science and 
technology. The overview of electrification  phenomena  presented in this 
article provides  some  arguments  to  offset  such a widespread  negative 
image of electrostatics. Following a more  optimistic note, this paper em- 
phasizes the present development of  new  and important  links  between 
electrification  phenomena  and certain fundamental aspects of quantum 
physics  and other key areas of modern science, technology,  and  engi- 
neering. 

II. PHENOMENOLOGY OF A STATIC  CHARGE 

A. Conductors and Insulators 

The  traditional  division of materials  into two opposite classes, conductors 
and insulators, is  valid  only  in a crude sense. In  reality there is a tremen- 
dous diversity of properties of solid  materials in terms of their electrical 
conductivity characteristics, their dielectric properties, and their ability 
to accumulate  and  hold a static electric charge. 
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B. Electrical  Conductivity  and  Charging 

Materials  differ in physical types and concentrations of electrical charges 
and  in the ability of these charges to move  freely or quasifreely. The 
latter type of motion  means a wide  variety of propagation  mechanisms of 
charges, e.g., by quasicontinuous  diffusion or  by “hopping” over the 
atomic  impurities  and other microscopic defects in a crystal lattice. The 
generation  and  recombination  mechanisms are also quite versatile, as well 
as the delivery  mechanisms of charges  from the surrounding objects, 
which are especially  important for the kinetics of static charging (Loeb, 
1958; Harper, 1967; Krupp, 1971; Shinbrot, 1985; Schein et  al., 1992; Horn 
and  Smith, 1992). 

Charging  is  mainly  (but  not  exclusively) a surface-dominated process. 
It is, of course, trivial that any  local  charging  is a result of an  imbalance 
between the positive  and  negative  charges  at a particular spot. However, 
the specific  mechanisms  of  this  charging  allow for numerous scenarios in 
terms of the nature of the charge carriers, their mobility, their dynamics 
of accumulation on surfaces and defects, etc. 

C. Charge-Holding Characteristics 

Conductivity  and  charge-holding characteristics of solids are, of course, 
primarily  defined  by  their  physical  and  chemical nature. However, even 
for a given  material  (with a specified  chemical structure and composition), 
the nature and  magnitude of the fundamental electroconductivity and  elec- 
trostatic characteristics can exhibit  an  additional dependence on the size, 
shape, degree of polycrystallinity,  and  all  possible varieties of chemical 
impurities  and structural imperfections. Among the characteristics show- 
ing sample-dependent  variability are relaxation (“leaking”) times of the 
accumulated charges, thresholds of breakdown  and arcing, and  local  val- 
ues of dielectric losses. 

The  charge-holding  capacity of bodies varies greatly  and  is  limited  by 
a whole  range of discharge effects. For example, for electrostatic charging 
of powder-type  materials  it  is quite typical to achieve charge-to-mass  ra- 
tios  on the order of  C/kg. Typical scenarios of electrostatic charging 
are shown in Fig.la,b. Generically, three main types of behavior can be 
identified: 

(a) Linear  charge  accumulation  with a subsequent abrupt (“cata- 
strophic”) breakdown (curve Lin-Break in Fig. 1). This  type of breakdown 
happens  mostly as a spark-type discharge. The threshold  voltage for such a 
discharge  usually  has a poor  predictability. It may change quite erratically 
depending  on the size  and shape of the charging objects, the state of their 
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Figure 1 Three scenarios of static charging as functions of time: (a) linear 
charge accumulation  (Lin) followed by an abrupt breakdown discharge (Break); 
(b) Nonlinear saturation  restricted by charge repulsion effects (Sat) or followed 
by gradual leaking of the charge  (Leak). U is a surface charge density. 

surfaces  (dry or wet, etc.), the configuration  and  placement of surrounding 
objects, and other environmental factors (e.g., presence of moisture or 
dust  particles). 

(b) Saturation-type characteristics of charge  accumulation.  In this 
case the accumulation of charges  on  solids  during the triboelectrification 
process saturates in  time (curve Sat in Fig. 1). This happens when the 
effects of electrostatic repulsion  noticably precede the spark breakdown. 
The saturation happens because of the effects of the electrostatic repulsion 
(Berezin, 1986) that the newly  arriving  charges experience from the al- 
ready  accumulated charges, which resist their further accumulation. This 
process  can  be  delayed for some  special  geometries  favoring  charge accu- 
mulation on the outer surfaces of the charging  bodies (e.g., in a van der 
Graaff electrostatic accelerator or a Leyden jar). 

(c) Charge  accumulation  limited by gradual  leaking effects. In  this 
case the nonlinearity of a process arises as a result of a competition  be- 
tween  charge  arrival  and a setup of various  leaking currents (curve Leak 
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in  Fig. 1). To some extent, such a scenario can include corona discharge 
effects. 

D. Randomness  and  Chaos in Charging 
Erratic and  often  highly  unpredictable chains of breakdown onsets accom- 
panying  triboelectrical  charging  can  lead to chaotic time patterns of dis- 
charges as illustrated in Fig. 2. This sketches a typical  plot of spark dis- 
charges in systems like conveyor belts. Due to sporadic discharges, the 
total  instantaneous  charge Q varies. In  most cases (but not  always) the 
total  charge at each discharge reduces to near zero and  then accumulates 
again.  Although the discharges  normally  happen  with a certain average 
frequency (repetition rate), they as a rule do not  form a periodic train and 
appear to  have  some stochasticity. 

Furthermore, as the discharge events are very sensitive to the initial 
conditions, the time instances of discharges ( ? I ,  f 2 ,  f3, etc.) may  not  be 
just a random  time series but can form (at least sometimes) correlated 
patterns according to recent theories of chaos and fractal dynamics. These 
“hidden” correlations are usually described as a presence of some  intri- 
cate structures in a phase space of a system in question. Such  mathemati- 
cal objects have a fractal-like  topology  and are presently  known under 
the name  of strange attractors (Berezin, 1991). 

111. OVERVIEW OF CHARGING MECHANISMS 

A. Charge  Geometry  and Charge Stability 
The distribution of static charges  on  solid or polymer objects is defined 
by  an interplay of several factors: (a) the geometry of charge  generation 
areas (e.g., “hot spots” on surfaces under friction), (b) the degree of ease 

Figure 2 Chaotic  sequence of tribochargings  arid  discharge  breakdowns. 
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with  which  charges  move,  and (c) the electrostatic (Coulombic)  repulsion 
between  charges of a given  sign.  Additionally,  polarization effects (forma- 
tion  of  dielectric  dipoles)  can  sometimes  play a role in  defining the terminal 
charging pattern. 

If charges  have  some  positional  flexibility, their distribution can experi- 
ence sharp spacial rearrangements (Berezin, 1986). This can  be interpreted 
as electrostatic phase transitions, which are similar to structural phase 
transitions in crystals. Generally  speaking, the charges are more stable 
when  they are highly  localized (Harper, 1967), and their self-stabilization 
is often  due to polarization effects. Polarization effects can sometime  facil- 
itate nonuniform  charge distributions and  asymmetrical  charge  clustering. 
The  physical  basis for this  is  illustrated in  Fig. 3 with the simple  example of 
two  identical  neutral  impurity atoms immersed in a polarizable insulator. 
Polarization of a medium  by a net electrical charge leads to a decrease of 
the total potential  energy of the system. As a result, it may  be energetically 
advantageous for a system of two neutral atoms (Fig.  3a) to “decay” into 
the  asymmetrical state of one positive  and one negative  ion.  Such a pro- 
cess of spontaneous charge  asymmetrization is shown by the dashed arrow 
in Fig.  3a.  Physically,  it  can  proceed  by a (“cold”) quantum  mechanical 
tunneling or a (“hot”) thermally activated hopping process. Either of 
these routes results in the state shown in  Fig.  3b. The polarization  energy 

Figure 3 Formation of charge  nonuniformities  due  to  polarization effects. Ver- 
tical axis indicates  the  energy of an  individual  atomic  state  relative to the  energy 
band  structure  of a  given  solid  material. (a) Two identical  electrically  neutral 
atoms  in a polarizable  medium.  (b)  Asymmetrical  stable  state formed.by charge 
redistribution. 
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is  always  negative, as it  is  proportional to the minus square of the electric 
field of a net charge, i.e., both + Q and - Q contribute separately to a net 
decrease of the potential energy. This  means that at both (so originating)‘ 
charged sites the whole  system  gains  negative contributions to the total 
net  potential  energy. These energy  shifts are shown in  Fig.  3b  by the two 
downward-pointing arrows. 

The  process  sketched in Fig. 3 is  an  example of a general  physical 
phenomenon  known as spontaneous symmetry  breaking. It is also akin 
to a polaron  effect  in  solid state physics (Emin, 1982). In the case when 
such spontaneous charge  asymmetrization leads to the formation ofa poly- 
electronic  localized charge, the whole  phenomenon is refered to as “polar- 
ization catastrophe.” These aspects of static charging are especially im- 
portant for electrification  effects in microparticles, e.g., in dusty plasmas, 
aerosoles, sprays. 

B. Classification of Charging Mechanisms 

It is possible to indicate several distinguishably  different  mechanisms of 
the charging  process as it  applies to solids (Harper, 1967).  Any  possible 
classification of  charging  mechanisms has, of course, some  degree of sub- 
jectivity and  can  depend  on a desired  emphasis  under consideration. For 
instance, the optimal  classification of charging  mechanisms will  likely  be 
different  whenever the point of major interest lies in a fundamental  micro- 
scopic  dynamics of charging, the relationship of charging to other physical 
and  chemical processes, or various objectives of engineering  related  to 
charging. As a compromise  between diverse fundamental  and  applied as- 
pects of various processes of electrification of  solid materials, the follow- 
ing classification of charging  mechanisms is adopted in the present review. 
We can, roughly  speaking, separate all  charging  phenomena  into three 
categories: 

1. Charging  involving relative mechanical  motion of objects and surfaces 
2. Charging as a pure contact phenomenon (no relative macroscopic mo- 

3.  Charging as a primarily  chemical (or electrochemical) process 

The first  category  involves  various processes like  sliding,  rolling, the flow 
of a liquid or a gas  around  solid objects, etc. (Horn and Smith, 1992). This 
class of phenomena is generally  known as triboelectric (Sec. 1II.C). It 
also may  include  charging  by a mechanical  collision  between particles or 
between  particles  and surfaces (“hit-and-run” charging). 

The  second  category encompasses many  phenomenologically  and mi- 
croscopically  different processes like  charge  redistribution due to contact 

tion occurs) 
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potential  difference,  charging due to electron tunneling, etc. (Sec. 1II.D). 
Formation of regions  of  spacial  net  charge  and  built-in electric fields at 
semiconductor pn junctions and  more  complicated  semiconductor struc- 
tures also  falls  into this category. The latter effects are due to the different 
electronic  affinity of donor-  and acceptor-type impurities,  with the conse- 
quence that their  charged  (and  not  neutral) state leads to the configurations 
of the least potential  energy (Streetman, 1990). 

The third  category  includes  such  phenomena as electrification as a re- 
sult of electrolytic charge separation (e.g., in batteries) or during  some 
corrosion processes (Sec. 1II.E). In  most cases, charges  released in chemi- 
cal processes do not  accumulate in significant quantities but are diffused 
away  by  net electric currents. 

Additionally to the above categories, the (partial) electrical  charging of 
solids  can be achieved  through their illumination  by  light (photoelectric 
effect) or by a direct extraction of electrons by the application of strong 
electric  fields (autoelectronic emission). These effects are outside the 
scope of this article. 

C. Triboelectric  Charging 
Triboelectrification or frictional  charging  is one of the oldest  known forms 
of charging,  yet  it  is perhaps less understood in its fundamental  mecha- 
nisms  than  such processes as contact or electrochemical  charging. The 
major  body  of data related to triboelectrification  is  mostly of a phenomeno- 
logical nature. In some cases it  is  not even clear how to explain the sign 
of a charge  on a particular surface for a given  pair of surfaces experiencing 
a frictional contact. 

1. Types of Triboelectrification 
Generally  speaking,  frictional  charging can happen at any  dynamical con- 
tact of surfaces. The main forms of such  dynamical triboelectric contact 
(Harper, 1967) are 

1. Sliding 
2. Rolling 
3. Vibration  of surfaces at a contact 
4. Impact  charging 
5. Charging at a rupture or a separation of solid/solid or solidhiquid sur- 

6. Deformation-induced  charging due to a charge redistribution at stress 
7. Charging at cleavage of crystals (Krupp, 1971) 

Additionally, a noticeable  charging can sometimes result from a periodi- 

faces (Loeb, 1958) 
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cally  varying pressure between the two surfaces, even  when  they are not 
moving against each other. This  is a subcase of case (6) above. 

2. Volta-Helmholtz  Hypothesis 
Experiment  generally  shows that the level of a triboelectric charging  de- 
pends  on the relative  velocity of surfaces moving  against each other and  on 
the pressure acting  between  them.  In  most cases the accumulated charge 
increases  with pressure at rubbing.  This  could be simply  explained as a 
multiplication of the density of contact points  with pressure increase. This 
is  known as the Volta-Helmholtz hypothesis. Surface charge  density at 
these processes can  be  up to IO4 electrostatic units per cm2, which corre- 
sponds to about 2.1OI3 electronic charges per cm2. The latter means that 
the average distance between the two  neighboring electrons at the surface 
is  less  than 10 interatomic distances. Such  charge densities, which are 
quite rare at frictional  electrification processes, can  lead to electric fields 
in the range of thousands of  kV/cm near a charged surface. 

D. Contact Charging 

Contact  charging  (Volta effect) is a process of charge  redistribution result- 
ing  from a direct contact of two surfaces without  their  relative  macro- 
scopic  motion or application of a pressure (these are  at least not the essen- 
tial aspects of contact charging). Contrary to mechanical triboelectrical 
charging, the physical  mechanisms of contact charging are quite well 
understood. 

The  physical  reason for contact charging  is the gain  of potential  energy 
of a system that can  be  achieved  when two surfaces of different  chemical 
and/or structural nature are brought  into contact. Usually contact charging 
is  treated as the formation of a double electrical layer (DEL), as shown 
in  Fig. 4. This  layer spontaneously originates  between (almost) any  two 

Figure 4 Double  dielectric  layer  between  two  materials (M1 and M2). Electric 
potential V changes  over  the  microscopic  distance,  usually of several  atomic  lay- 
ers. Del = double  electrical  layer. 
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dissimilar  materials (MI and M2). In Fig. 4 the x-axis  shows the direction 
perpendicular to the interface between  both  materials. The DEL, also 
known as a Helmholtz  double layer, is somewhat  similar to a charged 
capacitor (Harper, 1967; Loeb, 1958). Its formation  is  due to the differ- 
ences in the original  energies of mobile electrons in the two contacting 
materials. For the case of two  metals in contact these energies are referred 
to as the Fermi  energies of the two respective metals. The actual charge 
redistribution  is  usually  described as a quantum  mechanical  tunneling  ef- 
fect through the potential barrier, as shown in Fig. 5 .  The potential barrier 
between  two  metals  is  usually  caused  by a thin  layer of oxide  forming at 
the interface. 

As such, contact charging does not  necessarily  involve  mechanical  mo- 
tions.  In  this way it  differs  from triboelectrical effects. However, the main 
physical aspect of contact charging  (quantum  tunneling of electrons) can 
also  be present during the process of frictional  charging. 

E. Chemically Induced Charging 

Contact  charging (Sec. 1II.D) does not as such  presume  chemical  changes 
in the materials in contact. When  such  chemical  changes  have taken place, 
the charging is referred  to as chemically  induced  charging.  This features 
chemical reactions involving  charge transfer and  various  electrochemical 
processes  when a system  is  subjected to the voltage  differences  imposed 
from outside (external biases). An example is the electrochemical corro- 
sion  of a metallic surface or other surface oxidation reactions. Depending 
on the circumstances, charging or voltage  biasing can affect the rate of 
such processes. Usually,  depending  on the interplay of the polarity  and 
a magnitude of biasing  with the material  and  environmental parameters 
(type of metals,  acidity of solutions, etc.), both  rate-accelerating  and rate- 
inhibiting effects can  be actualized. 

r 

Figure 5 Quantum mechanical tunneling of an electron through the potential 
barrier. 
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F. Charging  Oscillations and Sign Reversals 
Unpredictability of frictional  charging can sometime elevate to a random 
or quasirandom (chaotic) change of the magnitude  (and even sign) of a 
static charge  during the charging process. For instance, electrification 
by repeated contacts of an  epoxy  resin  with a copper plate leads to a 
nonmonotonic  (oscillating) dependence of total charge as a function of 
the number of contacts made (Kwetkus et al., 1991).  Most  of these effects 
remain at a largely  phenomenological  level  and  await a truly quantitative 
theoretical explanation. It is quite likely that many  of these observations 
will require  explanation  at a quantum  mechanical  level  using theoretical 
tools  such as quantum  nonlocalities in electrostatic interactions. The latter 
are represented, for instance, by an electrostatic version of the Aharonov- 
Bohm effect  (Matteucci  and  Pozzi, 1990) or some other recent develop- 
ments in the area of quantum chaos (Gutzwiller, 1991). 

G. Triboelectric Series 
Mutual  charging of two frictionally interacting materials  usually preserves 
the sign  of a charge  induced on each of the participating surfaces. For 
example,  rubbing of zinc over glass results in the glass  being  charged 
positively  and the zinc  negatively (Harper, 1967).  Sometimes (but not 
always!)  several  materials  can  be  arranged into a so-called triboelectric 
series so that each material  is  charged  positively  when  it is rubbed  against 
the previous.  Sometimes these series are closed (i.e., form loops). An 
example of such a loop  involving  five  materials  is (Harper, 1967) 

... - zinc - glass - cotton - filter paper - silk - zinc - e . . .  

It  should  be noted, however, that such loops are reproducible  only quite 
poorly,  and  often the sign  of the induced charge shows the reverse of the 
expected. This reversal may be influenced  by such circumstances as the 
shape of the surfaces. For example, convex and concave surfaces may 
acquire  different  signs of charge.  Similar erratic changes of  sign (“temper- 
amental  charging”) may  be due to variations in the degree of smoothness 
of the participating surfaces, etc. 

IV. SOME  APPLIED  ASPECTS OF CHARGING 
A. Static  Charge  Monitoring 

In  practical static electrification we  need  means  of  dealing  with  essentially 
opposite  tasks: 
1. Getting  rid of a static charge when  it is not  needed 
2. Keeping a static charge  when  it facilitates the desired effects 
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For the first  task we  need  means of suppressing the charge separation in 
various  mechanical processes and/or neutralizing the accumulated  charge. 
For the latter we need  various antistatic circuits and other ways of increas- 
ing the ambient  electrical  conductivity  (e.g., antistatic sprays). The second 
task  must  be  accomplished  relatively less often  and  is  mostly attained by 
designing surface geometries that are beneficial for charge  accumulation 
and  subsequent  charge  stabilization. A typical  example of the latter is  an 
electrostatic van de Graaff generator. 

B. Industrial Implications of Triboelectricity 

Along  with some  applications  mentioned in the introduction, the following 
industries  and  technologies are fundamentally  affected by the effects of 
static charging:  photocopying, laser printing, electrostatic dust collection, 
electrostatic precipitation, etc. Paper  and  textile industries have  special 
facilities to reduce static charging. Another problem  is a static charge in 
an  aircraft  induced  during  flight. As  many areas of manufacturing  (like 
the auto industry) are now  moving  from  metals to plastics  and ceramics, 
the role of static charging  is  getting  more  and  more  important. 

C. Electrostatic  Effects in Microelectronics  and Related 

A special facet of electrostatic effects  is  opened  up by microelectronic 
technology. Here it  becomes  more  and  more  important to take into ac- 
count the fundamentally discrete nature of electrical charge.  In systems 
of submicron  size the motion  and locations of individual electrons can 
significantly  affect the dynamics  and the performance of a device. Effects 
like  single electron charging  and the Coulomb  blockade  (when the repul- 
sion  between just a few electrons inhibits  electrical conductivity) are 
sometime  vitally  important  in  submicron electronics. 

Interactions between the individual  elementary  charges  also  may be 
instrumental for some  nonelectronic aspects of microelectronics  and mi- 
crotechnology in general (here by “electronics” in a proper sense we 
mean the processing of information).  Examples for such “extended” use 
of electrostatic charging  could  be  drawn  from such different directions 
as corrosion  passivation for microscale devices, implanted  charges for 
structural stabilization in microtechnological  applications (“electrostatic 
glue”), electrostatic effects for controlling the rate of catalytic reactions, 
and  electrostatically operated micromotors (Pool, 1988). The latter may 
soon  find  important  applications  in  medicine,  e.g., as microdrills to clean 
clogged  blood  vessels. e 

Areas 
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Another area of recent opportunities is  opened  up by a possibility of 
electrostatic control of the behavioral response of the so called “smart 
materials” in their  numerous  emerging  applications for fundamental  re- 
search  and  engineering  (Newnham  and Ruschau, 1991).  An example of the 
latter is electrostatic switching  in  rheological “smart” materials (Filisko, 
1992). Here the application of an electric field  induces fast and  reversible 
transitions  between  liquid  and  solid phases. This  new direction, interdisci- 
plinary  between electrostatics, materials science, and control systems, 
has many potential  technical  applications  ranging  from  automobile trans- 
missions  and  house  plumbing  to  some facets of microelectronics  and mi- 
cromanipulators. 

V. EPILOG 
Electrification of materials  can  be seen in the wider context of the physics 
of charge separation. In this way  it  is  akin to a magnetically  induced  charge 
separation  attained in electrical generators. The latter are, of course, 
among the main technological instruments of  modern  civilization. 

The classical  foundational  basis of electrostatic charging  is the Coulomb 
interaction, which  defines the kinematics  and  dynamics of charge separa- 
tion  and subsequent charge  holding.  Coulomb interaction determines the 
configurations of charge stability, the thresholds of sudden charge rear- 
rangements  and breakdowns, the effects of charge correlations (electro- 
static ordering,  Coulomb  blockade, etc.), and electrostatic instabilities 
and  gradual  charge  leaking processes. Quantum corrections to these ef- 
fects are becoming  important at the submicron  scale  and also in the pres- 
ence of a long-range  quantum coherency, as in e.g. the electrostatic Aharo- 
nov-Bohm  effect  mentioned above. As the latter (the change of an 
electronic interference pattern by an electrostatic field)  belongs to the 
class of macroscopic  quantum  phenomena,  it may have  nontrivial  implica- 
tions for the electrostatic charging of macroscopic  and  mesoscopic  solid 
objects (e.g., dust particles) in the presence of electric fields. Most of 
these effects are still  largely  unexplored. 

To conclude, electrostatic charging effects are related to many  funda- 
mental  physical,  mechanical,  and  chemical processes. As  is true for many 
other technological frontiers, the effects  related to electrostatic charging 
have  both  macroscopic  and  microscopic terms of reference. On the micro- 
scopic  side, the study of electrification  phenomena is becoming  more  and 
more  related to quantum  mechanical effects. The applicational  potential 
of quantum  and chaotic aspects of charging  is  not  yet  fully appreciated. 
However,  they are presently becoming  more  and  more  visible  in 
microelectronics  and other areas. 
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1. INTRODUCTION 
When particles  flow  through  an  ionized zone, some  ions will be deposited 
to the particle’s surface and  become  charged particles. The amount of  ion 
deposition on the particle surface depends on resident time, particle radius 
and shape, external electric and  magnetic fields, particle velocity, etc. In 
this chapter, the effect of these parameters will  be  discussed  in detail. 

The  effect of particle  size  and the ion species can be observed in Fig. 
1. Depending  on  the  ion species, the mean free path of the ion  varies  from 
10” to pm. Small  ions  such as 0; and N; have a longer  mean free 
path (-lo-’ pm), and  larger  ions  such as H-(H20),’ and NH4-(NH3),+ 
have a shorter mean free path (-lo-’ pm). Hence for larger  ions the 
usual  continuum  mechanics  only  apply to the particle  size  larger  than 10- 
pm at one atmospheric gas pressure as shown in  Fig. 1. For particle size 
smaller  than pm, the behavior of larger  ions  must  be  analyzed by 
free molecular  flow. The effect of particle shape can  be observed in  Fig. 
1 by the K/K’ ratio, where K and K’  are the shape factors defined  in Sec. 
1I.B; the K/K‘  ratio becomes  unity for spherical particles. The effect of 
particle  velocity  and external electric field can be observed in Fig. 1 and 
Table 1, where three dimensionless numbers, Re (Reynolds  number), Pe 
(Peclet  number)  and FE (field  charging factor), are introduced (see Secs. 
1I.C  and  1II.A for detailed  definitions).  Depending on these factors, the 
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Figure 1 The relations between various charging processes and the effective 
aerosol particle  radius KRJK' ( p m )  for atmospheric pressure at 300K in air. 

particle  charging  process  may  be  controlled  by convective motion of ions 
or drift  motion  of  ions  by external electric fields.  Typical  values of Pe 
and FE are compared in Table 1 for atmospheric pressure at 300K in air. 
Table 1 shows that for aerosol particle size R,, 2 10 pm, the gravitational 
motion will dominate  most  charging processes, even  under the presence 
of  an external electric field. 

II. DIFFUSION  CHARGING 
The  theory of diffusion  charging of particles by unipolar  ions  has  been 
developed by numerous authors (Arendt and  Kallman, 1925; White, 1951; 
Gunn, 1954; Murphy et al., 1959; Natanson, 1960; Gentry  and  Brock 1967; 
Liu et al., 1967; Gentry, 1972; Parker, 1975); however, all of these theories 
assume  spherical  particles  with  continuum (Kn G 1) or free-molecule ( K n  
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Table 1 Typical values of Peclet number for ions Pe and field charging factor FE 
for  atmospheric  pressure at 300K in air,  where the value of the diffusion coefficient 
for small (2 X pm), medium (2 X pm), and  large ions (2 X km) 
used  here  are 3.3 X lo", 3.2 X and 4.0 X (cm*/sec), respectively. 

Pe for 
R P  Pe for small medium Pe for large FE for 1 FE for 10 FE for 10' FE for IO' 

(pm) Re ions ions ions kV/m kV/m kVlm kVlm 
~ 

1 1.5 x IO-s  7.3 x 7.5 x 6.0 x 10" 3.3 x 10" 3.3 x IO-' 3.3 
10 1.5 x IO-' 7.3 x 7.5 x 10" 6.0 x 10 3.3 x 10" 3.3 

3.3 x 10 
3.3 x 10 3.3 x 10' 

l o '  1.1 x 10 5.5 5.5 X 102 4.5 X 104 3.3 3.3 x 10 3.3 x l o '  3.3 X 103 
103 1.2 X 10' 5.8 X 103 5.8 X 105 4.8 X 107 3.3 X 10 3.3 X 10' 3.3 X 10' 3.3 x 104 

9 1) conditions, where Kn is the Knudsen  number (= XJR,; Xi is the 
mean free path of the ion, and R ,  is the particle radius). However, particles 
in nature can  have a wide  variety of shapes and sizes and  hence a wide 
range of the ratio of  mean free path to characteristic length. Recently, the 
theory of diffusion  charging  on aerosol particles of arbitrary shape has 
been  developed by  Chang (1981). 

A. Charging of Spherical Particles 
Based  on the diffusion  charging  model  of  Chang (1981), particle  charging 
can  be expressed as 

where C ,  is  the capacitance of particles, k is the Boltzmann constant, T 
is the temperature, K is [(2 - a)(v)Kn/[3a(vlJJ]] (= Kn for most cases), 
(v) is the ion thermal  velocity ( 8 k T / ~ r n ) " ~ ,  (vI,) is the average ion  velocity 
parallel  to  ion flux, a is the sticking  probability of the ion  in particle 
surfaces, e is the elemental charge, N ,  is  the  ion  density far from particles, 
D is the  ion  diffusion  coefficient,  and KO = 4.rrR;e2N/kT( 1 + K ) E ~ .  

For short charging  time c, we obtain 

Q, = KO7 ((D, < 0.1) 
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For the free molecule  limit ( K n  + m) and the continuum  limit ( K n  0), 
Eq. l reduces to 

respectively,  when C, = 4mORp (M.K.S.). Equation 2a for the free mole- 
cule case agrees  with  White (1951) and  Liu et al. (1967). 

Nondimensional surface potential is shown as  a function of characteris- 
tic  time K07 in Fig. 2 using Eq. l for various  effective  Knudsen  numbers 
K. Figure 2 shows that Eqs. 2a  and 2b are accurate to within 10% for K07 
values  up to 0.3 and  2.0, respectively. Here Q, = 0.3 and 2.0 are equiva- 
lent  to N ,  = 3.4 and 35.7 charges  on the surface of R,  = 1 (pm) particle 
at 300 (K), where = 5.56 X 10-6Np/R, (cm). 

Figure 2 Nondimensional surface  potential (or surface  charge density) @p as 
a function of characteristic time KOT for various values of effective Knudsen 
number. 
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B. Charging of Arbitrarily Shaped Particles 

In the continuum  limit (Kn + 0), we obtain (Chang, 1981) 
m 

Kr7= c {x} =-- e’ N,Dt 
m = . l  m-m! kT eo 

and 

e’ N ,  
C,  kT a, = - 

= K17 (a, c 0.1) 
= 2[(K17 + 1)l” - 13 (@P < 1) 

Equation 3 shows that the number of charges on the aerosol particle 
surface at any  moment  can  be  calculated  knowing the capacitance (not 
the surface area) of aerosol particles in the continuum case. 

In the free molecule  limit (Kn 4 W) we obtain 

Q, = ln(1 + K24  
= - 1 (Q, 1) 

= K27 (a, c 1.1) 

where K27 = (e2N,(~)Spt)/(4kTCp).  Equation 4 shows that the number of 
charges  on the aerosol surface at  any  moment  can  be  calculated  knowing 
the capacitance and surface area of the aerosol particle. However, the 
effect of capacitance is  small as we can see from Eqs. 5 .  

In the transition  region (0.1 5 Kn S lo), an exact numerical treatment 
is  required. However, if we.may approximate the shape of the aerosol 
particle by the family  of oblate or prolate spheroids ( L  = major  axis/ 
minor axis), the approximate  solution can be  obtained by  modification  of 
the work of Laframboise  and  Chang (1977) as 

and 

cosh- l ( l /L)  
cos-’L K’ = K (L I 1) 
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For small a,, Eq. 6 reduces to (Chang 1981) 

where 

4rR,  ,/m2 
C0S"L c, = 

4rR,  Jm* 
In[L + (L2 - l)'"] 

- - 

(L 5 1 )  

( L  2 1) 

Equations 4 ,  5 ,  and 7 show that numerical  values for the spherical 
particle in  Fig. 2 can be  applied to the arbitrarily shaped  particle by replac- 
ing KO and K by K3 and K',  respectively. 

The shapes of aerosol particles in nature vary  widely. However, it is 
possible  to  use a family  of oblate or prolate spheroids to approximate the 
capacitance. For example, a chain of spherical aerosol particles  is  typical 
in nature (Fuchs, 1964). The exact solutions of the capacitance for 
bispheres (Smythe, 1968, p. 138, p. 226) are, for spheres with  radii R,  and 
Rb that intersect orthogonally, 

and for spheres with  radii R, and Rb'that  are in contact, 
. .  

where C' = 0.5772 and *(x) = r ' (z )K ' (z) .  

Wiffen, 1963). Equation 9 then  becomes 
The case for R,  = Rb is one of the most interesting ones (Megaw  and 

If  we approximate a bisphere of R,  = Rb = R,  by a prolate spheroid  of 
R, and L = Wi,, we obtain 

By comparison  between Eqs. 10 and 11, it can 'be seen that differences 
between the two  values are less  than 5%. 
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The other example  is  wire  particles  (Cooke et al., 1977). The exact 
numerical  solution of the capacitance of a cylinder  is  given  by  Smythe 
(1968, p. 21 1) with  an error of 0.2% or less in the approximate  form of 

C, = 4 1 ~ R p 4 8  + 6.95L0.76) (12) 

for (0 I L I 8) .  

C. Convection Effect 

When the aerosol particle  size  is  larger  than 1 pm, gravitational  motion 
becomes  more  important  than  random  motion. However, the gravitational 
force balances the drag force, and  the particle almost  immediately reaches 
its  terminal  settling  velocity U, (Fuchs, 1964). In this case, the particle 
charging  equation  (Chang, 1981) becomes 

Pe In 
Qp = - + i;(F-i)Pe 7 t (Qp < 1)  (13) k TEO 

where id is the nondimensional  deposition current for Pe = 0, ( F - i )  is the 
dimensionless resistive force, F is a dimensionless vector equal to the 
ratio of the resistive force F0 of the aerosol particle to the Stokes resistive 
force of a solid sphere of radius R,, and i is the unit of vector of the rate 
of  flow U, at infinity. Here we assume that the Reynolds  number Re is 
small  enough so that the flow  is Stokes flow (Re 5 l) ,  and for small sizes, 
the Cunningham factor is  required (RP < 5 km). Here, Pe is 2U,Rp/Di 
(the Peclet  number for ions), and Re = 2UgR,/u, where U is the kinematic 
viscosity. 

The nondimensional resistive forces ( F - i )  for the prolate and oblate 
spheroid  (Happel  and Brenner, 1965) are 

1 2 
3  3 ( F - i )  = - 6,  + - 6, 

where 

4 [ 3 (1  - L2)1/2  arctan( L2 ) + L ]  
(1  - 2L2) J iT?  - 1  

= - (1  - L 2 )  

8 
" - 3  6 - - (L2  - 1) 

8 3 - (2L2) ,/m "1 
= 5 (1 - L2)  (1 - L2)'/2 arctan( L 2  ) - L ]  
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The  terminal  settling  velocity for the prolate and oblate spheroid  (Happel 
and Brenner, 1965) is 

UJspheroid) = U,(~phere)L”~ - S, + - S, - l  [: : l  
where the volume of the sphere equals the volume  of the spheroid. 

For spherical particles, an exact numerical  simulation  has  been  con- 
ducted by  Chang et al. (1978) for wide  range of Reynolds  and  Peclet 
numbers. 

D. Effect of Nonthermal  Equilibrium 
The surface temperature of dust particles  is  often  not in thermal equilib- 
rium  with a surrounding  gas  when  introduced to a hot or cold  ionized gas. 
Therefore a nonuniform temperature field exists about the dust particles. 
If a temperature gradient exists in space, charged particles will  move 
toward  lower temperature locations. This  phenomenon is  called  thermo- 
phoresis,  and  various theories have  been proposed (Springer, 1970; 
Chang, 1986). For acharged aerosol particle, the deposition of the particle 
can  also  be  controlled by a surface electric potential, since charged particle 
drift  motion, thermophoresis, and  natural convection as well as  a ternpera- 
ture-dependent  charged  particle transport coefficient  coexist  under these 
conditions.  Chang (1991) shows that the particle  charging  equation  under 
unipolar  diffusion  charging  can  be  modified  simply  by  replacing Q, with 
5, (=  Q, + ai) in Eqs. 1 through 7, where ui is the dimensionless  thermo- 
phoresis  coefficient (T, - T,)G/D,; T, and D, are the temperature and 
ion  diffusion  coefficients, respectively, far from the particle surface, and 
G is the thermophoresis  coefficient. 

111. FIELD  CHARGING 

A. Electric Field 
In  particle  charging under an external electric field E ,  the field  charging 
becomes  dominant  when the field  charging factor FE becomes  much  larger 
than  unity  (Chang, 1981), where FE = eER,/kT. 

For a pure  field  charging case with Kn -ir 0 (Pauthenier and  Moreau- 
Hanot, 1932), the surface charge density becomes 

t 
Np = N, - 

t + 7’  
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By solving for the dimensionless surface ion  density aP, one can deter- 
mine the number of elementary  charges  acquired by the particle. 

The theory of unipolar  charging of fine particles under  an electric field 
(free molecule  limit, Kn + m) has  been  developed by  Brock (1970), Brock 
and Wu (1973), and Parker (1975); however, all  of these theories assume 
spherical  particles at rest conditions. Numerical  simulations  have  been 
conducted for the unipolar  charging of ultrafine aerosol particles under 
an  electric  field (Parker, 1975). Numerical  simulation of ultrafine particles, 
which considers particle  motion  under  an electric field, is based on the 
kinetic theory, since the mean free path of the ion  is  much  longer  than 
the particle radius, and the mobility of the charged  ultrafine particles in- 
creases with  increasing surface charges. Parker (1975) and  Chang et al. 
(1984) used the dimensionless factor Si = Ui/(2kT/.rrrni)’” to analyze the 
effect of an external field on the particle charging,  where Ui = epiE is 
the drift  velocity of the ion, E is the external electric field, pi is the mobility 
of the ion,  and mi is the mass of the ion. 

The  effect of an  applied electric field on the motion  of the ultrafine 
particles (RP < pm) will  be  an  important factor in the charging  pro- 
cess, since  mobility of charged  ultrafine particles increases with  increasing 
surface charge  and  becomes  comparable  with the ionic  mobility. Here the 
mobility of the charged aerosol particles  is  given  by 

where pg is the viscosity expressed in poise, A is the mean free path of 
the gas  given  in cm, A. is the correction factor ( = 1.25 + 0.42 exp( - 0.87 
Rp/A)), and e and R,  are expressed in units e.s.u. and cm, respectively. 
Therefore U. in the charging rate calculation  with consideration of charged 
particle  motion is  (Chang et al., 1984) 

U0 = (pi - kk)E 

or in nondimensional  form 

Si = Sio(1 - AI@) (18) 

where Si0 = ~iE/(2kT/m)”~ and Ai = pi/p(Np = 1). 
The numerical  charging characteristics with  and  without the aerosol 

particle’s  motion for particle  radius pm are shown in Fig. 3 for var- 
ious  values of effective  speed ratio Si for initially  uncharged particles, 
a0(t = 0) = 0. Figure 3 shows that the effect of aerosol particle motion 
on the charging rate increases with  increasing Si0 and decreases with 
particle size, and that the effect of field  charging can be  neglected 
when Sio I 0.1. 
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( Rp / 2 A ~ , ' r  

article ~harging c~aracteristi~s for R, = lo-* pm aerosol particles at Tg = 3 o ~ ~  and pi = 1.4 
  as he^ line represents the value neg~e~ting the effect of aerosol particle motion, i.e., Si = 

Sjo, where I = ~ ( 8 ~ T / ~ ~ )  , and Q>, = 1.67 x low3 ~ , / T ( K ) ~ ,  ( ~ m ) .  
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B. Magnetic  Field 
Due to  the existence of an  external magnetic field,  ions  near the particle 
surface  are influenced by ion gyromotions,  and  the charging speed will 
be reduced.  Chang  and  Ono (1987) and  Chang (1992) analyzed  particle 
charging under  an  external magnetic field and  concluded  that no significant 
external magnetic field B exists in particle charging phenomena  when  the 
magnetic field charging factor p < 1 and when p L 1, conditions  only 
exist  for  electron charging cases  where 

p = [.rrkTm/2e2B2]'" (19) 
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Electrical  Phenomena of Dielectric 
Materials 
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1. INTRODUCTION 
If  we exclude  metals,  all  remaining  materials are dielectrics, whatever the 
state of the matter in question (solid, liquid, gas), and a permittivity E can 
be ascribed  to  any substance, with  vacuum as the reference dielectric. 

Dielectrics can be  employed either as passive devices (capacitors, ca- 
bles) or in active devices (electrets, electrostatic motors), and  they are 
required  to  function  in our near or far environment (air, seawater, soil, 
space).  Generally,  materials are subjected to a voltage (dc, ac, impulse), 
and, in exceptional cases, to an  electromagnetic  field  produced by, for 
example,  an  intense laser beam. The spatiotemporal distribution of the 
field  inside the matter  not  only  is  imposed by the geometry of the elec- 
trodes (whether to insure a uniform or a nonuniform  field)  and the shape 
of the voltage  wave  but  also depends on space charges: charge carriers 
can be generated or blocked  at interfaces or interphases, when  different 
dielectric substances come  into contact with each other. 

Among environmental constraints, we  may  consider the actions of pres- 
sure, temperature, radiation, chemical attack,  etc. Time is often a funda- 
mental parameter in the study of dielectrics, e.g.: 

A perfect  insulator  would  be a medium  through  which  no conduction 
current could  flow.  In fact, the transition  from “capacitive” behavior 
to “resistive” behavior depends on the conduction  relaxation  time 
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T~ = EP (insofar as a resistivity p can be ascribed to the material). Thus 
a dielectric may behave in a completely different manner under dc, ac, 
or impulse voltages. 

Generally, electrical devices are built to operate over years or decades, 
which means that they must sustain a voltage without failure despite 
any possible modifications induced by the combined action of the elec- 
tric stress and the other constraints (thermal, mechanical, chemical, 
etc.). It can thus be easily understood that aging of materials is an 
important subject of research. 

The physicist or the engineer tries to employ materials that are as “per- 
fect” as possible. However, imperfections are often present at the molecu- 
lar or atomic level, and on the macroscopic scale (presence of foreign 
bodies and voids). The study of dielectrics is characterized by its multidis- 
ciplinary nature, since it involves chemistry, electrochemistry, wave the- 
ory, fluid mechanics, etc. For a comprehensive and realistic survey of 
most insulating materials, the reader is referred to the book by Clark 
(1962). 

The aim of this chapter is to describe concisely the various electrical 
phenomena produced inside materials subjected to an electric field and 
to give orders of magnitude to the various quantities involved. In Sec. 11, 
we shall present a bird’s-eye view of the action of the field on matter. Sec. 
I11 considers the “pure” dielectric properties (polarization, relaxation). In 
Sec. IV, we address conduction and losses in materials (linear or nonlinear 
effects). Sec. V is dedicated to the most important and most difficult 
problem, breakdown. 

II. EFFECTS OF THE ELECTRIC FIELD ON MATTER 

According to the nature of the stressed medium and the amplitude of the 
field, we can make the following classification of the different effects 
produced on dielectric materials. 

A. Effects Due to Charge Displacement 

Effects due to charge displacement result either from the (limited) motion 
of “linked” charges (polarization phenomena) or from that of “free” 
charges (conduction phenomena). 

1. Linear Phenomena 
Linear phenomena take place at “low” fields. 

Polarization: electronic polarization is a universal characteristic of dielec- 
trics and is due to the distortion of electron clouds in atoms; ionic 
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polarization, due to ion displacement, is quite general (it is large in 
certain solids); dipolar polarization dominates in polar fluids and in 
certain solids and is due to the rotation of molecules. 

Conduction: ionic conduction happens in all liquids and gases and in cer- 
tain solids: electronic conduction is observed in gases and solids, but 
only in ultrapure liquids; heterogenous conduction (also called “interfa- 
cial polarization” or, rather unfortunately, since there is no space 
charge, “space charge polarization”) results from the association of 
two (or more) dielectrics of different permittivities and conductivities 
placed in series. 

2. Nonlinear Phenomena 
Nonlinear phenomena generally appear for “high” fields. 

In polarization, they are usually negligible. 
In conduction, they dominate as a general rule; for instance, injection(s) 

or blocking of charge carriers at the electrode(s), electrohydrodynamic 
charge transport in fluids (see Chapter 8). 

3. Instabilities 
Instabilities are most often produced for high field values. 

They can lead to breakdown through various mechanisms: electronic (ava- 
lanches), thermal (heat generation), mechanical (collapse of soft materi- 
als), chemical (degradation). 

They can also be limited: partial discharges in voids (in solids), in bubbles 
(in liquids); oscillations of current (gun mechanism in solids). 

B. Coupling Effects 

Coupling effects are studied both fundamentally and through their applica- 
tions mainly to conversion processes. 

1. Electrical-Electrical Coupling 
The most common example is the capacitor used to store electrostatic 
energy. 

2. Electrical-Thermal Coupling 
Pyroelectricit y typifies a reversible conversion, whereas electric losses 
of any kind (dipolar, conduction) cause irreversible dissipation. 

3. Electrical-Mechanical Coupling 
Reversible conversion takes place in piezoelectric or electrostrictive phe- 
nomena, or with electrets, electrostatic motors, or ion drag pump in fluids. 
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However, turbulence induced in fluids  by electrohydrodynamic motion is 
an  irreversible effect. 

4. Electrical-Optical  Coupling 
An electric field  induces a birefringence in the medium across which  polar- 
ized  light propagates; the effect  is  linear  (Pockels effect) in some  materials 
and quadratic (Kerr effect) in others; diffusion of ordinary light  is another 
optical  effect  widely  used  in  liquid crystal displays. 

111. POLARIZATION BY AN ELECTRIC  FIELD 
According  to the principle  of electroneutrality, any  material  medium con- 
tains in equal  quantities-at  thermal  equilibrium-positive  and  negative 
charges, embedded in atoms or molecules. The electric field E produces 
some  displacement of these linked  charges  (approximately  proportional 
to E ) ;  the combined  action  of these dipoles (in general oriented parallel 
to the field)  produces the polarization of the dielectric. Each elementary 
dipole,  comprising  the  charges +q and - q separated by a distance I ,  
possesses  an electric moment: = qd (directed from - q to + 9). The 
sum of these elementary  moments  is  equivalent  to a single  dipole of mo- 
ment M .  A simple  approach is to define the polarization vector @ as the 
electric  moment  per unit volume o: = dM/do. 

Several  mechanisms  can  produce  charge  displacement  and are causes 
of polarization.  The consequences on the behavior of different  kinds of 
dielectric  materials will be outlined in the following sections. For more 
detailed treatments, the reader is referred to the following  books:  Ander- 
son, 1964; Bottcher, 1973,1978; Coelho, 1979; Daniel, 1967; Purcell, 1965. 

A. The Mechanisms of Polarization 

1. Electronic  Polarization 
An electric field distorts the electron cloud  of  any  atom with respect to 
the  positive  nucleus. The atom acquires an  induced  dipolar  moment 8 = 

where a, is the electronic  polarizability  and Ei is the local  field to 
which the atom  is subjected. This  field  is the same as the applied  field 
when dipoles are far from each other (as in gases at low pressure, for 
instance); otherwise, as will be  shown later on, Ei is higher than the applied 
field E because of the polarization of the surroundings. For a given  atom 
or molecule, a, is a constant even for very high  applied  fields (MVkm), 
but  it can  vary over two orders of  magnituck  when  comparing  different 
media  (Purcell, 1973). For a monoatomic gas, simple  models  allow the 
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calculation of (Coelho, 1979): ae = 4.rreoa3 for an  atom  of ''radius'' a 
(a - 0.5 x IO- lo  m for the hydrogen atom). Measured  values O f a e  are 0.73 
X C.m2/V for hydrogen  and 2.9 X C.m2/V for the methane 
molecule. The moment p is thus very  small,  and the displacement  of 
charges at high  field  is  generally  less  than 10-2a. Indeed, electronic polari- 
zation  always exists in any  material,  but the following effects can be super- 
imposed  on it. 

2. tonic  Polarization 
For certain  ionic solids, the polarization  is created by the displacement 
of charged atoms. The ionic  polarizability ai varies  widely  according to 
the structure of the material,  from  values  comparable to ae to much  higher 
values, e.g., in ferroelectric materials. 

3. Molecular  Polarization 
Many  molecules are disymmetric  and possess a permanent  dipolar mo- 
ment. The applied  field tends to orient the permanent  dipoles in its  direc- 
tion. These polar  molecules produce a dipolar  polarizability a d .  The elec- 
tric  dipole  moments are comparable in  many  polar  media  since  interatomic 
distances are close to 10"' m. This  moment  is expressed in debye units: 
one  debye  is  equal to 3.33 x C-m. The permanent  dipole  moments 
are thus  several orders of magnitude  higher  than electronic moments, even 
those induced  by  high  applied fields. 
Remark: We have  considered above the motion of linked charges. If the 
motion offree  charge carriers is impeded either by traps i q  the bulk, or 
on interfaces, or on electrodes, space charges  build up. This  accumulation 
of charges  behaves  like a macroscopic  dipole.  This  mechanism  is  called 
space charge (or interfacial)  polarization  and  can  be characterized by a 
space charge  polarizability as. This subject of relaxing space charges is 
of major  practical  importance  and will be  considered  again in Sec. IV. 

B. Relation Between Microscopic and Macroscopic 

We shall  present  only a brief  outline of  how the microscopic parameters 
relate to those that are experimentally  measurable (permittivity, applied 
field). As a simple  model,  let  us consider the polarization as a vector P .  
It  is  linked to the microscopic parameters N (the number of contributing 
molecules  per  unit  volume), a (the sum of their polarizabilities)  and 
(the local  field)  by P = N&i. We  know that the electrical induction b 
is  linked to the absolute permittivity E = E O E ~  (Er: relative permittivity) 
and  to the macroscopic  field E by b = E& + P .  Hence 

P = - 1)e = Naei ( 1 )  

Properties 
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Depending  on the nature of the dielectric, the calculation of Ei can  be 
quite  straightforward or rather complicated. Let us simply  point out that 
the  field  acting  on a dipole  sufficiently far from its neighbors  is  close to 
the  applied  field: Ei = E; otherwise, the combined  action of the other 
dipoles in the vicinity of the dipole in question would  always increase the 
local  field: Ei > E. A few  simple  illustrations of these statements are given 
in the  following. 

1. Gases 
It  follows  from Eq. 1, since Ei = E,  that er = 1 + N a k o .  Thus, er is 
always  very  close  to 1, since  both a and N are small ( N  = 2.7 x loz5 
m-3 at 0°C and atmospheric pressure). 

2. Condensed  Nonpolar  Phases 
The  simplest  way  to calculate Ei is to consider the dipole  alone in the 
center of  an empty  spherical cavity. On the boundary of the sphere, the 
charges  produced by the oriented dipoles increase the field  inside. A clas- 
sical  treatment  gives Ei = E + P / ~ E , .  Then 

This  relation  is  valid for nonpolar  materials  (liquids or solids). Since a is 
small  and N - IO2' m-3, then er 1 (from 1.5 to 2.2 typically). It applies 
also to dilute  solutions of polar  molecules in a nonpolar  medium. 

3. Other  Materials 
More  refined treatments accounting for the presence of permanent  dipoles 
or specific  local interactions are necessary to describe the properties of 
particular  materials,  whether  liquid (E, from 3 to 200), solid (er over 10,000 
for certain ferroelectric materials) or liquid crystals. 

4. Influence of Pressure  and  Temperature 
Moderate pressures (up to 10 MPa)  have  no appreciable effects on the 
dielectric properties of condensed phases (except piezoelectric solids, as 
will be seen later on). However, temperature does play  an  important role, 
especially in polar  materials.  The  applied  field tends to  orient the perma- 
nent  dipoles  parallel  to its own direction, but this orientation, counteracted 
by thermal agitation, is  only partial. An order of magnitude is easily ob- 
tained: a dipole of rather large  moment p d  = 1.6 x Cam acquires 
in a field  of 100 kV/cm a maximum electric energy of pdEi > 1.6 X 
J ,  whereas  at T = 300K, KT - 4 x low2'  J .  If p d  is unaffected by the 
field  and the temperature and if there is  no  mutual interaction between 
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the dipoles, the statistical mean  moment D, using  Langevin's calculation, 
is P / p d  = (coth x - l/x) = L(x) ,  with x = pdEi/KT.  L(x) is  known as 
the  Langevin  function. Saturation is approached only for very  high  field 
strengths  (several  MV/cm); for usual fields, x 4 1, L(x)  - x / 3 ,  and - 
p$Ei/3KT. The molecular  polarizability is then a d  = p3/3KT. From Eq. 2 
it follows that E,. decreases when T increases. This  model  has  been  verified 
in polar  gases  and in dilute  solutions of polar  molecules in nonpolar  liquids. 
For  polar  liquids, E,. always decreases when T increases (from 80 at 20°C 
to 56 at 100°C for water). Elaborate models  have  been  established to relate 
er to Tin various classes of polar  liquids. 

It is  interesting to note that in Eq. 2, if Na/3e0 approaches unity, then 
er tends to infinity.  This in fact occurs at  a critical temperature Tc known 
as the Curie temperature in ferroelectric materials  (which possess sponta- 
neous  polarization).  This  polarization decreases when the temperature is 
increased, and  vanishes  at Tc, while er goes to a sharp maximum. For 
T > Tc, there is transition to a nonferroelectric phase, and er decreases. 
The  most characteristic properties of a ferroelectric are hysteresis of D 
with E and  nonlinearity of the polarization versus the applied field. Ferro- 
electrics belong to a wider class of materials  presenting spontaneous polar- 
ization,  called pyroelectrics. The prefix pyro (from the Greek: fire) indi- 
cates that temperature plays a dominant  role in their electric properties 
(for instance, charges appear on each side of an appropriately shaped 
plate,  when heated). 

C. Dielectric  Response  in Variable Fields 

1. Relaxation 
In the previous sections, a and P were  regarded as real quantities resulting 
from the application of a static (dc) field. If the applied  field  is a rectangular 
pulse, a temporal  phase  shift may occur between the driving  field  and the 
resulting  polarizability. If the response is linear, the polarizability  follows 
an exponential  growth or decay characterized by a relaxation  time T. In- 
deed, this  time  is  extremely short for ae, since electrons are quite  easily 
displaced  even  at  optical frequencies ( T ~  - 16-16-10"5 S ) .  

For ai, the relaxation  time  is in the range 10"5-10"2 S, since  ions 
are less  easily  displaced. For a d ,  Td can be as short as lo-" S (for water 
at  room temperature) and as long as lo-* S (for viscous  polychlorobiphe- 
nyls at -40°C). For space charge  polarization, T~ can  reach  hours or more. 
Consequently,  the  polarization P (and also the electric induction D )  will 
follow the field after a certain delay  depending  on the nature of the ma- 
terial. 
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2. Complex  Permittivity 
A vacuum  insulated  plane capacitor of capacitance CO = EoS/d (S: surface 
area of the electrodes, d:  gap distance) acquires a charge Q. = CoV on its 
electrodes, in phase  with the applied ac voltage V = V,B''. The current in 
the external  circuit is a displacement current Io = dQo/dt = jwC0V, with 
an advance of n/2 over V .  There are no losses. If a perfectly  insulating 
nonpolar  dielectric of permittivity er fills the capacitor, its capacitance 
becomes C = erCO; the charge Q is ereO and the current I = ~ O E , C ~ V .  
This  last  is d 2  ahead of V since, again, there are no losses. However, if 
the dielectric is not a perfect insulator, a component of the current due 
to conduction, in phase  with V ,  appears, and  this  is  independent of W :  

I = VIR ( R  is the resistance: R = pdIS). The resultant current is  now (IT/ 
2 - 6) ahead of V ,  6 being the loss angle. Thus tan 6, the ratio of the 
conduction current to the displacement current, is  simply  tan 6 = l/RCo. 
If the  dielectric  is a polar material, the orientation of dipoles by the field 
introduces losses, and therefore a component of current in phase with V .  
This  depends  on W ,  as does the capacitive component, which decreases 
from  its  high static value to a lower  value at high frequency (the dipoles 
no  longer  being  able to keep up with the field reversals). In fact, conduc- 
tion  losses contribute to the in-phase current and can be  very  high, espe- 
cially in polar  liquids of low viscosity. With a variable  frequency  bridge, 
we can  measure the real  part of the capacitance C' and  tan 6 versus W ,  

and  deduce the imaginary  part C" = C' tan 6. To the complex capacitance 
C* = C'(W) - jC"(o) corresponds the complex  permittivity E* = 
€ ' ( W )  - je"(w). 

3. Polar  Dielectric  with a Single  Relaxation  Time T 
The  dielectric  is  supposed to be a perfect insulator; E, is the static permit- 
tivity  (at  very low frequency, or dc); E- is the permittivity at very  high 
frequency. E% lies  between 1 and 3, since, at  optical frequencies, Er - n2. 
This  follows from the fact that the refractive index n is the ratio of the 
velocity of  an electromagnetic  wave in vacuo l / ( ~ o p o ) " ~  to the velocity 
in the medium l / ( ~ p ) ' / ~ .  In a nonmagnetic material, the magnetic  per- 
meability p is equal to po. It can be shown that € * ( W )  = E, + (E, - €=)/ 

(1 + ~oT), where E'(@) = E, + (E, - €%)/(l + 02?) is the real  part of E* 

and €"(W) = (e, - E,) od(1 + is the imaginary part. These are 
represented in Fig. 1. 

A useful representation consists in plotting E" as  a function of E'. If we 
eliminate OT from the above expressions, we  get [E' - (E, + ~,)/2]* + 
semicircle  representing E* ( W ) .  Notice that tan 6 exhibits a peak:  tan 6, 
= (E, + 4 / 2 6  when o = ,/a. 

E'12 = [(E, - e,)/2I2. This  is the equation of a circle. Figure 2 shows the 
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(Es+EJ"- 
- - - - - 

0.1 1 

Figure 1 Polar dielectric with a  single  relaxation  time T. 

Such a semicircle  is  obtained  with  many  pure  polar  liquids (water, alco- 
hols, nitrobenzene), and T can vary  by several orders of magnitude for 
liquids of comparable static permittivity (nitrobenzene: E, = 36, T - 10"O 
S ;  methanol: = 33, T - S). 

4. Other  Materials 
Most other materials do not  give a semicircle as in the E''(E') diagram. 
Nevertheless, we can separate them  into  two classes. (1) One class con- 
tains those for which E"(@) shows a peak. It  is  however flattened and 
broadened. E"(E') either approaches a circular arc centered below the E' 

axis  (observed in vulcanized rubber and in polychlorobiphenyl  liquids) or 
is asymmetric, in the form of a half-pear (observed in polychlorobiphe- 

Figure 2 The  semicircle  representing €*(m). 
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nyls).  This  is  usually  explained by considering that there is not a single 
relaxation  time,  and  many distribution functions have  been  proposed to 
fit  the  experimental data. (2) The other class contains those for which there 
is  no  marked peak, which  is frequently the case for cellulosic  materials in 
electrical  engineering. 

D. Forces Exerted on Polarized Dielectrics 

1. Electrostriction 
Solids  always  have  some  elasticity  and  liquids are slightly compressible. 
The  permittivity vanes when such deformations take place. This produces 
an  energy variation, and the action of the electric field  induces  an extra 
pressure that is linked to the compressibility.  This pressure tends to con- 
tract the material  and is called electrostriction. For nonpolar  condensed 
materials, this excess pressure is  comparable to the electrostatic pressure 
eE2/2 (-0.1 MPa for er = 2 and E = I MV/cm)  and is very  weak  indeed. 
On the contrary, the electrostriction of piezoelectric  materials is very  large 
and  has  important  applications. 

Electrostriction has no “inverse,” as far as nonpolar  materials are con- 
cerned: a mechanical pressure does not  induce  any  dielectric  phenomena. 
In contrast, a compression (or a traction), applied in a specific direction, 
induces  an extra polarization in solid  polar  materials (a voltage can then  be 
generated). This  so-called  piezoelectric  effect-observed in asymmetrical 
mineral crystals (quartz, tourmaline) or in semicrystalline  polymers  (poly- 
vinylidene fluoride: PVDF)-is a reversible one. 

2. Dielectrophoresis 
This concerns the motion  of matter due to the polarization force (not the 
Coulomb force). A demonstrative example, treated in many textbooks, is 
that of a plane capacitor with  vertical electrodes, filled  with a gas (er = 
1). If a solid  foil or a liquid  (of  higher  permittivity) is allowed to enter the 
electrode gap, energy considerations show that it  will tend to occupy the 
whole  gap. 

In a nonuniform electricfield, polarization effects may induce  vigorous 
motion  of particulate  bodies  (conducting or insulating),  particularly so in 
fluids.  Since a particle  is  polarized  by the field, the separation into  positive 
and  negative  charges produces a dipole that is subjected  to a net force in 
a divergent  field. If its permittivity  is  higher  than that of the  host  medium, 
this force tends to pull it  toward  the  region of the higher  field (whatever 
the sign  of the field, e.g., even in an ac field). The translation force is 
given  by E = Geegrad 8, pe being the field  induced  dipolar  moment  of 
the  particle.  This  moment can be calculated for objects of particular shape 
subjected to a field Eand is  maximum for conducting materials. A classical 
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result is that for a sphere of radius R in a medium  of permittivity er, pe = 
4morrR3E. The effect  only concerns macroscopic objects and does not 
apply on a molecular scale. The volumic force density in a homogeneous 
medium  is  written f = - (E2/2)  grad E. Thus a thermal  gradient will pro- 
duce a gradient in E. For example,  warm  liquid of a lower E value  will  be 
set in motion  toward the low electric field  regions. 

IV. CONDUCTION  CURRENT  AND  LOSSES IN DIELECTRIC 
MATERIALS 

This  section  is  concerned  with the electrical phenomena  produced by the 
motion offree charge carriers in dielectric  materials. The resulting effects, 
always dissipative, can be  linear or nonlinear (e.g., the conduction current 
is  not  proportional to the voltage). 

A. Nature, Origin,  and  Behavior of Charge Carriers 

1. Nature 
Basically, electrons and  ions are the most  common  charge carriers what- 
ever the  nature of the material. In certain solids, holes can also be present. 
In  fluids,  aggregates  of  molecules,  inside  of  which are trapped one or afew 
elementary charges, are often  involved in conduction processes. Excess 
electrons are observed  only in ultrapure  liquids,  ions  being  mostly  prev- 
alent. 

2. Origin 
The carriers may preexist or they may  appear in the bulk of the dielectric. 
The field  can  displace the thermodynamic  equilibrium of generation  and 
recombination of charges. It can also generate excess charge carriers, by 
enhancing the process of generation. 

Carriers  can be generated  at the electrodes: at the cathode, at the 
anode, or at both. These so-called “injections” (unipolar or ambipolar) 
are governed  by  many  different  mechanisms: for instance, Schottky injec- 
tion  and  tunnel  injection in solids  (O’Dwyer, 1973; Ieda, 1984); electro- 
chemical reactions in polar  liquids  (FClici, 1971); field  emission  and  field 
ionization in fionpolar  liquids  (Halpern  and Gomer, 1969; Schmidt, 1984; 
Denat et al., 1988). Natural  radiation or controlled  local  irradiation (UV, 
x-rays, etc.) can enhance the charge  generation either in the bulk or at 
the electrodes. 

3. Behavior 
When subjected  to a field E ,  the charge carriers acquire a drift  velocity 
v. In many materials,  and  up to very high fields (hundreds of kV/cm), the 
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ratio k = v/E, called the mobility, is constant. However, in certain particu- 
lar cases, the mobility can increase or decrease when the field is increased. 

In  solids, the mobility of carriers can vary over an extraordinarily wide 
range: in ordered materials, electron or hole  mobility  can approach 1 m2/ 
V-S, while in polymers it can  be  lower  by  up to twelve orders of magnitude. 
Ion  mobility is lower  than electron mobility  and  varies over a much  nar- 
rower extent. In  liquids, ions are generally solvated, i.e., they attract 
several  neutral  molecules  and their motion  is thus slowed  down  by the 
viscosity q of the medium. The relation qk = constant, known as Wal- 
den’s  rule,  is  well  verified (k - IO-* m*/V.s  with q = P), except 
when  specific  conduction  mechanisms take place  (in water, H + and OH - 
have  mobilities around 20 times  higher), or in  liquid crystals (due to large 
anisotropic  viscosity effects). Electron mobilities are in the range 
10-7-10-6 m2/V.s in ultrapure hydrocarbon  liquids,  and in the range 
10-2-1 m2N.s in  liquefied rare gases. In  gases at atmospheric pressure, 
ion  mobility  is  around m2/V-s. Since electrons are accelerated by 
the electric field, we cannot consider an electronic mobility,  but we  may 
refer to the electron drift  velocity (for typical fields, the apparent mobility 
is 10”-1 m*/V.s). 

The  recombination constant (expressed in m3/s)  between  positive  and 
negative carriers present in a gas  has  been  shown by  Langevin to reach 
a maximum  value: K R  = ( k ,  + k- )e/€. This  has  been  found to hold for 
gases, for liquids,  and for many solids. 
4. Influence of Pressure and Temperature 
Pressure p and temperature T play  dominant roles for gases, since they 
are linearly  linked  to the gas density (via the equation of state of a perfect 
gas).  Charge carrier mobility decreases quasilinearly  with  an increase in 
pressure. In  fluids,  viscosity decreases with  an increase in  tr aperature, 
and  then  an  ionic  mobility increase is observed, whereas even a substantial 
increase in pressure (several tens of bars) has but a negligible  effect. For 
solids, the effect of pressure on  mobility  is  weak  in  general. The effect 
of temperature; can  be  very important, with  particularly fast increases in 
mobility  being  found in polymers for small increases in temperature. 

The diffusion  coefficient is linked to  the mobility  through the relation 
D ,  = k, (KTIe), known as the Einstein  relation ( K :  Planck constant; T: 
absolute temperature; e: electronic charge). At  room temperature, the 
thermal  voltage  is KT/e = 1/40 volt. 

B. Conduction  Under Direct Current and Step Voltages 

1. Conduction Equations 
We shall  limit ourselves to  the case of plane  parallel electrodes with the 
following  assumptions: (1) E is independent of E;  (2) only a single type of 
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carrier of each  sign  is  involved in the conduction process; (3) the dielectric 
medium  is at rest (there is no convective motion, if a fluid  is considered); 
(4) the applied  voltage V is  much  higher  than the thermal  voltage,  and 
thus  diffusion currents can be neglected. The equations are 

j ( t ) ,  the current density  defined as the ratio of the current Z to the surface 
area of the electrodes, is strictly a function of time t (hence, in the external 
circuit). The  volumic  charge densities q= and the electric field are func- 
tions  both of the distance x and the time t .  The gap distance is d .  The 
current-voltage  relationships can differ  widely  according to the mecha- 
nisms  and  location of charge generation, and the steady state (dc) current 
and the transient current following a voltage step are quite distinctive. 

2. Volumic  Conduction  Due  to a Dissociation-Recombination 

Initially  proposed for ionized gases (Thomson  and Thomson, 1928), the 
model  may  apply to any  material.  They  used the equilibrium reaction 
between  neutral  molecules AB (either the molecules of the dielectric  itself 
or those of a dissociable  compound)  and  dissociated  charge carriers A+ 
and B-: AB e A+ + B-. At thermodynamic  equilibrium  (with  no  applied 
field), the number of generated carriers is  equal to the number of those 
that recombine. If KD (expressed in S -  ') is the kinetic constant of dissocia- 
tion  and v the number of dissociated carriers per  unit  volume, this equality 
is written KDV = KRn + n - ,  and n+ = n- = ,/m 
3. The  Steady  State  Regime 
Two  distinct situations may  be  examined. 

Process 

1. The field  is  low  enough to hardly perturb the thermodynamic  equi- 
librium;  Eq. 3 is, with q e  = n+e, 

This is Ohm's  law. U is the characteristic conductivity of the medium. 
The field  is  uniform in the bulk (q+ = q - ) .  In the two layers X,, close 
to the electrodes (see Fig. 3), heterocharges are present; and these in- 
crease the field  in accordance with Poisson's equation (Eq. 4). Note that 
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Figure 3 Steady state regime of conduction:ohmic regime (I), and saturation 
regime (11). 

in this  Ohmic  regime, the conduction  relaxation  time T = EP is much  lower 
than the transit  time to = d/kE = &/kV (time  needed for one carrier of 
mobility k to cross the gap,  since E - V / d ) .  I 

In air, a few  pairs of ions  per  cm3 per sec are typically created by 
natural radiations, and the calculated  resistivity p = l/u - l O I 3  Ct.m is in 
agreement  with the measured  value. 

This is also found to be the case for pure water. The limiting  resistivity 
corresponding  solely to the dissociation of water molecules  is 2 x lo5 
Clem. 

2. The  field is high  enough so that recombination  is  weak  and  can  be 
neglected. All the carriers are readily  swept  away  by the field, and the 
current reaches a limit (saturation current). Its density is 

j, = KDved (7) 

It  is  reached  beyond the saturation voltage: VS = u&/(k+ + k - )  E (defined 
byjo = A). 

4. The  Transient  Behavior 
The transient behavior, under a voltage step, is  schematically  depicted in 
Fig. 4. If V < V, ,  the initial currentj(, = 0) is  barely above the steady state 
value. If V > V , ,  j,, 0) = uV/d can be  much  higher thanj,; it decreases 
to j, in a time  almost  equal to the transit time of the slowest carriers. 
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J t  

Figure 4 The  transient  behavior under a voltage step. 

The applicability of the Thomson  model  has  been demonstrated in gases 
and  liquids  (containing  known additives) in both steady and transient 
states. 

5. A Few  Remarks  on  Field-Enhanced  Volumic  Conduction 
Increasing the electric field produces a lowering  of the charge separation 
energy  and  then  an increase in the charge carrier density. This  field-en- 
hanced  dissociation theory was established for weak electrolytes by  On- 
sager (1934). The dissociation constant is  supposed to increase with the 
field,  thus KD(E) = KD(E = 0).8(b),  B(b) being a function of the field, 
with b = e 3 E / 8 m K 2 P .  8 ( b )  can  be  written 9 ( b )  = 1 + b + (b2/3) + 
(b3/18) + and at high fields takes the asymptotic form 8 ( b )  = ( 2 / ~ ) ' / ~  
( S ! J ) - ~ "  e~p(8b)"~. As an example, for er = 2, K D  is  doubled for E - 15 
kV/cm. 

The  ohmic  behavior  will  be  modified,  since  it  follows  from Eq. 6 that 
a(E)  = a(E = 0)- [9(b) ] ' /2 ,  whereas from Eq. 7 , j s ( E )  = j s ( E  = O).F(b). 
This  has  been  shown to apply to hydrocarbon  liquids  containing a single 
electrolyte. It should also apply to solids  in  which  ionic  dissociation takes 
place. 

In  solid  materials, however, generally  only electrons coming  from  ioniz- 
able centers are mobile. The Poole-Frenkel  effect refers to a decrease in 
ionization  energy  (hence a higher concentration of charge carriers) due 
to the combined  potentials of the ionization center and of the applied  field. 
The  increase in conductivity  at high fields  follows a similar  law to that 
above.  This  model  has  undergone  many  refinements (O'Dwyer, 1973) in 
order to improve the interpretation of experimental results. Their validity, 
however, is often restricted to particular materials. 
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6. Injection of Charge  Carriers 
Let us suppose that in a perfect insulator (a = 0), carriers of the same 
sign as that of one electrode (located at x = 0) are produced  at the metal/ 
dielectric  interface. If the density of injected charges (of mobility k) is 
very  high (sex = 0) +. m), then E(x = o) - 0, and  it  follows  from expressions 
Eqs. 3 to 5 that the stationary current density is 

. 9 EkV2 
J = -- 

8 d3 

This  is the ”space charge  limited current” (SCLC)  law for unipolar  injec- 
tion. The field  distribution is now  given  by E(x)  = ,/W. The 
“strength” of the injection,  governed by qi, is characterized by the nondi- 
mensional  number Ci = 4id‘ /~V.  If C > 5 ,  “strong” injection  is  almost 
indistinguishable  from the SCLC  regime. If Ci < 0.2 (“weak injection”), 
the current depends on the injection  law. If 4i is a constant (independent 
of V), at low values of V (high  values of Ci), jaV2/d3, whereas at high 
values of V (low values of Ci),   j  = kqiV/d (e.g., analogous to an ohmic 
variation). However, if 4i increases with V, the reverse can  happen:  an 
ohmic  behavior of low V ,  followed  by a regime of sharp increase in current 
eventually  reaching  SCLC. 

The transient current due to unipolar  injection  following a voltage step 
exhibits, according to the value of C, a more or less  marked  peak (Fig. 
5 )  corresponding to the arrival of the injected carriers on the collecting 
electrode  (Atten  and Gosse, 1969). 

Since  injection can take place at both electrodes, and since bulk  and 
electrode  effects are generally  combined,  experimental studies must  be 
as wide as possible  (influence of gap distance, of nonplanar geometry, 
stationary  and transient regimes, etc.), and  great care must  be taken with 
the interpretation of results (see also Chapter 8 and references therein). 

7. Injection  Mechanisms 
The  mechanisms of charge injection  from a metal into a dielectric have 
received  considerable attention. We shall restrict ourselves to discussing 
some of the more  well-documented  models. Schottky injection is the en- 
hancement of thermoionic  emission  from a metal cathode due to the lower- 
ing  of the potential barrier by the field,  with the image force correction 
being  taken into account. The injected current I varies as exp(E/e)1’2. Field 
emission (or Fowler-Nordhein  emission)  is the tunnelling of electrons from 
the metal  through the potential barrier. At  room temperature, this mecha- 
nism predicts a much  higher current density than. Schottky injection, for 
fields of several hundred  kV/cm.  Since this model predicts that Z/E2 
exp(l/E), it  might appear easy to separate Schottky emission  from  field 
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Figure 5 The  transient  current  density  due to unipolar  injection  following a 
voltage  step  exhibits  a  more or less marked  peak  corresponding  to  the  arrival  of 
the  injected  carriers on the collecting  electrode. 

emission. This, in fact, is  not  often  possible. In general, experimental 
results  follow the expected variations  qualitatively  (with  unrealistic  barrier 
heights, for instance), and  it can be quite difficult to separate bulk effects 
from  injection  effects in solids  (O'Dwyer, 1923). 

The  basic  work  concerning  field-emission in a number of ultrapure liq- 
uids  and  liquefied gases is that of Halpern  and  Gomer  (1969a).  It  has 
been  recently  extended to many other liquids  (Denat et al., 1988). Indeed, 
injection  can  also take place at the anode:  hole  injection  is  possible in 
solids,  and  also  in certain liquids.  In ultrapure liquids, field ionization is 
the process by which the liquid  yields electrons to the anode (Halpern 
and  Gomer,  1969b).  Field  emission  and  field  ionization  give  rise to high 
current densities at fields in excess of say 20 MV/cm. 

Other  mechanisms of charge  injection at both electrodes are electro- 
chemical in nature. They can take place in solids or liquids,  via the inter- 
vention of the double layer. In  liquids of  high permittivity, the "compact" 
part of the double layer-in  which a field  on the order of  10*V/cm  is  built 
up between  undischarged  ions  and the metal-facilitates the metal-to- 
liquid electron exchange.  Oxidation of neutral species produces positive 
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ions at the anode (H+ in water, for instance), and  negative  ions are in- 
jected at the cathode by reduction (FClici, 1971). In  nonpolar  liquids, ions 
are extracted from a charged layer made  up of ions  coming  from the bulk, 
by a mechanism  similar  to that used  by  Onsager  (Denat et al., 1982). 

8. Multiplication of Charge  Carriers 
The  current-voltage curve for a gas shows that at high  field strengths, the 
current rises  rapidly (saturation is  no  longer observed). This  is due to 
an increase in the  number of charge carriers by avalanches (Townsend 
mechanism). An electron, liberated at (or near) the cathode in a uniform 
field,  acquires  energy  from the field.  When  this  energy  is greater than the 
ionization  energy of the gas  molecules, the elec,tron/molecule  collision 
releases a second electron and there are now two electrons that ionize 
again  giving four new electrons, and so on. If a. new electrons are created 
per  unit  length of path  in the field direction, n electrons present at a 
distance x increase to n + dn, where dn = na. dx and n = exp(aur). An 
electron current Io beginning  at the cathode will increase as I = lo exp(aur). 
The first Townsend  coefficient a is found to obey a relation, characteristic 
of each gas, of the form alp = A exp[ - B/(E/p ) ] ,  where p is the gas 
pressure  and A and B are constants. The avalanches may develop from 
one or several initiating electrons, which can be, though  not necessarily, 
produced  at the same  time.  According to the particular conditions of eiec- 
tron  production near the cathode, breakdown may or may  not ensue (see 
Sec. V). Since the velocity of electrons is  much  higher  than  ionic velocity, 
the electronic current is followed  by  an  ionic  one. Raether (1964) has 
calculated  and  measured these currents in different  gases in a uniform 
field.  These avalanches are  the sites of luminous  phenomena.  In  divergent 
geometry  (point-plane,  wire-cylinder), the luminous zone, concentrated 
near  to (or around) the sharp electrode, resembles a “corona.” The mech- 
anisms  of  positive or negative corona are widely  different  and  depend on 
the  nature of the gas. An extensive review of this  subject  is  found in Loeb 
(1975) and  Meek  and  Craggs (1978). 

Multiplication of electrons has also been observed in solids (0’ Dwyer, 
1973) and  very  recently in ultrapure liquids  and  liquefied  gases  (Denat et 
al., 1988). 

C. Dielectric  Losses  Under  Alternating Fields 

Consider a plane capacitor filled  with a single or an association of dielec- 
tric materials. The permittivity of each  material  is  supposed to be  indepen- 
dent of the applied  sinusoidal  voltage V,  (r.m.s. value) and of the fre- 
quency f (W = 2 ~ f ) ,  whereas the conduction may  possibly  depend on 
them. 
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1. A Single  Dielectric 
If the  conditions are fulfilled to get  ohmic behavior, the material of resistiv- 
ity p will simply  behave as a capacitance C in parallel  with a resistance 
R .  The  amplitude of the conduction current (in  phase  with the voltage)  is 
V,/R; that of the displacement current (at 1d2 from the voltage)  is CwV,, 
where V ,  = 4 V,. The loss angle  between these two components of 
the total current is  such that 

The  power  dissipated  by  conduction losses is  then P = Cwetan 6. If  we 
consider the nonlinear  conduction due to dissociation/recombination pro- 
cesses, we  must compare the transit time of carriers (having the same 
mobility k)  in a uniform ac field ( t ,  = (2&/koVm)’”) to the half  period 
T/2 = d w .  If fa 2 T/2, the regime  remains  ohmic. If fa -e T/2, and if we 
suppose that the saturation regime  is  quickly reached, we can evaluate a 
generalized  value of tan 6 (ratio of the energy  dissipated to the energy 
stored per  cycle) as 

tan 6 CC - KDV& 
EWV, 

As for the unipolar  injection  regime  (each electrode is  supposed to be  an 
injector  during  each  half wave), if ra 4 T /2 ,  then 

2. Two Dielectrics  in  Series 
The simplest  situation is that of two  ohmic  materials of permittivities E ] ,  

e2 and  resistivities PI, p2. Such a model  has  been  proposed to explain 
relaxation in heterogeneous materials, e.g., the “response” to an ac volt- 
age  of variable frequency. It is  also  known as the Maxwell-Wagner effect, 
or interfacial  polarization.  Very  simple  arguments  allow  us to present the 
main features of the frequency response. Suppose that one of the materials 
is perfectly  insulating  and  is represented by a pure capacitance C, 
whereas the other dielectric is represented by C, in parallel  with R2.  At 
very  high frequency, the system  behaves as capacitances in series. On 
the Argand  plot  of the complex capacitance C*, CL = Cl C2/(C1 + C2) ,  
CL = 0. At  very  low frequency, only the pure capacitance Cl is charged, 
so that C6 = Cl, C6 = 0. When the frequency is varied  from zero to 
infinity, C* is a semicircle centred on the C‘ axis. The representation is 
similar to that of Debye  relaxation (see Fig. 21, although the mechanisms 
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are obviously  completely  different. As a general rule, the study of the 
variation  of the capacitance and of tan 6 versus the frequency at  low 
voltage  is  very  useful in characterizing such  dielectric associations. If 
the two dielectrics are not  perfectly  insulating, C* follows  only the high- 
frequency  part of the semicircle circumference, if the time constants T~ 

= R 1  C1 and 72 = R2C2 are not  very  different. 
More  complex situations can  result  from the different fates of charge 

carriers at interfaces or in the bulk  of the dielectrics. Some  examples of 
nonlinear  behavior  will  be  outlined in the following.  In a liquid  impreg- 
nated  insulation  considered for the sake of simplicity as a liquid  and a 
solid  in series, two  effects can simultaneously be present, to a greater or 
lesser  extent:  ions  arriving  from the slightly  conducting  liquid  may either 
be  blocked  against the solid  walls or they may enter the solid  through the 
action of the field.  In the former case, named the barrier effect or the 
Garton  effect (Garton, 1941), ions  swept in from the bulk  of the liquid 
remain  stuck  on the solid  during the greater part of the half  wave  until 
reversal of the field. If they cross the liquid  gap in a time t ,  + T/2 ,  the losses 
due to the liquid  alone  (with  some  simplifying assumptions) decrease when 
the voltage  applied to the liquid increases according to 

,112d3 
tan a E k l 1 2 ~ 3 / 2  

m 

Consequently, the losses of the whole  insulation decrease. This  is cur- 
rently  observed  with  impregnated  cellulosic  materials.  It  must  be  realized 
that the blocking  effect  is  not  purely a mechanical  effect  but corresponds 
to a specific ionkellulose interaction (acting as a semipermeable  material). 

In the latter case, the field forces liquid  ions to penetrate into the solid; 
this field-enhanced  absorption effect (TobazCon  and Gartner, 1975) can 
produce a drastic reduction in the ionic density in the liquid  (and so a 
considerable decrease in the liquid losses). The ion  mobilities  in the solid 
are lower by several orders’of magnitude,  and the increase in losses in 
the solid  is  low,  and thus the losses of the whole  insulation decrease. The 
process takes a rather long  time  (minutes or more) to reach an  equilibrium 
at constant voltage, in contrast with the barrier effect.  This  effect  is  mainly 
observed  with  impregnated synthetic polymers. 

It  is also possible,  however, that losses may increase with the applied 
voltage.  This  is  typical of “partial discharges” that take place  in gaseous 
cavities  accidentally present in  solid insulations. When the voltage across 
each  gas  cavity exceeds its own “Paschen voltage” (see Sec. V), dis- 
charges  take  place in the gas,  which  then  becomes  suddenly conductive. 
An increase in the applied  voltage causes more  and  more cavities to ignite, 
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and  this lasts a longer  time  during each period. It can thus be understood 
that the losses of the whole  insulation increase with the voltage. 

Finally,  it  must  be  mentioned that the brief presentation given above 
should  not  give the impression that few other situations can be encoun- 
tered. For example,  dielectric  walls can be  essentially  parallel to the direc- 
tion of the field,  e.g.,  solid spacers in fluids (or in a vacuum). The mecha- 
nisms  of conduction  along  interfaces are governed by electrokinetic 
phenomena (Hunter, 1981), and the spontaneous presence of excess uni- 
polar  charges in these interphase regions  may introduce nonlinear losses 
and  can  be at the origin of breakdown  along spacers. The paper by H. J. 
Wintle (1990), covering  such  topics as mathematical  and  numerical  tech- 
niques,  numerical  and  analytical results, advances in fundamental under- 
standing of insulators, and  new  and  enhanced  experimental techniques, 
is  recommended  not  only for its content but also for its extensive bibliog- 
raphy. 

V. BREAKDOWN OF DIELECTRIC MATERIALS 
Electrical  breakdown of dielectric media  is the ultimate  stage of a succes- 
sion of events that leads to an arc, a luminous  channel  of  high conductivity, 
passing  through the dielectric  between conductors once the voltage ex- 
ceeds a certain  value.  This breakdown voltage depends on the particular 
situation for which  it  is  measured (geometry, wave form, polarity . . .) 
and  is  generally  not a characteristic of the dielectric itself. The conse- 
quences are more or less catastrophic according to the nature of the mate- 
rial: a fluid can be renewed, whereas a solid  (impregnated or not) is locally 
destroyed  and  unable  to sustain the voltage thereafter. Indeed, breakdown 
mechanisms are governed by the electric field  acting  locally rather than  on 
a macroscopic scale. Thus the breakdownfield (or rigidity) of a dielectric 
material expresses the mean  value (processed by statistical analysis) that 
it is able to sustain  under  well-specified conditions (generally,  between 
plane electrodes, at a given  gap distance, subjected to a certain voltage 
wave,  during a certain lapse of time). The, breakdown  fields  usually  ob- 
served are always  lower by several orders of magnitude than the fields 
inside atoms or molecules.  Although under careful laboratory conditions 
the impulse  strength of thin  films can reach 10 MV/cm (10” V per ang- 
strom), in industrial practice, working fields are limited (to insure a “life” 
of several decades to the insulation).  Under  power frequency, for in- 
stance, these values are reduced to a few kV/mm in the windings  of  power 
transformers  (several cm thickness of oil-impregnated  cellulosic  materi- 
als), but  can  reach  exceptionally high maximum  values (100 V/p,m Or 100 
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kV/mm) in capacitors using  polypropylene  films  impregnated  with  new 
liquid  impregnants. 

Several features are common to all  materials: 

Breakdown  is  localized, the spark or arc being  preceded by luminous 
treelike patterns. 

The  actual  strength depends on the form  and the duration of the applied 
voltage  wave,  generally  being  much  higher for impulses of short du- 
ration. 

Scale  effects are important: the lower the gap, or the area, or the volume 
subjected to the field, the higher the strength. 

Polarity effects are often  very important in divergent  fields: the breakdown 
voltage  is  generally  much  lower  when the sharp electrode is positive, 
especially  under  impulse  voltage; this situation, considered the most 
“dangerous,” has  been the most  widely studied. 

The  surface state of the electrodes (roughness, presence of oxides, ad- 
sorbed layers, etc.) may result in conditioning processes, and contrib- 
ute to give,  especially in uniform fields, a more or less large dispersion 
in rigidity  measurements. 

Conducting  particles (either isolated or in chains in fluids)  can reduce the 
strength by a tenth or more of the “uncontaminated” value, by locally 
enhancing the field or by triggering  microdischarges  when approaching 
an electrode surface. 

Breakdown  is  facilitated  along  solid spacers (in  fluids or in a vacuum). 

A. Gas Breakdown 
1. Breakdown  in  Uniform Fields 
In Sec. IV, it  was  shown  how  an electron produces  an avalanche by impact 
ionization.  One  single avalanche does not  lead to a breakdown. A subse- 
quent  mechanism  creating  new electrons at the cathode or in the gas  is 
necessary. Then, it  can  be  shown  that: I = IO [exp(ad)]/(l - p), where 
p = y[exp(ad) - l] is the number of  new electrons capable of producing 
new avalanches. The coefficient y (second  Townsend  coefficient) depends 
on  several  mechanisms:  e.g.,  positive  ion  impact at the cathode (observed 
preferentially in rare gases); photon-induced electron extraction from the 
cathode (in common gases); photoionization in the gas. Values of y depend 
also  on electrode surfaces and  on  impurities in the gas  and  often increase 
with Elp. They  lie  in the range to 10- ’ (the lowest  values in hydrocar- 
bon vapors, the highest in rare gases). If p = 1, the current after a few 
series of avalanches  become constant (“self-sustaining discharge”); if 
p 1, it  would decrease to zero, whereas, if p > 1, it  would increase 
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continuously,  resulting in breakdown.  This is the Townsend criterion for 
breakdown: 

y[exp(ad) - 13 - y exp(ad) 5 1 (13) 

A very  important law  in practice is  Paschen’s  law,  which  follows analyt- 
ically  from Eq. 13 and  from the functions a/p and y versus Elp. In a 
uniform  gap either between  metallic electrodes or between dielectric sur- 
faces, the breakdown  voltage V ,  is a function of p d  and  has a marked 
minimum (Fig. 6). 

The minimum Paschen  voltages  and the behavior  at high p d  are widely 
different in air, in SF6 (an electronegative gas used  in  high  voltage insula- 
tion)  and in  helium or neon (used in lasers or luminescent  light sources). 
The  breakdown  voltage of air  at atmospheric pressure with d = 1 cm  is 
30 kV (the corresponding  field  is 30 kV/cm). For SF6 it  is 89 kV (89 kV1 
cm). However, for the same pressure but at the Paschen  minimum  on the 
curve, the breakdownfield is one order of magnitude  higher in each gas. 
Deviations  from  Paschen’s  law  have  been reported at  very high or very 
low values of p and for small  gaps (microns). 

Figure 6 In a  uniform gap either between metallic electrodes or between  dielec- 
tric surfaces, the breakdown voltage V, is a function of pd and has a  marked 
minimum. (From CIGRE-Working Group 15-03, 1974,  1977.) 
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There exists a much faster and  more  localized  mechanism  of prebreak- 
down  when the space charge at the head  of the avalanche transforms it 
into a streamer. A semiempirical criterion for the transition of the streamer 
mechanism  based  on the magnitude  of the space charge  field  was  proposed 
by Raether (1964) and  by  Meek  and  Craggs (1978): 

exp(ad) > IO8 or ad > 20 (14) 

The  mechanism  is  very  rapid: the “anode-directed” streamer develops 
out of the avalanche tip at a velocity - IO6 &S. Further increase in the 
amplitude of the voltage  pulse produces the development of a “cathode 
directed” streamer, also  with a high velocity (-lo6 m/s). 

2. Breakdown  in  Nonuniform  Fields 
The  beginning of breakdown takes place at the electrode with the smaller 
radius of curvature. Due to  the field asymmetry, there are major  differ- 
ences  with a change in polarity, in both the nature of the breakdown events 
and  in the breakdown  voltage  values. Streamers originating  from the 
anode or the cathode are luminous  filamentary channels of discharges, 
which  propagate  partly  or  fully across the gap  (causing  breakdown). 
Streamers may proceed by steps and be  followed  by leaders in large  gaps 
in air  (lightning) or in pressurized SF6. The extremely great  variety of 
breakdown  mechanisms in divergent  fields  is  examined in the  book  by 
Meek  and  Craggs (1978). 

It  is  worth  noting that the presence of conducting  particles (even of 
a single  particle) in a uniform  field can substantially increase the field, 
particularly  at the tips of elongated particles. Such  particles can acquire 
a net  charge by contact with the electrodes and  move  rapidly  in the gap. 
The breakdown  voltage  can  be  reduced by a factor of 5 or more. 

B. Vacuum Breakdown 
If the mean free path of an electron is greater than the distance between 
the electrodes (A > 1 m if p < Pa),  the multiplication of charged 
camers by  collision cannot occur and then the initiation of breakdown 
has to be  found either in surface effects (metallic or insulating) or in the 
exchange of micro  particles  between the electrodes. 

1. Prebreakdown 
Breakdown  is  always  preceded  by  prebreakdown currents that can take 
the form of current pulses due to random bursts of charges. A number of 
different  mechanisms  have  been  put  forward to explain the causes of such 
charge transfer (Meek  and  Craggs, 1978, Chapter 2): ( I )  field  emission 
and  associated  pulse  phenomena (for very  clean electrodes, in an  ultrahigh 
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vacuum,  with a macroscopic cathode field >lo5 V/cm); (2) micro- 
discharges, if adsorption on surfaces is  likely to occur; (3) microparticle 
transfer, e.g., extraction from electrode surfaces and  movement across 
the gap of atom clusters, which  may occur at any  gap  spacing.  All  of 
these processes can occur simultaneously. The geometrical  and  physical 
properties of the electrodes and their surroundings  play a considerable 
role on the performance of a vacuum  gap. 

2. Breakdown  in  Uniform  Field 
Breakdown curves are usually  drawn  with  averaged values, since the 
breakdown  voltage  varies  with each measurement. The process of reach- 
ing relatively constant values for the breakdown  is a consequence of elec- 
trode surface  conditioning. The general  form of variation of the breakdown 
voltage V B  with the spacing d of a uniform  field  gap  is V B  a dl’*. This 
variation is followed over a very  large  range of  gap separations; for exam- 
ple,  breakdown (EB = Veld) is -lo6 V/cm ford - 100 pm; it falls to lo4 
V/cm (or even less) for d 1 10 cm. 

3. Breakdown  in  Nonuniform  Fields 
The general trends are the same as those for short gaps (<l cm); the 
smaller the radius of curvature of the sharp electrode (opposite a plane 
electrode), the higher the breakdown  voltage.  This  voltage  is  higher  when 
the sharp electrode is the anode. For larger gaps, this effect  is reversed. 
Such  configurations  give  higher strengths than a uniform  field geometry. 

4. . Vacuum-Solid  Insulation  Arrangements 
There is  evidence to indicate that the breakdown  is  initiated at the junction 
between the cathode and the insulator. Significant  improvement can be 
achieved  in practice by ensuring  very  close contact between them, and 
proper  choice of shape and properties of the insulator (Birks, 1967, Vol. 
7). 

C. Liquid  Breakdown 
In  most  applications,  liquids are used  in association with  solid insulators. 
Their main role is to replace air, in order to avoid  partial discharges in 
cavities  possibly  subjected to voltages above the Paschen threshold. The 
wide  variety of applications of  liquid impregnants has led to the use of 
either natural or synthetic products.,  polar or nonpolar, of  high or.low 
viscosity, etc. Although, for certain applications, liquids  offer the advan- 
tage of a high permittivity, their breakdown strength is often as low as 
that of gases  under  moderate pressure (a few bars). Their conductivity 
(and the corresponding ac losses) is  not  negligible (as for gases), and ther- 
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mal breakdown of the insulation may occur. Compared to gases, break- 
down  in  liquids shows many phenomenological  similarities. If there is no 
doubt that electronic processes are  at work, many other specific  phenom- 
ena take  place (thermal, hydrodynamical,  mechanical),  which  have  been 
shown to be  at the origin of breakdown  (Gallagher, 1975; Sharbaugh et 
al., 1978). Examples  include  moisture content, especially in uniform  fields 
when  it approaches and exceeds the saturation level (reductions of break- 
down  voltage by a factor of 3 have  been reported); gas extracted from 
the bulk (dissolved gas), from the electrodes or insulating  solids  (occluded 
gas), or gas  generated by electrochemical processes, thermal  heating, or 
(as we shall see later) more  complicated electronic processes. 

1. Prebreakdown  Phenomena  in Liquids 
The statistical study of breakdown  time  lags in liquids  has shown, as in 
gases, that breakdown takes place after a certain time delay, which in- 
cludes the following successive steps: 

An “initiation phase,” which corresponds to the onset and  development 
of a precursor event (or succession of events) capable of  giving rise to 
a following  phase 

A “propagation phase” of figures  identified as luminous  and  conducting 
treelike patterns exiting  from a highly stressed region  (generally  called 
“streamers”) and capable of crossing part of all of the gap 

An “arcing phase,” where the “main stroke” is established, in a very 
short  time 1 ns or less) 

This  separation  into distinct phases is questionable, especially  when 
breakdown takes place within a very short time (ns). Breakdown  could 
then take place  via  means  somewhat  different  from the so-called streamer 
mechanism.  This  term  has  been  used  to  name the luminous  figures  preced- 
ing the arc in gases, solids, or liquids.  In gases, a terminology  is  well 
established, and the processes leading to breakdown by the streamer or 
the  leader  mechanisms are well documented, whereas, in general, almost 
any detectable treelike event in a liquid  is  called a streamer. 

In divergent  fields, the development of streamers is  much less limited 
before  breakdown than in  uniform fields, and whatever the liquid,  they 
have the following  general characteristics (TobazCon, 1988): their optical 
index  is  different  from that of the liquid; their velocity varies over a large 
range,  from  lower  than acoustic velocities  (around 1 km/$, for negative 
streamers in hydrocarbons (100 &S) to much  higher  velocity  in  haloge- 
nated  compounds (10-80 km/s) (both polarities); for a given  liquid,  posi- 
tive streamers are faster than  negative ones; their shapes can be markedly 
different,  but “slow” subsonic  figures are bushlike,  while “fast” super- 
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sonic streamers are filamentary. Streamers produce a current composed 
of either discrete pulses or of a dominant continuous component, and also 
emit  light; current and  emitted  light  signals  generally  have  similar shapes; 
fast streamers are the seat of energetic processes, a large  amount of de- 
composition products being produced; shock  waves are associated with 
the propagation of streamers; the streamer is arrested if the amplitude or 
the  duration of the voltage  is  not  large enough, and  it  then decomposes 
into a string of microbubbles;  an increase in the hydrostatic pressure 
impedes the propagation  of  slow streamers, the fast form  being  much  less 
sensitive to pressure. 

It has  been well established that in point-plane geometry, with a nega- 
tive  point, electron multiplication  by avalanches in the liquid phase does 
exist, producing in hydrocarbons a regular current pulse  regime under a 
dc  voltage  (Denat et al., 1988). Each  impulse  systematically produces a 
bubble.  The  sequence  of generation, growth, and  collapse of bubbles  has 
been characterized and  shown to follow the Rayleigh  model (Kattan et 
al., 1989). The  transition  to streamer occurs when the voltage  is increased: 
a train of bubbles  is  produced by successive current pulses, the new  grow- 
ing  bubbles  being  generated ahead of the preceding ones. When the so- 
called  slow  bushlike streamer develops, the processes are controlled  by 
discharge in the gas-phase  (liquid vapor). The propagation of fast super- 
sonic streamers is  more  related to ionization in the liquid  phase at the tip 
of the branches of the channel(s), since  they are loaded with  highly  excited 
and  ionized species, reminiscent of “leaders” in gases. 

2. Breakdown 
This  is  controlled either by initiation or by  propagation of streamers. The 
lengths streamers travel before  stopping as a function of voltage can be 
widely  different  according to the nature of the liquid, the polarity, the 
shape of the voltage  wave. Thus not  only the velocity of streamers but 
also  their  ability to propagate are the factors controlling  breakdown. 

Under  impulse waves, breakdown  voltage is usually  lower (or much 
lower) at large  gaps for a positive  point,  which  exemplifies the “danger” 
of easily  propagated streamers. Slow  negative streamers cannot propagate 
very far, so the negative  lightning  impulse  breakdown  values are high.  In 
uniform fields, the conditions  necessary for the streamer to reach the 
other electrode are generally  fulfilled,  and  breakdown  is  controlled  by 
initiation either in the bulk  of the liquid or at the electrodes. Exceptionally 
high values  (several  MV/cm) are attainable for small sphere gaps (tens of 
microns)  and short pulses (microseconds), whereas  with  large  plane  gaps 
it  is  reduced  by  around  two orders of magnitude. We do not  yet possess 
the quantity of data that we do for gases: there is  still  no  classification  of 
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liquids (there is for gases) according to their density and to their electronic 
affinity. 

Under ac voltage, streamer appearance is  randomly distributed in time, 
the  mean appearance frequencies increasing  with the applied  voltage.  In 
point-plane  geometry,  both the field  divergence  and the gap distance con- 
trol the breakdown  voltage. At large  gaps (a few  cm or tens of cm), since 
positive streamers are more  easily propagated, breakdown takes place 
when the point  is  positive  at  very  low  mean  fields (tens of kV/cm). Such 
very  low  values  of  rigidity  have also been reported in transformer oil, 
with  large  plane  gaps. Any positive streamer generated by a protrusion 
or a sharp particle  is  easily  propagated  and  can produce breakdown.  Under 
dc  voltages,  similar trends to those found  under  impulse or ac have  been 
reported. However, space charge can significantly  modify the actual field 
on sharp electrodes. The study of  high  field dc conduction has  highlighted 
many  of the  basic processes implied  in  prebreakdown  phenomena, as 
shown in Sec. IV. 

D. Solid Breakdown 
Failure of solid dielectrics generally results from cumulative effects, pro- 
ducing a gradual  formation of one or several conducting channels, in the 
material, such as discharges in the ambient  medium, discharges the dielec- 
tric itself,  chemical  and  electrochemical degradation, and  thermal  runa- 
way.  Apart  from these extrinsic types of breakdown, there are more  intrin- 
sic  mechanisms,  genuinely characteristic of certain materials, that we shall 
now consider. 

1. Purely  Electric  Breakdown 
Breakdown  is  considered as a continuation of the conduction processes; 
thus there are bulk-limited theories, electrode-limited theories, and  combi- 
nations of the two. For the former theories, an “intrinsic critical field 
strength” is  reached  when  some  instability occurs in the electronic con- 
duction current. Several models  have  been proposed (Frolich high energy 
criterion, von  Hippel  low  energy criterion, for instance) which  differ  by 
considering  different  mechanisms of energy transfer from the conduction 
electrons  to the lattice. 

Theories of “avalanche breakdown” are basically extensions to solids 
of the avalanche  model for gases: the avalanche arises by field  emission 
from the valence  to the conduction  band (Zener model), or by collision- 
ionization. Space charge enhanced critical  field theories are developments 
of the  collision-ionization theories. In the book  by  O’Dwyer (1973), a 
detailed  review of these mechanisms will be found, as well as experimental 
data on  alkali  halides,  glass,  and quartz. 
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2. Thermal  Breakdown 
Dielectric losses (either by  conduction or by relaxation) produce heat 
dissipation in a lossy  material. If heat is not extracted fast enough by 
conduction and/or convection, the material temperature rises. Severe 
damage  may  occur:  chemical decomposition, melting of a solid, boiling 
of liquid.  According to the thermal  and electrical properties of the material 
and its surroundings,  breakdown can happen either at very short times 

S )  or after a rather long  period of  voltage  application (hours). 
Breakdown  voltage is lower for ac than for dc and decreases when the 
ac frequency  is increased. If Joule heating  and  thermal conduction are 
the only processes considered, there exists a critical  field strength E, for 
which the temperature of the material approaches some  critical  tempera- 
ture T,. For E > E,, the temperature reaches T,  in a fixed  time  and 
increases thereafter. Various situations have to be considered: dc,  ac, 
impulse  voltages;  thin or thick samples; field-independent or field-depen- 
dent conductivity; electrode configurations, etc. (O’Dwyer, 1973; Coelho, 
1979). It  is  important to note that a maximum  thermal voltage is  obtained 
for the frequently encountered situation where one electrode is  thermally 
insulated, the other being  maintained  at a constant temperature. For thick 
samples of thermal  conductivity A, under  an ac voltage of frequency f, 
the maximum thermal  voltage  varies as V ,  0: Wf. For many low-loss 
solid insulators, V ,  exceeds 1 MV at power frequency, though this voltage 
is  rarely reached. In contrast, thermal  breakdown  is  likely to occur at 
high frequency; for example, for polyethylene, V ,  - 50 kV at 1 MHz. 
Indeed, an increase in temperature favors thermal  breakdown since, in 
general, the electrical  conductivity increases while the thermal  conductiv- 
ity decreases. Nonuniformity of the electric field  may  be  an  important 
factor in the production of hot spots. 

3. Electromechanical  Breakdown 
The  Young’s  modulus Y of soft  materials  (especially  polymers) decreases 
when the temperature is raised. The electrostatic pressure causes a 
compression of the dielectric of initial thickness do. If d is the strained 
thickness, we  get eV2/2d2 = Y ln(do/d). Failure occurs due to mechanical 
collapse at an (apparent) critical  field: E, = Vc/do = 0.61 m. This 
model,  proposed by Stark and Garton, has  been  shown to apply success- 
fully to many polymers  (O’Dwyer,  1973). 

4. Partial  Discharge  Induced  Breakdown 
This  is  one of the most frequent causes of failure in  high voltage ac insula- 
tors. It is  always  difficult to avoid the presence of gaseous cavities. For 
plane-shaped cavities, the field  in the gas EG will  be  higher  than  in the 
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solid (or liquid)  of  relative  permittivity er: EG = ecE ( E  being the mean 
field  applied to the insulation). When the voltage VG across each cavity 
exceeds its Paschen  voltage,  which depends on its thickness d and the 
gas pressure p inside it (Fig. 6), discharges are produced in the gas. 
Charges are deposited  on the cavity  walls that tend to reduce (or cancel) 
the field in the gas. The physics of these partial discharges has recently 
been  investigated in detail (Devins, 1984). Depending  on the thickness of 
the cavity, the overvoltage, and the nature of the gas, Townsend  dis- 
charges or streamerlike  discharges may occur. The  dissipated  power  den- 
sity can be high,  and  since  it is concentrated on  localized areas of the 
walls,  detrimental effects are likely to occur. In addition to the chemical 
action of aggressive substances (such as ozone) resulting  from  gas  ioniza- 
tion, physical effects favoring the initiation of breakdown take place.  In 
organic products particularly,  carbonization occurs, and  from  some  punc- 
tured area(s), thin  conducting channels (at the tip(s) of  which the field  is 
enhanced)  propagate  until  breakdown occurs. In  many failures, the final 
arc may have  been  preceded by the development of branched  hollow  chan- 
nels,  resembling  trees: this is electrical  treeing. Trees may  be caused by 
other phenomena,  essentially by the field  enhanced  penetration of water 
(or other particular substances): water  treeing and electrochemical  tree- 
ing. An impressive  amount of work  has  been devoted to this subject during 
the two  last decades. It has  mainly concerned the dielectric materials  used 
for nonimpregnated  power cables (particularly  polyethylene). A compre- 
hensive presentation of discharge  measurements  and  their interpretation 
will be  found in the books  by  Kreuger (1964) and  Bartnikas  and  McMahon 
(1979). 

As a closing remark, new  liquid  impregnants  used for high-voltage im- 
pregnated  power capacitors possess excellent “gassing” properties. This 
changes the way a trapped  gaseous  cavity or one created within a liquid 
will expand or shrink  when  subjected to discharges. The collapse of the 
cavity  leads  to the extinction of discharges  and to an increase of the life 
of the insulation. 
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1. INTRODUCTION 
When a dielectric  liquid  flows  through a pipe  from one vessel to another, 
the potential  difference that appears in the collecting  vessel  is due to the 
accumulation of charges. These charges  result  from the convection of a 
part of the electrical  double  layer  existing in the tube at the contact be- 
tween the liquid  and the inner wall (Boumans, 1957; Klinkenberg, 1967; 
Gavis, 1964; Gibbings, 1970). Indeed, at the liquid/solid interface, the 
electrochemical  reaction  induces  an  electrical  double  layer  composed of 
two  layers in the liquid: the compact layer very  close to the wall  (unaf- 
fected by the flow), and a diffuse layer that can be convected (Touchard 
et al., 1985). Then the space charge density Q convected in a pipe by a 
flow  is  given  by the ratio of the charge convected to the flow rate Q = 
J,piids/J,tids,  where S is the section of the pipe, p the space charge density, 
and ii the mean  axial  velocity. To compute this quantity, we  need to 
know the velocity  profile  and the space charge density  profile,  which  is 
a function of three parameters: the electrochemical  reaction  at the inter- 
face, the diffuse  layer thickness, and the characteristic of the flow. To 
analyze the phenomenon, first it  is  important to know the space charge 
density  profile for a diffuse layer at rest in the pipe  (without flow), and 
then we  must  understand  how  it is affected by the flow (Touchard, 1978). 
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II. FUNDAMENTAL  EQUATIONS  OF A DIFFUSE  LAYER  AT 
REST 

The  phenomenon  is  controlled by the diffusion  and the migration  and can 
be expressed by five  fundamental equations (Touchard  and  Romat, 1981): 
two  equations of current densities, two conservation equations, and the 
Poisson  equation for the potential. 

But for a steady state, an  infinite  length, a cylindrical pipe, and appro- 
priate  reference quantities, the five  previous equations may  be  reduced 
to two  nondimensional equations (Touchard, 1978): 

dr + 

where p+ is the nondimensional space charge density, ++ the nondimen- 
sional  potential,  and (Y = ~ ( D P D N ) " ~ / ( D P  + D N ) ,  Dp and DN being the 
cation  and the anion  diffusion  coefficients. In practice, a is  very  close to 
1 ,  and (Y = 1 is a good  approximation. 

Then these equations can be  solved for different cross-section configu- 
rations of the pipe. The nondimensional space charge  density is a function 
of the nondimensional space charge density on the wall pw+ (which trans- 
lates the intensity of the electrochemical  reaction at the interface) and the 
geometry of the pipe  compared to the diffuse  layer thickness. For an 
example, in the case of circular pipe  and for pw+ e 1 ,  we have p = pw(Zor/ 
So)/(ZO(R/So)), where l o  is the modified  Bessel  function of zero order, So 
the  diffuse  layer thickness, and R the radius of the pipe. 

111. SPACE  CHARGE  DENSITY  CONVECTED BY A FLOW IN 
A CIRCULAR  PIPE 

A. Laminar  Flow 

For a laminar  flow  and for a very  long  pipe, the diffuse  layer  at the exit 
of the pipe  is  fully developed, so the space charge density  profile  is the 
same as the one for a diffuse  layer at rest. For example,  with the same 
conditions as previously, the space charge density convected Q, is  given 
by 

where Z I  is the Bessel  modified  function  of first order. 
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B. Turbulent Flow 

In the case of a turbulent  flow,  two  different  modelizations  have  already 
been  performed.  They  both  supposed that the space charge density on 
the inner wall pw remains the same as the one for a laminar  flow.  One is 
based  on  the  competition  between the fluctuant radial  velocity  and the 
diffuse  layer  relaxation  velocity (Touchard, 1978), the other one  on the 
eddy  diffusivity  (Marcano et al., 1987). For the same example  mentioned 
above, Qt = ~~,(~~R)(II(R/Go))/(Io(R/~o)). 

IV. EXPERIMENTAL  APPARATUS 

Different  equipments can be  considered to investigate the flow  electrifica- 
tion,  which depends on the kind  of  liquids  used (hydrocarbons, liquefied 
gas, etc.) (Touchard, 1978; Marcano et al., 1987), but  some  general precau- 
tions  must  be  taken in order to keep the liquid in the same state of purity 
(Touchard et al., 1985). If they are not  taken  then  it will be very  difficult 
to settle precisely the influence of one parameter, because the whole  phe- 
nomenon can be  radically  different  with  only  some ppm  of impurities 
added to the liquid. Nevertheless, in industrial installations, where  such 
conditions are impossible, the value of the current taken on an  insulated 
part of the pipe  gives  an  idea of the intensity of the phenomenon  (Touchard 
et al., 1988). , . .  

V. DETERMINATION OF THE'ELECTRICAL QUANTITIES IN 
A DIFFUSE  LAYER 

The  conductivity, the ion  diffusion constant, and the space charge density 
on the wall are needed to analyze the flow electrification. The first two 
quantities  can  be  obtained by experiments in a conductivity  cell. The third 
one is computed  from the experimental  value of the space charge density 
convected in a long  pipe  and for a very  low  laminar  Reynolds  number 
(Touchard  and  Romat, 1981). 

VI. GENERAL  RESULTS  ON  FLOW  ELECTRIFICATION 

The  analysis of  both theoretical and  experimental results enables us to 
express some  general  predictions  concerning the evolution of the space 
charge  density  convected in terms of different parameters. 

A. In Terms of the Reynolds  Number 

For a laminar  flow  and for a very  long pipe, the space 'charge density 
convected  is constant in terms of the Reynolds number, as could  be  pre- 
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dicted by the theory. Nevertheless, if the pipe  is  not  long enough, it de- 
creases with the mean  velocity or the Reynolds  number. Then, at  the 
transition, it increases and reaches a new  level in turbulent  flow two or 
three times greater than in laminar. Last, for a turbulent flow, it is in 
many cases nearly constant again in terms of the Reynolds  number 
(Touchard  and  Dumargne, 1983). 

B. In Terms of the Radius of the Pipe 

For very  small  pipe  radii  (smaller  than the diffuse layer thickness), it 
is  nearly constant with the radius; then for large diameters it decreases 
proportionally to l/R2 (Touchard  and Romat, 1981). 

C. In Terms of the Length 

For lengths  smaller  than one hundred  times the diameter, it is nearly 
proportional to the length; then it  reaches an asymptotic value for very 
long  pipes, in which the diffuse  layer is fully  developed at the exit (Gib- 
bings, 1970; Touchard  and  Romat, 1982). 

D. In Terms of the Temperature 

As the conductivity  and the viscosity of the liquid as the electrochemical 
reactions  on the wall are all functions of the temperature, the space charge 
density convected is also affected by this parameter. When the tempera- 
ture increases, the rate of reaction increases; thus the charge convected 
tends to increase, but the resistivity of the liquid decreases as the diffuse 
layer thickness, which reduces the charge convected. Thus the space 
charge  density passes normally  through a maximum  when the temperature 
is increasing.  In fact, very  often we just observe an  increasing of the 
charge  convected  (Touchard et al., 1985). 

E. In Terms of the Concentration of Additives 

If the concentration of additives increases, then the conductivity  and the 
space  charge  density on the wall increase. But these two parameters act 
in opposite direction, so the space charge density convected generally 
passes  through a maximum,  which  is  very  often observed (Klinkenberg, 
1967; Benyamina et al., 1987). 

F. In Terms of the  Roughness of the Pipe 
The charge  convected in a rough  pipe  is  smaller than in a smooth  pipe 
for a laminar  flow  (Touchard et al., 1989) but greater for a turbulent flow 
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(Gavis, 1964). This  phenomenon  can be explain  by the development of 
eddies  close to the roughness in the case of laminar flows in a rough  pipe. 
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1. INTRODUCTION 
A mathematical  model  is  always  an  approximation to real  physical  prob- 
lems. We can  distinguish  from a mathematical  point of view two different 
kinds of problems that are of interest to electrostatics. 

The  first  one  is a time dependent problem or a problem of evolution 
as a function of time  from  time to. An example of the Cauchy  problem  is 
particle  kinetics: 

U'' = f ( t ,  U, U') u(t0) = CY U'(t0) = p 
where U is the dependent variable.  This is also called the initial  value 
problem. The generalization in several dimensions  would  be  parabolic 
equations. 

The  second  kind of problem  is a problem of equilibrium. It is also called 
the boundary  value  problem. An example of the Dirichlet  problem  is the 
computation of electric potentials and  particle  charging: 

U" = f(x, U, U') u(x0) = CY u ( x , )  = p 
and  we seek a solution a < x < p. The problem  is  time independent. 
When  generalizing  in several dimensions, the mathematical  problem  is 

%(U) = f (u )  . in D &(U) = gi on C 

89 
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where C is the border of the domain D. 2 is  an operator applied  to the 
dependent  variable u(x, y, z). This operator may be linear or nonlinear. 
The  subscript i may indicate  different types of boundary conditions. 

The  mathematical  model  is translated into a numerical code that should 
follow the best  algorithm. An algorithm  is  defined  with respect to its ro- 
bustness, its speed, its  flexibility,  and its portability, while the program 
must  be readable, user-friendly,  and  divided into small subroutines. We 
shall  describe  only a few  basic  ideas  and  basic  algorithms  with  some  em- 
phasis  toward  modem  algorithms. 

When possible,  it  is  recommended  not to write  all of the programs  but 
rather to use  library  programs. They may  belong to the IMSL  library or 
the NAG library or to  some  more  specialized  library  such as the French 
library MODULEF on  finite elements. 

In  this chapter, we examine in Sec. I1 the numerical  solution of the 
initial  value  problem  and also the problem of  stiff differential equations. 
In Sec. 111, we examine the problem of equilibrium  and we introduce the 
concept of finite  differencing  and  finite elements. In Sec. V, we  comment 
on some  basic  algorithms for parabolic equations and the stability of the 
algorithms.  In Sec. V, we consider the elliptic  problem. 

II. THE INITIAL VALUE  PROBLEM 
The  initial  value  problem for a system of ordinary differential equations, 
in vector form, is 

U' = f(x, U) a I x b ~ ( u )  = A_ (1) 

where f i s  a continuous  function for a I x I b and  all g. Equation 1 may 
have  more  than  one solution, and it is  generally  assumed that fsatisfies 
a Lipschitz condition, i.e., that all the first partial derivatives off are 
bounded  by a constant L. 

Any differential  equation of order n > 1 can betransformed into a system 
of first-order equations. A numerical code will  find  an approximate solu- 
tion V,, at step x,,. If h,, = h is the step size, then we seek a solution at 
the next step x,,+ I = x,, + h,,. The local error is U,, - V,,, and  indeed 
the  code  should  control  this  local error  at each step size. 

A. The  Runge-Kutta Method 
The fourth-order Runge-Kutta  method  (denoted  RK4) is based on the 
Taylor  expansion about the current point x,,. Starting at (xo, UO), four 
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function  evaluations per step generate the approximation (a,,, V,,), 

where 

f 4  = f (xn + h,  Vn + hf3)  

The  local error is in O(h4).  The control of the local error E,, is the critical 
step in the algorithm,  which  has to adapt itself to the rate of variation of 
the function.  Gustafson (1991) analyzed the error control strategies. The 
step is  accepted if E,,(h) is less than a given tolerance. Classical  Runge- 
Kutta codes may  be found in the IMSL Library. 

Two  advantages of the RK  method are low storage and  good stability. 
It  can treat linear  and  nonlinear  problems as well. Also, RK  methods do 
not  use  previously  computed  solution  values.  Such  methods are called 
explicit  methods. For special classes of problems,  they  become unstable. 

B. Stiff Problems 
Consider the generalized  linear constant coefficient system of equations 

- U’ = AB + &(x) B,  &R’’ 

where A is  an n x n matrix. The eigenvalues of the matrix A are X i ,  i = 
1, 2, . . . , n. Assume that the eigenvalues are distinct. The differential 
system  is stiff (Lambert, 1980) if 

(i) R,&) < 0 i = 1,2, . . . , n 

S is called the stiffness ratio. This  situation arises if the solution of the 
differential  system  has a fast transient and a slow transient. Explicit  algo- 
rithms  have the tendency to become unstable, if it  is necessary to utilize 
an  implicit  scheme such as the implicit Euler method or the more  sophisti- 
cated  implicit  Runge-Kutta (Brenan, 1986). 
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111. THE  BOUNDARY  VALUE  PROBLEM 
Boundary  value  problems are more  complicated  than  initial  value  prob- 
lems.  They  can  be  transferred to initial  value  problems  by  shooting  meth- 
ods (Fox, 1980). We shall consider here only the finite  difference  method 
and the finite  element  method. 

A. The  Finite Difference Method 
Finite difference approximations are based  on the use of the Taylor series: 

f ( x  + A X )  = f ( x )  + A x ~ ‘ ( x )  + -g- f ” ( x )  + -.- A x2 
(3) 

The  forward  and  backward  approximations to the derivative f ( x )  are, 
respectively 

The central approximation  comes  from  averaging Eqs. 4, thus obtaining 

f ’ ( x )  = 
f ( x  + A X )  - f ( x  - A X )  

2Ax 

By using Eq. 5, a central approximation to the second derivative can be 
obtained, i.e., 

Y ( x )  = 
f ( x  + A X )  - 2 f ( x )  + f(x - A X )  

A x2 

when the derivatives are approximated by finite  differencing; i.e., by trun- 
cating the Taylor series, we introduce a truncating error. This truncation 
error is local, in the neighborhood of the current point x .  If feCQ[a, b] ,  
the truncation error is - A x ~ / ~ ~ ‘ ~ ) ( C )  for Eq. 5. The error is 
- A X W ~ ‘ ~ ) ( C ’ )  for Eq. 4. It is the step size A x  = h that controls the 
local error. 

For the solution of the linear second-order boundary  value  problem, 

U” = p(x)u‘   q (x)u  + r (x)  U 5 x I b u ( a )  = a, u ( b )  = p (7) 

The  finite  difference  approximations are used to approximate  both U’ and 
U“ (Burden  and Faires, 1985, p. 533). We divide the interval [a, b] into N 
+ 1 subintervals with A x  = h = (b - a)/(N + l). The numerical  grid 
corresponds to the nodes xi = a + ih, i = 0, . . . , N + 1 ,  and the 
approximate  solution v is  computed at each node. Equation 7 becomes 
the finite  difference  equation 
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If the resulting  system of equations is expressed in  matrix form, taking 
into  account the boundary conditions, we obtain a  tridiagonal system of 
equations  that  requires  small  storage. If q(x) 2 0, the main  diagonal is 
dominant.  The  system  is  positive  definite  and the solution  is  unique  pro- 
vided that h < 2/Maxlp(xi)l, i = 1, . . . , N (Burden and Faires, 1985, p. 
535). The accuracy of the solution is controlled by the step size h and the 
local  truncation errors. The program  must  be  run at least twice, say  with 
a step hl , and a step h2 = h1/2.  In the Richardson extrapolation technique, 
we combine the numerical solutions vI and v2 to obtain  more accurate 
results, so that v = ( 4 v~  - v1)/3, and the truncation error becomes O(h4).  

Indeed, Eq. 7 represents a linear  differential equation. If the differential 
equation  is  nonlinear, the concept of finite  differencing can still  be  applied 
except that an iterative process is  required for the solution (Burden and 
Faires, 1985, p. 539). 

Another  problem  requiring  some  mathematical attention is the treat- 
ment of infinite intervals, which often occur in electrostatics. A condition 
on the electric potential  like 

u(x )  + 0 as x +  CQ 

may be  approximated  by a finite  boundary at a distance sufficiently  large. 
In  some cases, a change of variable  such as t = l /x  is  recommended. 
Finally, a uniform  numerical  grid  is  not  always the best way to solve 
problems that have  locally strong rates of variations. 

B. Finite  Element Methods 

The self-adjoint  differential  equation 

for0 ( x  I 1 

with  boundary  conditions u(0) = u(1) = 0, belongs to an  important class 
of differential equations. The differential equation can  be  transformed  into 
a minimization  of the integral  (Burden  and Faires, 1985, p. 547) 
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Let us consider U ,  = C?=1 C,&(x)  as an approximation to the solution 
u(x); the functions 4; are linearly  independent  and constitute a basis. An 
example of a piecewise linear function +; is the “chapeau function” 

( X  - x i - l / h ; - I  X ; - I  I X 5 xi 

+AX) = ( X ; +  I - X Y h ;  x; 5 x 5 x;+l 
elsewhere L 

We  now have to find the constants C; of the combination of the basis 
functions +;. Therefore the integral of Eq. (10) is  a function of C , ,  Cz, 
. . . , C,. The values of the coefficients Ci that minimize the integral are 
given  by 

ar 
ac, ” - 0 for eachj = 1, 2, . . . , n (1 1) 

The  following  algorithm sets up a tridiagonal linear system. To  the 
contrary of the finite  difference technique, where  we  minimize the local 
errors, in the Rayleigh-Ritz  Method, the method just described, we try 
to minimize the global error over the interval [a, b]. 

The main  deficiency of the Ritz  method  is that it  is  applicable  only 
to  self-adjoint  differential equations. The Galerkin  method  is free of this 
constraint. Let us consider 

n 

Lu = f with V, = c C & A x )  (12) 

For the determination of the coefficients Cii we then  orthogonalize the 
residual (Lv, - f) with respect to all the functions +,(x), j = 1, . . . , n. 

i=l 

IV. THE INITIAL BOUNDARY  VALUE  PROBLEM: 
PARABOLIC EQUATIONS 

Let us  consider the linear  diffusion equation 

au a2U 

at - 
” a < x < b , t > O  

subject  to the conditions 

u(0, t )  = 0 u(l, t )  = 0 t > 0 
u(x, 0 )  = f ( x )  0 5 x 5 l 

Equations 14 constitute the boundary conditions. Equation 15 is  an  initial 
condition. D is a diffusion constant. A parabolic  equation may  be consid- 
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ered as a stiff  problem. The classical way to solve Eq. 13 is  by  finite 
differencing  in space and  time. Standard implicit  methods to solve Eq. 13 
require the solution of large systems of algebraic equations (Hundsdorfer, 
1992). The classical  numerical  implicit scheme is the Crank-Nicholson 
representation 

The  left  side of the equation is an average of central difference expressions 
for a’ulax’ at the points ( j  + 1, k )  and ( j ,  k ) .  The right  side  is the central 
approximation of aulat but at  a virtual  point ( j  + 1/2, k) .  The advantage 
of the Crank-Nicholson  method is a relatively  small truncation error, and 
it is unconditionally stable. 

A method  that  has  achieved  some  popularity is the box  method devel- 
oped  by  Keller.  Equation 13 can be written as  a system of  coupled first- 
order equations: 

al.4 + = -  
ax 

au a+ 
at I ax 
“ - D -  

To discretize these equations, Keller integrates Eq. 5 over a box. It is 
possible to build algorithms that are almost as efficient as the Crank- 
Nicholson  method.  Finally, we can  use  Galerkin’s  finite  element  proce- 
dures for the solution of parabolic  problems  (Dawson  and Dupont, 1992). 
It  is  recommended to use  specialized  libraries  such as MODULEF for 
finite  element routines. 

V. THE ELLIPTIC PROBLEM: THE GENERALIZED 
BOUNDARY  VALUE PROBLEM 

Boundary  value  problems  generally  model steady-state (time independent) 
phenomena.  Classical  examples are the steady-state diffusion-convection 
equation 

I 

VT(DVu) - V*(uV) + f = 0 on D (18) 
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where D is the domain, U = u(x, y ,  z)  is the dependent variable, and 
V = V ( x ,   y ,  z)  is the velocity. 

Another  example  is the Poisson equation Vzu + p/€,-, = 0. To these 
equations, we have to associate the appropriate boundary conditions, 
which  may  be 

(i) The Dirichlet  condition: U is  specified at the border C of the 

(ii) The Newman  condition: the normal derivative adan is  specified 

(iii) Mixed conditions: U + OL auldn = 0 is specified on C 
(iv) Periodic  boundary  conditions 

domain D 

at the border C 

In this section, we shall consider only the diffusion problem  with  no con- 
vection. 

A. The  Finite Difference Method 

Consider the two-dimensional linear Poisson  equation in a domain D ,  with 
boundary C 

- + - = f ( x ,  y )  for ( x ,   y )  in D 
a2u a2u 
ax2 ayz 

with the Dirichlet  boundary  condition 

4 x 9  Y )  = g(x ,  Y )  for ( x ,  Y )  On c (20) 

A rectangular  grid  on the region D is set up so that every interior point 
(i, j) has four neighbors. If the domain  is  irregular, a special treatment 
has  to  be  done at the border C .  

Approximating Eq. 19 at each interior point  by  finite difference, we 
obtain for the approximate  solution v" to U ( X i ,  yi): 

where fu = f ( x i ,   y i ) ;  at each boundary  point vu = g(xi,   yi) .  After  eliminat- 
ing from Eq. 21 the boundary points, we  obtain a sparse system of linear 
equations  where the Vu are the unknowns.  This  is the generalization of 
the two point  boundary  value  problem. This system of equations AV = 
b' can  be  solved  by iterative or direct methods. 

1. Iterative  Methods 
In  all iterative methods, we need a guess field, a starting point, and the 
convergence  is  independent of the value of this guess field. We transfer 
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all the nondiagonal  elements  of AV = b to the right side, thereby consider- 
ing that the only  unknown at row i is 

n 

By a process of updating the current solution, the system of equations 
converge  toward  an  approximate  solution. The advantage of the iterative 
techniques is  small storage and the possibility to treat nonlinear equations 
while  the  techniques are easy to code. The main consideration is the rate 
of convergence. A more  powerful  version of the classical  Gauss-Seidel 
method of Eq. 22 is the successive overrelaxation method  (SOR method), 
which  is  an  extrapolation  method for a system that is  already convergent. 
If k is  an  index of iteration, we obtain 

f l k + l )  = p + " ( f i k + l )  - V k ' )  (23) 

Here W is  called the overrelaxation factor, and for a convergence consider- 
ation, 1 s W < 2. Pk+')  is the Gauss-Seidel  approximation to the (k + 
1) iteration. More  information about the overrelaxation factor W can be 
found in Forsythe and  Wasov (1960). 

Perhaps just  as important  is the case of  higher  nonlinear systems of 
equations, which  have the tendency to diverge.  Then W < 1 has the prop- 
erty of damping the solution. 

2. Direct  and  Semidirect  Methods 
In  elliptic  problems, the matrix A of A? = b' is a structured and sparse 
matrix. An algorithm for block  tridiagonal systems can be  found in Golub 
and  Van Loan (1983). Finally, a system of linear equations can  be trans- 
formed  into a minimization  problem,  and a combination of both direct 
and  iterative  techniques  seems to be the right  direction  toward robust and 
fast  numerical  algorithms. . 

B. Finite Element Methods 

Herein we lack the space to describe in detail the finite  element  methods. 
One clear disadvantage of the finite  difference  method  is the treatment of 
irregular  boundaries. If the domain  is  complex, the finite  element  method 
is  more  flexible.  Sewell's (1988) book  is a good introduction to finite  ele- 
ment  methods. We recommend the French finite  element  library  called 
MODULEF.  This  library  is distributed by INRIA, Rocquencount, 
France. 
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VI. CONCLUSIONS 

In  this  brief presentation, we have  tried to classify the principal  numerical 
problems that may occur in electrostatics. We have  distinguished the lin- 
ear problem  and the nonlinear  problems,  which are more computer time 
consuming. The main  difficulty  is in the choice of stable algorithms  and 
the control of errors. The difficulty  in finite element  methods  is the genera- 
tion of the grid,  and the tendency  is to introduce multigrids or windows 
of importance in the regions  where the rate of variation of the function is 
particularly important. Finally, we omitted discussion of the more  com- 
plex  diffusion-convection process, which  has a tendency to destabilize 
the numerical solution, and  which requires a special treatment; and also 
the particle  collection  with  turbulent  gas  flow.  Finally, the book written 
by  Birdsall  and  Langdon (1981) links  problems of electrostatics and  plasma 
physics. 
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1. INTRODUCTION 
Electrohydrodynamics  is  often carried out by persons trained in either 
electrostatics or fluid  mechanics,  but  rarely both. As a result, it  is  often 
difficult to foresee how the electrical and  mechanical effects will interact 
in the laboratory. One  useful approach to this problem  is the comparison 
of the various forces that arise naturally in electrohydrodynamics. By 
sorting  and  comparing these quantities, it  is  usually  possible to predict 
the overall results of an  experiment  by  using “back of the envelope” 
calculations.  In many cases, the systematic study of dimensionless ratios 
can  also expose the possibility of  new interactions not  considered in the 
initial  planning. 

In  this chapter, the principal  electrical  and  mechanical forces are com- 
pared,  and  dimensionless ratios that characterize the relation are formu- 
lated.  These ratios are then  used to explain  several experiments taken 
from the literature. 

II. ELECTRIC  PRESSURE 
In  any  discussion of fluid  mechanics, the most  important aspect is the 
forces or pressures that are exerted on the fluid.  In electrohydrodynamics, 
these forces are ultimately  generated  by  Coulomb interactions between 
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charges,  which  can either attract or repel each other. These forces are 
communicated to the surrounding  fluid by the reaction  between the 
charged entities (ions, electrons, particles, etc.) and the fluid. Inside a 
fluid, the charges  move in response to electric forces, dragging the fluid 
with them. At  fluid surfaces, the charges are held in check by the balance 
between  the electric force and the surface forces. In  any event, the central 
idea in electrohydrodynamics  is the transfer of force from  charges to 
fluids. 

The  electrical forces can be expressed in a number of ways that are all 
equally  valid  but that involve  different  physical  variables.  In electrohydro- 
dynamics, the most  convenient  variable  is the electric field strength E .  
This  is  preferred over charge density, voltage, or other possibilities  be- 
cause we observe that the magnitude of the electric field  in  practical  appli- 
cations  is  usually  confined to a relatively  small range, regardless of the 
size  scale.  Normally, the electric field  is on the order of 0.1 to 50 MV/m. 
The  upper  limit  is set by the occurrence of electrical breakdown,  while 
the lower  gives forces too small to be  useful. 

The electrostatic force on a fluid can be expressed in terms of electric 
field  strength  by  using the stress tensor (Crowley, 1986), but for most 
experimental  work  it  is  possible to estimate the magnitude  of this force 
by  using a scalar quantity called the electric pressure, which  has a magni- 
tude  on  the order of 

p c  3 E E 2  (1) 

(Since we are only  concerned  with estimates of effects, we dispense with 
the customary factor of 1/2.) The first factor in the pressure is the permit- 
tivity of the material,  which  is  proportional to its dielectric constant. The 
second factor is the electric field strength. These two parameters are all 
that  is  needed to estimate the pressures that an electric field can exert on 
a fluid. 

The permittivity  can  be  written as 

E = KEo (2) 

where eo is the permittivity of free space. This constant depends on the 
choice of units  and is needed to reconcile the electrical and  mechanical 
units.  In the SI system, its  value  is 

= 8.854 x IO"* faraddm (3) 

All other materials are referred  to free space through  the dielectric con- 
stant K. Gases have  dielectric constants close to unity.  Most  liquids  lie in 
the range  from 2 to 80, increasing  with conductivity. 
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We normally  try to make the electric field as large as possible, to en- 
hance the desired  effect. Practically, the field is limited either by the ability 
of the power  supply to furnish current (for conductive liquids) or by the 
occurrence of electrical  breakdown  (for  insulating fluids). Breakdown  usu- 
ally occurs when the field is in the range 

l MV/m Ebk < 20 MV/m (4) 

The field  can  be  higher for very  small  gaps (9100 pm) and for some 
insulators, but the range  given here is  usually appropriate for EHD. 

Since  both the dielectric constant and the electric field are limited in 
practice, there will clearly  be a practical  limit  on the electric pressure 
available  to  work  on the fluid. In  macroscopic  air gaps, for example, the 
breakdown  field  is  approximate 3 MV/m, so the electric pressure is on 
the order of 

pc - K E , , E ~  = (1)(8.854 X 10-I2)(3 x 106)2 = 79.7 Pa (5) 

This pressure is  equivalent  to that exerted by 8 mm of water. Since this is 
the highest pressure to be expected in air, the opportunities for electrically 
driven  motion under normal  conditions are clearly  limited. If the air gaps 
are very  small,  however, the breakdown  field  can  be  much  higher,  due 
to the Paschen  effect.  Fields as high as 50 MV/m are commonly  reached 
when the gaps are smaller  than 5 pm, and  worthwhile  improvements are 
evident  below 100 pm. 

The situation is somewhat better in liquids.  Dielectric constants are 
typically  higher,  and so are the breakdown  fields.  In a typical  oil, for 
example, the dielectric constant might  be  on the order of 3 and the break- 
down  field as high as 20 MV/m. For this  fluid, the electric pressure is  on 
the order of 

pe - KE,,E~ = (3)(8.854 x 10"*)(20 X 106)2 = 10.6 kPa (6) 

This  is a substantial pressure, on the order of 0.1 atmosphere, and  allows 
a wider  range of applications. 

Electrohydrodynamic  motion  is  only  practical  when these limited pres- 
sures will be adequate for the intended  motion. There are a variety  of  fluid 
mechanical situations of interest, however, depending  on the mechanical 
nature of the fluid  and its velocity.  In addition, various  fluids will have 
different  electrical properties that influence the effect. To avoid a confus- 
ing  mClange  of results, the experimenter should  have  an approximate idea 
of the expected interaction  between the field  and the fluid. The simplest 
way to gain  this perspective is to consider the relative  magnitude of the 
effects by  using dimensionless ratios. 
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111. ' ELECTROHYDROSTATICS 

The  simplest  fluid situations are those with  no  motion.  Normally  gravity 
and surface tension will  be the only forces opposing the electric pressure. 
Often,  only one of these will be important, so the experimental  design 
can be  simplified  by  knowing  which  fluid force dominates. This can be 
determined by comparing the ratio of pressures generated by surface ten- 
sion  and  gravity. 

Surface  tension generates a pressure difference  only  when  an interface 
between  two  fluids  is curved. This is commonly the case with jets and 
drops, but of less  importance for large  masses of fluids. The surface ten- 
sion pressure is on the order of 

T 
Pc = - R 

where Tis the surface tension  coefficient  and R is the radius of curvature 
of the surface. For most  common  liquids, 

15  mNlm < T < 80 mN1m ( 8 )  

Thus the surface tension pressure on a size scale of 1 mm is  approximately 

0.050 
0.001 pc  = - = 50 Pa 

This pressure level is well  below the limits on electric pressures, indicating 
that EHD effects  can  be  more  significant  than surface tension. 

The gravity pressure is given  approximately by 

P g  = YgL (10) 
where y is the mass density, g is the gravitational constant, and L is a 
typical  height. For example, a column of water 10  mm high exerts a pres- 
sure of 

p g  = (1000)(9.8)(0.01) = 98  Pa  (1 1) 

Again,  this pressure is one that can be matched by electrostatic forces. 
The  relative importance of gravity  and surface tension  is expressed by 

the ratio of the two pressures, called the gravity-capillary  number (or the 
Bond  number): 

where the typical  length L is used for both the height  and the curvature of 
the liquid.  When the two pressures are comparable, the gravity-capillary 
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number  will  be  on the order of unity.  This will occur when the surface 
deformation  has a characteristic length  given by 

L -  g 
For a typical  liquid,  with y = 1 Mg/m3  and T = 50 mN/m, the length  is 
on the order of 

For larger sizes, gravity dominates, while for much  smaller sizes only 
surface  tension will  play a significant  role in static situations. Of course, 
if there is  no free interface, surface tension will always  be  negligible. 

A. Gravity  Dominated  Electrohydrostatics 
Now that the nature of the fluid force has  been determined, the experimen- 
ter can  turn to the effect of the electric pressure. The relative  magnitude 
of this  effect  is expressed by the ratio of the electric to mechanical  pres- 
sures. For the case where  gravity is more  important  than surface tension, 
this ratio is  given  by the electrogravity number, 

In  addition to indicating the relative importance of the electric forces, this 
number can also serve to estimate the expected results. If gravity  and 
electric forces are the only  two effects present, the electrogravity number 
will  normally  be  on the order of unity, and the expected change in  liquid 
height  can  be  estimated as 

€ E 2  L" 
Yg 

As an  example of  using this  relation to estimate the result expected in a 
particular experiment, consider one of the earlier examples of electrohy- 
drostatic experimentation (Stuetzer, 1959). His apparatus consisted of a 
container for the liquid,  with two electrodes, as sketched  schematically 
in Fig.  1.  When a voltage  is  applied to the needle electrode, the liquid 
rises in the manometer tube on the right. On the basis of the dimensionless 
number  discussed above, we expect to see pressures in the liquids  limited 
to approximately 10 kPa  (1 m of water) and those in the air limited to 
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Figure 1 Apparatus for studying electrically induced hydrostatic pressures. 

approximately 100 Pa (10 mm of water). These are substantially the results 
reported by Stuetzer. 

Similar  agreement  is  normally  obtained for other experimental  work 
including  different  geometries  and  field generation. For example, liquid 
will climb  up a wire  inserted  vertically into the liquid surface (one of the 
so-called  Sumoto effects). The height  of  liquid  can  be  estimated  by Eq. 
16 as approximately 1 cm, since the wire is partially in air, and the electric 
field will be  limited  by air breakdown.  This  is  approximately the height 
obtained  experimentally (Pickard, 1961). Similar  agreement is observed 
when the liquid rises between  plate electrodes driven by ac voltages 
(Melcher, 1976). In fact, virtually all  of the experimental  work on electro- 
hydrostatics  gives results that can be estimated by Eq. 16 when  gravity 
is  the  dominant  fluid force. 

Of course, there is  more to the experiments than  estimating the order 
of magnitude of the result. In the experiment  shown  in  Fig. l ,  for example, 
no pressure was  generated at all if the electrodes consisted of two plates, 
instead of a needle  and a plate. The needle serves to concentrate the 
electric field, raising  it to values high enough to cause injection of charge 
directly  into the liquid. These charges are then  pulled  through the fluid 
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to the other electrode. Their  motion  drags the fluid to set up the pressure 
gradient that is measured. If the charges are not  injected  into the fluid, 
the electric forces will  be exerted on the electrodes alone, and since the 
electrodes are porous, this force will  not  be  passed on to the liquid. Thus 
there is  no guarantee that the estimated pressures will actually  be  realized 
in a given  configuration.  This  will  depend  on the skill of the designer. 

B. Capillary Electrohydrostatics 

If the size scale is  small  enough, surface tension replaces gravity as  the 
most  significant hydrostatic force. In this case, the magnitude of the elec- 
tric effect  is  related to the electrocapillary  number 

€E2L 
Ne, = - T 

When this ratio is  small, the electric field  will  have  little  effect on the 
fluid. As it reaches or exceeds unity, however, then the surface will re- 
spond  with a noticeable  deformation. Note that the ratio increases with 
the  size scale, so the electric field is more  effective in generating surface 
deformations  with a large curvature. When the scale is large, however, 
gravity  effects  will  dominate over surface tension, and the electrocapillary 
ratio becomes less significant. 

Typical of electric forces overcoming surface tension  is the appearance 
of  small conical protrusions on  liquid surfaces exposed to a field. The 
length  scale for such cones can be estimated  by  setting the electrocapillary 
number  equal to unity  and  is  given by 

T L ; = -  
€ E 2  (18) 

For a water surface exposed to air, the typical  length will  be 

L =  0.072 
(8.854 x 10-12)(3 x 106)2 = 0 3  mm 

at the breakdown  field. 
In water, this EHD effect therefore appears only  around or above 1 

mm. The upper limit  can  be extended considerably if the gravitational 
pressure is reduced. This occurs normally in spacecraft and  has led to 
numerous  proposals for controlling  fuel  and other liquids under reduced 
gravity  conditions  (Blackmon, 1965; Kaldeich, 1992). Larger length scales 
are also  possible if the mass associated with the surface is reduced. This 
approach  was  used in the classic experiment on the coning  effect (Taylor, 
1964). A sketch of the experiment  is  shown in Fig. 2. 
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Figure 2 Apparatus for studying capillarity dominated EHD. 

The central puzzle in the cone concerns its sharp tip. Its curvature is 
very  large, so both the surface tension  and the electric fields there ap- 
proach  infinity. To obtain a more convenient  larger cone, Taylor used a 
soap film rather than a liquid.  Since the mass  of the soap film  is so small, 
the interfering effects of gravity are removed. At the same time, a lower 
electric  field  can be used, since the electrocapillary  number increases with 
size. With these changes, it  was  possible to produce a cone with a shape 
that  agreed  very  closely  with the one predicted by  his theory. 

IV. DYNAMICS 

Most  of the  experimental  work in electrohydrodynamics involves  motion 
of the fluid, so dynamical pressures must  normally be considered in experi- 
mental  analysis. In addition, electric forces can often set the fluid into 
motion  in  unexpected  ways, so it  is necessary to consider whether the 
electric forces are strong enough to influence the dynamic  behavior of the 
fluid. As in the electrohydrostatic examples discussed above, the nature 
of the  fluid  motion  should  be  determined first, before the complication of 
electric forces is added. 

A. Dynamic Fluid Forces 
There are two types of fluid forces that arise in virtually  all practical fluid 
flows. The first is the inertial (or Bernoulli) pressures, which  have the 
magnitude 

pi x ?U2 (20) 

where U is the velocity of the flow. It naturally increases with the speed 
and  also  with the density of the fluid. Thus air  (and other gases) will have 
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low  inertial pressures, while those of liquids will  be  much  higher. As an 
example, consider air  flowing at  1 m/s.  With a density of 1.2  kg/m3, its 
inertial pressure will be on the order of 

This  is  less  than the limiting  values for electric pressures in air, so EHD 
effects  could be important in such aflow. Because pressure depends on the 
square of the velocity,  slower  flows will  be  much  more  likely to respond to 
electrostatic pressures. 

The other fluid force of universal importance in  flow  is the viscous 
pressure, given  approximately by 

pv = - L 

where q is the dynamic  viscosity of the fluid. As an example, water has 
a viscosity of 1 mPa-s (1 centipoise), so the viscous pressure associated 
with a flow at  1 m/s  in a channel of 1 mm is 

This pressure, like those in the previous examples, can  be exceeded by 
the electric pressure, which  is therefore likely to play a role in flows of 
this type. 

Although  both the inertial  and the viscous pressures exist in a flowing 
fluid,  one of them  is  likely to control the flow at any particular operating 
condition.  The  dominant  fluid pressure is  described by the inertial-viscous 
(or Reynolds)  number,  which  is the ratio of the inertial to the viscous 
pressures 

If this ratio exceeds unity, inertial pressure predominates, while  viscous 
pressures control the flow for lower  Reynolds  numbers. Note that the 
critical  value is unity,  not 2000. The value of 2000 is associated.with the 
transition  from  laminar  (inertial)  flow to turbulent (inertial) flow. 

B. Inertial Flow 
If the inertial-viscous  number exceeds unity, then the effectiveness of the 
electric pressure will depend on the ratio of the electric and  inertial  pres- 
sures (electroinertial  number) 
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If the  fluid  motion  is caused solely  by the electric field, we expect this 
number to be  on the order of unity,  which leads to the approximate  relation 

Note that there is a linear  relation  between the fluid  velocity  and the 
electric  field.  This  relation  has the same form as the mobility  relation (see 
Chapter 1) leading to the description of the term in the radical as the 
electroconvective  mobility 

which  gives the relation  between the fluid velocity and the electric field 
that causes it. Note that this mobility depends only on the physical proper- 
ties of the fluid. For a typical  insulating  liquid,  with K = 3 and y = 1 
Mg/m3, the mobility  is 

As an example,  application of a typical  field ( E  = 1 MV/m)  could  lead 
to fluid  motion  with a velocity  on the order of 

U = (1.6 x 10-7)(1 x IO6) = 0.16 m/s (29) 

Electroconvection  is  often observed in practical situations involving elec- 
tric fields  and  insulating  liquids,  but  not in gases (Felici, 1972). It is  an 
important source of error in measurements of ionic  mobility  in  liquids. 

In  using  dimensionless numbers, care should be taken to ensure that 
all  relevant effects are included. An example of the need to consider addi- 
tional  variables arose in the use of EHD to cause uniform breakup of an 
aqueous jet into drops (Crowley, 1983). In this experiment, electrodes 
surrounding the jet produced electric pressure variation  along the jet, 
which  acted to expand or contract the jet in synchronism  with the ac 
excitation, as shown in  Fig. 3. The jet had a diameter of approximately 
100 km, and  was  moving at approximately 10 m/s. For a liquid jet, inertial 
pressures are normally  larger  than  capillary pressures, since a jet cannot 
form  unless  it overcomes the capillary forces that hold  it  in the nozzle. 
Thus the dominant  mechanical pressure will  be inertial. For the intended 
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@ 

Figure 3 Apparatus for exciting jet breakup. 

application  (an  ink-jet printer), the inertial pressure is  on the order of 

pi = (lOOO)(lO)* = 100 kPa (30) 

The device operates in air, so the electric pressure will  be  on the order 
of 0.1 kPa.  At first glance,  this appears to be too weak to influence the 
jet motion,  since the pressure ratio is 

A closer  look,  however, reveals other considerations. The jet is  inherently 
unstable, so any perturbations are exponentially  amplified as they are 
carried  along,  leading to the production of drops. To be effective, the 
exciter does not  need to generate pressures equivalent to the inertial pres- 
sure of the jet. Instead, it  need  only overcome the naturally occurring 
perturbations. In  this  application, therefore, the low  value of the electro- 
inertial  number is not  disqualifying. 

C. Viscous Flow 

For slow  flows of thick  fluids  through  small channels, viscous effects are 
likely to control the fluid  motion,  and the appropriate gauge of the electri- 
cal  effect  is the ratio of electric to viscous pressures (the electroviscous 
number): 

€ E 2  €E2L 
pUIL - Ne, = - - 
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If the fluid  motion  is  solely due to the electric field, we expect this  number 
to be  on the order of unity, and the fluid  velocity will therefore be on the 
order of 

Note that the  velocity increases with the square of the field, so it  is  not 
possible to define a mobility here. 

A number of EHD pumps  have  been reported in the literature, some of 
them  with parameters that suggest that viscosity provides the predominant 
mechanical pressure. A typical  example  (Melcher, 1966) uses a traveling 
electric field  both to induce charges in a viscous liquid  and then to pull 
it in the direction of the field, as sketched in Fig. 4. This  experiment 
used Aroclor 1232,  with a dielectric constant of 5.7 and a viscosity of 15 
centipoise. The liquid  flowed  along a channel with a depth of 25 mm. The 
electrodes were  closely spaced along the direction of flow,  which caused 
problems  with  local  breakdown near the adjacent  edges. As a result, the 
average  electric  field over the bulk of the fluid  was on the order of 0.02 
MV/m. With these parameters, we  would estimate the peak  velocities as 

This  is  very  close to the velocity reported in the experiments (3 cmls). 
Similar  agreement  is  obtained for other experiments with  viscous EHD 
flows  (Crowley et al., 1990). 

traveling  voltage  wave 

Figure 4 Apparatus for inducing EHD pumping. 
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V. CONVECTION AND CHARGE DECAY 

In many experiments, the fields can be  maintained by external power 
supplies  connected to electrodes in the liquid.  In other cases, however, 
the fields are generated by charges that are either inside or on the surface 
of the fluids. These charges can move  through the fluid, which  normally 
leads  to a loss of field strength. If charges of the same  sign exist inside 
the fluid, for example,  they will spread out under the effect of their mutual 
repulsion. If a fluid  is conductive, the charge carriers in the fluid  can 
neutralize the excess charge, which  again  weakens the field.  In  many 
fluids,  this  charge  decay represents an  important  practical consideration 
in experimental  work. 

A. Charge Decay 

The importance of charge decay  is  determined  primarily by how  long  it 
takes to lose the charge  and  thus the field. There are several mechanisms 
for charge loss, depending  on the electrical nature of the fluid  and the 
amount of charge present. The most  common  situation  involves a fluid 
that has a measurable  electrical conductivity. In practice this corresponds 
to a conductivity greater than S/m ( mhodcm). A charge placed 
in such a fluid  will  be  neutralized in a time on the order of 

where a is the conductivity of the fluid. In ethanol, for example, the 
conductivity  is  approximately 1.4 X S/m, and the dielectric constant 
is 25.8. The  charge  decay  time  is therefore on the order of 

(25.8)(8.854 x 10-l2) 
1.4 X 10-7 7,  = = 1.6 ms 

Thus any  charges  placed in ethanol will  be  gone  in a few  milliseconds. 
Many fluids,  however, are insulators in the practical sense. Air,  like 

most gases, does not  have  an appreciable conductivity, and  neither does 
a highly insulating  liquid  like  hexane.  In such cases, charge does not decay 
by neutralization  but  by  spreading out in response to its self-repulsion. 
The time constant for this space charge  decay  is  given  by  (Crowley, 1986) 

where p is the density of the charge  (in  C/m3)  and p is its mobility. The 
charge decays faster for fluids  with high  mobilities. Generally, gases have 
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the highest  mobilities,  and  viscous  liquids  have the lowest. Thus charge 
will decay fastest in gases, and  much  more  slowly  in  thick  liquids  like 
heavy  oil. 

The  decay rate also depends on the charge density, so a very  concen- 
trated  charge will decay faster. In effect, this sets a practical  limit  on the 
amount of charge that can be put in a fluid, since the charge  must  usually 
exist for a finite  amount of time to have an effect. If the charge  must 
persist for a time t, then we can anticipate that its density can be  no greater 
than 

over  most of this time. As an example, if the electric force on air must 
last for a time interval of 1 ms, then the greatest charge density that can 
be expected  is 

using the mobility of ions in air (1.5 x lop4 m2/Vs). 
The experimenter can determine whether conduction or repulsion  plays 

the  dominant  role in charge  decay by taking the ratio of the two decay 
times, 

N p p  = - 
PP 
U 

If this  conduction-repulsion  number  is  large,  conduction dominates, while 
if it  is  small, space charge effects will control the decay. 

B. Convection 

The  charge  decay  time  should  always  be  compared to another time interval 
associated  with the system to determine the effect of charge decay. In  an 
electrohydrodynamic experiment, this  second  time  is  most  often  related 
to the motion of the fluid. If the fluid  moves  with a velocity U and the 
experiment  has a typical  size of L,  then the mechanical  time constant will 
be  given  approximately  by 

The ratio of the two times  is the electroconvective number  (sometimes 
called the electric Reynolds  number),  which can take two forms. If the 
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conduction process is  more  important  than space charge repulsion, the 
appropriate ratio is the convection-conduction  number 

On the other hand, if charge  repulsion dominates, the electroconvective 
number  should  be  written as a convection-repulsion  number 

This  ratio  indicates  whether the fluid  should be considered as an insulator 
or a conductor for the particular experiment. If the number  is  smaller  than 
unity, the charge decays before the motion  is completed, and the fluid 
acts as a conductor. This will naturally occur when the conductivity  is 
large,  but also when the velocity is slow,  and the sizes large. Thus a fluid 
mass  slowly  moving across a long distance is more  likely to lose its charge, 
and  hence  its electric pressure. Conversely, a small  mass that rapidly 
traverses a short distance is  likely to behave as an insulator, losing  little 
of its charge. 

C. Example of the Use of the Electroconvective  Number 
An example of an EHD device that relies  on  an  insulating  fluid  is the 
flowmeter  shown in Fig. 5. A pulse of charge  is  injected  into the liquid 
by the needle electrode and  is carried downstream by the flow. As it 
passes the sensing electrode, it  induces a current through the meter. The 
time  delay  between the original  pulse  and the induced  pulse  in the sensing 
electrode is related to the velocity of the flow. Obviously, the device 
depends  on the preservation of the charge  during the time  it takes to reach 
the sensing electrode. To achieve good  sensing, the electroconvective 
number  must  be  large.  As  an example, consider a moderately conductive 
fluid  like the Aroclor  discussed earlier, with a conductivity on the order 
of 1 nS/m,  flowing  with a velocity of 1 &S. Substantial charge decay 
will occur  when the electroconvective number approaches unity, so the 
distance  between the injecting  and  sensing electrodes should  be 

EU (5.7)(8.854 x 10-12)(l.0) 
U 1.0 X 10-9 L < - =  = 50 mm (44) 

For water  with a conductivity of 10 FWm, the distance will  be shorter by a 
factor of 10,000, which  makes the device  impractical. For highly  insulating 
fluids  and for all gases, the conductivity U is  replaced by the product PE, 

which  depends on the amount of charge injected. 
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NOMENCLATURE 
E 
g 
L 
N 
P 
R 
T 
U 
E 

E O  

Y 
rl 
K 

7 

CI. 
P 

C 
e 
g 

electric  field, V/m 
gravitational  acceleration, 9.8 m/s2 
length,  m 
dimensionless  ratio 
pressure, Pa 
radius of curvature, m 
surface tension, N/m 
velocity, m/s 
permittivity,  F/m 
permittivity of free space, 8.854 x F/m 
mass density, kg/m3 
(dynamic) viscosity, Pa S 

dielectric  constant 
time constant, S 

mobility,  mZ/Vs 
charge density, C/m3 

Subscripts 

capillary 
electric 
gravity 
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i inertial 
p space charge  repulsion 
a conductive 
U convective 
v viscous 
bk  breakdown 
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TABLES OF PRESSURES, TIMES, AND  RATIOS 
The pressures, time constants, and ratios described in this chapter are 
summarized  here for reference. 

Table 1 Pressures 

Symbol Expression Name 

Pi vu2 inertial 
P v  $JIL viscous 
P S  Y g L  gravity 
P c  TIL capillary (surface tension) 
P e  € E 2  electric 
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Table 2 EHD  Pressure  Ratios 

Symbol  Expression  Name 

electroinertial 

Ne, &'L - electroviscous 
Y U  

Nel3 - €E2 electrogravitational 
YgL 

Ne, EE2L - electrocapillary 
T 

Table 3 Times 

Symbol  Expression  Name 

Tu € I O  conduction  charge  decay 
?P +P space  charge  decay 
713 LIU mechanical convection 

Table 4 EHD  Time  Ratios 

Symbol  Expression  Name 

NW - U conduction-repulsion 
PY 

 NU^ - €U convection-conduction 
CL 

NUP - €U convection-repulsion 
P @  
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1. INTRODUCTION 
Electrohydrodynamics (EHD) is the study of the motion of liquids  sub- 
jected to electric fields. The forces that are exerted by an electric field 
on free or polarization  charges present in a liquid are transmitted by  colli- 
sions on the neutral  molecules.  Typically, the liquid  will be set in motion, 
thus  changing the distribution of charges that in turn modify the electric 
field.  This  coupling  makes EHD a difficult subject. 

The liquid state is  chemically  very reactive compared to the gas or 
solid state. Trace impurities  undergo  chemical reactions giving as end 
products  ionic pairs. Also at the liquid-electrode interfaces electrochemi- 
cal  reactions take place, injecting  ions into the bulk  of the liquid.  Both 
processes  make  it  impossible to have  liquids free of ions, i.e., perfectly 
insulating  liquids do not exist in nature. In practical situations what will 
be considered as a good  liquid  insulator  will  depend  upon the restrictions 
imposed  by the user. 

Electrical forces may  be used to control and  handle  liquids in a variety 
of ways. For example,  charged  liquid drops of a predetermined  size may 
be  originated  from  electrified jets or nozzles. The subsequent motion  of 
these drops may be  suitably  controlled by electric fields, and  applications 
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have  arisen in such diverse fields as ink jet printers, electrostatic painting 
and  coating, electrospray, chemical reactors, combustion chambers. An- 
other large area of application  is  based  on the enhancement of the bulk 
motions  due to space charge  injected  from  fine  grids, blades, or metallic 
points or by means of a conductivity  variation  induced by thermal  gra- 
dients.  These  techniques  have  been  applied to build EHD pumps  without 
mobile parts, to favor heat transfer exchange in large  industrial trans- 
formers  and cables. In  biomedical sciences, the separation of proteins  by 
means of electrical forces is an  indispensable tool. In natural sciences, 
EHD  is  needed to understand atmospheric electricity. Finally, we should 
mention the growing  importance of EHD in microgravity environments 
to handle  and locate liquids at desired  positions. Thus fuel  management 
in spacecraft  has  already  been attempted. Also,  electrical forces may  be 
used  to  stabilize  strongly the melted zone of rods of different  materials 
used to grow  large crystals of ultrahigh  purity  in the containerless process 
known as the floating  zone  technique. 

This chapter is  organized as follows.  In Secs. I1 and 111 the equations 
of electrohydrodynamics are deduced  and  then cast in nondimensional 
form to put  in  evidence the scales that appear frequently in EHD. Sections 
IV  and V are dedicated to the problems of unipolar  injection  induced 
instability  and convection and section VI to EHD flows in geometries of 
low  and  no  symmetry. 

II. ELECTRICAL  EQUATIONS 

A. Maxwell Equations:  The  Electroquasistatic  Limit 

A nonrelativistic treatment is enough for the vast  majority  of  problems, 
since  liquid  velocities are quite small  compared to the velocity of  light c. 
The  Galilean  limit of relativistic  mechanics  is  defined  unambiguously,  but 
some  confusion seems to exist about this limit for the case of electromag- 
netism. It may  be shown,  using the Maxwell equations together with the 
relativistic  transformation  laws for the fields  and the constitutive laws, 
that there are two  well  defined  limits  when c + m. Thus two distinct 
Galilean  electromagnetisms  wholly consistent with our ordinary concep- 
tions of space and  time exist. These two  limits are characterized by the 
fact that either E > CB or else E < CB and are usually  called electroquasi- 
statics and  magnetoquasistatics respectively. A detailed derivation will 
not  be  presented here, but it suffices to say that in electrohydrodynamics 
the electric field is the dominant one. 

Given a physical system, previous experience or an order of magnitude 
analysis  is of help to decide between  limits. To illustrate this point, con- 
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sider a liquid  in  which  an electric field E is present. Suppose further that 
the liquid  follows  Ohm's law, J = aE, with J the current density and 
a the electrical conductivity. Denoting  by E and p the permittivity  and 
permeability of the liquid, the fourth Maxwell equation now reads, 

aE 
V A B  = apE + ~ p -  at 

If the magnetic  field  is  determined  by J, then B - upEl,  where l is a 
typical distance in the system. Hence E/cB - Te/Tem = T~,/T,,,, where 7. 

= €/a, is the charge  relaxation time, as we shall see below, T~~ = I/c the 
transit  time for electromagnetic  waves in the system, and T, = 0p.P the 
magnetic  diffusion  time. For typical systems in the laboratory, E - IO-" 
farad/m, p - henry/m, I - lo-* m,  and  numerically we obtain E/cB - l/a. It  is  then clear that in dielectric liquids characterized by very  low 
values of the conductivity, Maxwell equations reduce to the electroquas- 
istatic limit,  thus  falling  in the realm of EHD. On the contrary, in highly 
conductive  liquids  such as mercury or molten  metals  and semiconductors, 
magnetic  effects will be dominant, and  it  is in the domain  of  magnetohy- 
drodynamics  (MHD). 

In  dielectric  liquids,  Maxwell equations may  be  nondimensionalized, 
taking l and T as the scales for the length  and  time of mechanical processes; 
IE and T E  (IH and T H )  as the scales over which the electric field  (magnetic 
field)  changes appreciably; and Eo as  the scale for the electric field. De- 
rived  scales for q, the charge density, and J and H, the magnetic  intensity 
field, are 40 = E E o / I E ,  JO = q o l / T ,  and H0 = ( IH/ IE)(EE~I /T)  (notice that 
EolcBo = c/v 9 1 with v = UT, and the scale for Jo has  been chosen to make 
both  terms in the charge conservation equation of similar  magnitude). 

We have  Maxwell equations in dimensionless  form 

V*D = q (2) 

V-B = 0 (4) 

V A H  = J + (+)(;)g 
together  with the charge conservation law 
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For steady fields, l - IE - IH and T - ?E - TH, while for an ac field of 
frequency W, TE - ?H - W". It is then clear that unless the frequency is 
of order of (c/v)*, the electric field equations together  with the the charge 
conservation  equation are decoupled, in the nonrelativistic  limit,  from the 
magnetic equations. The magnetic  field  is determined after solving for 
the electric field. To conclude, in electrohydrodynamics, the Maxwell 
equations reduce to 

B. Constitutive Law for the Current Density 
According to the constitutive law for the current density, dielectric  liquids 
are classified  into  two  broad categories: liquids for which  Ohm's  law 
holds,  which for brevity will be called  Ohmic  liquids,  and the non-Ohmic 
liquids.  This  property does not  refer to any  intrinsic  property of the liquids 
involved  but rather depends on the preparation, the history, and above 
all  on the electric field intensity. For low electric fields  most of the liquids 
exhibit  an  ohmic  behavior.  But for high fields, injection  phenomena are 
the main source of ions  and electroneutrality, and  Ohm's law fails to be 
valid. 

I. Ohmic  Regime 
Putting J = aE + qv, with v the liquid  velocity, in the charge conservation 
equation  and  using Gauss's law, this equation, in nondimensional form, 
becomes 

- + - q = o  d4 7 
dt T, 

where dqldt stands for aq/at + v-V, the material derivative, and a has 
been  assumed to be constant. For a medium  at rest, T = T ~ ,  and charge 
relaxes  exponentially, q( t )  = q(O)e", with t measured in units of T~ = 
€/U, the charge  relaxation  time. On the other hand, T may  be related to 
the  period of an  imposed  ac  field. Then, for high enough  values of the 
frequency, dqldt = 0, and the presence of the charge  density may  be  of 
no relevance to the dynamics of the system. 

If T is  related to a mechanical  time, the ratio T,/T is  usually  called the 
electric Reynolds  number RE. For large  values of RE the charge appears 
as frozen, and if it is initially zero it will be  always zero. In  more  general 
situations, T will be a combination of electrical and  mechanical  times. 
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2. Unipolar Injection Regime 
Suppose, for simplicity, that only one ionic species is injected into a per- 
fectly  insulating  liquid, U = 0. Then the constitutive law for the current 
density is 

J = qKE - DVq + qv (10) 

The first term  gives the contribution due to the drift of ions that move 
relative  to the liquid  with a velocity KE, with K the ionic  mobility. The 
second  term accounts for molecular  diffusion,  with D the charge diffusion 
coefficient.  The  third  term  is due to convection of charge density by the 
velocity  field. 

If A and l denote the spatial scales of variation for charge density and 
electric  potential V ,  the dimensionless  charge conservation equation  be- 
comes 

where 7T = P/KV is the ionic transit time, T~ = X2/D is the ionic diffusion 
time,  and T~ = dKqo is the charge  relaxation  time associated with  Cou- 
lomb  repulsion.  The ratio between  diffusion  and  drift terms is (D/KV)(/ /A)  - (0.025/V)(l/A), where Einstein's relation DIK = kO/e (k the Boltzmann 
constant and e the elementary  charge)  has  been taken into account for 
ambient temperature, 0 = 300K. Thus diffusion will be  negligible  com- 
pared  to  drift  unless the potential  difference V is of the order of 0.025 V 
for A - l ,  or else very high gradients are present ( A  1 ) .  Usually this will 
only  happen  in  thin layers, either boundary layers or internal layers, where 
diffusion  is  needed  to  match the outer or mainstream  solut.ions of the 
diffusion-free  problem. In what  follows A - l will be  assumed  and  diffusion 
will be neglected. 

The ratio between  drift  and  Coulomb  repulsion is given  by the nondi- 
mensional  number C = q0l2/EV. For low  (large)  values of C the character- 
istic  time that enters into the problem  is the transit time TT (Coulomb 
repulsion  time T~). 

Notice that if diffusion  is  neglected the dimensional  charge conserva- 
tion  equation  has  an exact solution q = qd( 1 + the) with T~ the algebraic 
bulk relaxation  time.  This  solution  is  valid on dddt = KE + v ,  so that 
unless a given  element of  liquid can  be  traced  via a particle line to a source 
of charge,  it will support no  bulk  charge density. The algebraic charge 
relaxation  time 7,  depends on the initial  level of charge, but after several 
decay  times the charge  density reaches a limiting  value d K t  independent 
of the initial  conditions. 
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111. MECHANICAL EQUATIONS 

The  mechanical equations that govern the dynamics of liquids are the 
conservation of mass  and  momentum 

dP - + pv*v = 0 dt 

with p the mass density and Tmech, P the mechanical  and electrostatic 
stress tensors. 

For isentropic  flows, pressure and density variations are related  by 
dp/dt = (dp/dp)s(dp/dt) = (l/c:)(dp/dt), where p is the pressure, S is the 
entropy, and cs is the velocity of sound in the liquid.  Taking p(h)* as the 
scale for the pressure, we have for real  flows Ap/p - ( v / c , ) ~ .  Then for 
liquid  velocities  much  smaller  than the velocity of sound, p may  be taken 
as constant, and the mass conservation equation reduces to 

v * v  = 0 (13) 

If  in addition the liquid  is Newtonian, and  with scalar electrical permit- 
tivity, 

with q the dynamic  viscosity  and b = (p/~)(d~/dp)~ the electrostriction 
parameter. 

Substituting these expressions in the momentum conservation equation 
we obtain the Navier-Stokes equation, that together with the incompressi- 
bility  condition  gives 

with p* = p - (1/2)p(de/dp)oE2, the modified pressure. 
The  term qE, called the Coulomb force, is the force per unit  volume 

on a medium  containing free electric charge. It is the strongest EHD force 
term  and  usually  dominates  when dc electric fields are present. The next 
term, called the dielectric force, is due to the force exerted on a nonhomo- 
geneous  dielectric  liquid by an electric field. It is usually weaker than the 
Coulomb force and  only  dominates  when  an ac electric field, with a period 
much shorter than the charge  relaxation  time and/or the ionic transit time, 
is  imposed. The electrostrictive force, being the gradient of a scalar, is 
treated as a modification of the liquid pressure. 
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The  Navier-Stokes equation, written in dimensionless form, is 

where T~ = 1% is the viscous  relaxation  time  with the classical  Reynolds 
number  defined as Re = T JT = lv/v, with v = q/p the kinematic  viscosity. 
The  two  new  nondimensional  electromechanical parameters may be writ- 
ten in a variety of ways  depending  on the physical  mechanisms that deter- 
mine the velocity field, the charge density, and the gradient of permittivity. 

Consider, for example, the motion of a liquid  driven  by  Coulomb forces. 
The  flow  may  be  viscous or inertial  dominated.  In the viscous  regime, 
the second  term  is of the same order as the third. Equating  both terms, 
a natural  time  scale T~~ = q/&*, called the electroviscous scale, will 
appear to play a significant role. In the inertial  regime, the most frequently 
encountered in nature or in industrial processes, the acceleration term 
should  be  comparable  to the Coulomb force. This  implies that the typical 
liquid  velocity is given  by v - MKE, that is, the liquid  velocity  is M times 
the own  ionic  velocity.  The parameter M = m / K  is the ratio of two 
mobilities, K,, = m, called the hydrodynamic  mobility,  and K ,  the 
true  ionic  mobility.  Taking  into account Wulden’s  rule, i.e., Kq - con- 
Stunt, we see that M is proportional to viscosity (see Secs. V and  VI for 
a discussion of the important  role  played  by M in Coulomb-driven  flows). 

The electrical forces may act in the bulk or concentrated at any  possible 
interface  between  different  liquids. The reader interested in interfacial 
effects  is  referred to the excellent  review by Melcher  and Taylor (1969) 
on the electrohydrodynamics of liquids in the Ohmic  regime  and  subjected 
to Coulomb forces concentrated at interfaces. The role of dielectric forces 
acting in the bulk and/or at interfaces is analyzed by  Pohl  (1978). For 
those readers with a broad interest in electrohydrodynamics the book  by 
Melcher  (1981)  is  recommended. We shall be concerned here with the 
role of Coulomb forces acting at the bulk  of the liquid. 

IV. EHD INSTABILITY FOR UNIPOLAR INJECTION INTO 
AN INSULATING LIQUID 

Charge  injection is the phenomenon of creation, at the metalhiquid inter- 
face, of charge carriers, usually ions, of the electrode polarity. In “insulat- 
ing” liquids  this  injection is generally of electrochemical nature and  most 
often occurs at one electrode only (Felici, 1972a;  Denat et al., 1979). 
Under  very high fields, however ( E  > a few  MV/cm), as at a blade  edge 
or a needle tip, the injection process in liquids  is of electronic rather than 
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of electrochemical nature (Haidara and Denat, 1991). In  liquids  of  high 
enough  resistivity the injected current generally  dominates over the resid- 
ual conduction current due to ions created in the liquid  bulk. The problem 
of unipolar  injection  into a perfectly  insulating  liquid  is therefore typical 
of real situations and  plays acentral role in EHD. In this class of problems, 
the three particular electrode geometries of high symmetry  (parallel plates, 
coaxial cylinders, and concentric spheres) are particularly  interesting  be- 
cause the  Coulomb force is  irrotational in the absence of  liquid  motion 
when the injection  is  uniform. Therefore rest is a possible  solution  and  it 
is necessary  to  examine in what  conditions  this  solution destabilizes. 

A. Linear Instability Problem 
There is  an  analogy  between the pure  unipolar  injection  problem  and the 
Rayleigh-BCnard  problem  of a horizontal  fluid layer heated  from  below. 
In the latter case the unstable density gradient  brings about fluid  motion 
when the temperature difference is large  enough for buoyancy to over- 
come the damping  action of viscous forces. Above the critical  value of 
the relevant parameter, the Rayleigh  number, there occurs instability of 
the fluid,  and  heat is partially transferred by convection (Chandrasekhar, 
1961). 

For the unipolar  injection case, the charge density q decreases from 
the  injector  to the collector in the motionless state; when  accompanying 
the charge carriers during their movement, the charge density decreases 
according  to the law q = qo/(l + h=), with T~ = E/Kqo. Let us consider 
the  action of a liquid  motion. A positive  velocity  component W along the 
field  line (as in zone 1 of Fig. la) results in a decrease of the time  required 

Collector s a  

Injector 

Figure 1 (a) Cross section of a  roll-like flow perturbation  and (b) values of the 
charge density as a function of the time of Coulombic repulsion. 
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by the ions to be  at a given distance z from the injector: t l  = z/ (KE + 
W). Coulomb  repulsion therefore acts during a time  smaller  than t ,  = 
z/KE, and the charge density q1 is  higher  than the value q, existing at rest 
(Fig. lb). If  we consider a convective motion in the form of two-dimen- 
sional rolls (Fig. la), in the return zone (No. 2) the liquid  velocity  dimin- 
ishes the resulting  ion  velocity  and  we  have t2 = z/ (KE - W )  > I, and 
q2 < qs. Therefore the motion  gives  rise to a net torque that tends to 
accelerate it. Because of this  positive  coupling  between  velocity  and 
charge perturbations the stationary charge distribution is  unstable (for a 
detailed  derivation see the Felici  model  (1969,  1972b)). The destabilizing 
force is  proportional to q1 - q 2  and consequently to the mean  charge 
gradient.  The  stability parameter Tformally represents the ratio of driving 
Coulomb force and  damping  viscous forces, so we write 

where V stands for the applied  voltage (for another derivation  using the 
typical  times see Castellanos  (1991)). Note that according to Walden’s 
rule ( K q  - Cst)  the stability parameter is  simply  proportional to the ap- 
plied  voltage  and in particular does not  formally  depend  on  any  length. 

The  instability criteria have  been  obtained  by  using the standard mathe- 
matical  technique of linear  instability analysis (Schneider and  Watson, 
1970; Atten  and  Moreau,  1972).  In the absence of precise laws  concerning 
the injection rate, it  is  assumed that the injection  is autonomous, i.e. the 
charge  density qo does not  depend  on  variables like fluid  velocity or elec- 
tric field (this assumption  leads to lower  bounds for the critical  instability 
criteria). The critical  values T, depend  on the parameter C (defined in 
ILB), which  is a nondimensional  measure of the charge  volumic density 
at the injector. In the case of two plane  parallel  rigid electrodes, let us 
first  consider the weak  injection  limit C G 1, which corresponds to a very 
small distortion of the electric field. It is easily seen that the charge gra- 
dient  is  proportional to C’ and the criterion is TcC2 = 220.7. In the second 
asymptotic case of space charge  limited (SCL) injection ( C  +. m), T, + 
161. Critical  values  have also been  determined for finite  injection strengths 
(Atten  and  Moreau, 1972). The critical  nondimensional  wave  number  is 
close to 5 and  only  slightly depends on C ;  no  information on the preferred 
convective  planform  can  be  gained  from the linear analysis. 

In the case of coaxial cylinders and concentric spheres, there are also 
the two  limit cases of very  weak  and  very strong injection strengths. Two 
facts however  make the problem  more intricate than that of plane  parallel 
geometry: (i) there is  an extra parameter a, which is the ratio of inner and 
outer radii,  and (ii) the behavior depends on  which electrode is  injecting.  In 
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particular, for weak  injection  and OL > 0.3, we obtain (Oliveri  and Atten, 
1986; Agrait  and Castellanos, 1990) 

(Tclinner  (Tclplanes > (Tclouter (18) 

The converse is true for strong injection, and these behaviors  have  been 
qualitatively justified. Let us  point out that due to curvature of the elec- 
trodes, there is  no  more degeneracy, and  linear  analysis  gives the planform 
of the  most  unstable perturbation. 

B. Nonlinear  Instability 

The  analogy  with the Rayleigh-BCnard  problem  fails  when  considering the 
nonlinear  behavior just above the critical value of the stability parameter. 
The  physical  reason for that failure  is the difference in the conduction 
mechanism of the scalar quantity in the motionless state: drift  with a finite 
velocity for charge carriers, diffusion for heat. In the thermal  problem, 
above the critical  conditions there appears a well-defined convective pat- 
tern  (two-dimensional rolls in the case of high Prandtl  number  liquids) 
and the amplitude of steady convective motion varies in a continuous way 
with the Rayleigh  number.  In the unipolar  injection  problem in two parallel 
plates  geometry, the charge perturbation q1 - q 2  cx w/(K2E2-w2) increases 
more  than  linearly as a function of the amplitude W of the velocity pertur- 
bation. For a viscous  liquid a stable steady solution cannot exist with 
liquid  velocity  lower  than the ionic  velocity KE (Felici, 1969). From a 
mathematical  viewpoint, this occurs because the bifurcation is sub-criti- 
cal: in an  interval [Tnl, T,] below T, there exist two finite  amplitude  solu- 
tions, one stable and the other unstable. This is related  with a hysteresis 
loop  and jumps of the steady values of both the velocity  amplitude  and 
the current at  the linear T, and  nonlinear Tnl criteria (for a detailed study 
see Atten  and Lacroix, 1979). For C 4 1 the criterion is T,I = T,C, whereas 
for C %- 1, Tnl = 110. Note that for a fluid of  low viscosity, the inertial 
effects  play  an  important  role  and can lead to a steady solution  with a 
velocity  amplitude less than KE. 

An experimental study has  only  been  performed  in  planar  geometry 
with SCL injection into viscous liquids  (Fig. 2). The theoretical description 
accounts for all aspects of the phenomenon except for critical values, 
which are lower than predicted: (Tc)exp = 100 and (Tnl)exp = 90 instead 
of 161 and  about 110 (Atten and Lacroix, 1979). 

C. Instability  in Transient Conditions 

The  transient current technique was first used  in the unipolar  injection 
problem  to  determine the mobility of charge carriers. By applying a step 



INJECTION INDUCED  ELECTROHYDRODYNAMIC  FLOWS 131 

I (arbitrary units) 

7-  

6 -  

5 -  

L -  

Figure 2 Space  charge  limited  injection  into a mildly polar  liquid,  “pyralene 
1460,” between  plane  parallel  electrodes.  Variations of the steady state  current 
as a function of the square of the applied  voltage.  Branches 1 are  relative  to 
the  motionless  regime  and 2 to  steady  convection of finite  amplitude.  Note  the 
discontinuities at  nonlinear (51 V) and  linear (56 V) instability  voltages.  Current 
unit: 2 nA, 0.2 nA, and 0.1 nA for d = 0.3,0.5, and 0.65 mm respectively.  (After 
Atten  and  Lacroix, 1979.) 

voltage, the  current  variation  exhibits a transient regime of increase  up 
to a maximum, which corresponds  to  the arrival of the  first injected 
charges  on the opposite  electrode  (Atten  and  Gosse, 1969; Denat et al., 
1979). The  transit  time allows us to determine the ionic mobility, provided 
that the liquid is  not  put  into motion. For large  enough applied voltages 
V and/or  strong enough injections,  there  appears a motion that  accelerates 
the  transit of charge carriers  and  leads  to  apparent mobility values K, 
greater  than  the  true  one.  Generally, K, increases with V and  further  takes 
a saturation value in the case of SCL injection (for a detailed  presentation 
of transient EHD instabilities and  convection,  see  the  review by TobazCon 
( 1984)). 

At  low enough voltages it is possible, in some cases, to  recover  the 
true mobility and also to determine  an  apparent instability voltage V ,  as 
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the  threshold above which K, begins to increase (Watson et al., 1970). 
The  transient  conditions of such a determination, however,  raise questions 
about the validity of this measurement technique (Atten, 1974). Indeed, 
the instability  problem  is  here  conceptually different. In steady conditions 
we  have  instability once a perturbation has a positive  growth rate, what- 
ever its magnitude  may  be.  In transient conditions the instability is not 
strictly characterized; it  is  revealed  by the effects of “manifest  convec- 
tion” and therefore depends on both the sensitivity of the detection tech- 
nique  of the motion  and  the  magnitude of initial perturbations. For an 
injection  induced  by a step voltage, for instance, the space charge layer 
has a thickness A that initially increases linearly  with  time: A = KEt. In 
most  liquids the transient current is the best variable to detect manifest 
convection: for times t lower  than the “stability time” t l ,  the current I 
follows the law for a motionless transient regime  (Fig. 3); for t > t l ,  I 

Figure 3 Transient  space  charge  limited  injection in deionized  nitrobenzene: 
delay  time  for  manifest convection  versus  step  voltage value  for  different  electrode 
spacings.  Insert:  typical  measured  current (full line) and  theoretical  current  shape 
in the absence  of  motion  (dashed line). (After  Filippini et al., 1970.) 



INJECTION INDUCED  ELECTROHYDRODYNAMIC  FLOWS 133 

increases  more  steeply  because of the contribution of convection to charge 
transport. An expression for tl can  be  obtained by assuming that manifest 
convection  is detected for a well-defined  value Tal of the stability  parame- 
ter: Tal = eVA/Kq, (V; = EA) characterizing the space charge layer. We 
obtain 

(note that qkE2 is the electroviscous time  defined in Sec. 111). Experi- 
ments  fully  confirm the variation law  (19) for SCL injection  (Fig. 3) and 
gives Tal values  ranging  from 20 to 50 (Filippini et al., 1970; Tobazeon, 
1984).  In the case of SCL injection  under ac fields, a similar  derivation 
leads  to a critical  field E, = 2.2[ Ta2(q/e)f11'2 for frequency f > f, - l/?=. 
Experiments  confirm the f'" dependence and  give Ta2 on the order of Tal 
(Atten et al., 1982). 

D. Influence of a Forced  Flow 
A flow  with a mean  velocity  parallel to the electrodes interacts with the 
convection  generated by unipolar  injection. It is convenient to distinguish 
the case of applied  voltages close to the instability  voltage  from  conditions 
of more  intense  agitation.  The linear instability of plane Couette and  plane 
Poiseuille  flows  subjected to moderate  unipolar  injection  has  been  exam- 
ined  by Castellanos  and  Agrait  (1992).  They  found that for low  values of 
the Reynolds  number Re,  longitudinal  rolls are favored because the growth 
of transverse perturbations is greatly  inhibited. The conclusions are re- 
versed for values of Re above about 5IO4 because the energy transfer 
from the primary to the secondary  flow  via  Reynolds stresses then favors 
the transverse waves. 

The  analysis  applies to the case of Couette flow  between cylinders, for 
example. For a Poiseuille  flow  between two parallel plates there is  an 
entrance region that makes the problem  more intricate. Consider such a 
flow  entering the region  where  an SCL injection occurs (x > xo). For 
V < V,, the ions  injected at x = x. have two orthogonal  velocity  compo- 
nents, U ( z )  due to the forced flow  and KE due to Coulomb force. Their 
trajectories determine the separatrix between  charged  and  charge free 
zones, and the ions reach the opposite electrode at the abscissa x. + L E ,  
LE being the electric entrance length (LE = Ud/KE).  For V > V, ,  the 
instability  problem bears some  similarity to the one in transient conditions, 
and  manifest  convection  is detected for x > x. + L ,  with L1 < L E ,  LI 
corresponding to the instability  time t l  (Atten and Honda, 1982a).  More- 
over, the observed  flow pattern is  not that predicted by the linear instabil- 
ity  analysis,  because of the strong nonlinearity of the EHD unipolar  injec- 



134 ATTEN AND CASTELLANOS 

tion  problem. The pattern depends on the ratio of ionic  and  mean  flow 
velocities: for U lower  than a few  times KE, the pattern is  three-dimen- 
sional  (modulated transverse rolls or hexagonal cells), whereas for higher 
U values, there appear first longitudinal  rolls,  which further destabilize 
(Atten  and  Malraison, 1981). 

V. INJECTION INDUCED  ELECTROCONVECTION 
A. General Considerations 
Let  us  consider now the convection state induced by the injected space 
charge  and  which contributes to the charge transfer. The mean current 
density j due to both the drift of charge carriers and  their convection has 
the  expression  (deduced  from Eq. 10) 

j = K@ + qW (20) 

where E and 4 are the mean  field  and  charge density and qH, is the correla- 
tion  between  velocity  and  charge density fluctuations and represents the 
convective  part of the current. From the point of  view  of transfer of the 
scalar quantity, the EHD problem bears an analogy  with  Rayleigh-BCnard 
convection  where the advection of  hot  and cold  blobs in the fluid increases 
the  heat transfer. The first fact to point out here is the rather large  magni- 
tude of  liquid velocities,  which reflects the intensity of the Coulomb force. 
An order of magnitude can be  obtained by balancing the kinetic  and  elec- 
trostatic energy densities (Felici, 1969,  1972b): 

1 l2 
W' 

KE K W' - (E) E or - - M = -  

The  hydrodynamic  mobility (~/p)l'~ is  on the order of a few  m2/Vs 
for the dielectric  liquids,  and the typical  velocities are in the range 0.1-1 
m/s . 

The  nondimensional  number M is  an  important parameter that generally 
gives  insight  into the basic features of EHD flows. For M high enough, 
the fluid  velocity  fluctuations are greater than the velocity of charge car- 
riers  with respect to the fluid  and  can entrain these charges  against the 
action of the electric field. The charge  distribution  then depends drasti- 
cally  on the motion  it  induces.  This  is the case of  most  liquids  and also 
of gases (at atmospheric pressure) with  small  charged  particles (Atten et 
al., 1987). For M < 1, conversely, the motion  only  slightly affects the 
trajectories of charge carriers, which are determined  essentially by the 
electric  field.  This occurs in the case of air with  ions or big particles as 
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charge carriers. In the example of the electric wind, the gas  flow  has  no 
significant  influence on the ion trajectories or on the passage of current. 

In the following,  we consider only the case of  high M values. Electro- 
convection of course depends on the geometry  and  on the injection 
strength. Two  regimes of convection must  be  distinguished,  depending 
on  which  of the inertial or viscous effects are dominating. The regime of 
dominant  viscous  effects corresponds to low  values of the Reynolds  num- 
ber Re characterizing the big eddies of  length scale d, d being the reference 
length of the system. Although Re is low, the flow  is  not  laminar  and  can 
be considered as turbulent if we take into account its mixing  and transport 
properties. For high values of the Reynolds number, the inertial effects 
dominate,  and there are eddies of scales ranging  from  large (a fraction of 
d )  to small or very  small  values (Castellanos, 1991). This  second  regime, 
the fully  turbulent one, is characterized by different properties of transport 
of scalar quantities. The transition  between the two  regimes corresponds 
to a Reynolds  number Ret - 10 (Lacroix et  al., 1975). 

B. Electroconvection Between Plane Parallel Electrodes 

Convective  motion  induced by SCL injection  was  examined in detail by 
Lacroix et al. (1975). We give in this section  an  overview of the main 
results.  In the case of viscous  dissipation  dominating at large scale, it  is 
natural to expect the typical  fluid  velocities to vary in proportion to the 
force.  Balancing the viscous  and  Coulomb terms in Eq. 15, and  using for 
charge  density the expression q - &/d as deduced  from  Poisson’s equa- 
tion, we obtain qw’/& - qE - &/d. This  gives for the velocity 

The dependence  predicted by Eq. 22 was  experimentally  confirmed. An 
order of magnitude  analysis  was  developed to estimate the current. It led 
to the nontrivial  prediction of the mean current varying as Vs’*/@, as 
found  experimentally (Lacroix et al., 1975). As for the thermal  problem, 
it is convenient to define  an electric Nusselt number Ne as the ratio of 
the effective current I and the current Io that would  exist  without  liquid 
motion.  This Ne obeys the law (see Fig. 4) 

112 

Ne = (E) 
Let us  remark that although the current is transported mainly  by con- 
vection, there is  no  linear dependence between Z and the typical 
liquid  velocity W ’ .  
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Figure 4 Electric Nusselt number Ne (space charge  limited injection) versus 
the  stability  parameter T/(TcIexp in various  liquidhnjected  ion couples: (i) methanol/ 
H+ ; (ii) chlorobenzene/Cl- ; (iii) ethanow' ; (iv) nitrobenzenelC1- ; (v) ethanol/ 
Cl-; (vi) propylene carbonate/CI-; (vii) pyralene 1460/CI-; (viii) pyralene 1500/ 
Cl-, 35°C; (ix) pyralene  1500/C1-,  20°C; (x) pyralene 1499/C1-. (After Lacroix et 
al., 1975.) 

In the fully turbulent regime, Eq. 21 for the typical  velocity can be 
obtained by  using a more  precise  argument,  which can be generalized. 
This states that the kinetic  energy of a "blob" of  fluid  leaving the immedi- 
ate vicinity of the injector is provided by the work of the Coulomb force; 
at  mid-height z = d/2 we obtain 

which  gives  again Eqs. 21. Experiments confirmed this functional depen- 
dence for W' and  gave the estimate of the numerical factor in Eq. 21 
(Lacroix et al., 1975) as 

The current was  found to vary as usual  in space charge limited  conditions: 
I a V2/&. Its values, however, are higher than those estimated with the 
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ionic  mobility  in the case of liquids. Indeed, an order of magnitude  analysis 
gave for the electric Nusselt  number (see Fig. 4) 

Again there is  no  proportionality  between the current and the characteris- 
tic  velocity: the apparent steady state mobility  defined  by j = (9/ 
8)KaPp~V2/d3 takes the expression Kapp =z (KKehd)”2. It appears that the 
more  viscous the liquid, the greater will  be the magnification of space 
charge  limited current due to electroconvection. Finally,  let  us  mention 
that the strong  turbulent  mixing results in a constant mean  charge density 
in the liquid  bulk (Lacroix et al., 1975). 

In the other asymptotic case ( C  Q l ) ,  the injection  is  physically “elec- 
trode limited”  and the current density takes the valuej = KqoE(0) where 
qo and E(0) are respectively the charge density and the field at the injector 
(generally qo is a function of E(0)). In the weak  injection case C Q 1, the 
electric  field  is  very  slightly distorted, and the induced  liquid  motion  has 
only a weak  influence  on total charge transfer, because  it can only  very 
slightly  modify E(0). Indeed  assuming that qo is not  affected by the move- 
ment, it is easily  shown that (Atten et al., 1988) 

1 C 
1 s N e <  1 - c/2 - 1  + z  

(note the strong  difference  with the SCL injection case). To a very  good 
approximation, the current can be assumed to remain  independent of the 
state of motion.  The  problem  is therefore restricted to the examination 
of the functional dependence of the typical  liquid  velocity. 

In the viscous  dominating  regime (Re < l), by balancing the viscous 
and  Coulomb terms in Eq. 15  we deduce (Atten et  al., 1988) 

The numerical factor can be estimated  from the comparison  with the finite 
amplitude  convection in the vicinity of the critical  conditions.  From the 
asymptotic  behavior of an approximate analytical  solution (Castellanos et 
al., 1987),  we deduce 

1 ‘2 

KE 
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In the fully  turbulent  regime (Re %- l),  the energy  argument  and further 
approximations  lead to (Atten et al., 1988) 

For a constant qo, W' increases as V'". Note that the C1I2 dependence 
implies a rather vigorous  motion in the case of  weak injection. 

C. Electroconvection in Cylindrical  Geometry 
The case of  an annular  region  between  coaxial cylinders (wirekylinder 
for example)  is  interesting  because of the diverging character of the elec- 
tric field. Electroconvection should then exhibit  an intermediate con- 
vective  regime  between the viscous  dominated  convection  and the fully 
developed  turbulent  convection. In this  complex intermediate regime, one 
expects the convective flow to be fully turbulent in an outer annular zone 
and  dominated  by  viscous effects in the axial  zone  around the injecting 
wire. An experimental study performed in a coaxial wirekylinder cell 
showed  two  regimes  of current variation (Perez et  al., 1988). However, 
there arises in this case the difficulty of deriving  precise laws, because 
injection occurs naturally  from the action of the high electric field  at the 
wire  liquid interface and the current is  lower  than the space charge limited 
one. For high applied  voltages (the transition voltage  is  about 10 times 
that relative  to  planar geometry), Z approximately vanes  as V', and the 
apparent steady mobility  is  between 2 and 3 times greater than the one 
relative to the planar case (Perez et al., 1988). For moderate V values, 
the current dependence on voltage is determined by both the injection 
law  and the convection properties. 

In  fully turbulent conditions, the agitation  is  more  vigourous than it is 
in planar  geometry.  This can be justified using  again the energy argument, 
which  gives for the radial  velocity  component 

This  relation  fairly well accounts for the values  determined  through tran- 
sient  experiments (Perez et al., 1988). 

D. Electroconvection in Transient Conditions 
Transient electroconvection has  been  studied  experimentally for SCL in- 
jection in planar  geometry  via  measurement of current and apparent mobil- 
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ity K ,  (see Sec. 1V.C). For high enough  applied  voltages, the convection 
is fully turbulent  during the major part of the transient regime,  and K ,  is 
found to be  close to Kehd (Hopfinger  and Gosse, 1971; Tobazeon, 1984). 
This  implies that the transient typical turbulent velocity W’ is  not  signifi- 
cantly  higher  than the one characterizing the steady state. Such a result 
is  not  surprising,  because considerations of conversion of electric energy 
into  kinetic  energy  lead to an upper bound for K ,  that is a fraction of 
(dp)”’ (Felici, 1972b; Castellanos, 1991). 

The  transient current, however, is  more  intense than the steady state 
one, and  it  exhibits a well-marked  maximum I,,, at  time t = tT (Fig. 3). 
In the case of viscous effects dominating over the inertial effects, Z, varies 
as V’, which  gives a transient electric Nusselt number Net - T. In the 
fully  turbulent  regime, I,,, varies as V*,  and Net - M (Atten et al., 1982b; 
Tobazeon, 1984). The reason for such a high  efficiency  of transient con- 
vection in transporting charge  (when  compared  with steady state) is that 
in transient conditions, the expansion of the charged convective zone 
occurs via  “filaments” of charged  liquid that invade the quasimotionless 
zone, the “return filaments” being  charge free (Felici, 1972b).  In steady 
conditions the strong mixing due to convection results in a mean  charge in 
the liquid  bulk so that forward  and  backward  filaments  have  only  slightly 
differing  charge densities (Lacroix et al., 1975). 

E. Interaction with a Forced  Flow 
For high  enough  applied  voltages under strong injection, the injected space 
charge fully destabilizes a laminar forced flow  orthogonal to the electric 
field  direction  (for  example,  Poiseuille  flow  between  plane  parallel elec- 
trodes or in  an annular duct). This  electrically  induced (or reinforced) 
agitation increases the friction on the walls,  and the pressure drop in a 
pipe or a rectangular  duct can be increased by  more than one order of 
magnitude. Thus the injection  induced convection is the basic  phenome- 
non that explains the improperly  named “electroviscous effect” observed 
by numerous authors (Atten and Honda, 1982). 

On the other hand, the forced  flow  modifies the turbulence structure 
of electroconvection existing  without forced flow.  Schematically the “fila- 
ments”  transporting  charge are inclined  with respect to the electric field 
direction  due to the mean  flow  velocity  parallel to the electrodes. There- 
fore the efficiency of convection in transferring charge decreases as a 
function of the Reynolds  number Re of the forced flow. For instance, a 
decrease of the current of  more  than  50%  of its value for Re = 0 was 
observed in the case of electroconvection between  coaxial  wire  and  cylin- 
der (Perez et al., 1988). 
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VI. INJECTION INDUCED FLOWS IN ASYMMETRIC 
ELECTRODE GEOMETRY 

Although there is quite a large  variety of asymmetric electrode geometries, 
we  mainly consider here the case of one sharp electrode with a low  radius 
of curvature at some  place where the electric field takes large  values. 
Typical  examples are the assemblies  known as blade-plane,  point-plane, 
wire-plane,  wire-two-plate  (wire  midway  between two parallel plates), 
etc., but  we can also consider more intricate cases like electrostatic precip- 
itators. In dielectric  liquids there arise moderate or strong injections at 
the high  field locations, and  in  gases “injection” occurs via the corona 
effect. Thus the injected space charge  has a strongly  nonuniform  distribu- 
tion on the injector, which results in  highly  nonuniform  charge density 
distribution in the bulk. 

A. General Properties 
The first point to mention  is that the.  fluid cannot remain at rest in such 
geometries.  Putting v = 0 in the Navier-Stokes  equation (Eq. 16) implies 
that the pressure gradient is compensated for by the electric force, and 
therefore that this force is irrotational: V A F = V A (qE) = 0. The 
distribution of Coulomb force is  rotational in  low symmetry  configura- 
tions,  and there appear large-scale eddies the structure of which is primar- 
ily determined by the geometry. For example, in blade-plate  and  wire- 
plate  geometries, there are two roll-like  large eddies (Atten and Haidara, 
1985). The driving force of these eddies is a plume of charged  fluid  going 
from the blade (or the wire) to the plate (Fig. 5). In a wire-two-plate 
geometry, there are two wire-plate  charged  plumes  driving four large ed- 
dies  (McCluskey  and Atten, 19851, and  in a point-plane electrode assem- 
bly, the axial  plume  induces a large vortex ring. For high enough  applied 
voltages a smaller scale turbulence is superposed on the large scale struc- 
tures. 

For  asymmetric geometries, the two fundamental parameters are still 
T and M. As an  illustration  let  us compare the behavior.of  gas  and  liquid 
in blade-plate  geometry (Fig. 5 depicts the corresponding flow structures 
and the charge distributions). In the case of air, for instance, we have M 
<c 1, and the electric wind has  but a negligible  influence  on the trajectories 
of ions that do not  significantly  differ  from the field  lines. Then the EHD 
problem is greatly  simplified:  gas  motion-  is  neglected to determine the 
charge  distribution  (through Eqs. 8 and 10, and  then Eq. 16 is solved to 
obtain the flow  field  (Yamamoto  and  Velkoff, 1981). For a liquid  with 
high enough M value, conversely, the ionic  drift  velocity  is  lower than 
the liquid  velocity,  and the ions are entrained by the flow  they  induce. 
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(a> ( b) 
Figure 5 Bladelplane configuration with the blade inserted in  a conducting 
plate. Cross sections showing schematically the streamlines and the space charge 
distribution (top figures) and the distribution of current density on the collecting 
plate (bottom figures). (a) Ionic wind  in gases; (b) ion injection in liquids. 

The  charged  plume  has a width  much  lower  than  in gas, and this plume 
divides  into  wall jets, which convect the charge far away  along the plate 
(McCluskey  and Atten, 1985); the current density on the plate  is  very 
different  from the previous case (Fig. 5). Solving  this EHD problem is a 
very  difficult  task that has  not  yet  been  performed  theoretically. 

Let  us  consider the particular problem  of electrostatic precipitators 
where corona discharges occur on  wires  located  midway  between the two 
collecting plates. These corona created ions are charging the particles to 
be  removed  from the gas. The important fact to point out here is the low 
mobility  values for small  particles (diameter I 10 pm), which  lead to 
rather high M values: M > 3 (Atten et al., 1987). The problem  of  resulting 
flow  is  here  very intricate; the forced  flow  is  affected by the approximately 
periodic  charge  distribution of ions, which  induces  large scale secondary 
flow. The charged  small  particles that are entrained  and dispersed by the 
turbulent  diffusion also contribute to the generation of turbulence through 
the mechanism  prevailing in electroconvection. An experimental  simula- 
tion  using  liquids  confirmed a simplified  analysis  (based  on the concept of 
turbulent  diffusion) of the electroaerodynamic functioning of electrostatic 
precipitators  (Lahjomri  and Atten, 1987). 

B. Charged Plumes 
We consider  here the case of fluidkharge carrier systems such that M S 
1, i.e., the fluid  velocity  is  much  higher  than the carrier drift  velocity. 
With  injection  by a blade or a needle, the charge distribution in the bulk 
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is  schematized in  Fig.  5b,  and  by  no  means can the charge carrier mobility 
be deduced  from the current-voltage characteristic Z( V )  using approximate 
formulae  valid  only  when the fluid  motion is fully  negligible. A prediction 
of l ( V )  was  made  by  Takashima et al. (1988) with the assumptions  of 
“jets” of charge of constant width or radius  and of SCL injection. This 
work  is  of rather limited interest because the width or radius of the charge 
jet is  not constant and the system is  not space charge limited  (in practice, 
the field  is  always  maximum  on the tip of the sharp electrode). In the 
following  we examine the charged  plumes  on the basis of the analogy  with 
classical  plumes, the typical  example of  which  is the rising of  hot gases 
above a chimney. At steady state the Coulomb force induces the motion, 
which convects the charge. The analogy  applies  fully in the limit case of 
the drift  velocity KE being  very  small  compared  with the plume  velocity. 

For laminar  plumes  generated  by  injection  from  very restricted areas, 
the charge is confined in a core much narrower than the plume  of charac- 
teristic  width 6 (Fig.  6a), and the current Z (or the current per  unit  length 
J )  is I = Q(z)wo(z) ,  where Q(z)  is the convenient  integral of charge density 
in a cross section and W O ( Z )  is the maximum  velocity in the plume. By 
making  some  approximations  when  solving the Navier-Stokes equations, 
it  is  easy to obtain the asymptotic laws of variation of WO and 6. Assuming 
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Figure 6 Schematic view of charged plumes and typical profiles of charge den- 
sity. (a) Laminar  charged  plume  with the charge core; (b) turbulent  charged plume. 
(After  Malraison et al., 1994.) 
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further that the applied  field E is constant along the plume, we  find  in the 
two-dimensional case (McCluskey  and Perez, 1992) 

the proportionality constants being close to 1. For an  axisymmetric  plume 
we have  similarly  (Malraison et al., 1994) 

the proportionality constants also being  on the order of 1. 
For turbulent  plumes, the velocity fluctuations convect the charge and 

act roughly  like a very strong diffusion.  Charge  is now distributed in the 
whole  plume  volume  (Fig. 6b).  As for buoyant  plumes (see for instance 
Turner, 1973), it  is  assumed that the velocity fluctuations U' and W' (in 
the directions  normal  and  parallel to the electric field respectively) have 
similar  amplitude  and are proportional to the mean  velocity wo(z): U' = 
W' = awo(z) ,  and that some  surrounding  fluid is entrained  into the plume. 
By expressing conservation of mass, electricity, and  momentum, one ob- 
tains the laws  (Malraison et al., 1994) for two-dimensional  turbulent 
plumes 

1 l3 

= Cst 6 ( z )  = 2az 

and for axisymmetric turbulent plumes 

[ 25 "1 113z - 113 wo(z) = - - 487~~ '  p N Z )  = (6/5)az 

(34) 

Equations 32 to 35 characterize the asymptotic behavior of the plumes 
far from the injecting  and  collecting electrodes and  must  be  matched  with 
approximate  solutions in the vicinity of both electrodes in order to obtain 
solutions in real electrode assemblies. Note finally that the above expres- 
sions  give the typical  fluid  velocities once the current is  known.  Prediction 
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of both currents and  velocities  is a much  more intricate problem that 
requires  knowledge of the injection  laws. 

C.  Forced Flow Effect 

The  effect of a cross flow  on a convective flow  generated  by a very  local- 
ized  injection  has  been  examined in the wire-two-plate  geometry  already 
mentioned in Sec. V1.A. In the absence of forced  flow, there are two 
wire-plate  charged  plumes  driving four large eddies. With a cross flow, we 
may  distinguish  two  resulting  flow structures depending on the Reynolds 
number Re of the forced  channel  flow. For relatively  low  values of Re, 
the two  wire-plate  plumelike structures resist strongly the oncoming  flow: 
the space charge is distributed in two  oblique  wire-to-plate jets of charge, 
and  the  motion  is  extremely turbulent. Note that a significant  proportion 
of charge carriers is convected downstream  along the plates  by two wall 
jets (McCluskey  and Atten, 1985). For high enough Re value, the two wire- 
plate structures break  up  and the entire injected space charge  is convected 
downstream in a thin  wake  behind the injecting  wire. The mean  velocity 
of the oncoming  flow  necessary to break the jetlike structure is at least four 
times the transverse mean  velocity in these wire-plate jets (McCluskey  and 
Atten, 1985). 

The effect of a flow  parallel to the force acting  on the space charge  has 
been  studied  only in the case of a wake  behind a wire  in a developed 
Poiseuille  flow.  In that case the injected  charge  is entrained by the flow, 
and the Coulomb force, which  is  important  only over a limited distance 
downstream, partly compensates the deficit  velocity of the wake 
(McCluskey  and Atten, 1988). Note that the charge zone  is thinner than 
the  wake  itself in the first  zone  where the wake expands. 
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1. TYPES OF GAS DISCHARGES 
Crookes (1879) first suggested that the ionized state of gases  should  be 
considered a fourth state of matter, and the term “plasma” was first used 
in the open literature by Langmuir  (1929) to describe the state of ionized 
gases in discharge tubes. Since then, plasmas  have  become  increasingly 
important for various  industrial  applications,  since  they represent the 
source of highest  continuously  maintainable temperature. 

A plasma  is  defined as the ionized state of matter, consisting of a quasi- 
neutral  mixture of neutral particles, positive ions, negative ions, and  elec- 
trons with  an average thermal  energy  typically  exceeding 0.5 eV (1 eV = 
11,500K). Plasmas may  be  in a state of thermal  equilibrium in  which the 
gas temperature Tg is  equal to the electron temperature T,, but  in the 
plasmas  generated  via corona and spark and  glow  discharges, the electron 
temperature is greater than the gas temperature (T, * Tg) .  

The object of this chapter is to provide a brief  overview of the funda- 
mental aspects governing  plasmas  found in gas  discharges,  with  particular 
emphasis  on  glow, arc, corona, and  spark  discharges.  Gas  discharge  phe- 
nomena can generally  be  divided  into those that occur at low pressures 
(S100 torr) such as glow discharges  and those that occur at high pressure 
(2760 torr) such as corona or spark  discharges.  Although arc discharges 
can occur under  both  low  and high pressure conditions, they  have  been 
included  under  discharges that occur at high pressure in this case. 
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A. Low Pressure Gas Discharge 
1. Glow Discharges 
Glow discharges typically occur  under low to medium gas pressure condi- 
tions (typically 10-3-75 torr)  and distinguish themselves primarily by their 
relatively small discharge  currents (0.1-100 mA) and high applied voltages 
(typically 0.5-20 kV). 

Glow discharges  can be produced by high voltage dc, RF, or microwave 
applied electric fields. The electric field applies a  force  to  the electrons 
in the  gas (which are  either  emitted by the  cathode in the  case of the dc 
discharge or can  be initially injected by a  starter  electrode typically 
through the  use of a Tesla coil in an RF discharge),  and if the ratio of the 
electric field to  the pressure in the  system Elp is  high enough,  the  electrons 
will be  able to gain enough energy between collisions to ionize the  gas 
molecules. 

A typical dc glow discharge in a  tube with plane electrodes, a large 
electrode  gap,  and a relatively small diameter is shown in Fig. 1. As indi- 
cated,  the  dc glow discharge is characterized by several diffuse luminous 
zones. The relative  sizes of these  zones varies with pressure  and  interelec- 
trode  distance.  Increasing  the  pressure  tends to  decrease  the length of the 
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Figure 1 Typical  glow discharge. 1, cathode sheath; 2, Crookes or cathode dark 
space; 3, negative  glow; 4, Faraday dark space; 5, positive  column; 6 ,  anode 
sheath. 
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negative  glow  and the Faraday  dark space and  increase the size of the 
positive  column.  Increasing the interelectrode distance tends to increase 
the length of the positive  column  but does not  significantly  affect the 
length of the negative  glow or the Faraday  dark space. The  potential drop 
across the region  immediately  adjacent to the cathode often  makes  up the 
major  part of the applied  voltage as shown.  Aside  from the cathode region, 
the space charge  is  essentially zero over the entire length of the discharge, 
and the gas  is in the form of a plasma. 

When a high frequency RF or microwave electric field  is  used  to  pro- 
duce a glow discharge, the electrons tend to oscillate in the applied  field 
and  ionize the gas  molecules  via electron impact  ionization.  In  this case, 
the high frequency applied electric field  can  only penetrate to a certain 
depth  into the plasma  gas. As a result, the temperature profiles of an RF 
or microwave  discharge can exhibit  off-axis  maxima, as shown in Fig. 2. 

Glow  discharges  typically  have  high  electron temperatures (1-5 eV) 
and  low  gas temperatures (300-500K). The  generated electrons tend to 
cause a relatively  low  degree of ionization is typical) in the gas, 
and the charged  particle  density  is  typically of the order of 106-10'3 cm-3, 
as summarized in Figs. 6 and 7. 

B. High Pressure Gas Discharge 

1. Arc Plasmas 
Arc  plasmas represent a continuous source of  high temperature thermal 
plasma  (Davy, 1809) and constitute by far the most  important  industrial 
source of  high temperature thermal  plasmas today. As the name  implies, 
arc plasmas are generated in an  electrical arc struck between  two  elec- 
trodes. It is generally  agreed that the arc should  be  defined  only  in  terms 
of its current and  voltage drops. Arc currents typically  extend  from a 
lower  limit  on the order of 0.1 to 1 A to a very  large (210,000 A) but 
unspecified upper limit. The voltage drop between the electrodes is  typi- 
cally in the range of a few  volts to a few tens of volts. The applied  voltage 
can  be direct, alternating  (typically 50-60 Hz), or transient. 

The electrons emitted  from the cathode region of the arc are accelerated 
toward the anode under the influence of the applied- electric field.  In the 
process, they transfer their  kinetic  energy  through  collisions  with the inter- 
vening  gaseous atoms and  molecules. The arc plasma  is  formed  primarily 
through electron impact  ionizations  and  through  thermal  impact  ionization 
reactions of the gaseous  atoms  and  molecules  with each other. 

Although arcs can be struck at high pressures ( p  L 7600 torr or 10 
atm), low pressures ( p  5 10 torr), or even  under  vacuum  conditions ( p  
5 torr), most  practical  applications  utilize arcs operated under  atmo- 
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Figure 2 Temperature map  in the exit jet of an  induction  plasma  at  different 
total  plasma gas flow rates (gas, argon; diam., 14 mm;f = 17 MHz; power = 6 
to 8 kW).  (From Donskoi, 1977.) 
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spheric or reduced pressure conditions ( p  = 10-760 torr). In many cases, 
the arc plasma  is  assumed to be at close to local  thermodynamic  equilib- 
rium  conditions ( T .  = Ti = TB). Although there may  be some  validity to 
this  assumption in the case of high pressure (Eddy and  Sedghinasab, 1988) 
or high current (Uhlenbusch  and Fischer, 1971) arcs, recent studies  seem 
to indicate that thermal arc plasmas are not in thermal  equilibrium  under 
reduced pressures and  low currents (Shindo, Inaba, and Imazu, 1980) or 
even  at atmospheric pressure conditions  (Gleizes et al., 1982). Typical 
temperature profiles observed in a free-burning arc are shown  in  Fig. 3. 
As can be seen from  this  figure, the hottest temperature occurs at the 
center of the discharge, close to the cathode tip.  The  point-to-plane  geome- 
try shown in Fig. 3 is  typically  used  in  welding  applications  and  metallurgi- 
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Figure 3 Calculated  and  measured isotherms of a free-burning  argon  arc ( I  = 
200 A; p = 760 torr). (From Hsu, Etemadi, and Render, 1983.) 
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cal furnaces. It is  referred to as a transferred arc since  the anode is also 
the piece that is heated by the action of the arc. Gas  and  electron  tempera- 
tures in a plasma arc can be as high as 25,00OK, and electron densities 
are typically in the range of 1015-1017 cm-), as summarized  in  Figs. 6 
and 7. 

2. Corona Discharges 
Corona  discharges are relatively low  power  electrical  discharges that take 
place at or near atmospheric pressure. The corona is invariably  generated 
by strong electric fields  using  small  diameter  wires,  needles, or sharp 
edges  on  an electrode. Corona takes its name (“crown”) from  mariners’ 
observations of discharges  from  their  ships’  masts  during  electrical 
storms. The corona appears as  a faint  filamentary  discharge  radiating  out- 
ward  from the discharge electrode. 

Corona  discharges  exist in several forms, depending  on the polarity of 
the  field  and the geometrical  configuration of the electrodes. For positive 
corona in the needle-plate electrode configuration,  discharges start with 
the burst pulse corona and  proceed  to the streamer corona, glow corona, 
and  spark  discharge as the applied  voltage  increases as shown in Fig. 4. 
For negative corona in the same  geometry, the initial  form of discharge 
will  be the Trichel  pulse corona, followed  by the pulseless corona and 
spark  discharge as the applied  voltage increases. For wire-pipe or wire- 
plate electrode configurations, the corona generated  at a positive  wire 
electrode may appear as a tight sheath around the electrode or as  a 
streamer moving  away  from  the electrode. Corona  generated  at  negative 
electrodes may take the form of a general  rapidly  moving  glow, or it may 
be concentrated into  small active spots called “tufts” or “beads.” 

The positive sheath form of corona discharge is known as Hermstein’s 
glow (Hermstein, 1960) and  is  similar to the discharge  (at  lower pressures) 
found in a Geiger tube. It is characterized by a steady current at a fixed 
voltage,  quiet operation, and  almost  no  sparking.  In the streamer corona, 
the discharge is  confined to a narrow  channel  that  originates  at the elec- 
trode. It produces an  unsteady current (because the streamer is repetitive), 
is quite noisy,  and  is the direct precursor to a spark. Once streamers form 
at  an electrode, the sparking  potential  has  almost  been reached. 

A negative  glow  usually requires clean, smooth electrodes to form. The 
glow  is  made  up  of  individual electron avalanches that trigger  successive 
avalanches at nearby  locations. The total current from the electrode is 
steady, but  it is composed of  many tiny  pulses.  The  discharge  is  noisy 
and the sparking  potential  is high compared with the positive streamer 
corona. The glow  often  changes  with  time  into the tuft form, a process 
associated  with the formation of more  efficient  mechanisms of generating 
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Figure 4 Schematic of type of corona discharges. 

successive avalanches. The tuft corona is also noisy  and  has a similar 
sparking  potential to the glow form. The average current is  steady  but  is 
composed of tiny  pulses  like the glow corona. The  tuft corona is  more 
spatially  inhomogeneous  than the glow corona.  Differences  between  nega- 
tive  tuft  and glow coronas have  been  investigated  recently (Lawless et 
al., 1986; McLean et al., 1986). 

A corona discharge is usually space charge  limited in magnitude,  since 
the plasma  emits  ions of one  polarity that accumulate in the interelectrode 
space. This  gives the corona a positive resistance characteristic: increases 
in current require higher  voltages to drive  them. If the current in the 
discharge  is  raised  sufficiently,  additional  current-carrying  species will be 
produced  and spark discharges will result. A spark  is  usually  characterized 
by a negative resistance characteristic, but  the  transition  from  corona 
discharge to spark discharge  is  not  sharply  defined. 
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The corona is sustained  by the electron energies  gained  from the high 
electric fields near the electrode over the short mean free path in the gas 
of about IO” m. The threshold for corona generation  is  determined by 
the criterion that each avalanche must generate enough  secondary  elec- 
trons from the process to ensure the development of later generations. 
Once the corona is started, the accumulation of positive  ions  near the 
electrode increases the space charge  component of the field greatly, to 
the point that the generation  is  dominated by the space charge. 

A positive streamer forms when the positive  ion  density  is  large  enough 
to extend the region of corona initiation  into the interelectrode gap. The 
process then  builds  by  photoionization,  with the positive ion  head  moving 
in front of a nearly  neutral  column.  This  process  results in a positive 
streamer corona in  an active volume  much greater than the other forms, 
which are confined by their generation  mechanisms to the near-electrode 
regions. 

A schematic of the single streamer charge  distribution  is  shown in Fig. 
5 for a point-to-plane corona in dry  atmospheric air. The  time  and  size 
scales of the streamer corona are listed in Table 1. As shown  in  Fig. 5 ,  
the size of the plasma  is  approximately 10 cm  long  and  20pm  wide  and 
is  relatively dense (up to IO9 cm-3). A streamer corona is a relatively  low 
temperature plasma,  with iodneutral temperatures on the order of IOOOK 
(Chang  and  Maezono, 1988) Therefore once the streamer corona is  formed 
in a closed chamber, a low temperature dense plasma  environment can 
be  generated over a large  volume. It is, however,  transient in nature. 

3. Spark Discharges 
The continuity of arc or glow discharges  is  guaranteed by the presence 
of an adequate source of current or high voltage. If the total energy  avail- 
able for a discharge  is  limited,  for  example by the presence of a large 
capacitor, the electrical discharge tends to manifest  itself in the form of 
rapid  impulse type filament  discharges  known as sparks, as shown  in  Fig. 
4, at pressures above atmospheric pressure. The time  and space dependent 
development of such a discharge represents a complex  physical  phenom- 
ena that depends on numerous parameters such as pressure (if above 
atmospheric), electrode geometry, and electrode gap. As explained in the 
previous section, sparks can be  regarded as  a natural  extension of the 
corona  discharge state, but a spark  discharge  propagates  ions  more  in- 
tensely than does the streamer corona discharge.  The core of the spark 
channel consists of a dense, high temperature plasma,  and the total  propa- 
gation  of spark discharges  usually  changes  with  time.  Therefore a spark 
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Figure 5 Schematic of streamer  corona  charge  distributions. 

Table 1 Time  and Space  Scales of Streamer 
Corona  for a Gap  from 1 to 100 cm 

Streamer  rise  time = 1 nsec 
Streamer  duration = 1 psec 
Repetition  period = 1 nsec 
Streamer  diameter = 20 pm 
Electric  field < EIN < 10"' Vm2 
Ion temperature = 103 K 

I 
l0400 cm 

1 

\ 
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discharge  induced  plasma will occupy a smaller  fraction of the total  vol- 
ume than that of a streamer corona induced  plasma. 

Sparks tend to generate nonlocal  thermodynamic  equilibrium  plasmas 
in  which the gas temperatures can be as high as 1000K, but the electron 
temperatures can be orders of magnitude  larger.  The electron density  is 
estimated to be 10'0-1013 cm-3 (see Chapter 10). 

C. Partial Discharges, or Silent  Discharges 

A silent  discharge  is  generally  used  where the implementation of silent 
discharge corresponds to a capacitor that has  two  dielectrics  between its 
plates: (1) the insulator and, connected in series with it, (2) air or oxygen. 
In a silent discharge, the discharge  generated  ions traverse the space in 
a pulse  and are stored in the surface of the dielectric  materials.  Since 
these accumulated space charges generate a reverse electric field, the 
corona discharge will be terminated. Therefore it  is  possible to produce 
a sparkless high electron temperature/low  gas temperature reactive  plasma 
to enhance chemical reactions. A detailed  discussion of this  type of dis- 
charge will  be  give  in Chapter 24. 

D. Plasma Parameters in Gas Discharges 

A summary  of the typical  gas  and electron temperatures that can be ex- 
pected in the plasmas  discussed above has  been  outlined in Fig. 6. As 
shown here, arc and jet plasmas cover approximately the same electron 
and  gas temperature region.  Although arc plasmas  and  plasma jets can be 
generated intermittently, they are generally  used as  a continuous  dis- 
charge. Spark plasmas are intermittent by nature, however. Glow dis- 
charges  tend to have  gas temperatures that range  from  room temperature 
to no  more  than a few  hundred  degrees  above  room temperature. Their 
electron temperatures are generally  much  higher  then those generated by 
the other plasma  generation  mechanisms  shown here. 

Fig. 7 illustrates the observed electron density as a function of electron 
temperature for plasmas  generated by various  discharges. As  shown  in 
Fig. 7, arc and jet plasmas  have the highest electron density.  These  dis- 
charges  normally operate at atmospheric or reduced pressures, and the 
degree of ionization  (charged  particle  density/total  particle density) that 
can occur in arc generated  plasmas  can approach unity.  Glow  discharges 
operate under reduced pressure conditions that cause the electron density 
to be lower  than that seen under arc or plasma jet conditions. The degree 
of ionization is also much  lower. 
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Electron  Temperature T, [K] 
Figure 6 Range of electron and gas temperatures  occurring in thermal plasmas. 

II. ELEMENTARY PHENOMENA  AND CONCEPTS 

A. Atom  Structure and Energy Levels 
An atom  is  made  up of two major parts: its  nucleus,  consisting of positively 
charged protons and  neutral neutrons, and  its electrons, which  occupy 
the space surrounding the nucleus, much as the planets of the solar  system 
are located  relative to the sun. In the plasmas  encountered in the electrical 
discharges  discussed above, the behavior of the atom  is  essentially deter- 
mined  by the behavior of its electrons to various  stimuli.  The electrons 
have  an  energy that is a function of the temperature of the aggregate 
plasma in which the atom is located  through the inelastic  collisions occur- 
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Electron  Temperature T, [K] 
Figure 7 Range  of  electron densities  as  a function of electron  temperatures 
occumng in thermal  plasmas. 

ring  within the plasma, as well as a function of the energy of the photons 
E = hv impinging  on the atom. 

Quantum  mechanical  principles  require that the electrons surrounding 
the atomic core exist only at discrete energy  levels as shown in Fig. 8 for 
a hydrogen atom. Only a finite  .number of electrons can  exist at a given 
energy  level,  and each electron must  have a unique state or set of quantum 
numbers  in accordance with the Pauli  exclusion  principle. 

As the energy  level of an electron increases, the individual  levels  tend 
to  be  spaced closer together, until  they  reach the n = CO level. Here the 
energy of the electron is  sufficiently  large to liberate  it  from the atom. 
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Figure 8 Electron  energy levels in the hydrogen  atom. (From Chang et al., 
1984.) 

Once  free  from  the influence of the  atom,  the  electron  enters  an  energy 
continuum  and is free  to exist at  any energy level. 

The  energy  values E,, that  an  electron  bound  to a hydrogen  nucleus may 
take  can  be  written  in  the  relatively  simple  form: 

where h is  Planck's  constant, c is  the speed of light, Z represents  the 
nuclear  charge  number, R H  is Rydberg's constant (RH = 109678 cm"), 
and n represents  the principal quantum  number.  In  addition  to  the princi- 
pal  quantum  number,  each  electron  also has a spin  quantum  number S 
associated with it,  since the  electron  has  the  freedom  to  spin  about its 
own axis.  There are only two  spin  quantum  numbers for a bound electron: 
S = + or spin up,  and S = - % or spin  down. 

B. Molecular Structure and Energy Levels 
When atoms  combine to form molecules or molecular ions, both the elec- 
trons  and  the  behavior of the individual nuclei in the molecules influence 
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the energy  levels that the molecules can attain. In  general, the following 
modes of excitation are possible in molecules: 

1. As  in atoms, the individual electrons can be excited. 
2. The nuclei  of the molecules can vibrate  with  respect to each other. 
3. The molecules can rotate about their own axes. 
4. There may  be energy  levels  caused by the torsional  motion of the 

molecule. 

As  with the electron energy levels, all  of these molecular  energy  levels 
occur at discrete levels, and there may  be  more  than  one  axis of vibration, 
rotation, or torsion, as shown  in  Fig. 9. 

C. Collision  Phenomena and Gas Kinetics 

Collisions  between  species are the most  important aspect governing the 
behavior of a plasma.  The  neutral  and  ionic  molecules  and  atoms  within 
the plasma  undergo  various interactions with photons, electrons, or other 
neutral or charged atoms or molecules.  In order to understand  these inter- 
actions, it  is necessary briefly to examine the laws that govern these pro- 
cesses. The usual concepts used  to  describe these interactions are based 
on the theory of gas  kinetics.  Although the results  calculated  using these 
concepts may  not  always  agree  well  with  experimental results, because 
the principles of quantum  mechanics  have  not  been  rigorously  applied, 
they are nonetheless helpful  in  providing a general  picture of the nature 
and  behavior of plasmas. 

To begin  with, a number of general  and  very  simple  conservation  princi- 
ples that govern  all  collisions  can be applied.  These are (a) the conserva- 
tion of energy (kinetic, internal, photon), (b) the conservation  of  momen- 
tum, (c) the conservation of angular  momentum, (d) the conservation of 
charge, and (e) the conservation of mass. 

Over  and above these conservation laws, it is useful  to introduce the 
concepts of cross section  and  collision frequencies, mean free path, and 
total cross section. 

1. Cross  Section  and  Collision  Frequencies 
When a test particle is  injected  with  velocity v into a gas, the probability 
that it will undergo a collision  with one of the gas  molecules dw can be 
expressed as 

dw = n*a(v).dx (2) 

where n is the density of gas  molecules, dx represents the distance the 
injected particle travels in the gas, and a(v) is  known as the collision cross 
section, also known as the coefficient of proportionality.  In  general, a(v) 
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Figure 9 Energy levels in the  nitrogen molecule. (From  Chang et al., 1984.) 
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depends  on the velocity, or, in other words, the temperature of the parti- 
cle. Since the value of u(v) does not  depend  on the direction in  which 
the particle  is  travelling  within the gas, the collision  probability  remains 
constant the entire time the particle  is  travelling in the gas. As a conse- 
quence, if the velocity of the particle  is constant, the number of collisions 
that the test particle will  undergo in a time  interval dt can  be expressed 
as 

n.a(v)dx = n-u(v)-vdt  (3) 

Thus the collision frequency of the test particle  per  unit  time v becomes 

Y = n.v.u(v) (4) 

if dt is  large. It should  be noted, however, that Eq. 4 is  strictly  valid  only 
if U is independent of v. 

2. Mean Free Path 
The mean free path A is  defined as the average  path a test particle travels 
between  collisions.  Assuming a constant velocity of the test particle of v ,  
it covers a distance of v7 in time T. During  this  time the particle  undergoes 
VT collisions,  and therefore the average distance between  collisions  can 
be written as 

If the distribution of free paths is desired, consider a beam  of NO test 
particles  moving  through a gas  with a velocity v .  If N(x) is  defined as the 
number of particles that travel a distance x without  undergoing a collision, 
then the number of particles that will undergo a collision  between x and 
x + dx and  must  consequently  be  removed  from the beam  is 

dN = N(x)n.a.dx (6) 

Hence 

where P(x) is  defined as the probability of a free path  exceeding the length 
of x .  Different types of collisions that can occur in a discharge  plasma 
include elastic as well as inelastic  collisions. 

3. Elastic  Collisions 
Elastic collisions are defined as collisions in  which the total kinetic  energy 
of the particles, and as a consequence also  their  internal energy, remains 
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unchanged.  In a neutral  gas  at  ambient temperature, almost  all  collisions 
are of this type, and in a plasma, a still  significant  fraction of the total 
number  of  collisions are elastic. 

In  elastic  collisions,  the  fraction K of the  energy  transferred  from a particle 
of  mass m to a particle  of mass M can  be  expressed as 

2mM 
( m  + M)2 K =  

In the case where m G M ,  such as an  electron-atom  collision, 

2m 
M 

K = -  

The value  of K reaches a maximum  of K = !4 when m = M ,  as would be 
the case when  two atoms or molecules of the same species collide. 

4. Inelastic  Collisions 
If two particles  collide,  and  their  internal  energy as well as their  kinetic 
energy changes, this is known as an  inelastic  collision.  Inelastic  collisions 
are of particular interest in  plasmas  and  include processes such as vibra- 
tional, rotational, and electronic excitation, ionization,  recombination, 
charge transfer, attachment, detachment, and  dissociation. These will  be 
discussed in more  detail in Sec. IV  below. 

5. Total Cross  Section 
A collision  between  an  incoming test particle  and a gas  molecule can cause 
any  one of a number of different types of collisions as outlined  above. 
For this reason, the total probability U that any one of these collisions 
will occur is the sum of  all the individual  probabilities ui: 

U = U1 + U 2  + * - *  + un (10) 

Thus the probability of a particular  collision p i  occurring is 

The yield  of a reaction Qi is defined as the number of reactions that occur 
per  unit  length of flight of the test particle  and can be expressed as 

Q, is also the effective cross section per  unit  volume at a fixed pressure 
and  is  usually  quoted at a pressure of 1 torr (133 Pa). 
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The total cross section Q is  defined as the sum  of  all cross sections for 
all types of reactions and thus can be written 

It  should  be  noted that individual cross sections  normally  have a rnaxi- 
mum at a certain relative  velocity  between the two  interacting  particles. 
If the  relative  velocity  is  smaller, the energy  available  is  not  enough to 
allow the reaction to occur. If the velocity is too great, the interaction 
time  between  particles  is too short for a reaction to go forward. In  general, 
two  particles  must approach within a few  atomic  radii of each other to 
react. 

D. Maxwell-Boltzmann  Distribution  Function 

The continuous  movement of plasma  particles  and  their  collisions  with 
each other lead to a most  probable  distribution of their random  velocities 
v and  translational  kinetic  energies E = %mu2. The density dN of particles 
of any  kind  with  velocities  ranging  from v to ZI + dz) can be written as 

dN = Nf(v)dv (14) 

where N is the density of particles  under consideration, and ~ ( z I )  is  known 
as the Maxwell-Boltzmann distribution function. For particles in complete 
thermodynamic  equilibrium, the principles of statistical mechanics  lead 
to the following expression for f (v ) :  

f ( v )  = 4rrv’(&r exp( -g) 
Here k is the Boltzmann constant, and m represents the  particle  mass. 

Although the peak  of the Maxwell-Boltzmann  energy  distribution  func- 
tion  is  normally  much  lower  than the energies  needed to cause inelastic 
collision reactions to take place in a plasma,  the  long, high energy  tail of 
this function plays an important role, as will  be seen in Sec. IV. 

111. TRANSPORT EQUATIONS 

A. Plasma and Sheath 
As  mentioned earlier, an  idealized  plasma consists of a quasineutral  mix- 
ture of neutral particles, positive ions, negative ions, and electrons, that 
can  be  described by a single temperature. Such  an  idealized  complete 
thermodynamic  equilibrium  plasma can only  exist in  an  infinitely  large 
space of uniform temperature in which there are no  applied electric fields. 
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In reality, plasmas created via  electrical  discharges are maintained in rela- 
tively  small  volumes  with  cold  walls,  containing  potentially  large electric 
fields. The presence of  an electric field tends to accelerate the  charged 
particles, and the presence of the walls tends to create a plasma sheath. 

The plasma sheath is a region near the containing  walls in which  charged 
particles  recombine  by  collision  with the walls.  Since the electrons have 
a much  larger  mobility than the ions  due to their  relatively  small  mass in 
comparison  with the heavy ions, they  tend to recombine much faster at 
the walls.  This creates a sheath region in  which the plasma  is  no  longer 
quasineutral due to the overabundance of positively  charged  ions  near the 
wall. A further consequence of this sheath is  appearance of a potential V 
due to Poisson’s equation: 

-e(Ni - Ne)  
E O  

v2v = 

since Ni # Ne. 

B. Transport Equations 
In order to model a nonequilibrium  plasma, it is  necessary to solve the 
continuity  equation in conjunction with the charged particle transport 
equation  (Chang et al., 1984; McDaniel, 1969; Chang  and Beuthe, 1992). 
The continuity  equation states 

and the charged  particle transport equation  can  be  written 

J i  = NiU, 2 piNiE - DiVNi - GiNiVT, (18) 

where J is the particle flux density, N is the particle density, E is the 
electric field, D is the diffusion  coefficient. U is the velocity, p is the 
mobility, G is the thermophoresis coefficient,  and T is the temperature. 
The subscripts i, and g refer to ions, and gas respectively. The sign of the 
mobility  term is determined by the charge of the particle in question, + 
for positively  charged  particles  and - for negatively  charged particles. 

In Eq. 17, V - J  represents the net  flow across a control  volume,  and 
d[Nl/dt represents the accumulation of the species within the control vol- 
ume.  The source and  sink terms occur as  a result of the chemical reactions 
occurring  within the control volume. In Eq. 18, NU represents the particle 
flux due to charged  particles transported by the convection of gas, pNE 
represents the flux due to the drift  motion of charged particles under the 
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influence of an electric field, DVN represents the flux caused by diffusion, 
and GNVT represents the thermophoresis flux  caused by spatial  tempera- 
ture  inhomogeneities  (Waldman  and Schmitt, 1966). 

Taking  the scalar product V. of each side of Eq. 18, the transport equa- 
tion  becomes 

V.Ji = V*(NiU,) 2 piV*(NiE) - DiV2Ni - GiV.(NiVT) (19) 

which can be substituted into Eq. 17 to yield 

. I  

- GiV ( NiVT) 

The  overall species density can be calculated via the ideal  gas law, and 
the  concentration of electrons in the system  can be calculated  via the 
assumption of quasineutrality, which states that 

[e] = [positive  ions] - [negative  ions] (21) 

where [l denotes the concentration of species in cm-3. 

C. Mobility 
When subjected to an electric field E, the charged  particles in a plasma 
acquire a constant drift  velocity U in the direction of the  field.  The fact 
that  this  velocity  is constant tends to indicate that the acceleration force 
provided  by the electric field  is  being  counterbalanced by the collisions 
that the charged particles undergo in the plasma.  The  mobility  of a charged 
particle is defined as 

U 
F‘E 

Considering a heavy  ion  of  mass mi and  charge e ,  the  velocity U of the 
ion can be  written as 

E 
= const. - P 

where X and 3 are the mean free path  and the mean  thermal  velocity of 
the ion respectively. Of particular  note in Eq. 24 is the parameter EIP, 
which represents a measure of the energy  gained  by a charged  particle 
between  collisions.  In general, this  expression  holds for a wide  range of 
pressures and electric fields for ions. However, for electrons, the range 
is  much narrower, as shown in  Fig.  10. 
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At  low pressures and/or high electric fields, Eq. 24 tends to  show the 
limitations  implicit in the assumptions  used to derive it. In spite of these 
limitations, the value of EIP is often  quoted in connection  with  electrical 
discharges, and a significant  effort  has  been  expended to explain the exper- 
imental results of mobility  measurements in terms of the EIP parameter. 

For gas mixtures, Blanc's law can be  applied as follows: 

"- 1 fA f B  

PAB PA PB 
- + -  

where PA, kB, and pAB represent the mobility of ion A, ion  B,  and the 
equivalent  ion AB respectively, and N A ,   N B  are the density of gases A 
and B respectively. The terms f~ and f B  are defined as 

D. Diffusion 
Diffusion refers to the movement in a gas  caused by an  uneven  spatial 
density  distribution of the neutral  and  charged  species  making  up the gas. 
This  motion is purely  thermal in  origin  and causes a flux of particles  from 
points of  high concentration to points of  low concentration due to the 
collisions  between the species. The velocity of diffusion  can  be expressed 
as 

D 
N U = --VN (27) 

where D is the diffusion  coefficient in cm*sec- * and N is the concentration 
of particles'in cm-3. 

1. Diffusion of Charged  Particles 
Although the basic  physical  principles  underlying the diffusion of charged 
particles in a plasma are essentially the same as those of the neutral spe- 
cies, there is  an  additional factor to consider due to the electrostatic inter- 
action  between  charged  and neutral particles. 

In general, it can be stated that the diffusion of ions  in their own  gas 
is  roughly four to five  times  smaller  than  neutral  particles  owing to the 
long-range electrostatic interactions between the ions  and the neutral  par- 
ticles  through  induced electric dipoles.  In the presence of a weak electric 
field, the diffusion  coefficient D is related to mobility P by Einstein's 
relationship: 
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Figure 10 Ion mobilities and electron drift velocity. (From Chang et al., 1984.) 

It  should be noted, however, that Eq. 28 only  holds as long as the field 
is  not  large  enough to impart a velocity  comparable to the thermal  velocity 
of the plasma,  and the tacit assumptions  have  been  made that p is indepen- 
dent of E and that the distribution of velocities  is  Maxwellian. 

The  diffusion  coeflicient of electrons in a neutral  gas  is  several orders 
of magnitude greater than that of ions.  Due to their  light  mass  they  have 
a greater velocity  and  mean free path. 

2. Ambipolar Diffusion 
In a plasma,  where the concentration of positively  and  negatively  charged 
species  is  roughly equal, if there were  no  interaction  between the electrons 
and the ions, the electrons would  rapidly  diffuse  away  owing to their larger 
diffusion  coefficient,  leaving the ions  and  neutral  species  behind.  This 
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does  not occur, however,  since the rapid  diffusion of the electrons is 
counteracted by the electrostatic field E, created between the electrons 
and their positively  charged  ionic counterparts. This  field tends to retard 
the electrons and accelerate the ions, causing  both  eventually to move at 
the same speed. As a result, the flow J = NU of both  species  is the same, 
and  yields  (von  Engel,  1955) 

J = -D,VN (29) 

where D ,  is  called the ambipolar  diffusion  coefficient: 

D, = D + p -  + D - p +  
CL- + CL+ 

- ("") - e CL+ 2 0 ,  for T, = Ti (33) 

where Te and Ti are the electron and  ion temperatures respectively. It 
should  be  noted that Eq. 30  is  valid  only if the densities of charged  particles 
are large  enough that small  movements of ionized  species create a suffi- 
ciently  large electric field that the quasineutrality  condition N +  = N -  
= N is  not  significantly disturbed. Typical  observed  ambipolar  diffusion 
coefficients  have  been  listed in Table  2. 

E. Chemical Reactions and Reaction Rates 

As mentioned earlier, the source and  sink terms of species  referred to in 
Eq. 20 are determined  by the rate of the chemical reactions occurring 
,within the thermal  plasma. In general,  such  reactions  can take the form 
of  two- or three-body  collision reactions. In the case of  two-body  collision 
reactions, 

A + B - C  + D(+E + F) kz 
(34) 

the rate of decrease of concentration of species A or B can be expressed 
as 

" d[X1 - -kz[A][B] 
dt 
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Table 2 Ambipolar Diffusion Coefficients 

Species D,p[cm2/s.torr] 

He-He + 

He-Ar + 

H e H g +  
He-He$ 
He-N$ 
Ne-Ne + 

Ne-Ne$ 
N d $  
Ar-Ar + 

Ar-Ar$ 

I%"$ 
N z - W  
W " $  
Hg"Hg+ 
02-02' 
02-03 

H-H+ 

560 
905 
790 

697 f 9 
900 
115 
450 
450 
150 
69 

700 
600 
150 

150 k 5 
10.8 

110 k 10 
216 f 20 

and the rate of increase of species C or D (as well as E and F) can  be 
expressed as 

" d[X1 - k*[A][B] dt 
where [XI represents the concentration of A or B in Eq. 35 and the concen- 
tration of C, D, E, or F in Eq. 36, and k2 represents the two-body  reaction 
rate coefficient with  units of cm3/s. 

In the case of three-body  collision reactions, 

A + B + M-C + D(+E + F) + M k, 
(37) 

M acts  as an  intermediary to facilitate the.reaction. The rate of decrease 
of concentration of species A or B can be expressed as 

" d[X1 - -k3[A][B][M] dt 

and the rate of increase of species C or D (as well as E and F) can  be 
expressed as 

" d[X1 - k3[A][B][M] 
dt 
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where [X] has the same meaning as in Eqs. 35 and 36 and k3 represents 
the three-body  reaction rate coefficient  with  units of  cm%. 

Plasmas represent a system in which a large  number of elementary 
processes involving the exchange  and  transmission of energy  and  particles 
between electrons, ions  (both  positive  and  negative), atoms, and  mole- 
cules  (including  radicals) take place.  The  chemical  reactions  leading to 
the source and  sink terms in Eq. 20 represent one of the most  interesting 
and at the same  time  most  complex areas of plasmas.  Listed  below are 
some of the more  important  collision processes that take place  under  co- 
rona  discharge conditions. 

As indicated earlier, the values of the reaction rate coefficients k are 
normally tabulated directly in units of cm3/s for two-body reactions and 
in units of  cm‘% for three-body reactions. In  some cases, however,  only 
the collision cross sections are available. In this case, the  value of the 
reaction rate coefficients can be derived  from the collision cross sections 
via the relationship  (Chang et al., 1984) 

where v represents the velocity or energy of the colliding species, N the 
density, U the  collision cross section, and f(v) the energy distribution. 

In cases where  the  mean  energy  of the colliding  species  is  large, Eq. 
40 would have to be solved  by  integrating over the entire cross section. 
However, in cases where the mean  energy  of the colliding species is  small 
(a few eV), the solution of Eq. 40 can be  greatly  simplified.  Assuming a 
Maxwellian  energy  distribution in the plasma particles (see Eq. 15) and 
assuming that the reaction cross section U can be approximated by a linear 
function C(E - Eth) as shown in Fig. 1 1 ,  Eq. 40 simplifies to (Chang et 
al., 1984) 

where C is the linear slope of the collision cross section in the threshold 
region as shown in Fig. 1 1  in cm2/eV, &h is the threshold  energy of the 
collision cross section as shown in  Fig. 1 1  in e V, e is the electron charge 
(1.602 X C), k is Boltzmann’s constant (8.6184 X 10” eV/K),  mcoll 

is the mass of the colliding species in  kg,  and TcOtt is the temperature of 
the  colliding  species in eV. . 

W. TYPES OF CHEMICAL REACTIONS 
A large  variety of chemical  reactions  can occur within  an  ionized  gas 
involving  atomic species, radical species, complex  molecular species, as 
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Figure 11 Typical  collision cross section U and  Maxwellian  energy distribution 
A E )  of particles in an ionized  gas. 

well as electrons and  ions.  Radical  species  and  more  complex  molecules 
may  be generated  through  ionic or electronic processes.  Since  two-body 
reactions involving electrons or ions  can  be 10 to 10' times  larger  than 
reactions involving  purely  neutral species, as shown  in  Table 3, the effec- 
tive  production or loss rate of species  caused by these ionic reactions can 
become comparable with  neutral reactions even  though the density of ions 
is  much less than the density of neutral species (Chang et al., 1991). As 
shown  below, the typical rate equations for neutral  and  ionic reactions 
can be written as 

" dN - kl[A][B] + kz[C+][Bl - 
dt 

where 

A + B - N  + M  
k, 

(43) 

and 

C+ + B - N  + L  kz 

However, 

[AI S- [C+]; kl Q kz 

Thus 
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Table 3 Typical Order of Magnitude of Various  Chemical Reaction Rates 
(20°C) 

~ 

Reactions k(cm3/s) 

Ion molecule 
H? + Hz + Hf + H 
H2O+ + H20 + H3O+ + OH 
Ar+ + H2 + ArH+ + H 
NHf + H2+NH4+ + H 
0' + Or+O? + 0 

CzH5 + C2HS + C4H10 
0 + NOz+NO + 0 2  

0 0 3  + 202  
H + H2+H2 + H 
CH3 + C2H6 + CH4 + C2H5 

Atomic  or radical 

Br + Hz+ HBr + H 
Molecule 
NO + 0 3 + N 0 2  + 0 2  

HI + C2HsI + CzH6 + 12 
2N02 + 2N0 + 0 2  

Ions in liquids 
e-(aq) + H +  + H 
CO. + OH- + HCOT 
CH~COOCZH~ + CH- + CH3COO- 
Ion-electron 
e + NH4+ + H2 + NH2 
e + H f + H z  + H 
Electron-molecule 
e + 0 3 + 0 -  + O2 
e + H I + I -  + H  
Positive-negative ion 

NO+ + NOT + products 
H +  + H - + H 2  + + 

10-12 - 10-9 
2.0 X 10-9 
1.3 X 10-9 
3.5 x 10-'0 
4.0 X 1 0 - 1 3  

4.0 x I O - I I  

10-23 - 10-11 
2.7 x 
2.5 x 10-l2 
2.5 X 10-14 

7 X 10-17 

8 x 
8 x 

10-31 10-14 
2 X 10-14 

1.6 X 10-23 
1.6 X 10-31 

10-22 - 10-11 
4 x IO-'] 
7 X 10-19 

10-7 - 10-6 
2.3 X 10-7 

+ CzHsCH 1.6 x 

1.5 x 10-6 

10-11 - 10-7 
1 x IO-" 

9.6 x IO-* 
10-7 - 10-5 
4 X 10-7 

6.4 x 10" 

Therefore ionic reactions may  play  an  important  role in discharge  chemis- 
try. The following  discussion will confine  itself to the discussion of the 
chemical reactions caused  by  inelastic  collisions. 

A. Neutral Reactions 
Neutral reactions between atomic and  molecular species play  an  important 
role in the determination of neutral  species density. Atomic  and  molecular 
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collisions  tend to dominate the behavior of the ionized  gas  in the lower 
gas temperature ranges. The neutral  reactions of interest in ionized  gases 
created via electrical discharges  have  been  outlined in Table 4. These 
include: 

1. Excitation reactions in  which one of the colliding species is  excited 
to another vibrational, rotational, or electronic state 

2. Dissociation reactions in  which a diatomic or polyatomic  molecule  is 
split  into  atoms or molecules 

3. Recombination reactions in  which atomic and/or molecular species 
combine to form  more  complex  molecular species 

4. Exchange reactions in  which components of molecules are exchanged 
between reactants 

5. Deexcitation reactions in  which  molecules or the walls of the vessel 
containing the plasma  remove the excitation energy of atoms or mole- 
cules 

B. Ionic Reactions 

Ionic  reactions  tend to dominate the chemical  kinetics of a thermal  plasma 
at  higher temperatures. However, significant concentrations of ionic spe- 
cies  can also occur in the lower temperature regions. 

Table 4 Neutral Reactions 
~~ ~~~~ 

(1) Excitation 
A + B + A *  + B  thermal 
A* + B - A +  B* collision of the second kind 
hv + A + A *  photon 

(2)  Dissociation 
AB + h v + A  + B photon 
A B + M + A + B + M  diatomic thermal 
ABC + M - A B  + C + M  triatomic  thermal 

(3) Recombination 
A +   B + A B  + hv radiative 
A + B + M + A B + M  diatomic molecular 
A + BC + M-ABC + M triatomic molecular 

A + BC-AB + C 

A* + wall + A + wall atomic 
A** + wall - AB + wall molecular 

(4) Exchange Reactions 

(5) Deexcitation by collision with  wall 
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In  general, the charged species can consist of atomic ions A+,  A-, 
molecular  ions AB + , AB - , ABC' , ABC- , etc., and electrons e. Ionic 
chemical  reactions can be broadly  classified  into: 

1. Those that act as sources of ions 
2. Those that convert ions  from  one  form  into another 
3. Those in  which electrons act as intermediaries 
4. Those that act as sinks of ions 

1 Sources of Ions 
As shown in Table 5, reactions that act as sources of ions can be  classified 
into  two  general  categories: (a) ionization reactions, which act a s  sources 
of positive ions, and (b) attachment reactions, which act as sources of 
negative  ions. 
Zonizution. When an  atom or molecule  has absorbed enough  energy  (ioni- 
zation  energy) to allow one of its electrons to escape, the atom (or mole- 
cule) is  said to have  been  ionized.  Typical  ionization energies of gaseous 

Table 5 Sources of Ions 

(a) Ionization 

hu + A-. A+  + e atomic 
hu + A*+A+ + e  from  excited state 
hu + A' + A'+ + e second  ionization 
h u + A B + A B + + e  molecular 

h v + A B * + A + + B + e  dissociative, from  excited state 
(ii) Electron impact ionization 

e + A 4 A +   + e  + e direct, atomic 
e + A * + A + + e + e  from  excited state 
e + A**+A+ + e + e  from metastable excited state 
e + A + +  A2+ + e + e  second  ionization 
e + AB+AB+ + e + e  direct, molecular 

~~ ~ ~~ 

(i) Photoionization 

+ A + + B + e  dissociative 

+ A + + B + e + e  dissociative 
+A+ + B -  + e  ion-pair  formation 

e + A B + A + + B + + e +  
e 
e + A B * + A + + B + e +  dissociative, from  excited state 
e 

(iii) Ion impact ionization 
A +  + B + A +  + B +  + e  

(continues) 
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Table 5 (Continued) 

(iv) Thermal impact ionization 
A + B + A + + B + e  from  the ground state 

A * + B + A + + B + e  from  an excited state 

e 
A+ + B+ + A2+ + B+ + e 

A + B + C + A B + C + +  
e 

(v) Ionization by excited or metastable  particles 
A * + B + A + B + + e  via excited state 
A** + B + A +  B+ + e  Penning  ionization 

+ (AB*) -+ AB+  associative ionization 
+ e  
A** + B** + (AB*) + A+ metastable-metastable 
+ B + e  

+ e  

A*-+A+ + e 

+ A +  + B- by electron  capture 

- + A 2 + + B + e +  

+ A2+ + B+ charge  transfer 

+ (AB*) + AB+ 

(vi) Alrtoionization 

(b) Attachment 
e + A +  A- + hv 
e + A +  (A-*) + A- + hv 
e + AB+AB- + hv 

+ A -   + B  

-+ (AB-)* - AB- M 
e + A + M - t A - + M  
e + A + e + A - + e  
e + A B + M + A B - + M  
A+ -k B +  A2+ + B- 

radiative, atomic 
dielectronic 
radiative,  molecular 
dissociative 
collisional stabilization 

three  body,  atomic 
three  body,  atomic, via electron 
three  body, molecular 
electron  exchange 

atoms are listed in Table 6. In the process of ionization, the internal  energy 
of the particle  has  increased by the energy  required to remove  an electron. 
Ionization  can occur by (i) photoionization, (ii) electron impact ionization, 
(iii) ion  impact  ionization, (iv) thermal  impact ionization, or it can occur 
(v) via  excited or metastable  particles or (vi) via autoionization, as summa- 
rized in Table 5.  

Photoionization. Here, the energy  needed to cause ionization is pro- 
vided  by a photon of energy E = hv via the photoelectric effect, where 
h is  Planck’s constant and v is the frequency of incoming  light.  High 
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Table 6 Ionization Energy Ei[eV] of Gaseous Atomic Species. The  Numbers 
1, 2, 3, . . . indicate the Number of Electrons that Can  Be Ionized by This 
Energy 

1 2 3 4 5 6 7 8 

H 13.598 
He 24.587 54.416 
N 14.534 29.601 47.448 77,472  97.888  552.057  667.029 
0 13.618 35.116  54.934 54.934 77.412 113.896 138.116 739.315 
Ne 21.564 40.962 63.45 97.11 126.21 157.93 207.27 239.09 
Ar 15.759 27.629 40.74 59.81 75.02 91.007 124.319 143.456 
Kr 13.999 24.359 '36.95 52.5 64.7 78.5 111.0 126. 
Xe 12.130 21.21 32.1 

energies are required to eject  an electron, and thus the frequencies lie in 
the UV or x-ray  regions of the electromagnetic spectrum. Photon interac- 
tion  with a molecule  can result in simple  ionization or simultaneous  ioniza- 
tion  and  dissociation of the molecule.  Ionization can take place directly, 
or stepwise  via  excited states. The cross section for photoionization ui 
increases  sharply  from zero at the ionization  energy of the atom or mole- 
cule to peak  at a finite  value on the order of u = 10- l7 cm2. Each succes- 
sive  ionization causes an  additional  peak in the cross section. At  high 
energies, ui is  very  small. 

Electron Impact Zonization. Electron impact  ionization takes place in 
much the same way as photoionization. In this case, the incoming electron 
provides the energy  needed to eject an electron from the target  atom or 
molecule.  The  resulting reactions are generally  analogous to those caused 
by photoionization, as shown in Table 5 .  The electron impact  ionization 
cross section (+i also increases rapidly once the ionization  energy of the 
target  atom or molecule  has  been exceeded. Typical  ionization cross sec- 
tions for atoms and  molecules are shown in Figs. 12 and 13 respectively. 
For molecules,  both  direct  and dissociative ionizations are possible: 

AB + e + A B +  + 2e 
+ A  + B+ + 2e 

If the target  atom or molecule  has  long-lived  metastable  excited states, 
the ionization  efficiency  is  generally greater via a two-step process in 
which the particle  is first excited and subsequently ionized: 

A + e + A * *  + e 

A** + e + A +  + e  + e 
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Figure 12 Electron  impact  ionization cross  section  for He. (From  Chang et 
al., 1984.) 

Zon Impact Ionization. It is  possible to ionize  an  atom  via  impact  with 
an  ion.  This type of reaction  normally requires a great  deal of energy  on 
the part of the incoming  ion  and therefore occurs relatively  infrequently 
in discharge  plasmas. 

Thermal Impact Ionization. Since it is relatively  difficult to accelerate 
a neutral  atom or molecule to the energies  needed to ionize other atoms 
or molecules, studies generally  tend to concentrate more  closely  on the 
effects of photoionization or electron impact  ionization.  Thermal  impact 
ionization reactions are of particular importance  when  describing the be- 
havior of plasmas created via electric discharges such as arc discharges 
in  which atomic,  molecular,  and  ionic temperatures are large. Of the reac- 
tions  shown  in  Table 5 ,  McLaren  and  Hobson (1968) suggest that thermal 
ionization occurs most  probably  via the first excited state in a two-step 
process: 

A + A + A * + A  
A * + A + A ' + A + e  

Ionization by Excited or Metastable  Particles. This class of ionization 
reactions  is  often  also  known as collisions of the second  kind, or, in the 



180 

7 

3.2 

- 2.4 

- 2.8 

- 

- 2 . 0 -  
B 
~ 1.6 

- 

- 0  - 
f 1.2: 

0.8 

0.4 - 

- 

- 

BEUTHE AND CHANG 

&$p;. 0 "ATE. SMITH 

.".I' a 1 

1 0  + SCHULZ 
o r  

o ASUNDI,  CRACGS,  KUREPA 
x RAPP, GOLDEN €4' 9 

o *  U A SCHRAM. de HEER, WIEL. 
X I KISTEMAKER 

8, 8 d .o* 
O K  

X aa 
X 

OX 
W x A% A 

OX 
1 

ox A A A A  

%A b A A M j  

0 I , , . , I . , , . I , , , , ~ , , , , ~ , , , . ( , ,  
1.0 1.5 2.0 2.5 3.0 3.5 4 .0  

X10"' 

1.0 

- $ 0.6 

- 5 0.8 
- 

0.4 - 

m 

U 

b 

r 0.2 - 
0 
10 20 40 70 100 200 400 700 1000 

-t E teV1 

Figure 13 Electron  impact  ionization  cross  section for 02. (a) Total  ionization 
cross  section; (b) dissociative ionization cross  section and fractions.  (From  Chang 
et al., 1984.) 
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case where the excited state is metastable, as the Penning effect. Here the 
excitation  energy of one particle  is transferred to another. The excitation 
energy of the impacting  particle can appear as kinetic energy, excitation 
energy, or it can cause the target  particle to ionize. If ionization occurs, 
a large  fraction of the excess energy is carried off by the ejected electron. 
In general, the largest cross sections for this class of reactions occur when 
the  energy  difference  is  small  and the impact  velocity  is  large.  Typical 
metastable  atoms  and  molecules are listed in Tables 7 and 8 respectively. 

Table 7 Metastable  Atoms 

Potential  energy  Life-time 
Atoms  Ground state Metastable state [eVI Is1 

He 23sI 
2'So 

19.82 
20.61 

6 x lo5 
2 x IO-' 

Ne 33P2 
33Po 

16.62 
16.72 

> 0.8 
> 0.8 

43P' 
43Po 

Ar 1 I S 5  
11.72 

> 1.3 
> 1.3 

53P2 

s3Po 
Kr 9.92 

10.56 

S'S0 Xe 63P2 
63P0 

8.32 
9.45 

? 
? 

H 

Hg 

22s I l' 10.20 1 l7 

63P0 
63P2 

4.66 
5.43 

? 
? 

N 2.38 
2.38 
3.58 
3.58 

6.3 X 104 
1.4 X 105 

13 
13 

0 2'02 
2'So 
35s2 

1.96 
4.17 
9.13 

1.1 x 102 
7.8 x 10" 

? 
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Table 8 Metastable  Molecules 

Potential  energy  Life-time 
Molecules Ground state  Metastable  state 

H2 'S: c3nI1 11.75 = 0; - 10-3 

0 2  

[eVI [SI 

> 0; - 10-4 
38 ,  aA* 0.98 2.7 X 103 

b'Z: 1.63 7 
C3& 4.2 ? 
A38z 4.43 - 103  

C'Z, 4.5 ? 
A38: 6.17 1.3 - 2.6 
W3Lf 7.32 ? 
(U = 0) 
U'% 8.52 1.4 
.'rI* 8.67 -10-4 
W'& 9.02 -10-4 
PZ,+ 11.88  1.9 X 10-4 

Autoionization. Autoionization occurs when an excited  particle  goes 
through a radiationless  decay transition and ejects an electron as a conse- 
quence. 
Attachment. Collisions of electrons with certain atoms and  molecules can 
result in the creation of negatively  charged  heavy  ions.  As a general rule, 
atomic  hydrogen,  atomic  oxygen,  molecular oxygen, the halogens  (fluo- 
rine,  bromine,  iodine, etc.), nitrous oxides, and  large  organic  molecules 
readily  form  negative  ions. The negative  ions  of  nitrogen  and rare gases 
(helium,  neon, argon, krypton, xenon, etc.) have  very  short  lifetimes,  and 
thus these gases do not  readily  form  negative  ions. The bonding  energy 
of the electron to the particle  is  known as the electron affinity. It can  vary 
between 0.43 eV for oxygen to several electron volts for halogens. 

Radiative Attachment. In the case of atoms or molecules, electron 
attachment  can occur directly, with the excess energy of attachment being 
given  off as  a photon.  This  is  known as radiative attachment. The reaction 
rate for such reactions is  normally  small (k < cm3/s). 

Dissociative Attachment. For molecules, electron attachment can 
occur in conjunction  with the dissociation of the molecule, the excess 
energy  being  carried  off as kinetic  energy by one of the particles.  Typical 
cross sections and rate constants at 300K are shown in Fig. 14 and Table 
9 respectively. As illustrated in Fig. 14, the gas temperature has  been 
shown to have a significant  effect  on dissociative attachment reactions 
due to vibrational excitation within the target  molecule. 
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Figure 14 Dissociative attachment cross  section for 0 2  at  various  tempera- 
tures.  (From  Chang et al., 1984.) 

Three-Body Attachment. At  higher  gas pressures, three-body attach- 
ment  is the main source of negative  ions.  Reaction rates depend  signifi- 
cantly  on  gas  and electron temperatures as shown in Table 10. 

2. Ion  lnterconversion  Processes 
Ion  interconversion processes are reactions in  which  new ions are created 
via  collisions  involving other ions, but  no free electrons are involved in 
the process.  These processes can involve (a) ion-molecule reactions as 
well as (b) photodissociation reactions. As indicated in Table 12 by the 
5 sign, these reactions can involve either positive or negatively  charged 
ions. 
Zon-Molecule Reactions. Ion  molecule reactions are very  important to 
the behavior of plasmas created via electrical discharges. Ion-molecule 
reactions  can  include  such reactions as (i) charge transfer, (ii) clustering, 
(iii) ion-atom interchange, and (iv) switchingreactions. The reaction rate 
constants of these reactions are normally  fairly  independent of tempera- 
ture, as shown in Fig. 15. This tends to indicate that ion-molecule reactions 
depend  less  on the relative  collision  speed of the reactants and  more  on 
the polarizability of the neutral target species by the impacting  ion.  Typical 
reaction rates are listed in Table 11. 
Photodissociation. In  photodissociation reactions, an  incoming  photon  in- 
jects its  energy  into a molecular  ion. The ion subsequently breaks apart 
into  an  ionic  and a neutral component, as shown in Table 12. 
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Table 9 Typical Rate Constants for Dissociative Attachment 

Reactions 

e + Br? - Br- + Br 
e + DBr+ Br- + D 
e + D I + I -  + D 
e + F 2 + F -  + F 
e + HBr + Br- + H 
e + H I + I -  + H 
e + 12-1- + I 

k[cm3/s] 

298 
300 
300 

3600 - 6000 
300 
300 
300 

250 - 520 

~ 

(3.2 k 0.8) x lO-I3 
2.2 x 10-11 
9.6 x 
2 - 0.2 X 10-7 
3 x lo-" 
2.0 X 10-7 
4.1 X 10-9 

8.4 x (7) 300 exp( -7) 
e + HzO + 0- + Hz 400 - 1040 lo-'' - 

278 - 355 7.3 x 10-8 exp( -y) 
300 4 X 10-15 
2800 2.5 x 1 O - I o  

e + 02+0- + O2 300 < 1 x lo-" 
112 - 361 2 - 3 X lo-" 

Table 10 Typical Rate Constants for Three-Body  Attachment 

Reactions M T[Kl  k[cm6/s] 

e + 0 + M + O -  + M Ar 1.0 x 10-30(300/T) 
e + 0 2  + M+OT + M NZ 300  3.5 X 10-32 

0 2  195-600 1.4 X 10-29(300/T) exp(-600/T) 
e + c02 + M + CO? + M C02 300 < 6 x 10-36 
e + H + M + H - + M  H 7500 3 X 10-32 

e + NO + M + NO- + M C02 200-500 1.0 X 10-29(300/T)3n exp(-940/~) 
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Table 11 Ion-Molecule Reaction Rates 

Reactions k, X 109[cm6/s] 

He+ + O r + 0 +  + 0 + He 
He+ + N z + N +  + N + He 

+ N? + He 
O+ + Hz+OH+ + H 
o+ + O z - O f  + 0 
Hf + Hz+Hf  + H 
N? + Hz+N2H+ + H 
Nf + O + N O +  + N 

+ 0' + NZ 
N$ + Of - 0 2  + + N:! 
0; + N-NO+ + 0 
NHf + NH3 + NH4+ + NH2 
H20 + + H20 - HsO+ + OH 
OH+ + H20+  H30+ + 0 
CH$ + CH4 + CH; + CH3 
CH; + CH4 + C2HT + Hz 

1.5 
1.7 
1.5 
2.0 
0.04 
0.59 
2.0 
0.25 

c10-2 
0.1 
0.18 
0.52 
0.49 
0.47 
0.61 
0.86 

Table 12 Ion  Interconversion Processes 

(i) Ion-molecule reactions 
(a) Charge transfer 
A' + B + B '  + A  atom-atom 
A' + B*+B' + A atom-atom, via excited state 
A' + BC-BC' + A atom-molecule 
A' + BC + B' + A + C dissociative 
AB' + C + C' + A + B dissociative 
(b) Clustering 
A' + B + M+AB' + M 
(c)  Ion-atom interchange 
A' + BC-AB' + C 
A' + BC-AB + C' 
(d) Switching 
A'*B + C + A'C + B 

hv + AB'+ A' + B 
(ii) Photodissociation 
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3. Electrons  as  Intermediaries 
When electrons collide  inelastically  with  neutral atoms or molecules  with- 
out ionizing them, the resulting  reaction can cause excitation or dissocia- 
tion in the target atoms or molecules, as shown in Table 13. A typical 
cross section of an electron impact  dissociation  reaction is shown in Fig. 
16. 

4. Sinks  of  Ions 
Reactions that act as sinks of ions can be classified  into (a) volume  recom- 
bination reactions, which act as sinks of positively  charged  ions  and  some- 
times also negatively  charged ions, (b) detachment reactions, which act 
as sinks of negatively  charged ions, and (c) reactions in  which a collision 
of an  ion  with the walls of the container causes it to be  neutralized. 
Volume Recombination. Volume  recombination refers to reactions in 
which  an attachment of particles takes place in the course of an encounter 
between a positive  ion  and an electron or a positive  ion  and a negative 
ion. 

There are many different  recombination processes, as shown in Table 
17, and the coefficient of recombination a depends strongly  on  both the 
nature of the reactants and the products involved in the process. 

Three-Body Ion-Ion Recombination. At  low pressures, recombina- 
tion by two-body  collisions  is  relatively  unlikely for most  ions  due to the 
large  relative  velocity of both the reactants. If a third  body  is present 
however, the reaction  goes forward much  more  rapidly. The reaction rate 
constant for three-body  recombination increases with  increasing pressure 
to reach a maximum of a = cm6sec” at atmospheric pressure and 
decreases with increases in pressure above atmospheric. 

Mutual Neutralization. For two-body  ion-ion  recombination,  mutual 
neutralization reactions tend to form  excited species. Typical  recombina- 
tion rates are listed in Table 14. These reactions act as sinks for both 
positive  and  negative  ions  simultaneously. 

Radiative Recombination. Electron-ion  recombination coefficients 
are generally  smaller  than those of ion-ion  recombination reactions due 
to the relatively  higher  velocity of electrons. For example, radiative re- 

Table 13 Electrons  as  Intermediaries 

e + A+A* + e  electron  impact  excitation 

e +*AB+ e + A + B electron  impact  dissociation 
e + ABC+e + AB + C electron  impact  dissociation 

--f A** + e  electron  impact  (metastable)  excitation 
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Figure 16 Electron  impact  dissociation of hydrogen.  (From  Chang et al., 1984.) 

combination,  which results when  an electron falls  into  an  atomic  level of 
a positive  ion  and  releases a photon as a result, has a reaction rate constant 
of a = lo"* - cm3sec".  This process is  important to explain the 
luminous  emissions of certain electrical discharges. 

Dissociative  Recombination. Dissociative  recombination, on the 
other hand,  which results from a recombination of electrons with molecu- 
lar ions, has a much larger  reaction rate constant of p = 10" cm3sec". 
Typical  recombination rates and temperature dependencies are shown in 
Table 15 and  Fig. 17 respectively. 

Table 14 Mutual Neutralization Reaction Rates . 
Reactions a X 107[cm3/s] 

N +  + O-+ 
o+ + 0" 
NO+ + NO2 "* 
NO+ + NOT "* 

2.9 -c 1 
2.8 f 1 
@ - c 7  
57 f 6 



Table 15 Dissociative Recombination Rates 

Reactions 
~ 

p[cm3/s] 

CO + 

F2 
COT 

6.8 -1- 1.2 x 
2.3 -1- 0.3 x 
8 x 
3.4 ? 1.2 x 10-6 
3.9 x 10-6 
5.3 -1- 5 x 10-6 
9.2 x 

2.3 -1- 0.3 x 
3.6 f 1.0 x 
2.0 -1- 0.3 X 10-7 
2.0 x 10-6 
2.3 x 
1.7 ? 0.4 x 
4 X 10-7 
1.5 -1- 0.3 x 
2.52 x lo-" C 197 

2.68 x C0Os0 
3 f 1 x 10-6 
2.7 x 

T -  0.4 

NI 
K: Kasner 
M B :  Mehr and Biondi 
H :  Hagen 
S :  Sayers 
CH:  Cunningham  and 

Hobson (1972) 
DZ: Dunn et al. (1970) 
MF: Maier and  Fessenden 
KB:  Kasven  and Biondi 

(1965) 

Chang et al., 1984 .) 

189 



190 BEUTHE AND CHANG 

Detachment. The detachment of electrons from  negatively  charged atoms 
and  ions  can  proceed  via  collisions  with  neutral atoms, positively  charged 
atoms or ions, negatively  charged atoms, or electrons, or via interaction 
with photons as shown in Table 17. The most  likely detachment process 
in a discharge  is associative detachment, which  leads to the formation of 
complex  molecules, as shown in Table 16. 
Neutralization by Collision with Wall. In  this process, a positive  ion  re- 
combines  via  an  interaction  with the walls of the container. This class of 
reactions  is  intimately connected with the process of ambipolar  diffusion 
outlined  in Sec. II1.D. 

Table 16 Typical Associative Detachment Coefficients 

Reactions k[cm'/sl 

H- + H + H 2  + e 
0- + 0+02 + e 
0- + N + N O   + e  
0- + Hz+ HzO + e 
0- + N O + N 0 2  + e 
0- + CO+COz + e 
Cl- + H + HCl + e 
0; + O+Oz + e 
0; + N-NO;! + e 
OH- + O+HOz + e 
H- + OZ+HO2 + e 
OH- + H +   H 2 0  + e 
CN- + H + H C N  + e  
0- + N 2 + N 2 0  + e 
OH- + N + H N O  + e 
0- + S 0 2 + S 0 2  + e 
S- + H z + H ~ S  + e 
S- + 02+S02 + e 
0- + C2H4 C2H40 + e 
0- + 02( lA , )  + Os + e 
S- + CO+COS + e 
C- + CO+C20 + e 
C- + CO2+2CO + e 
C- + N2O+CO + NZ + e  

1.3 X 10-9 
1.4 x 1 O - I o  
2.0 x 10-10 
6.0 x 10-Io 
1.6 x 1O-Io 
4.4 x 10-10 
9.0 x 1O-Io 
3.0 x 10-lo 
5.0 x 10-Io 
2.0 x 10"O 
1.2 X 10-9 
1.0 X 10-9 

< I X 10-14 

8.0 x 10-lo 

< 1 x 10-11 
7 x 1O"O 

3 x IO-" 
7.7 x 10-10 
- 3 x 10"O 
3.1 x 10-lo 
4.1 x 
4.7 x IO-" 
9.0 x 10-lo 

< 1 X 10-15 



GAS  DISCHARGE  PHENOMENA 191 

Table 17 Sinks of Ions 

(a) Volume recombination 
A+ + e + A + h v  radiative 

+ (A**) + A* + hv dielectronic 
A + + e + M + A + M  three-body,  atomic 
A + + e + e + A + e  three-body, electronic 
AB+ + e + A *   + B  dissociative 
A B + + e + M + A + B + M  dissociative,  three-body 
A B + + e + e + A + B + e  dissociative,  three-body 
A+ + B- + A + B* mutual  neutralization 
A+ + B- + AB + hv mutual  neutralization,  radiative 
A+ + B- + M + A B  + M mutual  neutralization,  three-body 
AB+ + C - +  A + B + c dissociative  neutralization 
A+ + B C - + A  + B + C dissociative  neutralization 
A+ + B - + C  + D neutralization,  switching 
A + + B - + M + C + D + M  neutralization,  switching,  three-body 
(b)  Detachment 
A - + B + A + B + e  collisional 

+ A B + e  associative 
A- + h v + A  + e photodetachment 
A B - + h v + A + B + e  dissociative photodetachment 
A B - + M + A B + e + M  molecular 
A - + e + A + e + e  electron 
A- + B * + A  + B + e via metastable 
A+ + B-+  A+ + B + e 
A- + B - +  A + B- + e 
(c) Neutralization  by collision with wall 
A+ + wall + A + wall positive atomic ion 
AB+ + e + wall+ AB + wall 
AB+ + CD- + wall + AB + CD + wall 
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10 
Generation 

1. INTRODUCTION 

High voltage is widely  used  in  equipment 
apparatus. The types of  high voltage in use 
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and in the testing of power 
can be  classified as (a) ac (b) 

dc and  (c)  pulse  voltages.  Some  examples of equipment in  which  high 
voltage dc is  employed are 

Gas lasers (several kV) 
Electron microscopes  and  x-ray  units (-100 kV) 
Electrostatic precipitators, accelerators (MV) 
ac high  voltages are used  in the testing of power apparatus insulation, in 
the generation of  high dc voltages, in air pollution  control in discharges, 
and elsewhere. 

High  pulse  voltages are used  in  pulse lasers, insulation  testing,  flue  gas 
cleaning,  and the like. All three classes of voltages are used  in research 
and  testing laboratories, where  they  find  numerous  applications. 

I I .  GENERATION OF HIGH ALTERNATING  VOLTAGES 
Usually, the following  means are used in the generation of  high alternating 
voltages: 

Single transformers 

195 
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Cascaded transformers 
Series resonance circuit 
Tesla coil 

A. Single  Transformers 
Power frequency single transformers are the most  common  and  simple 
means of generating high ac voltages. A single  transformer  unit is generally 
used to generate voltages  up to several hundred  kilovolts.  Figure 1 shows 
two  basic circuits for test transformers (Kind, 1978). Considerable  econ- 
omy is achieved if the center point rather than one terminal of the high 
voltage  winding is grounded. Each terminal of the high  voltage  winding 
needs to be  insulated for half the output voltage. These transformers are 
made  like  any other power transformers with  regard to the design of the 

Source  Regulator lv 

Source  Regulator lv 

I I 
N 

(b) 

Figure l Single stage high voltage transformer. Iv: low voltage winding;  hv: 
high voltage winding. (a) Single isolated terminal  at the output. (b) Both terminals 
isolated at the output. 
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core and  windings in relation to power  ratings. However, because of the 
nature of the application  (breakdown tests), heavier  insulation  is  used  on 
high  voltage  windings to protect against transient overvoltages. Also,  low 
magnetizing current is  employed for minimum distortion of the output 
voltage  waveform. The high  voltage  winding  should  be  partial  discharge 
free for  partial  discharge tests. 

B. Cascaded Transformers 
Single  unit transformers have  been  used for voltages  up to 750 kV (Kuffel 
and  Abdullah, 1970). However, because of cost, transport, and erection 
problems, several units are usually  cascaded so that high  voltage  windings 
of all  units are connected in series. The low  voltage  winding of the second 
stage  is  fed  from the secondary side of the first stage, and the low  voltage 
winding of the third stage is  fed  from the secondary  winding of the second 
stage, as shown in the schematic  circuit  diagram in Fig. 2. So the second 

2nd stage 

S 
Source Regulator 1st scage 

Figure 2 Three  transformers  connected in cascade. 
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transformer  should carry part of the output power  plus the excitation 
power for the third transformer, and the first transformer  should carry its 
part of the output power  plus the excitation power for the second  and the 
third transformers. If the power  carried by the third  stage  is P ,  then the 
power  by the second  and the first stage will  be 2P and 3P respectively. 
Test transformers in cascade have produced  voltages >2 MV. The voltage 
difference  between the first and the second  stage is V, and that between 
the first and the third  stage  is 2V. Therefore the second  and  third  stages 
should  be  placed  on  insulating bases rated for the corresponding  voltage 
difference. Center tapping may  be used for economy, in  which case the 
first, second, and  third  stages are to be  insulated for Vl2, 3Vl2, and 5V/ 
2 ,  respectively. Usually the load or the test object  to these high voltage 
sources is capacitive. Sometimes, a variable reactor for power factor cor- 
rection is used  when the load capacitance is  high.  This  is  shown in Fig. 
3.  Such a reactor can reduce the current drawn  from the supply  by a 
factor of 10 or more, thus reducing the cost of the supply  regulator,  circuit 
breakers, etc. 

C. Series Resonance Circuit 
In a series resonance circuit, a finely  variable reactor is  connected in 
series with the high voltage transformer and a capacitive  load so as to 
resonate at 60 Hz or any  desired frequency. This  circuit is shown in Fig. 
4. On resonance, current is  limited  only by the resistance in the circuit. 
Very high  voltage  may be produced across the test object. A practical 
figure of voltage  amplification  is Vlv = 20-50 when V = voltage across 

0”- 

Source 

Figure 3 

Ik 

Variable 
reactor 

- 
Variable  reactor  for  power  factor  correction. 
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Variable reactor 

U 
Source Regulator HV transformer 

Figure 4 Series  resonance  circuit  (a)  and  its  equivalent  representation (b). 

load, v = transformer secondary  voltage.  With  this  circuit a pure  sine 
wave can be obtained, whereas using a transformer, a distorted voltage 
waveshape may be produced  because of the nonlinear  magnetization 
curve. In case of a failure of the test object, a short circuit is automatically 
controlled. There is no  power arc formation, so that multiple  breakdowns 
can be  harmless. All these are important in cable  testing.  However, this 
arrangement  works  only for capacitive loads. Pollution  testing  and  wet 
tests cannot be done, as a pure  capacitive  load  is absent. In a series circuit, 
for R 4 oL, R being the effective  circuit resistance, 

Vz and V 1  are as shown in Fig. 4. 

D. Tesla Transformer 
The circuit  comprises a series LC primary  circuit  and a secondary  circuit 
in loose magnetic  coupling due to the use of an  air core. A discharge in 
the primary  circuit  initiated  by a spark gap (or, more recently, by a triac, 
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for better control of the firing instant) will excite high frequency  oscilla- 
tions in the typical  range of 104 to IO5 Hz. The frequency of oscillations 
in the secondary will  be the same as that in the primary  when LICl = 
L2C2 (Fig. 5). 

where VI = maximum  voltage to which C, is charged, V, = maximum 
voltage on C2, and n = efficiency of energy transfer from the primary 
capacitance to  the secondary  circuit  (Kuffel  and  Abdullah, 1970). Voltages 
of more than 1 MV have been generated  with Tesla transformers. Tests 
at high frequency voltages are mainly carried out on equipment  used in 
communication  engineering. 

111. GENERATION OF HIGH DIRECT VOLTAGES 
The following  means are usually  used to produce high direct  voltages: 

Half- and full-wave  rectifier 
Voltage  doubler  circuit 
Voltage  multiplier  circuit 
Deltatron circuit 
Van de Graaff generator 

A. Half-Wave  Rectifier 

This is the simplest  circuit for the generation of high direct voltages. The 
rectifier conducts current only in one  direction  and so it conducts for one 
half cycle of 60 Hz  to charge the capacitor C (Fig. 6). During the next 
half cycle C discharges through the load R .  

IC1  11 " c2 Teat object 
L1 L2 

a 

Figure 5 Tesla transformer, 
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I 
> 

l 2y 

I 

time 

Figure 6 Single-phase  half-wave  rectifier. 

The variation of the dc voltage  around  an  average  value of V ,  is called 
a ripple. For very  small  ripples, the ripple factor is  given  by 

6V 1 
V ,   2 fRC 
- =- 

where V ,  + 6v = V ,  and f = ripple frequency. During the negative  half 
cycle, the voltage across the rectifier may  be 2V,. Therefore the rectifier 
should  be  designed to withstand  this  voltage.  Because of the unidirectional 
current, there is a possibility of the saturation of the transformer core. 

B. Full-Wave Rectifiers 
Full-wave  rectification can be  obtained  with  two or four rectifiers as 
shown in Fig.  7(a)  and (b). Charging of the capacitor can  involve a time 
constant because of the internal resistance of the rectifiers  and protective 
resistance in series. The ripple factor is  half that for the half-wave  rectifier. 
Thus 6v/Vm = 1/4fRC. As the current flows  in  both directions, there is 
no core saturation problem  in the transformer. 
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il 

time 

Figure 7 Full-wave  rectifiers. (a) Full-wave  bridge-connected  rectifiers. (b) Bi- 
phase connection of rectifiers. 

C. Voltage DoubCer Circuit 
Figure 8 shows a voltage doubler circuit. When point B is positive with 
respect to A, the  capacitor Cl is charged,  with  point C being positive with 
respect to A to a voltage V,, where V ,  is the  peak voltage of the  secondary 
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time 

Figure 8 Voltage  doubler  circuit  used  for  impulse generator charging  (Cockroft- 
Walton  circuit). 

of the transformer. During the next half cycle, A is positive  and rises to 
a peak  value V,; the voltage  at  point C rises with  it to 2V,. Thus the 
maximum  charging  voltage to C z  is 2V,. Because of a load  connected 
across the output, the output voltage  is  going to be  smaller  than 2Vp by 
A V R ,  called the “regulation.” If V ,  is the mean  value of the output volt- 
age, the ripple factor is  given  by 

6V 1 -= -  
Vm 2 f R G  

and the average output voltage  is 

The peak inverse voltage on CZ is 2Vp,  and there is  no  transformer core 
saturation. This type of circuit is used to charge  impulse generators. This is 
also  known as a Cockroft-Walton circuit. Another  voltage  doubler  circuit 
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where the voltage 2V, is  distributed  equally across two capacitors is 
shown  in  Fig. 9. 

D. Voltage  Multiplier  Circuits 
Figure 10 shows a voltage  multiplier  circuit  using the Cockroft-Walton 
principle. The basic  stage  comprises a voltage  doubler  circuit  with a supply 
transformer as shown in  Fig. 8. For higher output voltages of 4, 6, 8Vp, 
etc.,  the circuit is repeated with a cascade connection. If the crest value 
of the supply  voltage is V,, then under no  load  conditions C; is  charged 
to V,, C3 is charged to 2Vp, and at the output it  is 2NVp if there are N 
stages. The ripple  voltage is given  by 

N ( N  + 1) 
SV = Zm 

4f c 

s V = 3 ; 2  1 

Z , l $  k for Cl # C2 # C3 f 

If C = C ' ,  then 

where Z, = average load current. 

l l  (+ C 

Figure 9 Voltage  doubler  circuit where 2V is distributed  across two  capacitors. 
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N 0 

R 

Figure 10 Cascaded  rectifier  voltage multiplier circuit. 

A few variations of this  circuit are possible. There can  be cascade 
rectifiers  connected in parallel at every stage or in parallel  only at the top 
of the column to provide for better voltage  regulation. The supply fre- 
quency may be as high as 500 Hz. This  enables a smaller  value of stage 
capacitance to be  used  without  affecting the efficiency of charge transfer 
from  one stage capacitor to the next. The typical  ratings are a few  MVs 
and -30 mA. The permitted  ripple factor is -5%. 

E. Deltatron Circuit 
This  circuit (Enge, 1971) has the advantage of  small ripple factor, stability, 
and  small stored energy. Voltage output is  limited to -1 MV and current 
to a few mA. The circuit consists of a cascade connection of transformers 
without  iron cores. These are supplied  from a high frequency source 
(50-100 kHz).  Fig. 11 shows the circuit  (Khalifa, 1990). C,  and C,  are 
compensating capacitors for magnetizing  and  leakage inductances, respec- 
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Termination CS 

I 
m 
I I I 
I I 

Further stages 

Stage 2 

c* 

Stage 1 

I 

~ 

Load 

HF Oscillator 

Flgure 11 Deltatron  circuit. 

tively. R,  is the terminating resistor. The circuit behaveslike a terminated 
line  along  which  voltage  remains  nearly constant, but there will  be a phase 
shift  between input and output. A Cockroft-Walton  circuit is connected 
to each stage. As the frequency is high, the capacitors C can be  made 
very  low,  with  correspondingly  low  energy  stored  and fast response to 
load  changes or supply  variations. The phase  shift  between the input  volt- 
ages of different stages provided by their  transformers  helps  reduce  ripples 
from the output. 
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F. Electrostatic Generators 

1. Van de Graaff  Generators 
The main  advantages  of these generators are (1) that output is  ripple free 
and (2) that voltages of up to 5 to 6 MV are available.  (Tandem accelerators 
up to 25 MV have  been  built.)  Figure 12 shows the principle of operation 
of these generators. Charge is spread onto an  insulating  moving  belt  by 
means of corona discharge  points  at high  voltage (10-100 kV). The  belt 
is  motor driven, the speed  being a few &S. The deposited  charge  is  con- 
veyed to the upper end  where  it is removed  from the belt by  discharging 
points,  which are connected to the inside of  an insulated  metal sphere. 
This sphere forms the high voltage electrode. The potential of the high 
voltage  terminal  is V = Q/C above ground,  where Q is the charge on the 
high  voltage electrode and C is its capacitance with respect to ground. 

Figure 12 Van de Graaff electrostatic  generator. 
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The  equilibrium  voltage is attained by input  charges to the high voltage 
electrode and  charges  removed by load  and  by corona. The high  voltage 
electrode is shaped to eliminate the possibility of corona discharge  on the 
electrode; also, grading  rings are used to get  uniform  distribution of the 
electric field  between the high  voltage electrode and  ground. 

The difficulties with- Van de Graaff generators are low current rating 
(hundreds of PA),  local  discharges due to high  voltage  close to the belt, 
and  movement  of the belt due to vibrations.  interfering  with the clearance. 

Felici’s generator is  an  improvement  upon these difficulties. The belt 
is  replaced  by  an  insulating cylinder surrounding a gas  discharge chamber. 
The  chamber is subjected to a high dc field  and  ions of  both polarities are 
drawn by a pair of electrodes connected to the load.  Typical operating 
range is a few  hundred  kilovolts at a few mA. 

2. Variable  Capacitance  Generator 
A variable capacitor constant potential electrostatic generator consists of 
a stator with  interleaved rotor vanes. The combination constitutes a vari- 
able capacitor and operates in vacuum.  The current equation  at  any instant 
is  given  by (Khalifa, 1990) 

de de 
i = c- -t e -  

dt dt 

where c is the capacitance being  charged to a voltage, e and the instanta- 
neous  power  input  is 

de dc 
p = ce- + e2;i;  

dt 

For a capacitor charged  with direct voltage, deldt = 0. Thus 

dc 
dt 

p = e2- 

When dcldt is  negative,  mechanical  energy  is converted into electrical 
energy  and  vice versa. For the position of  maximum capacitance C,, 
charge Qm = C,e. As the rotor rotates, the capacitance decreases, and 
so voltage across the capacitor increases and thus current flows  from the 
generator to load. 

IV. IMPULSE VOLTAGES 

Transient or impulse  voltages are generated in power systems by  lightning 
or switching operations. The former are short duration waves, of only a 
few  microseconds,  whilst the later are complex  waves  lasting for several 
hundred  microseconds,  often  accompanied by oscillations  (Wagner  and 
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Clayton, 1964; Gallagher,  and  Pearmain, 1982). Both  lightning  and  switch- 
ing  impulses  consist of steep wave fronts. The amplitudes of these voltages 
may exceed the normal  operating ac or dc voltages by a factor of two or 
more  (Greenwood, 1991). Because of the nature of these overvoltages 
they  can cause unequal stress distribution  along the windings  of trans- 
formers  and generators, or the length of string insulators, and  can  lead to 
breakdown of the insulation  system (Franklin and Franklin, 1983). It is 
therefore  imperative that the power  system  component or equipment be 
tested for its withstand  capability  under  impulse  voltage conditions. 

An impulse  voltage  is a unidirectional  voltage that rises  rapidly to a 
maximum  value  and  then decays slowly to zero. The waveshape  is  gener- 
ally  defined in terms of the times TI and Tz in microseconds (ks),  where 
TI is the time  taken by the voltage  wave to reach its peak  value  and Tz 
is the total  time  from the start of the wave to the instant when it has 
declined to one-half of the peak  value  (Gallagher  and  Pearmain, 1982; 
Kuffel  and  Zaengl, 1984). Impulses are normally  referred to as TI/T2 
waves. 

A. Lightning Impulses 
The  magnitudes of overvoltages on  transmission  lines  produced by light- 
ning strokes are determined by the stroke current and the surge  impedance 
of the network.  The  surge  impedance Z is  composed of the distributed 
inductance L and capacitance to ground C .  In its simplest form, Z is 
defined as Z = (L/C)I”. For an overhead transmission line, surge  imped- 
ance  is of the order of 400 a. A lightning stroke of 20 kA through 400 
surge  impedance can generate a surge voltage with a crest value of 8000 
kV (Gallagher  and  Pearmain, 1982). Lightning protection systems, surge 
arresters, and the different  kinds of losses in the network will damp  and 
distort the traveling  waves that are produced by the lightning strokes. The 
actual  voltage that reaches the line  end  equipment  is of a magnitude  much 
less  than the 8000 kV that would  have  been caused by the direct  lightning 
hit.  Normally the voltage  amplitudes are clipped  to -400 kV by the light- 
ning arresters. If the system  voltages are of order greater than 300 kV, 
switching  overvoltages of magnitudes greater than 400 kV are easily  pro- 
duced  during  switching operations. Switching transients have also become 
a major  consideration  with the advent of extra high  voltage (EHV) systems 
(Gallagher  and  Pearmain, 1982; Kuffel  and  Zaengl, 1984; Khalifa, 1990; 
Greenwood, 1991). The International Electrotechnical Commission (IEC) 
recommends that all  equipment  designed for operating above 300 kV be 
tested for both  lightning  and  switching  withstand  capabilities (IEC Publica- 
tion, 1973). 
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Although surges due to lightning have a wide  variety of shapes, in most 
high voltage laboratories worldwide  it  has  become standard to use 1.2/50 
ks impulse as a standard lightning  impulse  voltage for testing purposes. 

Following the lightning stroke, the time  required for the overvoltage 
to reach the peak  value is relatively  small (-1 PS); hence the true shape 
of the front of the lightning  impulse  voltage  is often difficult to measure. 
Referring to Fig.  13, the points A and B on the impulse are marked corre- 
sponding to 30% and 90% of the peak voltage V,. The virtual origin  is 
defined as the point O1 on the x-axis  where the line OIS drawn  through 
the points A and B cuts the x-axis at 01. The virtual front time T I  and 
the virtual  time to half  value T2 are then defined as marked on the full 
lightning  impulse  wave  in  Fig.  13. 

For those impulses chopped at the crest or on the tail, T, is  defined as 
the time to chopping,  Fig.  14(a). If the lightning is chopped in the front, 
the time to front is  defined as indicated on Fig.  14(b), by Tf,. International 
standards stipulate a 1.2150 ps waveshape for lightning  impulse  voltage 
tests with the following  permissible tolerances: 

Front time T I :  = 1.2 ps f 30% 

Time to half  value T2: = 50 IJ.S & 20% 

Overshoot Vo,: < 5%. 

V I  

Figure 13 Full-wave lightning impulse voltage showing front and tail times TI 
and T1. 
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(0 1 ( b )  

Figure 14 Chopped  lightning  impulse voltage. (a) Impulse chopped at tail. (b) 
Impulse chopped at front. 

B. Switching Overvoltages 
Origin of Switching Overvoltages. Switching  overvoltages are generated 
within the system  and are produced  during  any of the following operations 
(Greenwood, 1991; IEC Publication, 1973). 

Energization of transmission  lines  and  cables 
Deenergization or load  rejection of transmission  lines or cable 
Switching ON and OFF.of equipment  like  transformers  and reactors 
Fault  initiation  and  clearing in the system 

The  waveshapes of switching  overvoltages  vary  widely;  however,  based 
on experience, surges  with front times  between 100 and 300 ks have  been 

V 
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~ 
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Figure 15 Switching impulse voltage. 
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considered  to  be the most dangerous, as the flashover distances of practi- 
cal  interest are lowest for this range of front times  (Kuffel  and  Zaengl, 
1984; IEC Publication, 1973). The recommended standard switching  surge 
has a front  time of about 250 ps and  tail  (half  value)  time of 2500 ps. Fig. 
15 shows  internationally accepted switching transients for power  equip- 
ment  and  component  testing purposes (Khalifa, 1990; IEC Publication, 
1973). In  defining  switching transients it  is  difficult to establish the actual 
crest value  with  high accuracy because of the slow nature of these tran- 
sients. In  addition to specifying T,, an additional  time parameter Tdr  the 
time  during  which the impulse  voltage  lies above 90% of its  peak V,,  is 
often  used  in  defining the switching transients (Kuffel  and  Zaengl, 1984; 
Kind, 1978). The tolerances on  switching  surges are 

T,, = 250 ps f. 20% 

T2 = 2500 ~1.s f. 60% 

The  simulation of both  lightning  and  switching  impulse  voltages in labora- 
tories for testing purposes is determined  based  on the time parameters T I  
and T2 for the front  and  tail times, as the impulse shape is  described 
uniquely  by T I  and T2. 

V. GENERATION OF HIGH  VOLTAGE  IMPULSES 

A. Single-Stage Impulse Generators 
The two  most  important  basic circuits used for the generation of impulse 
voltages are shown in Fig.  16(a)  and (b). A high voltage  dc source is  used 
to  charge the generator capacitor Cl until the spark  gap G breaks down. 
For better reproducibility, sphere gaps are commonly  used as ignition 
spark  gaps. The capacitance C2 represents the capacitance of the test 
object  and other capacitive elements in parallel with the load. The resistors 
R ,  and RZ, together  with the load capacitor C2, form the wave shaping 

Flgure 16 Basic  single-stage  impulse  generator  circuit. 
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network.  The  equivalent circuits shown  in  Fig.  16(a)  and (b) differ from 
one another by the respective position of the discharge resistor R I  to that 
of the damping resistor R2. In  both circuits R r  controls the front time  and 
R2 that of the tail  time. Inductances of the circuit  elements  have  been 
ignored in the equivalent  circuit representation, as their presence would 
make the analysis  more  complex. 

The ignition of the spark gap results in a sudden  discharge of the capaci- 
tor Cl into the load  circuit capacitance C2 through R 1 .  The  smaller the 
time constant R I  C2 , the faster the voltage approaches the peak  value  on 
Cl.  The peak  value V, on the output side cannot be greater than the 
voltage  determined by the redistribution of the initial  charge C1 V onto 
(Cl + C,)  V, in the parallel  combination. The voltage  efficiency of the 
generator is therefore defined as 

Voltage  efficiency q = - V ,  < 
Cl 

v -c1 + c2 
For a given  charging  voltage V ,  the generator output voltage V ,  should 
be as.high as possible, hence, Cl * C2. The  exponential  decay of the 
impulse  voltage  on the tail  would  then occur with the time constants C1(RI 
+ R2)  in circuit (a) and CIR2 in circuit (b), respectively. 

The maximum transferred energy  from the capacitor CI to the output 
circuit is 

1 
2 W = -C1Vz, 

It is recommended that the value of Cl be at least  five  times that of C*, 
thereby giving a typical  value of q above 75% (Gallagher  and  Pearmain, 
1982).  Higher  amplitude  impulses are obtained by increasing the spacing 
of the spark  gap G for a given generator capacitor and the charging  dc 
source. 

B. Analysis of Single-Stage  Impulse  Generator  Circuit 
Although  in theory both circuits, Fig.  16(a)  and (b), can  be  used for genera- 
tion  of  impulse  voltages,  in the design of practical  impulse generators the 
circuit of  Fig: 16(b)  is  preferred  because of its higher  utilization factor. 
In Fig. 16(a), the resistors R 1  and RZ form the voltage  divider  arms of the 
input  voltage V ,  and  hence the generator voltage  efficiency  is  lower for 
the circuit  configuration (a) than for (b). For the same  reason the analysis 
below  refers to the circuit (b). 

The capacitor Cl is charged for time t 0 to a voltage V .  The capacitor 
discharges  directly  into the wave  shaping  circuit for f > 0. For the circuit 
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1 
R. 

Figure 17 Laplace  transform  circuit  for Fig. 16(b). 

of Fig. 16(b),  with  the  ignition of the spark  gap G, the  equivalent Laplace 
transform is as shown in Fig. 17 

V l 
V(s )  = - R1C2s2  + as + b (15) 

with 

s2 + (a2 + Ix1)s + ala2 

The roots of the  quadratic  equation s2 + as + b = 0 are 

For  the  output voltage to be positive, 1 x 1  > 1x2, and the two roots are 

1 R2C2 + R2C1 + RlC2 
2 R1R2C1C2 I x 1  = - 

(20) 

R2C2 + R2Cl + R1C2 4 7 - R1R2C1C2 
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Inverse transformation of Eq. (17)  into the time  domain  gives 

From Eq. 21, 

1 1  1 1 
2R1C1 R1C2 R2C1 

a2 =- -  +-+-  

In practice, R2 S R I ,  and CI S C2,  so Eq. 23 reduces to 

1 
RtCl 

a1 = - (27) 

The equation for the output voltage  then  becomes 

V( t )  = V exp - - - exp - - ( &:I) ( RI:) 

From Eq. (28) it  is seen that the impulse  voltage  is the difference of two 
exponential  functions  and  is  graphically represented as shown in Fig. 18. 
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Figure 18 The two components of double exponential impulse voltage. 

Time to the peak  value t, can be found  by  differentiating Eq. (28)  with 
respect  to  time  and  equating the differential to zero; hence 

dV(t)  
dr 
" - 0  at t = r P  (29) 

or exp(-alrp) = a2 exp(-a2rp) 
In - In a2 = rp(al - a2) 

For impulses of very  high  amplitudes,  it  becomes necessary to use 
voltage  multiplier circuits because of the following  limitations  with  single 
stage  impulse  generators: 
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Construction cost and the size of the single capacitor of  voltage  ratings 
above 100 kV are very  large. 

The increase of the physical size, and  hence the cost of other circuit 
elements such as charging  and  wave  shaping resistors, increases the 
cost of the impulse generator further. 

It becomes  difficult to use spark  gaps as a means of switching  devices for 
very high voltages. 

During the charging period, corona from  high  voltage  charging resistors 
and the dc source are difficult to suppress. 

C. Multi-Stage Impulse Generator 
To generate  impulse  voltages of  high peak  values of order greater than 
several  hundred  kilovolts,  it  becomes necessary to cascade several single- 
stage  units to form a multi-stage  impulse generator. The voltage  multiplier 
circuit  proposed by  Marx is the basis for a multi-stage  impulse generator 
(Mam, 1924). The principle  is  based on charging a number of capacitors in 
parallel  and  then  discharging  them in series using spark gaps as switching 
elements. A typical  configuration for a Marx generator utilizing the circuit 
connection of Fig.  16(b)  is  shown  in  Fig. 19 for a four-stage multiplier. 

The generator capacitor Cl is formed of four different  stage capacitors; 
Cl, to C:. The front and  discharge resistors R1 and R2 of the basic  impulse 
circuit  (Fig. 16) are also divided as several stage resistors nRl, and nR$ in 
order to improve the efficiency  of the generator; where n is the number 
of stages. The dc source voltage  charges the capacitors C;  to C: through 
the charging resistors R,  and the wave  shaping resistors Rl, and R$.  At 
the end of the charging period, when  all the capacitors are fully charged, 
the points A, B, C, and D are all at a potential V equal to the dc source 
voltage.  The  points E, F, G, and H remain at ground  potential as the 
voltage drop across the resistors R$ is negligible. The gap  spacing is set 
so that the breakdown  voltage of the gaps G1 to G4 is  slightly  higher  than 
the charging  voltage V .  

The discharge of the generator capacitors is  initiated  by the breakdown 
of the first stage gap, GI. With the sparkover of the gap G I ,  the remaining 
gaps  break in a quick succession, immediately  discharging the capacitors 
Cl, to C: in series. With the breakdown of the gap G1, the potential  of 
point A changes  from V to zero, causing a voltage  swing  of - V at point 
A. Because the capacitor Cl, has  been  charged  previously to a voltage V ,  
the potential  at  point C must instantaneously swing to - v  from zero. 
This  voltage  swing at point C makes the potential  difference across the 
gap GZ to be 2V. The gap breaks down,  causing the point D to change by 
- 2V. The potential  at  point E jumps from zero to - 2 v ,  placing a voltage 
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Figure 19 Four-stage impulse generator. (a) Schematic diagram; 
24 kJ SGS-type Haefeley's impulse generator.  (Courtesy of Haefeley, 
Switzerland.) 

(b) 800 kV, 
Inc., Basel, 

difference of  3V across the gap G3 and  causing  it to break down. The 
sequence continues until the output point 0 is at  a potential of - 4V with 
respect to ground. The discharge of capacitors in series provides a cumula- 
tive output voltage equal to the sum of all the individual stage voltages. 
The polarity of the output voltage V(t) is opposite to that of the charging 
dc source voltage V. 

D. Tripping  or  Triggering of Impulse Generator 
For a smooth operation of the multi-stage  impulse generator it is essential 
that all the switching  gaps GI to G4 break down simultaneously. Self trip- 
ping of the impulse generator can be achieved by setting the bottommost 
gap to  a slightly  smaller  spacing.  Once the charging dc voltage reaches a 
high  enough  voltage to break the first gap, overvoltages appear across the 
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RC 

gaps at the higher  stages  causing the generator as a whole to operate in 
sequence, and the impulse  is produced. Controlled  tripping  is  however 
established by providing  an external trigger  pulse to the bottommost  igni- 
tion spark gap G .  

Trigger  gaps are generally  based on the trigatron  spark gap, given in 
Fig. 20. The two spheres are the two electrodes of the first gap. The 
grounded  left side sphere is provided  with a small  hole  in the center, 
through  which  an  insulated  metal  rod  is  mounted  with  an  annular clearance 
of about 1 mm. The trigger sequence consists of 

1. Applying a trigger  pulse of the order of 10 kV to the rod, to cause a 
discharge  between the rod  and the grounded sphere. 
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Figure 20 Trigatron  spark  gap for impulse  generator tripping. 

2. This  initial  discharge creates copious  amounts of charge at the surface 
of the grounded sphere, which causes the main  gap  between the two 
spheres to break. The enhancement of field in, the main  gap  by the 
trigger  pulse further assists in breakdown of the main gap. 

3. Gaps in the higher  stages  break  because of the potential  swing  owing 
to the charge on the capacitors C1 to C4. Since the trigatron  is  sensitive 
to the polarity of the charging dc voltage,  it  is  recommended that the 
trigger  pulse  polarity  be  changed  along  with the dc  source  polarity 
when the impulse  polarity  is  reversed (Kind, 1978; Humphries, 1986). 

VI. PULSE APPLICATION IN ELECTROSTATIC 
INDUSTRIES 

Pulse  energization for various  applications is not a new concept; but  only 
with the recent development of reliable  pulsar  hardware  has  it  become a 
viable  option for many  industrial  applications.  The  pulse generators of 
the types that were  discussed in previous sections are mainly  built for 
use in  high  voltage  testing. The application of pulse  power  technology to 
industries other than  power  equipment  testing  includes 

Methods of  improving the particle  collection  efficiency of  high resistivity 
dust using  pulse  energized electrostatic precipitators (Hall, 1990; 
Lloyd, 1988; Masuda  and Hosokawa, 1984) 

Pulse corona discharge for ozone production  (Masuda  and  Hosokawa, 
1984; Longlais et al., 1991) 

Pulsed  power  application for food  processing  and preservation (Cross, 
1988; Jayaram et al., 1992) 

Applications for electroporation and  electrofusion in  cell  biology  (Jayaram 
et al., 1993; Neumann et al., 1989) 
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The  requirements for generation of these special pulses  vary  with their 
applications.  Compared to conventional  (1.2/50 ps lightning or 250/2500 
~s switching)  impulses,  which are mainly  used in testing, these special 
pulses  differ in their (1) rise  time (subnanoseconds to microseconds); (2) 
durations (nanoseconds to hundreds of microseconds),  and  (3)  repetition 
rate (frequency  varying  from I Hz to several kHz). Based  on the type of 
switching  used,  high  voltage  pulse  power  supplies are classified into three 
principal  circuits:  rotating spark gap (Hall, 1990; Masuda  and Hosokawa, 
1984), thyristor switched  (Milde, 1992; Jacoby and York, 1980),  and thyra- 
tron switched (Hall, 1990; Jayaram et al., 1993) pulse  power  supplies. 

A. Rotating  Spark-Gap  (RSG)  Power  Supplies 
RSG power  supplies consist of a pulse  forming capacitor bank C,, consist- 
ing  of  parallel  and series connected capacitors, and a rotating spark gap; 
see Fig.  21.  Charging  of C, is carried through the rectifier  circuit  during 
one-half  of the cycle  and discharges into the load in the next half cycle. 

The  spark  gaps  provide a low inductance path for charging  and  dis- 
charging the pulse  forming capacitor C,. Pulse  repetition rate depends on 
the speed of the rotating switch, which  in a standard design  (Masuda  and 
Hosokawa, 1984) is synchronized  with the ac power  supply.  Because of 
the low inductance of the spark gap, the RSG generator is  capable of 
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Figure 21 Rotating  spark-gap pulse power supply. 
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Figure 22 Thyristor switched pulse power supply. 

producing  pulses  of  very  narrow duration (-1 ks). The reliability of-the 
pulse  production depends on the material  and the surface irregularities of 
the spark-gap electrodes. The RSG generator has its limitation in recover- 
ing the holdoff electrical strength quickly  compared to thyratron switched 
power  supplies. 

B. Thyristor  Switched  Power  Supplies 

The  second  system that uses a pulse transformer and thyristors as switch- 
ing devices  is  shown in  Fig. 22. The pulse capacitor C, is charged to a 
relatively  low  voltage  and  then transferred onto the load  via a thyristor 
(silicon  controlled rectifier, SCR) switch  and a pulse transformer. The 
voltage  multiplication  is carried out through the pulse transformer. Be- 
cause of the pulse transformer, the circuit has a limited dildt capability 
and  hence  limitation  on  generation of narrow  pulses.  Only  pulses of the 
order of >l00 ks can be produced  using this method. 

C. Thyratron  Switched  Power  Supplies 
Thyratron  switched  power  supplies are, capable of generating  narrow 
pulses  using a gas-filled thyratron as a switch. The schematic of the pulse 
power  supply is shown in Fig. 23. The pulse  forming capacitor C,, is 
charged  through the resistor R ,  and  diode D l  from a dc source S I .  The 
low inductance  and  low resistance path for the discharge of the stored 
energy  is  provided  through the thyratron itself,  which  can recover the 
holdoff electric strength  quickly. The pulse  repetition rate could  be  varied 
by  varying the frequency of the trigger  pulse generator, which  is  on the 
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Figure 23 Thyratron switched  pulse  power supply. 

IOW voltage side (800 V). Thyratron switched  power  supplies  have many 
advantages over the other two types of pulse  power  supplies  discussed 
above because of high dildt. 
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Voltages, and Charges 

Mark  N.  Horenstein 
Boston University 

Boston, Massachusetts 

1. INTRODUCTION 
The design  of an electrostatic system, experiment, process, or device 
often requires the measurement of electric fields, potential, or charge. 
Examples of electrostatic environments in  which measurements are im- 
portant include electrostatic precipitators, static control systems for man- 
ufacturing, electrophotography, electrostatic flow systems, electrostatic 
spraying, atmospheric studies, and  EOWESD  hazard  identification.  This 
chapter outlines the basic  principles  and  techniques of electrostatic mea- 
surement. The reader is  assumed to have 'a working  knowledge of field 
theory  fundamentals as outlined in Chapter 1. The  references  cited  at the 
end of this chapter are not  an exhaustive list  but are meant to provide the 
reader with  an introductory sampling of works that address the subject 
of electrostatic measurements. 

II. BASIC  TECHNIQUES FOR ELECTROSTATIC 
MEASUREMENT 

Electrostatic measuring instruments require sensors that can respond to 
the related quantities of electric field, potential,  and  charge.  In  this  sec- 
tion, several  commonly  used electrostatic sensors are introduced  and the 
basic techniques of electrostatic measurement are explored. 

225 
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A. Force Sensors 
The most  fundamental electrostatic sensors are those that respond  directly 
to the force exerted by an electric field on a charged conductor. Electrome- 
chanical force sensors of this type were  used  by the early  experimenters 
who  discovered the laws of electrostatics. Force sensors are still  used  in 
certain types of electrostatic voltmeters  (Schwab, 1972) in  which the volt- 
age to be measured  deflects a pivoting capacitor plate  tied  to a torsion 
spring.  At one time, these mechanically  based electrostatic voltmeters 
were the principal  measuring  instruments of electrostatics and  high-volt- 
age  engineering.  Though  largely surpassed by more  modern instruments 
based on solid-state electronics, instruments based  on  electromechanical 
sensors are worthy of mention  and are still  used  occasionally in special 
applications  and in ultra-high-voltage  work (e.g., Nyberg et al., 1979). 

B. Conventional Voltmeters 
A conventional voltmeter measures the potential  difference  between its 
terminals  while  drawing  minimal current from the measured source. Com- 
mon examples of this type of instrument  include  digital  multimeters,  elec- 
trometers, and  oscilloscopes set to dc coupling.  In  an electrostatic system, 
a voltmeter can be  used  to  measure the potential of a conductor held at 
a fixed  voltage if the input resistance of the meter is much larger  than the 
resistance connecting the conductor to its source of voltage. The meter 
capacitance must  be  charged  through the latter resistance  but will  not 
affect the final meter reading,  since a limitless  supply of charge  is  available 
from the source of conductor voltage. A voltmeter  can also be  used to 
measure the potential of a floating,  charge-bearing conductor if the meter’s 
input resistance is suitably  large  and if its internal  capacitance  is  much 
smaller  than the conductor’s capacitance to ground. In the system of Fig. 
1, for example, a voltmeter  with  internal  input resistance RM and  capaci- 
tance CM is used to measure the potential of floating conductor carrying 
charge Q.  Before the application of the voltmeter, the conductor potential 
equals @CG, where CG is the conductor capacitance to ground.  Upon 
application  and  immediate  removal of the voltmeter, the conductor poten- 
tial  falls to the value 

Q v, = 
CG + CM 

as some of the conductor charge  is transferred to CM. For the parameters 
Q = 0.1 pc, CC = 100 pF (typical of a bench top experiment in air), and 
CM = 10 pF, the initial conductor potential will equal 1 kV. After  applica- 
tion  of the voltmeter, the conductor potential will drop to the value VC 
= Q/(& + CM) = 0.1 FC/~  10 pF = 909 V. Note that the conductor 
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charged  conductor 
Q - + T + + + + + + + + + + + + + + I  L 
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Figure 1 Voltmeter with internal resistance RM and capacitance CM discharges 
charged conductor with decay time constant T = &(CG + CM), where Cc is the 
net conductor  capacitance  to  ground. 

potential will  remain  at the reduced  value of 909 V, corresponding to a 
conductor charge of 0.091 p.C, when the voltmeter  is  removed.  The  charge 
transferred to CM during the measurement  operation  is  permanently  re- 
moved  from the charged conductor when the meter is taken  away. 

If the voltmeter  is  not  immediately removed, but  instead  allowed  to 
remain  in contact with the conductor, the internal  resistance of the meter 
will discharge the conductor exponentially over time  according to the 
decay  law: 

V&) = V c ( t  = 0) eXp[ - t/RM(CG i- CM)] (2) 

In  this equation, the internal  meter resistance RM, which  includes  leakage, 
is presumed to be ohmic.  Time t = 0 defines the moment  when  the  voltme- 
ter is first applied, with Vc(t = 0) given  by Eq. 1. For an RM of 1 GR 
(typical of  an electrometer of reasonable  quality)  and a total capacitance 
CG + CM of 100 pF (typical for a bench top experiment in air), the decay 
time constant becomes 0.1 S .  This  decay  time constant is too short to make 
manual  measurements  feasible.  In order to make  such a measurement,  an 
electrometer impedance  approaching lot2 R (1 TR) would  be required. 

A conventional  voltmeter cannot be  used to measure the potential of 
a charged,  insulating surface, because the current required to charge the 
meter capacitance or supply its internal resistance has no conducting  path 
over which to flow.  More  fundamentally, the potential of an  insulating 
surface is  not  fixed  but  is  influenced by geometry  and the proximity of 
other conducting surfaces and objects, including the meter  probe.  In  gen- 
eral, noncontacting  methods  must  be  used  under  controlled  geometries in 
order to obtain  meaningful  measurements of insulator  surface  potentials. 
This issue is  discussed in more  detail in Sec. 1I.E. 
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C. Electrostatic Field Mill 

In many applications, electrostatic measurement  methods that require  no 
contact with the source of field  provide  welcome  relief  from the capacitive 
and resistive loading  effects of conventional  voltmeters.  In  noncontact 
methods,  an electric field sensor is  placed near, but  not touching, a con- 
ductor or surface to be measured.  Values of surface potential or charge 
are inferred by  monitoring the electric  field  measured by the sensor. 

A quasistatic periodic or transient field  made to be  incident  on a nearby 
grounded electrode can be  measured  using a flush-mounted  segment  such 
as the one illustrated in  Fig. 2. Such a segment  will  introduce  negligible 
distortion to the field if its voltage  is  kept  close to that of the  host electrode, 
i.e., near ground  potential. The charge  induced  on the segment will be 
given  by Q = d E ( t ) ,  where E is the permittivity of the medium  and A 
the segment area, and  where E(?) is  assumed to be  spatially constant over 
the area of the segment.  Integrating the segment current i( t )  = dQ/dt over 
time  yields a value for Q,  and thus for the incident  field E(t ) .  

If the field  is  truly electrostatic (no variation in time), the current to 
an  isolated  sampling  segment of the type shown in Fig. 2 will  be zero. 
Under such conditions, other types of noncontacting sensors are required. 
One sensor, called the electrostatic field  mill, or sometimes the vibrating 
capacitor electrometer or field chopper, measures electric fields by per- 
turbing the capacitance of the sampling  segment  relative to the field 
source. The capacitance perturbation induces a current in the sampling 
segment that is  proportional to the electric field  strength  incident  on the 
field  mill. 

UNKNOWN FIELD E( t )  

Current  Sensing  signal 

4 

Figure 2 Measuring  the  field at a conductor  surface using an isolated  sampling 
electrode. 
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A complete  field mill system consists of a sensing electrode, a chopping 
electrode or shutter that alternately shields  and exposes the sensing  elec- 
trode to the incident field, and a current-to-voltage converter. One type 
of field mill based  on a rotating chopper (Trump et al., 1980;  McKnight 
et al., 1983)  is depicted in Fig.  3. A second  popular  configuration,  based 
on a “tuning-fork” shutter (Vosteen  and Bartnikas, 1987; Secker, 1984), 
is  depicted in Fig. 4. Other types of capacitance-perturbing “shutters” 
include  rotating  perforated disks, rotating  split cylinders, and  longitudi- 
nally  vibrating  plates. 

Under  normal operating conditions, the shutter and  field  mill  body are 
connected  directly  to ground, and the sensing electrode is connected to 
ground  via the low input  impedance of a current-sensing circuit. A low 
impedance  connection ensures that the electrode will lie near ground  po- 
tential  even  when  induced currents flow to and  from the sensor. The 
current detector may  be as simple as  a single  low-valued resistor; alterna- 
tively, a sophisticated electronic circuit may be employed. 

Field  detection  is  enabled  when the shutter is set into  mechanical mo- 
tion.  The  measured  field  must  vary  slowly in time  compared to the period 
of shutter opening  and  closing.  When the shutter is closed, as in Fig. 
3(a) or 4(a), a minimum  of  field  flux terminates on the sensing electrode. 
Conversely,  when the shutter is fully opened, as in Fig.  3(b) or 4(b), the 
field  flux  terminating on the sensing electrode reaches a maximum.  At 
any  given  intermediate shutter position, a charge  proportional to the net 
field flux will be  induced  on the sensing electrode. As the shutter opens 
and closes, a periodic current equal to the time rate of change of the 
induced  charge will thus flow  to the sensing electrode via the current 
sensing  circuit.  This capacitive, or displacement, current will  be  90” out 
of phase  with the exposed sensor area,  as indicated in Fig. 5,  and its 
magnitude will be directly  proportional to the field  incident  on the field 
mill. Neglecting  fringe  fields  around the shutter, the instantaneous charge 
induced  on the sensing electrode will  be  given  by 

Q = EO J, E dA = QEoA(t)E (3) 

where A ( t )  is the area of the sensing electrode. (If the field  mill operates 
in a medium other than air or vacuum, an appropriate permittivity  must 
be  substituted for eo.) 

The current i ( t )  flowing to the sensing electrode will be equal to dQ/ 
dt.  If E is  essentially constant over the aperture area, this derivative can 
be expressed as 
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I 
I INCIDENT FIELD I 

sensing  electrode 
(induced charge) 

current  sensing 

(b) 
- 

Figure 3 Basic  components of a rotating  electrostatic  field  mill. (a) Shutter 
closed; charge  induced on the sensing  electrode  is minimum. (b) Shutter open; 
charge  induced on the  sensing  electrode  is  maximum. 
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sensing electrode 
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Figure 4 Electrostatic field mill based  on  tuning-fork shutter. 
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Figure 5 Waveforms associated with  field mill operation. (a) Exposed sensor 
aperture area versus time;  this  waveform  could also represent the  charge  induced 
on the  sensing electrode. (b) Current flow to the sensing electrode. (c) Output of 
the current sensing  circuit after sample-and-hold is performed at regular intervals 
(arrows). 

By sampling i ( t )  at its peak, when dAldt is  maximum, a value for the 
incident  field E ,  including polarity, can be obtained. The sampling  can  be 
synchronized to the peak of i( t )  by a signal  derived  from  the shutter driving 
mechanism. 

An alternative method  of current monitoring,  illustrated in Fig. 6, in- 
volves a sampling  technique  called synchronous detection (Haykin, 1983; 
Lathi, 1989), also known as coherent detection or lock-in  amplification. 
In a field  mill  with synchronous detection, the current signal i(t) from the 
sampling electrode is  fed to a low-pass  filter  only  over one half  of its 
periodic cycle. During the other half period, the input to the low-pass 
filter  is set to zero. The electronic gating is synchronized,  using a signal 
derived  from the shutter driving  mechanism, to the shutter driving fre- 
quency fs. The phase of the gate  signal  is  adjusted to have  its  time  window 
centered around the peak of the current signal, i.e., at the point of  maxi- 
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Figure 6 Synchronous detection signal processing technique. The current sig- 
nal i(t) from the sensing electrode is gated over one half the aperture window and 
sent to a low-pass filter. The output is proportional to the incident electric field 
intensity. 

mum dAldt. The cutoff  frequency f~ of the low-pass  filter  is set well  below 
the shutter frequency fs, allowing the low-pass  filter- to extract the time 
average of the gated  signal. The latter will  be  proportional to the incident 
field E.  The synchronous detection technique  allows  any  noise  compo- 
nents that lie above f~ to be attenuated by the low-pass filter, thereby 
greatly  improving the signal-to-noise ratio of the field  mill system. A sec- 
ond  advantage of synchronous detection is realized  when  ions or other 
space charges  impact  on the field mill. This  application of the field  mill 
is  discussed in Sec. 111. 
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A field  mill  is  best  calibrated  using a method that relates its output to 
a known  .applied  E-field.  Calibration  methods  based  on  design  formulas 
or field  solutions are useful for initially  estimating  field mill performance, 
but the presence of  field distortion at the shutter, imprecise  sampling 
synchronization, and  circuit  variations  make  direct  calibration of field mill 
output in the presence of a known  field  preferable. 

D. Noncontacting  Voltmeters 

Synchronous  field  mills  play  an  important  role in a class of instruments 
known as feedback-null surface potential  monitors  (Vosteen  and  Bartni- 
kas, 1987; Vosteen, 1988), also  known as noncontacting  voltmeters.  Com- 
mercial versions of these instruments are now standard equipment in most 
electrostatics laboratories. The basic  operating  principle  is  illustrated by 
the block  diagram of Fig. 7. A miniature  probe-mounted  field mill feeds 
a synchronous detection circuit  and  high-voltage  amplifier.  The output of 
the high-voltage  amplifier drives the potential of the field  mill body, thus 
forming a negative  feedback  loop.  When  the  probe  is  exposed to a surface 
of nonzero potential, the detected field  signal,  amplified  by the high-volt- 
age  amplifier, raises the probe  potential  toward that of the measured sur- 
face, thereby reducing the net  field  magnitude  seen by the probe. The 
feedback  loop reaches equilibrium  when the voltage of the probe  body 
lies  nearly at the potential of the measured surface, causing  only a residual 
field  signal to be present at the probe. The residual  signal in this “null” 

f i e l d   m i l l  probe 

detector .  
- 

replica 
feedback  loop 

of v ,  + 
high  voltage 

0 ampl i f ier  
+ 

meter 
output 

Figure 7 Feedback-null  surface  potential  monitoring  technique, also known  as 
the  noncontacting  voltmeter  technique.  The  feedback  loop  replicates  the  measured 
potential VI and applies it to  the  body of the  field-mill  probe,  forcing  the  field 
measured  by  the  latter to be zero. 
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condition can be made  arbitrarily  small by increasing the gain  of the high- 
voltage  amplifier. The potential of the measured  surface is determined by 
monitoring the voltage  applied to the probe by the feedback  loop. The 
range  limits of such a measuring  system are generally  determined by the 
saturation levels of the high-voltage  amplifier. If the probe  views a surface 
with  spatially  varying potential, the probe  body will attain some  average 
voltage at which its net  field  signal reaches a null.  This  voltage will reflect 
spatial  averaging of the actual surface potential, tempered by the  probe- 
to-surface spacing. 

E. Measurement Conditions  for  Noncontacting  Voltmeters 

Noncontacting voltmeters can  be  useful in innumerable electrostatic situa- 
tions. The readings  from these instruments, however,  must  always  be 
interpreted with a full understanding of system  conditions.  In  this section, 
voltmeter  behavior  under three commonly  found sets of conditions is ex- 
amined. 

1. Probe  Exposed to Conducting  Surface  at  Fixed  Potential 
When the probe of a noncontacting  voltmeter  is held close to a conductor 
constrained to  a fixed  potential by a voltage source, the conductor poten- 
tial  will  not  be  affected  by the proximity of the probe.  Under these condi. 
tions, the null-field  condition  will  be  reached  when the probe  potential 
approaches that of the conductor, and the reading  obtained will be'unam- 
biguous. 

2. Probe  Exposed to Floating  Conductor  with  Fixed  Charge 
If a noncontacting voltmeter is  used to measure the potential of a charge- 
bearing,  floating conductor, the conductor potential, and  hence the meter 
reading, will  be  affected  by the proximity  and  position of the probe. The 
situation  can  be  modeled by the two-body capacitance problem  of  Fig. 8 ,  
where Cl  and C2 denote the capacitances to ground of the conductor and 
probe, respectively, and CM the mutual capacitance between  them. The 
relationship  between the various quantities in this system can be ex- 
pressed by the.  matrix  equation 

For constant Ql on the conductor, and for the condition V, .= V, (null- 
field  condition in which the probe  is  raised to the potential of.the conduc- 
tor), Eq. 5 yields 



236 HORENSTEIN 

conductor at fixed potential 

Figure 8 Two-body capacitance representation of field mill probe, measured 
conductor, and ground plane. 

Since CM will be a function of probe  position, the meter  reading  becomes 
position dependent. In the limit CM Q Cl (large  conductor-to-ground ca- 
pacitance), Eq. 6 yields the unambiguous  result VI = V ,  = Ql/Cl, which 
is the potential of the floating conductor with the probe absent. If C, is 
known, the value of Ql can be determined  from  this  simplified  rela- 
tionship. 

3. Probe  Exposed to insulating  Surface  with  Accumulated  Surface 

One of the most  common uses of noncontacting  voltmeters  involves the 
measurement of charge  on  insulating surfaces. Measurements  under these 
conditions are the most obscure and  require  careful  interpretation if they 
are to be unambiguous.  In the absence of a measured conductor, the two- 
body capacitance description of Fig. 8 cannot be  used  to  analyze the 
system. In the special case where the surface charge  resides  on  an  insulat- 
ing layer that is  tightly  coupled  to  an  underlying  ground  plane,  however, 
noncontacting voltmeters can provide  meaningful  measurements.  The sce- 
nario  described  is  illustrated in  Fig. 9. Under the conditions  shown, the 
surface potential of the charge  layer  becomes well  defined  and  determined 
primarily  by its coupling to the ground  plane.  Specifically, the surface 
potential Q, of the charge layer can  be  computed by  taking the line  integral 
-JE.ds vertically  through the insulating layer, where E = -crS/e: This 
integral  leads to the result Q, = asd/E, where d is the thickness of the 
insulator  and E its permittivity. If the lateral dimensions of the insulating 
layer are large  compared to its thickness, the region  above the charge 

Charge 
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I EQUIPOTENTIAL  HALF  SPACE I INSULATOR l 
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Figure 9 Uniform  charge on an insulating  layer  tightly coupled to a  ground 
plane. If the layer is infinite in the horizontal plane, the  half space above the 
charge layer becomes a region of constant potential. 

layer  can be  modeled as a half space of zero electric field  and constant 
potential Cp. In essence, the surface charge  and its ground-plane  image 
function as a double layer that introduces a potential jump between the 
zero potential of the ground  plane  and the region above the charge layer. 

If the probe of a noncontacting  voltmeter  is  placed in the half space 
above the charge layer, the uniformity of the system will initially  be  per- 
turbed, causing a component of electric field to terminate on the probe. 
The noncontacting  voltmeter will respond by  raising its probe  potential 
until the null-field  condition  is reached. Null field will occur when the 
probe  is  raised  to the potential u,dk of the region above the charge layer. 
The  voltmeter  reading  can thus be  used to determine the density of the 
charge  layer  using the equation 

where V ,  is the probe potential (i.e., the meter  reading), us is  in  C/m*, 
and d is in meters. 

If the charged insulator does not rest over a tightly  coupled,  dominant 
ground  plane, its surface potential will  be  strongly  influenced  by the posi- 
tion  of the probe as well as by the insulator  position  relative to other 
conductors and dielectrics. Under these conditions, the meter  reading 
becomes  extremely sensitive to probe  position  and cannot be determined 
without  detailed  analysis  (often  numerical) of the fields in the system. In 
general, the field  incident  on the probe will consist of two  superimposed 
components, one  equal to the field  produced by the measured  charge  with 
the probe grounded, and the other created by the probe  itself  with the 
measured  charge absent and the probe  raised to the potential V,. The 
voltmeter will raise the probe  potential Vp until the latter field  component 
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cancels the former. The relationship  between the resulting  field-nulling 
Vp and the unknown surface charge is difficult to determine  and requires 
a detailed  field  solution that takes into account the probe shape, probe 
position,  and insulator geometry.  Because of the difficulty in translating 
voltmeter  readings  into actual charge  values,  noncontacting  voltmeter 
measurements of isolated  charge  distributions that are not  tightly  coupled 
to  ground  planes are best  used for relative  measurement  purposes  only. 
A noncontacting voltmeter used  in  this  way  becomes  particularly  useful 
when  measuring the relative  decay of charge over time. 

F. Capacitively Coupled Sensors 
The widespread  availability of metal-oxide-semiconductor  field  effect 
transistors (MOSFETs) has  made  possible a class of field  measuring  in- 
struments based  on capacitive coupling.  MOSFET sensors are found in 
a number  of  commonly  available  hand-held  instruments as well as in  nu- 
merous  custom  installations. A MOSFET  field sensor has the advantage 
of  no moving parts, but  it can exhibit  drift  and  introduce  unwanted dc 
offsets. 

The basic operating principle of the capacitively  coupled  MOSFET 
field sensor is  illustrated in Fig. 10. The MOSFET  gate  is  connected to 
a sampling  segment (b) of area A that is  exposed to the field to be  mea- 
sured. The MOSFET  must  be a depletion-mode  type  that  can  pass current 
at zero gate voltage  and  respond to gate voltages of either polarity.  En- 
hancement-mode  MOSFETs,  which  respond to one  polarity of gate  volt- 
age  only  and  have  large  threshold  voltages, are generally  unsuitable for 
electrostatic applications. 

A sensing electrode exposed  to  an  incident electric field  will develop 
a surface charge  density equal to - E E ,  where E is  positive  into the elec- 
trode  and E the permittivity of the medium above the sampling  segment. 
The total  charge - 4 E  induced  on the sampling  segment  will  induce an 
equal  and opposite charge EAE on the gate of the MOSFET, in turn charg- 
ing the MOSFET capacitance COS to the voltage vcS = dE/CGs. If a 
drain-to-source  voltage VDS is  applied to the MOSFET, a drain current of 
magnitude 

iD = K(vGs - V,)* for vDS > vGS - Vt (8 )  

or 
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UNKNOWN FIELD 

+ J  drain L source 

Figure 10 Operating  principle of the capacitively coupled MOSFET field sen- 
sor. (a) Host electrode; (b) isolated sampling segment. The incident unknown field 
E induces a charge - EAE on the sampling segment. An equal and opposite charge 
EAE is induced on the MOSFET gate, thereby charging the MOSFET gate capaci- 
tance CGS to the voltage EAEICGs. 

will flow in response, where V, is the MOSFET  threshold  voltage.  Equa- 
tion 8 defines the MOSFET's "constant-current" region (iD independent 
of vDS), and Eq. 9 the MOSFET's triode region (Horenstein, 1990). The 
threshold  voltage V, and the conductance parameter K are fixed  param- 
eters of the MOSFET; V, will  be  negative  and  typically in the range - 0.5 
V to -5 V for an  n-channel  depletion-mode  MOSFET. The parameter 
K ,  typically in the range 0.5 to 4 mA/V2, will be  positive. I '  

The nonlinear  relationship  between i~ and the field-induced VGS can  be 
compensated for via  active-load  compensation  using the circuit  configura- 
tion of Fig. 11. In this circuit, the current of the sensing  MOSFET is drawn 
through a second  enhancement-mode device that has its gate connected to 
its drain. The square-law  behavior of the devices cancel, leading to an 
output of 

where K R  = K1/K2, V,l is  negative,  and Vt2 is  positive. This equation  has 
a constant slope  with respect to VGSl and is valid as long as Ql operates 
in its constant-current region. 

Another  MOSFET  field  sensing technique, shown in Fig. 12 (Garverick 
and Senturia, 1982; Horenstein, 1985), uses a feedback  loop to replicate 
the field-induced  gate  voltage  and  drain current of the sensing  MOSFET 
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Figure 11 Active  load  field-measuring  circuit that compensates for the square- 
law behavior of the MOSFET. Both MOSFETs must operate in their constant- 
current  regions. 

in a second  matched  depletion-mode  MOSFET. The gate voltage  applied 
by the feedback  loop to Q2 becomes the output of the circuit. The circuit 
can operate with Q,  in either the constant-current or the triode region. 

The  square-law  behavior of MOSFETs  can  also  be  compensated for 
using  digital  processing  methods. In one scheme, the MOSFET current 
is  sampled,  digitized,  and converted to its corresponding VGS using a soft- 
ware  algorithm. 

MOSFET sensors are not  very  well  suited for applications in which 
stable  dc  measurements are required over long  periods  of  time.  After 
initial  charging  by  field  induction,  the capacitance CGS will be  discharged 
over  time  by  any currents that flow over gate-to-ground  leakage paths. 
The latter are inevitably  introduced by the device packaging  and  mounting 
arrangements. Gate-to-substrate leakage paths on the MOSFET surface 
may also contribute to the discharge current. The user has  little control 
over  internal  leakage paths, but current flow over external gate-to-ground 
leakage  paths  can be  minimized  if the insulators supporting the gate lead 
and  sensing electrode are kept meticulously  clean  and  moisture free. With 
care, stable  measurements over time intervals as long as several minutes 
are possible  using  MOSFET sensors. Additionally, the installation of a 
guard  ring  around the MOSFET gate lead  can  dramatically reduce the flow 
of current over external leakage paths (Negro et al., 1967). As  depicted in 
Fig. 13, the guard  ring  is  driven by an active circuit to the same potential 
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“GS 1 

Figure 12 Feedback  circuit  replicates  the  field-induced  gate  voltage U G S I  in the 
matched MOSFET Qz. The MOSFETs  can  operate in their constant-current or 
triode  regions. 

as the floating  MOSFET gate. Any leakage  paths that surround the gate 
will  be  fed  primarily  from the source of guard  ring  voltage, rather than 
by the gate  itself. 

MOSFET sensors are not  very  well  suited for applications in  which 
significant space charge  is present. The flow of space charge to the gate 
electrode quickly  charges the gate capacitance CGs, saturating the MOS- 
FET circuit  and  obscuring its ability to measure  field-induced  voltages. 
Field  monitors  based  on  MOSFETs are also affected  by  the  offsets  and 
drifts common to all dc coupled  signal  processing circuits. These latter 
undesirable features can be reduced by proper  instrument  design  and  com- 
ponent selection, but  MOSFET  field-sensing  circuits are the still  best  left 
to applications  involving short duration space charge-free  measurements 
(less  than one minute or so) in  which zero field  conditions  can  be estab- 
lished  prior to measurement. 

Instruments involving  MOSFET sensors, including a variety of hand- 
held “electrostatic locating meters” available  commercially, are generally 
calibrated in  fixed-field  geometries.  Typically, a large  energized  conduct- 
ing plate  is  held a known distance from the MOSFET’s  sensing electrode 
and the instrument output adjusted to coincide  with the applied  plate  po- 
tential. Because this calibration procedure is  most  often used, many  hand- 
held  MOSFET-based  meters are calibrated in  voltage  units at some  fixed 
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Figure 13 Use of  a guard  ring to reduce  leakage  current  from  an  isolated  gate- 
sensing electrode. The  guard  ring is maintained  at  the  same  potential as the MOS- 
FET gate. 

distance to the measured surface, even though the meter  fundamentally 
measures electrostatic field strength. When  measuring  small  conducting 
objects, floating conductors, or insulating surfaces, potential  readings ob- 
tained  with these instruments must  be interpreted with care. If absolute 
quantities are desired, the details of the field  geometry  and distortion 
created by the proximity of the instrument  itself  must  be  considered  (Blitsh- 
teyn, 1984). More  realistically,  hand-held instruments are best  suited for 
rough  relative  measurements  made under known,  fixed  geometries. 

111. ELECTROSTATIC  MEASUREMENTS  WITH  SPACE 
CHARGE  PRESENT 

The  various electrostatic measuring  techniques  described  thus far are all 
affected by the presence of space charge. In an electrostatic system, vol- 
ume space charge  usually takes the form of ions  produced by corona 



ELECTROSTATIC MEASUREMENT 243 

or other discharge processes. Charged particulates may also contribute 
significantly to the space charge density. 

The presence of space charge will affect  measured  fields  and potentials 
and  may also contribute current flow to sensing electrodes of  field  mills 
and MOSFET sensors. One  method for measuring electric fields  with 
small quantities of space charge present, called the field filter (Waters and 
Selim, 1980), involves the use of an  auxiliary  repelling  field to shield the 
sensing electrode from  incident  ions.  Readings  must  be  adjusted to include 
the contribution of the applied  repelling  field to the sensor output. 

Another  method for measuring  fields with space charge present in- 
volves the use of the synchronously detected field mill of Sec. 1I.C. If a 
charge-carrying  field  is  incident on the field  mill, current will  flow to the 
sensing electrode, producing a conduction  component to the sensor cur- 
rent i(t) that will  be superimposed  on the field-induced  displacement  cur- 
rent  signal. The modification to the field  magnitude  produced  by the space 
charge will be  reflected in the displacement current component of i(t). 
The conduction  component  produced by the space charge will peak  when 
the shutter is  fully  open  and will thus lie 90" out of  phase  with the field- 
induced  displacement current component. As  illustrated in Fig. 14, syn- 
chronous detection can be used to extract the desired  displacement cur- 
rent signal  from the total current signal i(t). The total  signal  is first fed to 
a high-pass filter to  remove the dc portion of the unwanted space charge 

Figure 14 Use of synchronous  detection to extract  the  desired  field-induced 
displacement  current  component of i ( t ) .  
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conduction current. The ac version of i( t )  is  then  electronically  gated over 
a time  window centered on the mid-position of the shutter and  fed to a 
low-pass filter. The conduction  component of i( t) ,  which peaks when the 
shutter area is a maximum, will be 90" out of phase  with  this electronic 
window  and  will contribute no  time-average  value  to the output of the 
low-pass filter. The desired  even-harmonic  displacement current signal, 
on the other hand, will contribute a net  time  average  proportional to the 
incident electric field. 

A third  measuring technique, called the floating  plate  method,  can  pro- 
vide  indirect  information  about  ambient space charge density. As depicted 
in Fig. 15, an isolated, electrically  floating conductor is  precharged to 
some  known  voltage  and  then  left  exposed  to the ambient space charge. 
In  most electrostatic systems, the latter typically consists of positive and/ 
or negative  ions of air, but  it  could consist of charged particulates or even 
ions  within  an  insulating  liquid. The potential of the plate  is  monitored 
by a noncontacting electrostatic voltmeter of the type described in Sec. 
1I.D. A relative measure of the space  charge  density  can  be  obtained by 
observing how  quickly the plate-to-ground capacitance is discharged  by 
the resulting space charge  conduction current. For a fixed  geometry  rela- 
tive  to  surrounding  grounded surfaces, the current flowing  from  plate to 
ground, which will have contributions from  both  positive  and  negative 
carriers, becomes 

where E(x,  y) is the electric field  incident  at the surface of the plate (de- 
fined as positive out). This  equation  assumes that the ion  flow  can  be 
described by a mobility  limit in  which  ion  velocity  is  given  by v = FE 
(Crowley, 1989). This  limit  is  generally  valid for ions in air at atmospheric 
pressure. 

Charged, f loating @ 900 0 0  
0 0 Ion  space  charge 

.+++++++++++ 

Noncontacting 
Voltmeter 

1, 
Figure 15 Floating plate method of measuring relative space charge densities. 
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For small space charge densities, E will  be  approximately  proportional 
to the plate  potential V, independent of p+ and p- (Melcher, 1981). Under 
these conditions, the plate current to ground  becomes 

ig = aV(p+p+ + p-p- )  = G V  (12) 

where a is a geometry-related constant having the units of aredength that 
results  from  integrating E(x, y) over the plate surface. The quantity G = 
a(p+ p+ + p- p- ) describes the net conductance connecting the plate to 
ground. The plate capacitance to ground Cp will be  discharged exponen- 
tially  at the rate T = Cp/G. If p+ = p- = p, measurements of T can 
provide estimates of p if p+ and p- are known. Alternatively, relative 
ratios of space charge densities under the same geometrical  conditions 
can  be  determined by comparing  measured  decay  time constants, e.g., 

” 71 - CpaPz(P+ F-) = -  P2 
72 CpaPl(p+ -l P-) PI (13) 

This latter technique  is  commonly  used to evaluate the “effectiveness” 
of  ionizing air generators found  in  static-controlled workstations and ESD- 
protected  environments. 
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1. INTRODUCTION  TO  ELECTROSTATIC  SINGLE  PHASE 
FLOW MEASUREMENT 

The  measurement of  wind velocity  is one of the classical tasks in meteorol- 
ogy,  but in recent days too, even in industrial, office,  and  public  environ- 
ments, the measurement of air flow  is  important in order to create a com- 
fortable indoor  climate. 

In  such circumstances, a conventional  rotating anemometer cannot be 
used  because of its noise  and  improper  functioning at low speeds. A new 
type of equipment  without  moving parts is  required. A further requirement 
is to detect three components of the air stream to be  able to detect the 
wind direction.  Possible candidates for such measurements are a laser 
Doppler  method  and  an  ultrasonic  method. However, both are quite ex- 
pensive  and  massive systems. An ion flow anemometer is another candi- 
date, although  it  is  not as well  known. 

The  principle of the ion  flow anemometer has  been  known for a long 
time,  especially in the field  of stratospheric measurement. There have 
been  many  different  kinds of ion  flow anemometers developed. The princi- 
ple of ion  flow  anemometry  has  been  applied to quite wide  fields in  differ- 
ent circumstances, from a low  velocity  indoor (Lovelock and  Wasiliew- 
ska, 1949; Franzen et al., 1961; Nygaard, 1965; Kurz and  Olin, 1971; 
Janka, 1984; Asano  and  Kinukawa, 1986; Higashiyama  and Enomoto, 
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1987;  Asano et al., 1988,  Higashiyama  and  Asano,  1990) or in a pipe  flow 
(Jones et al., 1968) to a supersonic velocity in a pipe  (Cooley  and Stever, 
1952;  Desai  and Johnston, 1971), or from  normal air pressure to low pres- 
sure at a high altitude (Lilienfeld et al., 1967;  Good et al., 1978; Barat 
1982a,  1982b; Yamanaka et al., 1985). Moreover, an  ion  flowmeter  has 
been  applied to air  flow  measurements in an  automobile  injection  system 
(Cops  and  Moore, 1977; Cockshott et al., 1983;  Barrio1 et al., 1984) and 
has  been  used as a speed  meter of an aircraft (Durbin  and  McGeer,  1982). 

There are three different  ways  to detect wind velocity.  One  is to detect 
the change of the ion  drift  velocity. A second  is to detect the deflected 
ions  flowing  into a collector. A third  is to detect an  ion transit time over 
a known distance. There are, of course, modifications of these types; for 
example,  Durbin  and  McGeer  (1982)  developed the air speed vector sensor 
by  combining the first and  second  method. 

II. PARALLEL GRID TYPE 
Figure 1 shows the simplest  model that explains the fundamental  behavior 
of  flow measurement by  ion based techniques. Although  in  this  figure, a 
duct, which  confines the air stream, is indicated, it is not necessary, as 
long as the model  can  be  considered to be  one-dimensional.  In this model, 

E- I. 

E- 
+ J  

I' 
b I 

U 

E- l 
L 1 2 

Figure 1 Principle of parallel grid type wind velocity sensor. 
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charges are emitted by some  means  at electrode 1. The  uniform electric 
field is developed  between  two electrodes by  applying  an external dc 
voltage.  Due to this electric field, the emitted  charges are forced to move 
toward electrode 2. The motion  of  emitted  charges  is  retarded  by friction, 
and  momentum  is  imparted to the fluid. If this ion  drag  effect  is  used  to 
pump or to accelerate fluid,  this  system  is  called  an  ion  drag  pump  (Wood- 
son  and  Melcher, 1968). 

In this type of anemometer, the amount of emitted  ion  is  negligibly 
small; thus the ion  drag  effect  can  be  regarded as unimportant. 

The current density  within the duct is written as (Melcher, 1981a; Asano 
and  Kinukawa, 1986) 

f = p(& + 0) (1) 

where p = charge density, p = mobility  of the ion, l? = electric field, 
and 0 = velocity of  moving  fluid (air velocity). 

From  this electrode configuration,  two  different types of  wind measur- 
ing  systems are possible. If a cloud of charge  density p0 is instantaneously 
emitted  at the emitting electrode, and  assuming no moving fluid, U = 0, 
the flowing current becomes a constant under the condition of 

0 5 t 5 To, 

where To = arrival time  at electrode 2. The current is expressed as 

where V = applied  voltage  and A = cross section of a duct. When the 
cloud reaches electrode 2, the current disappears. This  time  interval TO, 
without  moving air, is 

When there is a wind  with velocity U ,  the arriving  time will  be  changed. 
Thus the new  arriving  time T' is 

L 
FE + U 

T' = 

By taking the difference of both  time intervals, we can  measure the wind 
velocity U :  
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Another method is to use the current density  itself. If the ions are 
continuously  emitted at the emitting electrode, there will  be a continuous 
current: 

The current will be increased by an external wind U: 

I ,  = Ap (p g + U )  with  wind (7) 

By taking the difference of the currents, the wind velocity U can  be  mea- 
sured. 

AI  = I ,  - Zo = ApU (8) 

Although these methods are theoretically  possible for the measurement 
of  wind velocity,  practically there are difficulties. For example, to mea- 
sure AT of Eq. 5 ,  the shape of the current pulse  must  be  rectangular,  but 
the actual shape is a distorted trapezoid. Thus the accurate measurement 
of A T  is  not as simple as imagined. Other methods to be  discussed  below 
are much  more practical. 

111. DIFFERENTIAL TYPE 

In the previous section, the one-dimensional  motion of ions is assumed. 
If  we take into account their two-dimensional  motion,  more  complicated, 
or sophisticated, systems can be constructed. 

A. Flat Collectors 

The  basic  configuration of this anemometer  is  shown in Fig. 2 (Nygaard, 
1965). The discharge current and wind direction are approximately  per- 
pendicular.  Without  wind, the discharge current will  be  divided to both 
collecting electrodes. It is  obvious that the current downstream will  in- 
crease with  increased external wind. Thus the current difference 12 - ZI 
is a direct measure of the air velocity U,. Nygaard  has  shown that if the 
position of the wire is moved  toward the windward  direction to obtain 
the condition 12 = I , ,  the displacement  position Ay is a direct measure 
of the wind velocity. 

Ay = yo - y = yuoa (9) 
Experimental results are shown in Fig. 3. 
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Figure 2 Schematic of the  gas  discharge  anemometer  (all  electric  potentials 
are  with  respect to ground). 

The two-dimensional  motion of charged  particles is important in various 
applications,  not  only for anemometry  but for many other fields in electro- 
statics. Melcher  has  shown the solution of such problems  analytically by 
using the characteristic line  method  (Melcher  1981b). The simplified  model 
of Fig. 2 is  shown in  Fig. 4. Electrodes embedded in a smooth wall have 
the potential difference V .  Ions entering  from the left are entrained in the 
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Slug Flow (Ropy) 
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Dispersed Particle flow 

Figure 3 The  relationship between the displacement A y  that gives c b t  = cb2 

and wind velocity U-. 

uniform  velocity U. With a positive V ,  the left electrode intercepts some 
of the ions  from the flow. His solution for the linear  region  is 

i = (pUcw)u In - ( 3  
where U = bVldJc. Other dimensions are shown in Fig. 4. The normalized 
current as a function of the normalized  voltage  is  shown  in  Fig. 5. 
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Stratified Flow 

Dispersed Flow 

Figure 4 The simplified model of  the gas discharge anemometer. 

The ion source is placed  between  two electrodes, and the difference of 
the currents is measured (Barat, 1981; Asano  and  Kinukawa, 1986; Asano 
et al., 1988; Higashiyama  and  Asano, 1990). In this  configuration, the 
electric field  is  not  simple,  and the actual path of the ions  is  very  compli- 
cated. Thus the relation  between the difference of the currents and the 
external wind velocity cannot be  simply  obtained. 
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Figure 5 Normalized  current to  electrode in Fig. 4 as function  of  normalized 
voltage v = bVhUc .  

Without a space charge, the Laplace solution of the apparatus shown 
in Fig. 6 can be  obtained by  using the conformal  transformation  technique. 
Computed results of this method are shown in Fig. 7, from  which the 
trajectory of an  emitted  ion can be  visualized.  Although  this electrode 
configuration  has been patented by Barat (1981), the detailed characteris- 
tics of this anemometer have  not  been  published. We have  examined the 
characteristics of this electrode configuration  carefully  (Asano  and  Kinu- 
kawa, 1986; Asano et a1 1988;  Higashiyama  and  Asano,  1990). 

COLLECTOR 

HIGH VOLTAGE POWER SUPPLY 
n 

V 
DISCHARGING ELECTRODE 
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Figure 6 Differential  type  wind velocity  sensor. 
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We have  examined electrodes of different sizes and  different  materials. 
It was  found that the most  suitable emitter wire is a tungsten  wire 100-200 
pm  in diameter. Usually, 100  pm wire  is  used. 

The requirements for collector wires are rather conflicting.  In order to 
collect as many  emitted  ions as possible, the diameter of the collector 
must  be  large.  On the other hand, if it  is  too  large, the leeward air stream 
of a collector is no longer laminar, which  affects the ion  emission of the 
emitter wire; one such  effect  is  shown in Fig. 8(a) and (b). Figure  S(a) 
indicates the effect of the collector wire,  while  Fig.  8(b) does not  show 
such effect. Good results are observed  with a 1 mm diameter  nickel  wire 
with a separation distance between the emitter and  the  collector of 12 
mm. 

The difference  between the two currents is computed  electronically. 
Since the emitting current fluctuates with  time,  it  is  necessary to compen- 
sate such a fluctuation by  some  means.  The  simplest  way to reduce this 
effect  was  performed by  dividing the current difference by the total 
current: 

The electronic measurement system is shown in  Fig. 9. 
One  of the interesting characteristics of Fig. 6 is the relation  between 

the total current and the applied  voltage.  Even  though  we  can calculate 
the Laplace field, the current field  with this configuration cannot be  com- 
puted.  Only the analytical current field for coaxial  cylinders  is  available. 
Figure 10 shows the comparison of experimental  results  with  simple  coax- 
ial cylinders. 

Although there are difficulties in understanding the characteristics of 
the experimental  configuration, the output signal  and the external wind 
show a good  linear  relation. Of course, much  also depends on the configu- 
ration of the electrodes and the applied  voltages.  The  most  important 
factors that characterize this anemometer are the leeward  turbulence of 
the collector electrode and the corona wind  from the emitter. In order to 
overcome the former, the multicollector electrode method  is adapted. The 
eight-collector electrode shows  excellent  performance; the four-collector 
electrode also shows satisfactory results. Fig. 11 shows the relation  be- 
tween the output signal  and the external wind  when the  applied  voltage 
is changed. 

C. Two-Dimensional Measurements 
Two-dimensional detection of  wind direction  and  velocity  is  based  on the 
measured  signals of two orthogonal components of the wind: the x and y 
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Figure 8 Angular dependency  of  the  sensor (a) before  modification,  (b)  after 
modification. 

components in the horizontal  plane  (Higashiyama  and Ksano, 1990). The 
principle of detecting wind direction  and  velocity  is  illustrated in  Fig. 12. 
Two  pairs of grounded collectors are placed at the same distance from  an 
emitter. The planes  formed by each pair of collectors are perpendicular 
to each other. 

When  ions are being  produced  continuously  along a wire  by corona 
discharge as before, it is reasonable to assume that the magnitude of ionic 
current flowing  into each collector is equal under windless  conditions. 
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When the wind direction 8 is  changing, the x and y components of the 
wind are measured  independently  using each pair of collectors, provided 
the relative  position of the collectors is fixed. Here, the wind direction 
must  coincide  with the direction  from the, collector  plane  from C, to C; 
as shown in Fig. 12. Since each output signal  defined by ionic current in 
the x and y directional collectors is a function of  wind velocity  and  wind 
direction 8 ,  the outputs Vx(w, 8 )  and V, (W, 8)  are independently deter- 
mined  from each pair of currents: 
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Figure 11 Influence of the  applied  voltage  on  anemometer  output: (a) four- 
collector; (b) eight-collector. 
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Figure 12 Configuration of a cage  type  ion flow anemometer. 

In order to obtain the wind velocity  and  direction  simultaneously, a 
vectorial operation on Vx(w,  0 )  and V,(w, 8 )  is necessary. For this opera- 
tion, two critical  conditions are required. The first is a linear  response of 
the output to wind velocity.  Assuming that the output is proportional to 
wind velocity for wind directions in both the x and the y directions, the 
following  relation  should  hold: 

v,(e = 0) = v, e = - = KW i ;) 
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The second  requirement  is that the response to wind direction  vary  sinus- 
oidally as 

vX(w, e) = v,(w, 0) COS e (15) 

For a wind of arbitrary direction, the wind  velocity  and  direction are 
calculated by  combining Eqs. 14-16: 

The  angle  defined  by Eq. 18 is effective  only for the range  from - n/2 to 
d 2 .  In order to obtain an angle  ranging  from 1d2 to 3d2, the  angle  calcu- 
lated by Eq. (18) needs to be  added to or subtracted from T depending 
on the polarity of V ,  and V,. 

As shown in the previous section, our eight-or  four-collector electrode 
can  be converted for this two-dimensional wind measurement.  The  probe 
actually  used  has four or eight  tungsten collector electrodes 1 mm  in diam- 
eter surrounding a discharging  wire 0.1 mm in diameter  and 30 mm  in 
length.  When  eight collectors are used, they are divided  into four groups 
and each pair of collector groups  is  arranged  orthogonally to detect the 
x and y components. 

The electronic circuitry to obtain output signals of the anemometer  is 
composed of I/V converters, adder, subtracter, and  divider as before, 
but  now  two sets of circuitry are needed. The schematic  diagram of  an 
experimental system detecting wind velocity  and  direction  simultaneously 
is  shown in  Fig. 13. The measuring  probe  has  eight collectors, two of 
which are connected together. Four different  voltage  signals converted 
from each ionic current are transmitted to a personal computer NEC  PC- 
9801 through  an A/D converter and  an  interface circuit. The wind  direction 
and  velocity are calculated by  using Eqs. 12-18. 

The output signal for changing  wind  direction is shown in Fig. 14(a) 
for a constant velocity of 5 &S. The wind direction  obtained  experimen- 
tally  agreed  with the expected value  within d 6 0  radian over the whole 
range. The wind  velocity  obtained  experimentally  also  agreed  with the 
applied  value.  Figure  14(b)  shows output signals for changing  wind  veloc- 
ity for a wind direction of w/4. Regardless of the variation of  wind velocity, 
wind direction and  velocity  agree  reasonably well  with expected values. 
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Figure 14 Comparison of output  signals of the cage type  ion flow anemometer 
with expected values. (a) Constant  wind velocity of 5 m/s. (b) Constant  wind 
direction of d 4 .  
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W. PULSED ION FLOW ANEMOMETER 
The anemometers  described in the previous  sections  used the total  amount 
of  ion current. However, the amount of ions  produced  varies in  time  due 
to discharge  phenomena; it also varies due to the variation of ambient 
conditions  such as temperature, pressure, humidity,  and so on. The fluc- 
tuation of the current-produced ions  should  always  be  compensated for 
in an  ion  flow  anemometer. 

On the contrary, ion transit time is almost  independent of such  air 
conditions  and of the amount of ions. The ion transit type  anemometer 
employs  ions  directly  flowing  through a collector or ions  passing near an 
induced electrode. Cooley  and Stever (1952) measured a maximum  point 
or a zero cross point of induced current due to a positive  burst corona in 
a low pressure supersonic flow  using  an  oscilloscope.  Another  advantage 
of this type is  quick response; the information  on  an  induced current could 
be converted directly to wind velocity in real  time. 

Figure 15 shows the basic setup of a probe of this  type of anemometer 
(Asano et  al., 1990). The probe electrode consists of  an emitter assembly 
as an  ion emitter, a ring collector, and a ring  ion detector. The detector 
is  placed  between the emitter assembly  and  the collector. Negative  ions 
are generated at the tip of the positive electrode of an emitter assembly 
during a period  when a negative  voltage  pulse  is  applied to the point  elec- 

wind velocity 

Emitter  assembly 

i -vb 

Bias voltage 

Detector a Q Collector 

Electric 
feild ! 

Figure 15 Arrangement of probe electrodes of the pulsed ion flow anemometer. 
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Figure 16 Block diagram of the pulsed ion flow anemometer. 

trode. The  ion  cloud  moves  away  under  an electric field  from the emitter 
assembly  toward the collector. During the traveling  period,  induced  cur- 
rent flows into the grounded detector. 

When air flows  from the emitter assembly to the collector as shown  in 
Fig. 15, the ion  velocity  becomes faster than  under  calm  conditions,  and 
thereby the ion transit time  diminishes. The pulse  ion  anemometer is based 
on the detection of the difference of the ion transit times. To make certain 
that the time of ion  emission is obtained, ions  should be generated  within 
a negligibly short period  relative to the ion transit time. 

The zero cross time to is expressed as Eq. (19) in terms of the distance 
L,  between the emitter assembly  and the detector and the average  velocity 
uo of the ion  cloud. 

cross time to will be modified  by an  existing external wind U. 
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The difference in the zero cross time A t  is expressed as 

L1 U A t  = to - t' - 
O - rio(u0 + U) 
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Equation 20 indicates the simple  but  nonlinear  relationship  between the 
wind velocity U and the difference of the zero cross times A t  under calm 
and  windy conditions. 

Since the average  velocity of ions uo is  not a measurable  variable in 
practice, the equation is rewritten by  using  measurable  values. 

L j A t  U =  to(to - S t )  

A block  diagram of the anemometer  is  shown in Fig. 16. The  anemometer 
consists of the electrodes, two  dc high  voltage  power  supplies, a high 
voltage  pulse generator, a current-to-voltage converter, a to and A t  mea- 
suring circuit, and a personal computer. 

One of the experimental results of this  system  is  shown in  Fig.  17.  This 
shows the nonlinear response of the anemometer to wind velocity.  Using 

V,, C k V l  
- .... 

1500 - LI= 20111 ....... I .  5 ........ - L2= 20111 ,..*..-.. ........ - d l =  21111 
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Figure 17 Dependency of time interval A t  on wind velocity U .  



ASANO 

this characteristic curve, the wind velocity can be  obtained by measuring 
the time  difference Ar. The time  difference A t  or the output of the ane- 
mometer is increased as  the bias  voltage decreases. This suggests that the 
sensitivity of the anemometer is adjustable  with the bias  voltage. 
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1. INTRODUCTION 
A. Multiphase Flow Measurement 
The study of multiphase  gas-liquid-solid  flow requires accurate measure- 
ment  of 'each  phase  velocity  and  phase fraction. Most instrumentation 
available  today  provides this type of information  but  has  various  disadvan- 
tages  ranging  from  poor  sensitivity to geometrical  limitations  (Beck  and 
Wainwrite, 1969; Hewitt, 1978; Banerjee and Lahey, 1981). Recent studies 
have  developed several multiphase  flowmeters  based  upon electrostatics 
principles.  These  flowmeters  have  found  increased  sensitivity to the mea- 
surement of the flow  velocity  and the void fraction; yet  they  have  their 
own  limitations.  One  important advantage of these devices is the fast time 
response that allows these devices to be  used for analyzing fast transient 
phenomena. The following sections will discuss the basic  physical  princi- 
ples  behind electrostatic flowmeters, along  with  design considerations and 
potential  applications. 

Most electrostatic multiphase  flow  measurement techniques inherently 
measure the impedance of the flow or some aspect of  it. The electrical 
impedance  of the flow  essentially  falls into a conductance term or a capaci- 
tance term. Conductance  is  simply the inverse resistance of the two-phase 
flow  and  best  applies  where one phase has  higher electrical conductivity 
and is fairly continuous, as is the case in most  solid-liquid  and  gas-liquid 
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flow. Capacitance measurement  is  based  upon the gas, liquid,  and  solid 
phases each having a different  dielectric constant; hence  this  measurement 
applies to most  multiphase  flow systems. 

Electrostatic principles are also used  in themdetectors of other multi- 
phase  flow  measurement  techniques. For example,  piezoelectric trans- 
ducers can  be  used to measure  ultrasonic  waveforms that have interacted 
with  multiphase  flow. Another example  uses  ionization  (charge)  chambers 
for the detection of radiation attenuation. Examples of these  devices will 
be  discussed later in the chapter. 

The various techniques for measurement of two-phase  flow parameters 
such as void fraction, phase distribution, and phase velocity  will be dis- 
cussed for gas-liquid  and  gas-solid  two-phase  flow  applications.  Several 
techniques are mentioned to ensure a fairly  complete  list  with particular 
strengths and weaknesses addressed. 

B. Multiphase Flow Parameters 
The void  and  solid fractions or liquid  holdup are the volume  fraction  of 
the test section  occupied by a given phase. This  value  is expressed either 
as a percentage or  as a value  between 0 and 1 .  The sum  of  all  volume 
fractions of each phase is 1, as expressed below,  where (Yk is the void 
fraction for phase k.  

For example, the void fraction ag and  liquid  holdup a1 of  gas-liquid  two- 
phase  flow  can  be  defined  by 

for gas-liquid  two-phase  pipe  flow as shown in Fig. 1. 

rates Q, and QI (m3/s) as 
Hence we can obtain  phase  velocities  from  gas  and  liquid  volume  flow 

where A,, is the cross-sectional area in m* of the flow channel; V,, and 
UI, are the superficial  velocities of the gas  and  liquid  phases. These phase 
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z I  
Figure 1 Two-phase  pipe flow and definitions: A is  the  area, V is  the  volume, 
P is  the  Perimeter, I denotes liquid, g denotes gas, i denotes  interface, Si is the 
interfacial  area, D is the  diameter,  and Z is  the  axial  position. 

velocities are local cross-sectional or volume averaged phase velocities, 
since the void fraction is not  always  constant along the flow tubes. 

The phases may or may not  distribute themselves evenly throughout 
the  test volume. Different patterns of distribution may occur  as  shown in 
Figs. 2 and 3 for gas-liquid and gas-solid two-phase flow systems,  respec- 
tively. These  distribution  patterns are known as flow regimes. The flow 
regimes that  can occur depend primarily on the  phase velocities, test ge- 
ometry,  and  orientation with respect  to gravity. For  example, in horizontal 
gas-liquid two-phase flow, we  observe stratified smooth (SS),  stratified 
wavy (SW), annular (A), dispersed bubble (DB), slug (SL),  and plug (PL) 
flow depending  on the gas  and liquid superficial velocities. 

Stratified smooth flow occurs when the liquid is at  the bottom of the 
pipe and  the  gas  flows along the top. The surface of the liquid is smooth; 
however,  the gas-liquid interface  is wavy. Both plug flow and slug flow 
are what Taitel  and  Dukler (1976) call intermittent flow (I) and are charac- 
terized by the liquid bridging the  gap  between  the gas-liquid interface and 
the  top of the pipe. The difference  between slug and plug flow depends 
on  the  degree of agitation of the bridge. Plug flow is considered  the limiting 
case of slug flow where no entrained  bubbles  exist in the liquid slug. 

Annular flow occurs when the walls are wetted by a thin film  of liquid, 
while the gas flows at high velocity through the  center of the pipe. Liquid 
droplets are usually entrained in this gas. When the upper walls are wetted 
periodically by large aerated  waves, it is neither slug flow requiring a 
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Figure 2 Typical gas-liquid flow regime  patterns: SS is stratified smooth flow, 
SW is stratified wavy flow, PL is plug flow, SL is slug flow, I is intermittent flow, 
A is annular flow, and DB is dispersed bubble. 
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Figure 3 Typical gas-solid flow regime patterns. 
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complete  fluid  bridge  nor  annular  flow  requiring a stable  film.  Taitel  and 
Dukler (1976) designated  this  flow pattern as wavy annular  flow.  This 
region,  however,  was  not  recognized by  Mandhane et al. (1974) and  was 
considered  slug  flow. 

In the dispersed  bubble or bubbly  regime,  small  gas  bubbles are distrib- 
uted  throughout the liquid  phase that otherwise completely  fills the pipe. 
The transition to this  regime  is characterized by the gas  bubbles  losing 
contact with the top of the tube. At first, the bubbles are near the upper 
portion of the pipe,  but at higher  liquid  flow rates they  become  uniformly 
distributed  throughout the system. 

Typical flow regime  maps  based  upon the superfkial velocities are 
shown in Figs. 4 and 5 for  gas-liquid  and  gas-solid  two-phase  flow,  respec- 
tively. 

Different  flow  regimes  have a significant  effect  on the momentum, heat, 
and  mass transfer behavior  and  can  also  influence  most of the two-phase 
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Figure 4 Typical gas-liquid flow regime map for horizontal flow. 
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Figure 5 Typical gas-solid flow regime  map for horizontal flow. (After Brodo- 
wicz et ai., 1988.) 

flow instrumentation, since the response time  and the phase fraction 
ranges  significantly  vary.  Identification  of these flow  regimes  is  important 
both for understanding the influence on the flow  and  for  thermal  design 
of the system. 

I I .  MEASUREMENT  OF  PHASE  FRACTION 

Both ac and  dc devices exist that can  measure the volume fraction or void 
fraction  occupied by either phase in a two-phase  system. The dc based 
devices  rely  mainly on the principle of conduction of electricity through 
the phases, and the ac based  techniques  rely  mainly  on the principle of 
capacitance or inductance of the phases depending on the operating fre- 
quency. 

A. Gas-Liquid Flow 

A conductance transducer has  also  been  used to determine the local  phase 
fraction in pipe  flow  (Sekoguchi et al., 1975a; Kataoka et al., 1986; Ishii 
and Revankar, 1991). The transducer is  influenced  by the conductivity of 
each  phase. For  a constant applied  voltage, the variation in conductance 
between the probe  tip  and the sheath will alter the current measured. 
From the time response in the current signal,  information  can  be  obtained 
for the interfacial frequency and  void fraction of each phase that passes 
the tip of the transducer. 
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Cross-sectional or volume  averaged type conductance transducers have 
been  examined  by  Andreussi et al. (1988) and  Tsochatzidis et al. (1992). 
This  technique  uses  ring type sensors that are in contact with the fluid 
flow  and  embedded  in the walls of the pipe. The ring  type device is  some- 
what superior to the probe type device (Brunner and  Chang, 1980), since 
the sensors are flush  mounted  and  will  not  have as strong an  influence to 
the flow.  However, the technique provides  volume  averaged  information 
regarding  void fraction. 

Andreussi et al. (1988) utilize a three-ring sensor in  which the first two 
rings act as a fast response meter for detecting  sudden  changes in the void 
fraction. The  third  ring is used  with  one of the first two  rings to obtain 
volume  averaged  void fraction information.  Andreussi et al. (1988) clearly 
state that the separation of the second  and  third  rings  should  be  large. 
This  improves the linearity of the device but  inherently averages the flow. 

Although  Andreussi et al. (1988) name their technique  an  impedance 
technique,  they operate the device in a conductance mode  by  applying 
a frequency of -100 kHz. At frequencies 50.5 MHz, capacitance and 
inductance  effects are small  and the conductance term  is dominant, and 
for  frequencies 20.5 MHz the capacitance term  is  dominant (Brunner and 
Chang, 1980). However, the conductivity of the liquid  often changes as 
a function of  time  and  applied  voltages. 

Tsochatzidis et al. (1992) provide a more  detailed  theory of this device 
and  have  applied the technique to two-phase  gas-liquid  flow  in a packed 
bed. 

Several authors have  examined capacitance techniques for the measure- 
ment  of  void fraction in  gas-liquid  flow as shown in Fig. 6 (Chang et al., 
1984, Cimorelli  and  Evangelisti, 1967). Chang et al. (1984) used  ring type 
sensors around the periphery of a nonconducting  pipe.  Cimorelli and 
Evangelisti (1967) used a shell  and  tube  annulus test section  with the shell 
and the tube as the electrodes. Although the fluids are able to contact the 
sensors, appropriate instrumentation is  used to separate the capacitive 
and  conductive  components. 

The capacitance transducer uses a dielectric constant difference of the 
gas  and  liquid,  where the specific dielectric constants of gases, which 
include  steam  and other liquid vapors, are close to 1 ; the specific dielectric 
constants of liquids  range  from 2 to 100; and those of nonconducting  solids 
range  between 2 and 12. The electrodes can be  placed  inside or outside 
the flow tubes depending  on  sensitivity  and response time requirements. 

The  primary  advantage of the capacitance transducer lies in its ability 
to capture fast transient phenomena (1 ms)  nonintrusively  and at low cost. 
This is  an improvement overother techniques, which either have  difficulty 
in responding to rapidly  changing  input or intrusively disturb the flow 
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Figure 6 Capacitance transducer concept: (a) strip type; (b) ring type. 

measurement. In addition, the transducer is  easy  to  manufacture  and can 
be  configured to any  geometrical  shape. 

The capacitance measured by a transducer for two-phase  fluids  can  be 
treated as an approximation of a parallel  plate  capacitor.  Typical  equiva- 
lent  plate capacitance circuits for gas-liquid  two-phase  flow  for  various 
flow  regimes are shown  in  Fig. 7 (Chang et al., 1984). The  capacitance  is 
related to the charge QE on the plates  and  is  inversely  related to the 
electric  potential VE between  them.  This  relationship  is  equivalent to the 
dependence on the dielectric nature of the material E, the cross-sectional 

Figure 7 Equivalent circuits for capacitance transducers: (a) parallel arrange- 
ment, (b) series arrangement, (c) annular flow, (d) bubbly  flow, (e) slug flow, and 
(f) stratified smooth flow; where AI is the flow area occupied by the liquid, A, is 
the flow area occupied by the gas, C, is the capacitance of the liquid, C, is the 
capacitance of the gas, CW is the capacitance of the wall, dl is the separation 
distance between electrodes occupied by the liquid,  and d, is the separation dis- 
tance occupied  by the gas. (After Chang et  al., 1985.) 
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area between the plates A ,  and the inverse  relationship  to the separation 
distance d .  The two or more phases present in an  experimental  system 
will have  different  dielectric constants and will occupy  different  regions 
in the control  volume. The equivalent  circuit for the capacitance trans- 
ducer in two-phase  flow  is  then a selection of series  and  parallel capacitors 
of different dielectric constants. 

The void fraction will affect either the cross-sectional area or the sepa- 
ration distance depending on the orientation  with respect to the capaci- 
tance transducer. This orientation will reveal  two  general  and  distinct 
relationships  between the void fraction and the capacitance of the trans- 
ducer. 

For the parallel  and series circuits, the void fraction  and  capacitance 
are related by Eqs. 7 and 8 respectively: 

where (YI is the void fraction of phase 1. 
Detailed theoretical considerations for a capacitance transducer have 

been  developed by  Chang et al. (1984) for various  gas-liquid  flow  regimes. 
Chang et al. (1984) use a linear  difference  theory as a first-order approxi- 
mation to calculate the void fraction based  upon a nondimensional  capaci- 
tance value: 

where  this  relationship may change  with  geometry  and transducer design. 
A Faraday  shield  is  used to reduce the influence of the external environ- 

ment,  namely the local  electromagnetic  fields  and the electronic equip- 
ment (Irons and  Chang, 1983a). Guard  rings are used to suppress the 
electric field  along the axial  length of the test section. This ensures that 
the capacitance transducer is  sensing a local  measurement. The dielectric 
insulator  isolates the Faraday shield  from the sensing  ring electrodes. 

Capacitance  and  impedance probes are also recommended to use to- 
gether with a temperature sensor, since the dielectric constant and con- 
ductivity of the fluid are functions of the temperature. (A detailed discus- 
sion can be  found  in  Chang et  al., 1984). 
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B. Gas-Solid Flow 
The capacitance transducer is more  often  used for gas-solid  two-phase 
flow as the solid  flow  is  discontinuous.  Conductance  techniques do not 
work  well  in this type of  flow due to the discontinuity of charge transfer 
and the sticking of particles to the electrodes due to electrostatic forces. 

Two  different electrode arrangements  have  been  used for this  measure- 
ment (Irons and  Chang, 1983a  and  1983b;  Sugaya et al., 1990). The single 
ring type electrode was  previously  discussed for gas-liquid  flows;  how- 
ever, under certain conditions, the solid  material may  not contain a signifi- 
cant dielectric constant difference,  and a more  sensitive  arrangement of 
the multiple  ring electrode system may be necessary. The strip type ar- 
rangement  uses  two  long electrodes along the length of the pipe. A consid- 
erably  larger control volume is used and a better sensitivity to  the solid 
particles can be achieved. Due to the improved sensitivity, the strip type 
capacitance transducer is also more sensitive to  different  flow  regimes 
(Irons and  Chang, 1983b). 

Essentially, the capacitance transducer follows a similar  theory for both 
the strip type and the ring type transducer arrangements.  In  both  arrange- 
ments,  shielding  from stray capacitance and  electric  fields  is important, 
and  with  proper  calibration these devices will provide accurate informa- 
tion.  Disadvantages of the capacitance method are sensitivity to moisture 
and electrostatic discharge as discussed in detail  by  Sugaya et al. (1990). 

111. MEASUREMENT OF PHASE DISTRIBUTION 
Phase  distribution  is  an  important  consideration  both  spatially  and  tempo- 
rally. The void fraction transducers previously  discussed can be  used to 
obtain temporal variations in the void fraction signal as shown  in  Figs. 
8 and 9 (Chang et al., 1985) for gas-liquid  and  gas-solid  flow  regimes, 
respectively. Capacitance waveforms  show that the flow  regime can be 
well characterized for these void fraction waveforms. The waveform  pro- 
duced by such a signal  is  unique for each flow  regime or phase  distribution 
that can occur. 

Huang et al. (1989)  and  Xie et al. (1989) have  developed a tomographic 
approach to imaging the phase distribution by  use  of a capacitance tech- 
nique as shown in Fig. 10, which  shows  an  eight-electrode sensor placed 
peripherally  around a nonconducting  region of the pipe.  The capacitance 
is  measured  between  any  two plates, and a linear  back-projection  algo- 
rithm  is  used to reconstruct the phase  distribution. The measurement area 
is interpreted by the eight-electrode  system as a collection of  pixel  regions 
each sensed by several capacitance electrodes. The  pixel  regions  will  have 
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Figure 8 Typical  transient  response of capacitance  transducers  for  various  gas- 
liquid flow regimes. 
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Figure 9 Typical  transient response of capacitance transducers for various gas- 
solid flow regimes: DF, dispersed particle flow; SL, slug flow; and SW, stratified 
wavy flow. (After Chang et  al., 1988.) 
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Figure 10 Eight-electrode  capacitance  tomographic  technique.  (After  Xie et 
al., 1989.) 

different sizes due to the arrangement of the electrodes in a ring. This 
will influence the local accuracy of the measurement.  However,  since the 
transducer concept is considered as measuring the presence or absence 
of each phase, and  not  relative quantity, the influence of  pixel size will 
not  be  significant. However, due to the signal  processing,  time  and  space 
resolutions of the transducer are poor  at  this  moment (a few seconds and 
a few centimeters). 

Other researchers have been  investigating a similar  concept  based  upon 
the conductance between the electrodes as opposed to the capacitance. 
Seagar et al. (1987) have  examined electrical impedance  imaging on the 

* 
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human  body to illustrate the phase  differences that can be  imaged.  Lin et 
al. (1991)  have  performed  similar  work  in  gas-liquid two-phase flow. The 
results are similar to the capacitance tomography  system  but  possibly  with 
better accuracy. However, the essential difference is due to the stage of 
development of the two techniques and the number of electrodes used. 

IV. MEASUREMENT OF PHASE  VELOCITY 
There are several electrostatic techniques that can be  used for the mea- 
surement of phase  velocity. The most  common  technique  is the double 
resistivity  probe or conductance transducer as shown  in  Fig.  11  and as 
discussed by Sekoguchi et al.  (1975a).  Capacitance  techniques  can  be  used 
in two approaches to measure  phase  velocity.  The  waveforms  from  two 
transducers separated along the pipe  can  be cross-correlated to determine 
the phase  velocity. The other method  is to calculate  directly the phase 
velocity  from the measured void fraction  and  knowledge of the entrance 
mass  flow rate (Irons and  Chang, 1983a,  1983b).  Brodowicz et al. (1988) 
and  Gajewski et al. (1991) developed a two-phase  velocity  meter  for the 
measurement of average  flow  velocity  and  mass  flow rate based  upon 
capacitive  and  inductive techniques, respectively.  Ighodaro  and  O’Neill 
(1991) have  examined  powder  flow rate measurements  using a charge  in- 
jection technique. 

INSULATING SHEATH 
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I 
I 
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Figure 11 Double  resistivity probe  for  phase  velocity  measurement.  (After 
Sekoguchi et  al., 1975a.) 
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A. Gas-Liquid Flow 

Sekoguchi et al.  (1983) discuss two  techniques  and  several  analysis  meth- 
ods for the measurement of a liquid  slug in a gas-liquid  system.  Both 
techniques are electrical double  sensing  devices that respond  to the liquid 
void fraction in the test section. 

The first technique uses a double  resistivity  probe  and  employs a direct 
time  delay  measuring  method as shown in  Fig. 1 1. Sekoguchi et al.  (1975a) 
provide  more detail about the operation and  fundamentals of this  instru- 
ment. Other work  has  been done on this technique by  Ishii  and  Revankar 
(1991)  and  Sekoguchi et al.  (1975b).  This  device  measures the local  resis- 
tivity of the probe volume that corresponds to the type of material present. 
Use of two probes in one device provides the time of flight  information 
required to measure  bubble or wave  velocity  parallel to the probe. This 
technique  has demonstrated good  local  measurements for forward flow 
but  is intrusive to the flow. Also, measurement of the wave  velocity in 
annular  flow is difficult  by  this  technique  since  position of the probe is 
very  important  and the film thickness does vary  with  time. 

The second technique uses  two  terminals to inject a current through 
the test section as shown in Fig. 12. Between  these  terminals,  two  double 
ring electrode sensors are placed that receive  an  induced  voltage  propor- 
tional to the water content in their  sensing  region.  Both cross-correlation 
and cross-spectrum coherence methods are discussed. This  system  allows 
for the measurement of the transit time of the liquid  slugs as they  pass the 
sensors for both  forward  and reverse flows  depending  on the correlation 
method used. Sekoguchi et al. (1983)  showed  excellent  agreement of  liquid 
slug or wave  velocity for slug to annular  flow  regimes. 

B. Gas-Solid Flow 

Irons and  Chang  (1983a,  1983b)  discuss the use of capacitance transducers 
for the measurement of a pneumatically  driven  powder  flow. The particle 
velocities are determined by  measuring the particle  fraction as discussed 
previously.  From  this measurement, and  knowledge of the gas  flow rate, 
the particle velocities can be  calculated. The mathematical expressions 
are given  in Eqs. 10 and 11, where U,, is the superficial  particle  velocity 
and U, is the particle phase velocity. 

(10) 

U, = - &S 
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Figure 12 Conductance  method  for  phase velocity measurement: E is an elec- 
trode, CD is  the  conductance  detector  electrode, A is an  amplifier, G is  a dc 
constant  current  generator, R is  the  data  recorder, S.A. is a spectrum  analyzer, 
and CM is a computer.  (After  Sekoguchi et al., 1983.) 

In  this case the measurement of the particle  velocity  is  still  inferred 
from the measurement of the particle fraction. This suggests that any 
influence  to the void fraction such as flow  regime effects could  affect 
the accuracy of the particle velocity measurement. If two capacitance 
transducers were  used at a specified separation, the particle fraction wave- 
forms  could  be cross-correlated to identify  easily the particle  velocity 
without  actual  knowledge  of either the particle fraction or the gas flow 
rate. This approach requires that the particle fraction not  change in  time 
or space at the two  measuring locations. Under these conditions, the anal- 
ysis of the particle fraction would  be necessary to determine the particle 
velocity. 

The inductive  technique  developed by Gajewski et al. (1991) uses two 
electrodes to sense the natural  charging of solid particles due to flow. The 
theoretical  basis for their technique is  described by Gajewski  and  Kala 
(1990). The Gajewski et al. (1991) technique is  nonintrusive  and can mea- 
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sure the mass  flow rate, but there is a strong  nonlinear dependence on 
the average  flow  velocity that may  be due to stronger charging effects at 
higher  velocities. The results presented by Gajewski  et al. (1991) also 
indicate a dependence on the two  materials used. It  was  not  explained 
whether  this  difference  was due to the different particle sizes or material 
content, although  Gajewski  and  Kala  (1990)  did  model a dependence for 
both  particle  size  and  material type. This technique requires careful  cali- 
bration  before  application to ensure that these effects are properly  in- 
cluded. 

The charge  injection technique employs a series of electrodes and a 
corona needle that apply  an electrostatic charge  and sense the charge 
motion  (Ighodaro  and  O'Neill,  1991). As a powder passes the corona 
needle,  an electrostatic charge will  be  applied to the powder by a high 
voltage  pulse  between the corona needle  and the first electrode or collect- 
ing electrode. The following electrodes will act as transducers and  will 
respond  to the motion of the charged particles. Use of more than one 
sensor  allows for time of flight  analysis. The last sensor is  grounded to 
remove  residual  charge  from the powder. Each sensing electrode mea- 
sures the total quantity of charge. The magnitude of the charge is related 
to the powder density. The mass  flow rate is  simply  determined  from the 
powder  density  and  time of flight  measurement. 

Ighodaro  and O'Neill(l991) state that the technique could  not  be  used 
at  low  flow  velocities due to unacceptable pulsations in the flow. These 
pulsations may reflect a flow  regime  influence  on the charge injection 
technique.  Reasonable results were  obtained  between 0.2  and 6.0 g/s  mass 
flow rate. Although  Ighodaro  and  O'Neill  (1991)  have demonstrated the 
technique,  some concern must  be  raised over the use of this  method for 
continuous  flow  monitoring, as charged particles will tend to remain at- 
tached to the electrode walls.  This  could  result  in a significant loss of 
particle  fraction  from the flow  and  may reduce the sensitivity of the device 
after  long  periods  of  time. 

V. MEASUREMENT OF FILM THICKNESS AND 
INTERFACIAL AREA 

Other  two-phase  flow parameters are possible to measure  using electro- 
static techniques.  Applications to film thickness and  interfacial area will 
be  mentioned here but  not  discussed in detail, as many  of the techniques 
already  discussed  have  been  used by various authors to examine these 
two parameters. 

Keska and Fernando (1992) and  Ozgu  and  Chen (1973) have  examined 
the  application of a capacitance technique for the measurement of liquid 
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film  thickness in gas-liquid  flow.  Although  both authors used the imped- 
ance  type probes that contact the liquid, their devices were set into a 
capacitance  mode. Ring type noncontact transducers could also be  used 
with  similar results. The authors have demonstrated remarkable accuracy 
for the measurement of film thickness, but this type of device inherently 
averages the film thickness across the separation length of the ring sen- 
sors. For smooth  and constant film thicknesses, such as liquid  levels, this 
technique  is satisfactory, but the inherent  averaging is a serious disadvan- 
tage  when  film  thickness  varies either with  time or with  axial  length. The 
use of film thickness to calculate the interfacial area would  lead to signifi- 
cant errors for certain flow  regimes,  such as stratified  wavy or annular 
ones, as the wavy  interface  would  have  an  interfacial area significantly 
greater  than the averaged  value  measured in this manner. It is possible 
that  some  merit  could  be  achieved for heat  conduction  models of thin 
films,  but the lack of accurate dynamic  information at the interface would 
not  allow for an accurate heat convection model to be ascertained, seri- 
ously  weakening the results. The film thickness measurement by this  tech- 
nique  is  only  considered  valid for application to liquid  level measurements. 

The  ring  and strip type capacitance transducer has  been demonstrated 
for the measurement of interfacial area (Chang et al., 1985). The results 
were  noted to agree well  with the theory. 

Kataoka et al. (1986) and  Ishii  and  Revankar (1991) examined the use 
of a double  resistivity (conductance) probe for applications to interfacial 
area in gas-liquid  flow.  In their work, a double sensor is  necessary to 
obtain  not  only the gas  bubble frequency but also the interfacial  velocity 
as well.  This technique is  based  on the assumption that the bubble  inter- 
sects the probe  along the normal to the bubble surface and  in the direction 
of flow. 

Kang  and  Kim (1992) demonstrated a flush-wire  probe for the measure- 
ment of liquid  film thickness. This device is simply a conductance trans- 
ducer with one electrode flush  mounted  on the wall of the test section 

Table 1 Electrostatic Techniques and Devices for Multiphase 
Flow Measurement 

Electrostatic techniques Electrostatic devices 

Ring capacitance transducer Ionization  chamber 
Strip capacitance transducer Proportional counter 
Conductance transducer Geiger-Mueller  tube 
Double resistivity probe Vidicon  tube 
Flush-wire  probe Photomultiplier  tube 
Charge injection Piezoelectric transducer 
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and the other electrode as a wire  some  known distance normal to the wall. 
The authors suggest that the flush-wire  probe enhances spatial  resolution 
over other conductance transducers, but the device remains  an intrusive 
technique. 

A list of the multiphase  flow  measurement techniques based  on the 
electrostatic nature of the phase  is  given in Table 1. 

VI. ELECTROSTATIC  DETECTORS FOR MULTIPHASE 
FLOW APPLICATIONS 

Several  techniques  exist for the measurement of multiphase  flow  param- 
eters that do not sense the electrostatic nature of the flow  medium  but 
instead  use electrostatic principles in a detector. These techniques utilize 
another principle for determination of the multiphase  flow parameters 
such as neutron attenuation (Chang  and Harvel, 1992),  ultrasonic  propaga- 
tion  (Matikainen et al., 1986; Chang  and  Morala,  1990), or gamma densito- 
metry  (Chan  and  Banerjee,  1981). These techniques  fall  essentially  into 
two  categories:  sound  wave  measurement  and  radiation measurement. 

A. Sound  Wave Measurement 
Ultrasonic  techniques  using a piezoelectric type transducer are often  used 
for multiphase  flow measurements. An ac pulsed  signal  is  applied to the 
piezoelectric  material  causing a vibration in the crystal lattice. The trans- 
mitted  sound  pulse interacts differently  with each phase. The interfaces 
between phases with  different acoustic impedances  reflect the sound 
pulses  back  toward the transducer. Vibration in the crystal induces  an 
electrical  pulse in the transducer detecting the sound  wave. 

Two  methods are possible  with  ultrasonic devices for multiphase  flow 
measurement. The pulse echo method  is  used  primarily for film thickness 
measurements,  and the transmission  method is used for phase fraction 
measurements.  Chang  and  Morala (1990)  used these methods to determine 
the void fraction, phase distribution, interfacial areas, and  bubble diameter 
in a gas-liquid  two-phase  flow.  Matikainen et al. (1986)  used the pulse 
echo  technique for the detection of gas-liquid interface locations in  two- 
phase  flow.  Ultrasonic techniques have  indicated  an  excellent  time  re- 
sponse  and  excellent  spatial accuracy. 

B. Radiation Measurement 

Radiation interacts with matter usually in the forms of absorption or scat- 
tering.  This  interaction can be  useful for determining the phase fraction. 
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For example, a gamma densitometer uses a beam  of  gamma  radiation  and 
a gamma  sensitive detector (Chan  and Banejee, 1981). In  gas-liquid  two- 
phase  flow, the gamma  beam  is  significantly  reduced  by the mass of the 
liquid  in the test section  exponentially. The void fraction is  determined 
by measuring the amount of liquid in the test section. 

Another  possibility is to use a radioactive tracer for the determination 
of phase  velocity (Kehler, 1979). In  this case, detectors are placed  axially 
along the flow  channel  and the signal strength of the tracer is recorded. 
Velocity  is  measured  by  knowledge of time of flight  between detectors. 

For both these applications,  measurement of the radiation flux is 
achieved by an electrostatic type detector. Examples of these detectors 
are ionization  chambers  and  photomultiplier tubes (Knoll, 1989). Each of 
these detectors relies on an interaction between the radiation  and  some 
medium to produce electrons or charged particles. For example, the ioni- 
zation  chamber  uses a pressurized  gas that is ionized  by the radiation  flux. 
The  ions are collected at the cathode or anode. Each collection of ions 
produces a voltage  pulse.  Counting electronics are used to determine the 
number of pulses,  which  is  directly  proportional to the radiation  field. 

Another  example  is the vidicon tube used  in a neutron camera (Dance 
and  Corollo, 1986; Chang  and Harvel, 1992). A neutron-to-photon con- 
verter screen transforms the neutron radiation flux into a light  beam. The 
photons strike the vidicon target, changing the local electrical conductiv- 
ity.  The  target  is  scanned  by  an electron beam,  which produces a charge 
on a collecting electrode proportional to the light  intensity (Bryant and 
McIntire, 1985). 

Several other electrostatic devices exist, such as the proportional  coun- 
ter and the Geiger-Mueller tubes, which  perform  similarly to the ionization 
chamber, or the photomultiplier tube, which  performs  similarly to the 
vidicon  tube (Knoll, 1989). Table 1 provides a partial  list of electrostatic 
devices currently in use for multiphase  flow measurement. 

NOMENCLATURE 

a 
E 
A 
c, 
d 
Q 
QE 
U 

Void fraction 
Dielectric constant 
Area 
Capacitance 
Separation distance 
Volumetric  flow rate 
Electric charge 
Velocity 
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V 
VE 

CS 

g 
gs 
k 
1 
1s 
P 
PS 

Volume 
Electric potential 

Subscripts 

Cross-section 
Gas 
Superficial gas 
Phase number 
Liquid 
Superficial  liquid 
Particle 
Superficial  particle 
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1. SURVEY OF PRINTER TECHNOLOGY 
A. Introduction 

Modem  printing systems for computer output and  office  applications are 
generally  divided  into  impact  and  nonimpact  technologies.  Impact tech- 
nologies,  including the conventional typewriter and  pin printers that form 
characters as matrixes of dots, tend to be  configured for low-end needs, 
for inexpensive  hardware  where  slow  print speeds are acceptable. Be- 
cause the dots or characters are formed  mechanically, there are limits to 
opportunities for quality  improvement. Concerns about  noise,  reliability, 
pictorial representation, print speed, and  flexible operation have led to 
the evolution of  nonimpact  printing  technologies.  Most  nonimpact  printing 
technologies either were  developed  from the electrophotographic process 
(Chapter 15) or use  one of  many varieties of inkjet printing. Hence electro- 
statics plays an important  role in modem  nonimpact  printing systems. 
Two other nonimpact  printing techniques that rely  on electrostatics are 
ionography  and  electrography.  Thermally driven imaging  is  an  important 
nonelectrostatic printing  technology. 

In  this chapter, we  shall  review the fundamental  performance issues 
in document  and  graphics printers. The two  major electrostatic printing 
technologies, electrophotographic and continuous ink jet, will  be de- 
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scribed.  Some  less  common electrostatic technologies are discussed 
briefly.  References  provide a gateway to more  detailed  information in the 
literature. 

B. Demands of Image Quality 
Image  quality  is  perhaps  the  most  critical  performance  issue in any printer. 
At the low end, text and  graphics  must  be  rendered  with adequate legibil- 
ity, even  when  performance drifts. At the high end, the ultimate  objective 
might be  printed output of photographic  quality. The implications of these 
needs are deeply  linked to human perception. For printed output, terms 
such as “sharpness,” “contrast,” “color,” and so on  need to be  defined 
and  translated  into a process. 

1. Implications of Vision  Characteristics 
Human  vision  involves detection of  light intensity, shapes and edges, and 
color.  Light intensity, or luminance,  is  generally  discussed in terms of 
gray  scale for printing  applications. The obvious  boundary  levels for gray 
scale  range are white, for a blank sheet of paper, and  black, for a fully 
printed  document.  It  is well  known that a certain minimum contrast (i.e., 
luminance  difference)  must be present  before  an observer can detect the 
change. The concept of minimum contrast leads  naturally to intensity 
digitization,  with a single  digital  level corresponding to the  minimum  gray 
level  change.  Recent reports in the literature (Murch  and  Weiman, 1991) 
find  experimentally  that the best-case human  sensitivity corresponds to 
about a 10-bit representation of gray level, i.e., about 1000 distinct gray 
levels.  In practice, the necessary  number of levels  is  usually much lower. 
An older  study (Graham, 1965) found that, for fixed  illumination levels, 
brightness  changes can be detected reliably over only  two orders of  magni- 
tude. These can be  encoded  with  six to seven bits. 

The eye seems to process images  through  spatial Fourier analysis, ex- 
tracting  component frequencies of the intensity  variation  from a complex 
picture.  Consider the familiar  benchmark of  20/20 vision, in which  an 
image  change over a 1/4“ distance can be  discerned  from 20 feet away. 
This  displacement can be  defined  in terms of the angular  resolution at the 
retina 

0.25  in displacement 
240  in radius = 1.0 mrad = 0.06“ 

At a typical  reading distance of  20 cm, angular  displacement of I mrad 
corresponds  to feature size of about 20 pm (5 featuredmm). This  has 
been  confirmed  through  experimental data (Lowry  and  DePalma,  1961), 
showing that visual  sensitivity  at  reading distance drops off  rapidly  beyond 
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5 featuredmm. Features much  smaller  than this tend to be  merged  by the 
eye-a  useful  effect  in  building color images or other pictures with  fine 
details. 

2. Color 
The eye has  long  been  known to be trichromatic, meaning that it processes 
color in terms of three primaries, three distinct bands of the visible spec- 
trum.  These are associated with spectral sensitivities of three pigments 
(Nathans, 1989), with  sensitivity  band  peaking  near a wavelength of 565 
nm  in the yellow  (with  good  sensitivity  extending  into the red), a second 
peaking  near 535 nm  in the green, and a third peaking near 420 nm in 
the blue. A red-green-blue  (RGB)  primary  system  recognizes  this  human 
response for the design of computer displays  and  television  monitors. 
Most  individuals  with  some  form of color  blindness  have one defective 
or missing  pigment,  and interpret colors according to a subset dichromatic 
system.  Displays present an  image  by creating the necessary  light  signal, 
and so are based  on additive or positive color systems. White  light  is 
created by  adding  all three colors. 

A document, in contrast, creates an  image  by selectively  absorbing 
light. A green  printed area must absorb light except in the green  portion 
of the spectrum, for example.  Printed  images are therefore formed  with 
subtractive or negative  color systems. The necessary primaries are “not 
red” (known as cyan), “not green” (known as magenta),  and “not blue” 
(corresponding to yellow).  This forms the CMY subtractive primary sys- 
tem.  White represents the initial  blank sheet, i.e., nothing  has  been sub- 
tracted, while  black represents complete subtraction through the mixing 
of  all three colors. Real cyan, magenta,  and  yellow  must absorb the correct 
spectral  bands.  In a typical printer using  easily  manufacturable inks, dyes, 
or toners, the combination of  all three will  yield a muddy  olive drab instead 
of a solid  black, because the spectral absorptions are imperfect. As a 
result, a separate black  is  usually  used in subtractive systems to form the 
CMYB four-color  printing system. 

3. Digital  Images 
Just as in the case of gray level, visual  acuity  and  color  perception are 
often translated into a digitized quantitative framework. For example, the 
above discussion indicates that features smaller  than 200 pm are unlikely 
to be noticed on a document at normal  reading distance. A natural  choice 
is to build  up  an  image  from dots of 100 pm diameter or less.  Each  such 
dot defines an image  pixel.  In a color printer, each  pixel  is  formed  from 
spots of cyan, magenta, or yellow. To produce gray scale or mixed colors, 
one  must either control the size of each ink  spot or form  each 100 pm 
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pixel  from combinations of smaller spots. A pixel  formed  from a controlled 
array of spots is termed a macropixel. 

Figure 1 illustrates a macropixel process in a printer able to generate 
260 dotskm (660 dotshnch). The general process of building  up a picture 
from spots is termed halftoning,  while the process of arranging spots to 
approximate a desired gray scale is termed  dithering. There are many 
ways to arrange dots for a halftone picture (Ulichney, 1987). The figure 
shows a hexagonal  grid ordered dither approach, with  which this printer 
can generate 10 levels of gray  (including  full black, not shown) at 100 
pixelkm resolution-very good, but  not  sufficient to match the full capa- 
bilities of human  vision. An extremely high quality printer would  need to 
provide 40 dB of gray  level (a factor of 100 in relative reflectance) in a 
dot 100 pm across. The spot size is  determined by the area to be covered, 
so spots about 100 pm/~lOO = 10 pm across should  work.  This translates 
to l000 dots/cm, or 2500 dotdinch. 

The biggest drawbacks of small spots are the immense data needs and 
the time  required to place an image  on either paper or the photoconductor 
of a laser printer. If a printer's spot rate  (the number of spots printed or 
exposed per unit  time)  is independent of spot size, then  low  quality  modes 
with large spots will be needed for fast printing. 

Example 1 Printer data rates. 

Consider a color printer that uses the CMYB  ink system and produces 

Gray level 6 Gray level 7 Gray l e d  0 

Figure 1 Gray scale based on macropixels. 
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240 dots/cm. How  much data is represented by a 20 X 25  cm printed 
page? 

The page contains 20 x 25 x 240 x 240 = 28.8 X lo6 dot locations. 
Each location  can  have  up  to 8 different  color  arrangements (cyan, 
magenta,  yellow, black, white, or combinations of  any two colors) 
and therefore must  be  coded  with three digital  bits.  The  total  bit  count 
is at least 86.4 x lo6, corresponding to just over 10 MByte. 

If this page is to be  printed in 6 S (a rate of  10 pages  per  minute), the data 
flow rate into the printer exceeds 1.5 MByte/s. 

Example 2 Spot rate requirements. 

To produce the 20 x 25  cm  image  of Example 1 in 6 S ,  how fast must 
dots by generated by the printer? 

There are 28.8 x lo6 dot locations, each of  which  could  be  visited 
by one of four ink systems corresponding to the various colors. To 
complete the image  in 6 S ,  the printer must create spots at the rate 
of  19.2 X lo6 dots/s. 

For ink jet systems, the dot rate translates immediately into ink droplet 
production. In an electrophotographic technology, the dot rate corre- 
sponds to exposure rates for the photoconductor. In practice, this means 
that ink jet printers are relatively  slow  unless  they use large arrays of jet 
nozzles. 

Example 3 Rates implied  by external factors. 

In many  computing environments, the printer  uses a serial data port. As- 
suming that all  image  processing  is  performed in the computer, and that 
the printer simply  applies dots as requested, how  long will it take to deliver 
a complete 20 x 25 cm  image to the printer  at 9600 baud? 

From Example 1, the image requires 86.4 X lo6 bits for representa- 
tion. At  9600  baud  (9600 bits/s), it will take 9000 S ,  or 2% hours, to 
transfer all  this data to the printer. 

This extreme time  implies that either much faster communication  links 
must  be used, or that less data should  be  used  and the printer  should 
process  image data internally.  In a real printer, the data stream contains 
characters to be printed, rather than  details of dots. The printer  must 
translate the incoming characters into  full  dot-by-dot  images. Part of the 
time  savings can come  from the fact that a typical  printed  page  is  mostly 
blank space. 
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4. Printing  Terminology 
In  this section, a summary of terms often  used  to  describe  image  quality 
and the capabilities of a printing  system  is  given. There are few  relevant 
standards at this  writing,  and  the  terms are used in slightly  different  ways 
among  various  manufacturers. 

Term  Definition 

Addressability 

Aliasing 

CMY and CMYB 

Dithering 

Gray scale 

Gray level 

Halftoning 

Luminance 

Optical density 

The number of possible dot locations per unit  length. This 
is determined primarily by the capability of the printing 
mechanism.  Dot-matrix printers sometimes move in  half 
steps, so that their addressability can  be double the res- 
olution. Electrostatic printing methods usually  have ex- 
tremely  high  possible addressability. 

Artifacts in an image resulting from regularity  in dither 
patterns or drop placement. As in digital  communica- 
tions and filtering, aliasing is related to unwanted spa- 
tial frequencies produced in the printing process. Exam- 
ples are jaggies, referring to jagged edges when 
addressability is low, staircasing, a regular stepping pat- 
tern  when  lines are printed at unfavorable angles, and 
various moire patterns produced by interaction of im- 
ages  with dither patterns. 

The subtractive cyan-magenta-yellow.or cyan-magenta-yel- 
low-black color systems. A color printer normally  pro- 
vides these primaries. 

The process of representing gray levels with various pat- 
terns of spots. The term normally  refers to digital  print- 
ing, in which  only  one spot size  is available. Dithering 
also refers to the process of perturbing the dot location 
or gray scale pattern to help  avoid  aliasing. 

Contrast expressed as the range of reproducible intensity 
values at  each pixel. 

A single intensity level  on a gray scale. Usually expressed 
independent of the illumination conditions. 

The process of converting a continuous image to binary 
form, which  can  then  be represented digitally as  a col- 
lection of spots. The term often refers to  the printer’s 
classical screening process. 

Light intensity (units are candelas per square meter). 

A measure of the fraction of light of a specified spectrum 
that is absorbed by a printed  image. 
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Term  Definition 

Pixel or pel 
(picture element) 

Macropixel 

Registration 

Resolution 

Spot or subpixel 

Spot rate 

The smallest  region of  an  image for which complete infor- 
mation  is defined, sometimes  used  interchangeably  with 
spot when describing printer output. 

An image element  deliberately  made  larger  than the small- 
est possible  region, in order better to reproduce color 
or gray scale. Many ink spots will  be present in a single 
macropixel. The term superpixel is sometimes  used. 

Reproducibility of position in systems that print at  a given 
location  multiple  times. An example  is  any color pro- 
cess with  multiple passes. Registration  is  said to be per- 
fect if multiple passes print at the  same  place.  Registra- 
tion is critical in most color printers, since colors 
cannot be mixed consistently if the spot location  varies. 

Usually expressed as l/(spot size). The number of printer 
output elements that  can be  formed  distinctly or re- 
solved per unit length. Addressability typically exceeds 
resolution so that spots overlap as illustrated in Fig. 1 
so that maximum densities can be printed. 

The smallest  element  from which  an  image  is  built up. 
When describing printer output, spot refers to the ac- 
tual ink dots. 

The number of spots that can  be  printed  per  unit  time. 

C. Laser and  LED  Electrophotographic  Printers 
Shown  in  Fig. 2 is a block  diagram  of the information flow in a typical laser 
or light-emitting-diode (LED) printer. Illustrated are the major subsystems 
and the transformation that each makes  on the information. For example, 
the exposure system together with the “front-end” electronics receives 
an  electronic  signal  and  transforms the information  into a light  signal. The 
photoreceptor receives the light  signal  and transforms it  into  an electro- 
static latent  image. The final output of the system  is a permanent  visual 
image on a receiver sheet, such as  a piece of paper or a transparency 
sheet. 

Laser and LED printers have  much in common  with  xerographic  copi- 
ers (see Chapter 15). The focus here  is on the exposure system  and  photo- 
receptor, since these system components distinguish printers from  copi- 
ers. Copiers  have  an exposure system designed  to  illuminate a paper 
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Fixing J 

;4 
Permanent image 
on the receiver 

Figure 2 Block diagram of information flow in a laser or LED printer. 

original  placed on a platen  and focus the reflected  light onto the photore- 
ceptor. The exposure system in printers is  more  complicated  than that in 
copiers  because it  is  designed to illuminate the photoreceptor directly, 
writing  the  image dot by dot. Copiers require a panchromatic photorecep- 
tor for color reproduction. Black-and-white copiers typically  have a pan- 
chromatic photoreceptor since the originals to be  copied may have a vari- 
ety of colors. The photoreceptor in printers could  be  made  simpler  than 
those  designed for copiers  because lasers and LEDs are nearly  monochro- 
matic.  Sensitivity of a printer photoreceptor is  needed  only at the wave- 
lengths  emitted  by the laser or LED’s. 

1. Exposure System Overview 
The electronic information sent to the printer is converted into a light 
signal  by the exposure system. A laser or a linear array of light-emitting- 
diodes (LEDs) is the light source. The light  beam writes a two-dimensional 
image to form  an electrostatic latent image  on the photoreceptor. In laser 
printers, the beam  is  scanned across the image,  typically  using a rotating 
polygon  mirror to write  in one dimension.  Analogously, the linear  diode 
array  spans the image  in  an LED printer. As the photoreceptor moves 
at a constant speed, the light  beam  is  modulated  to  write  in the second 
dimension.  The laser beam  must  be modulated. The drive current is gated 
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to modulate the light output of the LEDs or laser  diodes. For gas lasers, 
the modulation  is  performed  externally  to the laser, often by employing 
an acoustooptical Bragg  cell interaction. 

2. Photoreceptor  Overview 
Light  from the exposure system  is converted into  an electrostatic latent 
image  by the photoreceptor, as illustrated in Fig. 3. The  unexposed  photo- 
conductive layer is  highly  insulating. It is  sensitized or made  photosensi- 
tive by depositing electric charge  on its surface using a corona ionizer 
(see Chapter 21). A portion of the incident  light  from the exposure system 
is  absorbed  by the photoreceptor and  produces  charge carriers in the 
photoconductive layer. In  regions  exposed  to  light, the photoconductive 
layer  becomes conductive and dissipates the surface charge, forming  an 
imagewise  charge pattern on the photoreceptor surface. 

D. Ink  Jet  Printing 

In an ink jet printer, liquid droplets are propelled  toward the printing 
target. An  image  is painted  from this spray. There are two  major  categories 
of ink jet technology (see Table 1): 

Drop-on-demand  ink jets. These are usually  mechanical  devices that eject 
droplets one at a time  from a small  orifice. The commercially  available 
devices use either a pressure pulse  (often  generated  with a piezoelectric 
crystal) or a thermal  pulse that creates a bubble  and forces out a drop. 

Continuous  ink jets. In this arrangement, a  jet of ink is  forced  through  an 
opening at high pressure. As the jet breaks  up  into drops, the drops 
are given  an electric charge. A deflection  system  analogous to the plates 
in a cathode-ray tube directs the droplets to the desired  print  locations. 

Incident  light 

J A  
+ + + + + + + + + + + + + +  .+.- 

Photoconductive - - Photogenerated d 
Layer + + charge  carriers 

1 
Conductive  layer 

- - 
Figure 3 Electrostatic latent image formed by imagewise exposure ofthe Photo- 
receptor. 
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Table 1 

Drop-on-Demand Process Steps Continuous Process Steps 

1. Apply electrical or pressure pulse 1. Liquid jet flows  continuously 
to eject surface drop. under high pressure. 

2. Direct drop toward  print target. 2. Jet breakup into droplets is tightly 
Electric fields can be  used if controlled by a small ultrasonic 
drops are charged. vibration. 

3. Wait for capillary  refill,  and  allow 3. Drops charge by induction as they 
meniscus to return to quiescent break off. Charge is adjustable. 
state. 4. Drops  move  through a fixed 

4. Apply  pulses  when drops are deflection  field to the target. 
needed. 5 .  Unused drops are recovered, 

filtered, and returned to the ink 
supply. 

While there have  been a few prototype electrostatic drop-on-demand 
ink jets (Winston, 1962;  Miura  and Naito, 1984; Oda  and  Miura,  1992), 
these are not  yet  in full production. Electrostatic ink jet technology  is 
thus  normally  associated  with continuous systems. Most  commercial con- 
tinuous systems use the deflection  technology  introduced by Sweet (1963, 
and this technology  will serve as the focus for the discussion here. 

Hertz and  Samuelsson  (1989)  have  developed alternative continuous 
methods. A more complete list of electrostatic ink jet methods  can be 
found in Carnahan  and  Hou  (1977).  Basic  block  diagrams  and a simple 
depiction of an electrostatic drop-on-demand process and the continuous 
process are given in Fig. 4. 

In the drop-on-demand process, an ink drop must  be drawn from the 
nozzle, as in Fig.  4a.  The drop will carry a charge if the electrode at the 
right  is  used to extract it. The charged  droplet  can  be deflected, if desired, 
or allowed to fly to the print target. The nozzle  refills by capillary action 
prior  to the command for the next drop. A mechanical  drop-on-demand 
ink jet (Zoltan, 1972) substitutes a fast pressure pulse for the electric pulse 
in this process. 

In  any  drop-on-demand system, the “off’ condition of the ink jet has 
a static liquid surface in a small  opening. Evaporation at this surface, or 
environmental contamination, can clog the opening  with dye crystals or 
dust when the printer  is  idle. A recent development  is the use of waxy 
solid  ink systems for these printers. The ink is heated to liquid  form  only 
when  printing  is  in  progress. 
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Figure 4 Block diagrams of major ink jet  technologies.  (a) Drop-on-demand; 
(b) continuous. 

In the basic continuous process, the liquid  emerges  from the nozzle 
under high pressure as a jet. The  nozzle is vibrated at a controlled rate 
to synchronize jet breakup into drops. As the drops break  off, a cylindrical 
or parallel-plate electrode induces a controlled  charge  on each. The drops 
move  through  deflection electrodes. Those with a charge  move  toward 
the printing  target in a controlled  direction.  Uncharged drops are caught 
in a gutter. Since most space on a page  is  normally  blank,  uncharged drops 
represent a large fraction of the total. The high  flow rates require  this 
unused  ink to be recirculated. However, the nozzle  openings are normally 
quite  small (diameters below 50 p,m are typical), and the ink  must  be 
thoroughly  filtered to remove debris that might  clog the openings. 

Continuous  ink jets provide  very high drop rates. A recent example 
(Morita, 1989) produces drops at 230 kHz for each nozzle. Many systems 
use multiple  nozzles. For example,  Morita reports a printer  with a full- 
width  nozzle array, capable of producing color output with 120 dotkm 
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resolution  at 1.5 pagesh. Table 2 compares some of the basic  performance 
and properties of the two  major ink jet technologies. 

E.  lonography and Electrography 

Common to each of the electrostatic printing  technologies is the process 
of transferring  charge to a surface in an  imagewise  fashion to make  an 
image.  In  laser or LED printers, charge is uniformly deposited onto the 
surface of the photoreceptor, and the exposure system writes the image. 
In ink jet printing, droplets are charged  and electrostatically deflected to 
form the image.  Two other techniques for creating  an electrostatic latent 
image,  ionography  and electrography, rely  on  different  means to transfer 
charge  to  write the image. 

1. lonography 
Corona  ions  can  be  used to write  an  image directly on an  insulating surface 
(Swatik, 1973; Schein, 1992) using a gating electrode as illustrated in Fig. 
5 .  Ions are generated by air  ionization in a variety of geometries.  Illus- 
trated  is a conceptual pin or needle  ion source. Other, more  efficient, 
geometries are used  commercially  (Rumsey  and  Bennewitz, 1986). The 
flow  of ions is controlled by a gating electrode. When the gating  voltage 
is  positive,  ions are accelerated through the aperture toward the dielectric 
layer. When the gating  voltage  is  negative, the flow  of  ions  is stopped. 

Ionographic  printing  by a linear array of apertures is analogous to an 
LED printer.  One  advantage over laser or LED printers is that ionography 

Table 2 

Characteristic  Drop-on-demand  Continuous 

Steady  applied Low (“100 Pa)  High (-200 kPa) 

Transient  control Fast,  large,  pressure  Adjustment of charging  electrode 

Spot  rate  per Typically 5 kHz or less Typically more  than 100 kHz 

Orifice  diameter  Determines  printer  Determines  resolution  and 

pressure 

pulse 

orifice 

resolution. 50 to 100 characteristic  speed. 35 ym is 
pm  range is typical typical 

idle unused  drops 
Ink concerns  Orifice  protection  when  Orifice  protection  and  recycling of 

Application Low- to  moderate-  High-speed  industrial  marking 
trends  speed color printers systems or printers for mass 

mailing 
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Figure 5 A stream of ions  can  be  controlled  to  write an  image  on  the  surface 
of a  dielectric  layer. 

does not  require a photoreceptor. High-resolution  printing requires a small 
printing aperture. High  speed  printing requires high  ion output (ion  cur- 
rent). This  inherent  trade-off  between  print  quality (i.e., aperture size) 
and  speed  has  limited the commercialization of ionographic printers. 

2. Electrography 
Air  breakdown at the tip of a metal stylus can  be  used to write  images 
(Swatik, 1977; Schaffert, 1980), as illustrated in Fig. 6. Ion are generated 
by air  ionization  at the tip of the metal stylus when Vwrite exceeds the 
Paschen  breakdown  voltage-about 320 volts in air. Charge  is  deposited 
on the surface of the dielectric layer forming the electrostatic latent image. 

Images are written by  gating Vwrite between  low  voltage  (off-no  ioniza- 
tion) and high voltage.  Electrographic  printing  using a linear array of styli 

Figure 6 Electrography  or  electrostatic  stylus  printing. 
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is  analogous to LED printing. As in ionography, the photoreceptor is  not 
needed. High resolution  printing requires that the styli  be  very  small  and 
spaced  closely together. The  minimum  effective  spacing  between  styli  is 
limited  by the thickness of the dielectric  layer. Ions must  be  deposited 
on the dielectric layer to make the image. A neighboring  stylus that is too 
close  would attract some ions, leaving fewer available for writing.  Printing 
resolution  and  reliability  have  limited  commercialization of electrography. 

II. BASIC  PHYSICS OF OPERATION 

A. Lasers and LED  Electrophotographic  Printers 

Laser and LED printers have  much  in  common  with  xerographic  copiers. 
Their  complex exposure system  (Williams, 1984) and lesser demands on 
photoreceptor sensitivity  distinguish  laser  and LED printers  from copiers. 
Since lasers and LEDs are nearly  monochromatic, photoreceptors de- 
signed for printers can  be  simpler  than those in copiers, where  panchro- 
matic  photosensitivity  is  needed.  The  technical literature on photorecep- 
tors is extensive (Borsenberger and  Weiss, 1993). The  simple  analysis  here 
illustrates five  basic  performance criteria of photoreceptors summarized in 
Table 3. 

1. Charging to  the  Initial  Voltage  (Charge  Acceptance) 
Initial  voltage V. is determined by the capacitance per unit area C and 
the surface charge density Qsusace: 

v -surface- Q Qsurfaced 
0 -  C keo 

- 

where d is the photoconductor thickness, k is the dielectric constant, and 
EO is the permittivity of free space. A corona ionizer  is  typically  used  to 
charge the photoreceptor to an  initial  voltage of several  hundred volts. 
For example,  assuming a 20 pm  thick photoreceptor with a dielectric 
constant of 3, a corona ionizer  must  be  able  to  deposit a surface  charge 
density of 

Qsusace = CV0 = - = 
kcoVo 3(8.85e"'F/m)(500V) 

d 20pm == 660 ,z pc (3) 

to  reach  an  initial  voltage of 500 volts. If the charger  is  not  capable of 
depositing  this  much charge, the photoconductive  layer  could be  made 
thicker. 

Equation 2 is  an upper limit  on the voltage,  assuming that the photocon- 
ductive layer has  no  volume  charge density. Volume  charge  is  typically 
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Table 3 

Five basic photoreceptor performance  criteria 

1. Charging to the initial voltage (charge acceptance) 
2. Dark decay (dark discharge) 
3. Image  formation  time (photoinduced discharge) 
4. Image stability (lateral conductivity) 
5. Residual  image  (trapped charge) 

present  (Borsenberger  and  Weiss, 1993); it reduces the voltage  and places 
additional  demands  on the charger. 

2. Dark  Decay  (Dark  Discharge) 
Once the photoreceptor receives the initial  uniform charge, it is critical 
for this  charge to remain  essentially constant during the printing cycle. 
Dark  discharge  is  typically  dominated by thermally  generated  charge car- 
riers-free  electron-hole  pairs in the bulk,  and charge injection  from either 
the free surface or the interface with the conductive layer. Mobilities are 
sufficiently  high to sweep  quickly the charge from the bulk. The dark 
decay  time  is characterized by the depletion  time  Tdepletion-the  time  when 
the thermally  generated  bulk space charge  is  equal to one-half  of the initial 
surface  charge Qsu,.face. Assuming that typical  print  cycles are character- 
ized  by times on the order of seconds, the depletion  time  must  be much 
longer  than 1 second: 

keoVo I" 
Tdepletion = (z) S Tcycle 1 S 

where k is the relative  dielectric constant, V0 is the initial  voltage, d is 
the photoconductive  layer thickness, a is  an  empirical constant character- 
izing the material,  and p 5 1 is also an  empirical constant (Borsenberger 
and  Weiss, 1993). For example, the thickness of a photoreceptor needed 
to  achieve a depletion  time Tdepletion of 1 S assuming that the initial  voltage 
V .  is 500 volts  using a material  with a dielectric constant of 3 characterized 
by 

C 
p = l[dimensionless] a = 30 - m3 - S (5) 

is 

d =  (30C/(m3 - S)) (  1s)' = 21 pm 
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Dark  decay may be reduced by  making the photoreceptor thinner and, 
from  Eq. 2, charge acceptance is  improved  by  making the photoreceptor 
thicker.  This  is one of  many design constraints in photoreceptor develop- 
ment  and  design. 

3. Image  Formation  Time  (Photoinduced  Discharge) 
Once the charged photoreceptor is exposed, the latent image  must  form 
before the image  can be rendered  visible  by the development subsystem. 
Typically, the exposure time for any  point  on the photoreceptor is short 
compared  with the transit time of charge carriers, so that the discharge 
is  emission  limited. The electrostatic latent image forms in a time charac- 
terized by the transit time TTransit of the mobile charge carriers created by 
exposure: 

where d is the photoconductor thickness illustrated in  Fig. 3, p is the 
mobility,  and V. is the initial  voltage.  Assume that typical  print cycles 
are characterized  by  times on the order of a second  and that the time 
between exposure and  development  is a fraction of a cycle. From Eq. 7, 
the maximum thickness for the candidate photoreceptor with a mobility 
of p = cm2/V - S ,  charged to an  initial  voltage V, of 500 volts to 
achieve a 100 ms discharge  time is . 

d = J- = J(lO-. &) v - S  (500 V)(O.l S )  = 70 pm (8) 

Equations 7 and 8 assume that the mobility is constant and independent 
of the electric field.  In reality, mobilities are field dependent, and  more 
complete  models take this  into account (Borsenberger and  Weiss, 1993). 
Nonetheless, the image  formation  time  typically does not  seriously con- 
strain system  performance. 

The data throughput rate (see Example 1) places  demands on the expo- 
sure system  and photoreceptor. Dots are generated by  modulating the 
light source (see Example 2). Sufficient  light  energy  must  illuminate the 
photoreceptor to provide  sufficient  photoinduced  discharge. For example, 
at 240 dots/cm and 19.2 Mbit/s, each 42 pm diameter dot must  be  written 
within about 50 ns.  This  is a flash exposure, since the exposure time is 
very short compared  with the charge carrier transit  time. The discharge 
voltage as a function of exposure for flash exposure is (Borsenberger  and 
Weiss, 1993) 

V(%). = v0 1 - - ( EO;od) 
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where qe is the electronic charge, qo is the photogeneration  efficiency 
(number of charge carriers per absorbed photon), % is the exposure in 
photons per cm2, d is the photoconductor thickness, k is the dielectric 
constant, eo is the permittivity of free space, and V. is the initial  voltage. 
For example, the exposure needed to discharge the photoreceptor to half 
of the initial  voltage  is 

- q e q d  ( V’)) 3(8.85e-’*  (1.6e-19C)(l.0)(20 F/m)(500 pm) V) 
kea Vo 
” - - 

+ photons 
ir 2e - - z e + l l  - photons (10) 

m* 
- 

cm2 

This exposure can be  written in terms of absorbed  energy  using the energy 
per  photon: 

E = g(?) = (2e photons (6.6e-34J - ~)(3e+~m/s)  ”)( 500 nm 

Ideally, each 42 pm diameter dot in the image  requires about 1.4 pJ of 
absorbed  light  energy  with a power of about 30 pW. Three idealizations 
are inherent in Eqs. 9, 10, and 11:  

1. The  mobility  of  charge carriers is  independent of the electric field. 
2. The photogeneration  efficiency, the number of charge carriers pro- 

3. All incident  light  is absorbed. 

Practically, lasers with a rated  power of 3 to 30 mW are typically  used 
(Schein, 1992). 

duced  per absorbed photon, is 1.0. 

4. Image  Stability  (Surface  Conductivity) 
Once the imagewise  charge pattern exists on the photoreceptor surface, 
it  must  remain  substantially  unaltered for a time on the order of the printer 
cycle  time.  Moisture  and other contaminants  on the photoreceptor surface 
contribute to conductivity  resulting in  image  blur. For the geometry of a 
dielectric  layer on a ground plane, the charge  relaxation  time 7 depends 
on the spatial  wavelength A charge pattern (Robinson, 1986): 
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where as is the surface Conductivity, k is the dielectric constant, and d is 
the layer thickness. Charge  relaxation  is faster for higher surface conduc- 
tivity a,, shorter spatial  wavelength X (finer detail), and thicker photore- 
ceptors. The shortest spatial  wavelength is approximately  twice the spot 
diameter for the gray scale shown in Fig. 1. Assuming a 240 dot per cm 
resolution  and a 20 pm photoconductor thickness, the surface conductiv- 
ity  must  be 

a, = ““(l IT7 + 2) 
- (8.85e-12F/m)(83 pm) - 

IT( 1 .Os) (I  + L:;) = 1.2e-15s - 

(surface  resistivity  must  exceed  about 9 X IOl4 ohm/O) to avoid  image 
blur  due to lateral conductivity. 

5. Residual Image 
The  idealized photoreceptor illustrated in  Fig. 3 shows the charges on the 
surface of the photoconductive  layer. If both the photogenerated electrons 
and  holes  were  mobile,  all  charges  would  relax to the surfaces of the 
photoreceptor. In reality, charge  is trapped in the bulk  of the photoconduc- 
tive layer, resulting in an  undesirable  residual  voltage that cannot be  dis- 
charged  by exposure to light.  Assuming that incident  light  is  strongly  ab- 
sorbed  and that trapped  charge  is  confined to a thin  layer thickness x. 
near the surface of the photoconductor, the residual  voltage  is 

ntrapped q d 0  
2 

2 k ~ o  Vresidual = 

For example, to keep the residual  voltage less than 20 V, the number 
density of trapped  charge  confined to a thin 5 pm layer is 

B. Ink Jet 

Since the continuous  method is the most  important  commercial electro- 
static ink jet process, it will serve as the focus for the physical discussion. 
Here  we discuss the important  effects in the various process steps. Figure 
7 provides a geometric framework. 
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Figure 7 Continuous ink jet geometry. 

1. The  Jet  and  Its  Breakup 
The objective  is to produce a stable stream of fine drops. The drop rate 
should be as high as possible,  given a useful  spot  size.  Drops  should 
be spaced  sufficiently  to  avoid drop-to-drop interactions. A linearized 
perturbation  analysis (Lee, 1974) shows that, when ajet breaks into drops 
under  resonant conditions, the jet surface wavelength A (i.e., the drop 
separation) will be  approximately 4.5 times the jet diameter. By equating 
the  fluid  volume in the jet cylinder of length A with the volume in the 
drop, the drop diameter d can  be  found in terms of the orifice diameter 
b as 

 IT(:^ A = m($ A = 4.5b d = 1.89b 

If the spot  size  at the paper target is to be less than 100 pm in diameter, 
the orifice  diameter  must be less  than about 50 pm (not accounting for 
ink spread once the drop strikes the paper). 

The orifice  size  is also constrained by speed. The jet must  have  time 
to break  up in a controlled manner, and the droplets themselves must  be 
in a stable state before  they reach the target. Lee (1974) shows that the 
time  required for jet breakup when A = 4.5b is 

where y is the surface tension, p is the mass density, and h p  is the disturb- 
ance pressure. For water from a 35 pm orifice, with h p  = 100 Pa, the 
time is 92 ps. If drops are formed  every 10 ps,  as is typical, a formation 
time of 92 ps gives  plenty of room for the jet to emerge  and  break  up. If 
the orifice  is  much  larger  than this, the jet will  not  have  time to form 
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before  reaching the target. Bogy (1979) presents a more  detailed  analysis 
of the breakup dynamics. 

Another important aspect of jet breakup  is the formation of  small  satel- 
lite droplets. It is known that satellite  formation cannot be  predicted  with 
a linearized theory (Pimbley  and Lee, 1977). Often,  even if satellites form, 
their  velocity will  differ  from that of the main drops enough so that the 
drops coalesce before  striking the target. Of special  concern is the infinite 
satellite condition, in  which  satellite  velocities  match those of the main 
drops, and the satellites will reach the target. Figure 8 shows  experimen- 
tally  determined  operating  regimes for a water-based jet. The  usual  objec- 
tive  is to avoid satellite formation  completely  (it will affect drop charging 
even if satellites coalesce). More  recently  (Tokunaga et al., 1984; Morita, 
1989), attempts have  been  made  to generate satellites  deliberately  and  use 
these tiny droplets for printing. In this case, the  infinite  satellite  boundary 
would  be of interest. Extreme resolutions are possible with satellite  tech- 
niques,  although  almost all the jetted ink must be recirculated. 

For best operation, the jet velocity  should  allow  matching of the opti- 
mum wavelength.  One  wavelength  must  flow  through the orifice for each 
drop. If the time  between drops is to be tdrop, the jet velocity U must  be 

X 4.5b U=-=- 
tdrop  fdrop 

For fdrop = 10 ks and b = 35 km, this  gives a velocity of 15.75 &S. 
Considerable pressure must  be exerted to force liquid  through a small 
opening  with this velocity.  Morita (1989) quotes a static pressure of 470 
kPa (4.8 kg/cm2). 

2. Drop Charging 
Figure 7 shows a side  view of a cylindrical  charging  arrangement.  In a 
printer, the charger must  surround the jet breakup region. The electrode 
induces a potential  difference  between the jet tip  and the nozzle,  and 
charge will  flow to the end of the jet. As a drop breaks  off, the charge  is 
retained on the free drop. The electrode voltage is adjusted  rapidly, so as 
to control the charge on each and every drop as it  forms.  Two  critical 
parameters in this process are the time  required to charge the jet tip and 
the charge  per  unit area induced  on each drop.  In many printers, only 
every second or third drop is given a charge.  Uncharged drops in effect 
shield those with  charge.  This  minimizes  interaction  between drops and 
ensures that the deflection  field will dominate  motion later on. 

Charging  time is governed by  an  RC  time constant between the capaci- 
tive structure of the charger  and the resistive liquid.  Mechanical transport 
of charge also takes place because of  fluid  motion.  The  relative  importance 
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Rear-merging 
zone l Forward-merging 

zone 

Figure 8 Satellite formation regimes. (From Pimbley and Lee, 1977, copyright 
1977 by International Business Machines Corporation, reprinted with permission.) 
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of electrical and  mechanical rates can  be represented with the electric 
Reynolds  number Ree, the ratio 

For the drop breakoff  region, the ink's electrical permittivity E and conduc- 
tivity U determine T ~ ~ ~ ~ .  The velocity is U, and the characteristic length l 
corresponds to the jet diameter. For the charger, the electrical rate is 
the RC product of the electrode capacitance and the jet resistance. In a 
continuous jet, Re, should  be  small, so that the electrical  effects are very 
fast. If Ree 1 ,  the charging process can be controlled  rapidly,  indepen- 
dent of velocity or jet variations. In a drop-on-demand system, Re, would 
normally  be  of order 1 to create strong interaction  between  electrical 
forces and  mechanical  motion. 

The shape of a spherical drop is, of course, maintained  by surface 
tension. Charge on the drop surface will produce a mutual  repulsion that 
offsets surface tension. If too much  charge is imposed, the drop will  be 
disrupted into small droplets. This balance  between  surface  tension  and 
surface  charge density is the basis of the Rayleigh  limit  (Hendricks  and 
Schneider, 1963) 

4 1  JGZT (20) 

where y is the surface tension of the liquid.  The  charging  process  in a 
continuous jet must stay below the Rayleigh  limit. For a water drop 100 
pm in diameter, the limit  is 7.1 pc. 

The drop charging process itself  has  been  described  by  several authors 
(Sweet, 1965; Fillmore et al., 1977; Hendricks, 1973). A simple  approach 
is to  model  Fig. 7 as a coaxial capacitor. The capacitance of the structure 
per unit  length  is 

where eo is the permittivity of the air gap  and c is the diameter of the 
electrode cylinder. If the interaction length  between the jet and the elec- 
trode, l,, is greater than A, each drop will carry a charge q = (C//)hVcharge, 
where Vcharge is the electrode voltage.  When the optimum  spacing A = 
4.5b is used, 
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The charging  voltage is constrained  by  dielectric  breakdown in the air  gap 
to keep the electric field  below  about 3 MVlm. This requires 

For a ratio cl6 = 10, and 6 = 50 pm, the voltage  limit  will  be 345 V. 
Consider drops 100 pm  in diameter. The  charge  per drop will  be (5.74 X 

F)(345 V) = 1.98 pc. In this case, the field  breakdown  limit  is 
reached  before the Rayleigh  limit. For better accuracy, the capacitance 
between adjacent drops needs to be  included as well.  Detail  is  provided 
by  Crowley (1986) and by  Pimbley  and Lee (1977). For deflection, the 
charge-to-mass ratio is of merit: 

In the case of a 100 pm water drop with 1.98 p c  of charge, the charge- 
to-mass ratio is 3.78 mClkg. 

3. Drop  Deflection 
The drop charging process, induces a controlled charge, dependent on the 
desired  location  at the target. The drops are then  deflected in a static 
electric field. The acceleration in the intended  direction can be  found  from 
the force on a small  charged object, F = qE, where q is the charge  and 
E is the electric field vector. Force per  unit  mass  gives the acceleration: 

For the 100 pm water drop with 1.98 p c  of charge, a strong field  of 3 
MVlm would  produce acceleration of  more  than 11,000 m/?! Effects of 
gravity will be  negligible  compared to this, so that orientation of the ink 
jet system  should  not  affect  performance. Notice that, if the jet formation 
and  breakup  process does not  vary over time, Eq. 25 consists of a few 
geometric parameters and two control inputs. This  simplicity,  combined 
with the separate charging  and  deflection control, is a major advantage 
of  ink jet technology. 

111. SOLVENT PROPERTIES 

Table 4 shows the properties of some  solvents for ink jet systems. 
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Table 4 Properties of Some Solvents for Ink Jet Systems 

W m )  
(kglm3 ) (Pa. s) Surface Dielectric 

Liquid Mass density Viscosity tension constant 

Water lo00 0.0010 0.072  80.0 
Methanol 796 0.00055 0.022  31.2 
Ethanol 794  0.0012 0.022  25.8 
t-Butanol 787  0.0029 0.021  17.7 
Ethylene glycol 1116  0.0162 0.048  41.2 
Glycerol 1260  0.9500 0.059 15.3 

Source: Wright et al., 1993. 

IV. WORKED  EXAMPLES 

A. Ink Drop  Charging 

A continuous inkjet system uses an  ethanol-based ink and  nozzle diameter 
of 40 pm. The  charging electrode is a cylinder 250 pm in diameter, spaced 
so that jet breakup takes place  within  it. The charger voltage  is 50 V, 
maximum.  What  is the highest  induced  charge  possible?  Assume  conduc- 
tive  ink. 

If the breakup process is near its optimum, the wavelength A will be 
180 pm. Drop  size will be  76 pm. The capacitance of the electrode 
over one  wavelength  will  be  2mohn(6.25) = 5.5 fF. Maximum drop 
charge  is expected to be just under 275 fC. The Rayleigh  limit for the 
drop should  be  J6.99 X lO"Oy& = 2.6 pc. The maximum is almost 
a factor of ten  below  this  limit. 

B. Deflection Electrode  Spacing 
A continuous ink jet system is to be  built  with a full-width array of nozzles 
for very fast printing. The emerging droplets are expected to be 100 pm 
in diameter. Cylindrical  charging electrodes 200  pm  in diameter are pro- 
posed.  Find the maximum  charging electrode voltage to avoid air break- 
down. Then estimate how far apart adjacent charging electrodes must  be 
to avoid  breakdown  between  them. 

The maximum  field  is  limited  by air breakdown to about 3 MV/m.  If 
the drops are 100 pm  in diameter, then the  jet must be about33 pm  in 
diameter. The voltage  limit  from Eq. 23  is (3 X 106)(53  pm)  1n(200/53) 
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= 211 V. The electrode-to-electrode field  can  be  estimated  based on 
a parallel  line geometry. The electric field  between  parallel  cylinders 
(Johnk, 1975, p. 536) is  maximum at the surface of the cylinder at the 
point  where the two electrodes are closest. At that location, the field 
strength is 

V ’‘ = 2 ln[(h + ,/h2 - R2)/R]  

1 1 
* [h - R - - h - R + Jh’ - R*] 

where 2h is the electrode center-to-center spacing  and R is the electrode 
radius. To keep (E( < 3 MV/m when V = 21 1 V, we  need center-to-center 
spacing 2h > 280 pm (found  by iterative solution of Eq. 26). 
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1. INTRODUCTION 

Copiers  and laser printers, which  use the electrophotographic  technology, 
represent one of the most  successful  commercial  applications of electro- 
static phenomena. These devices, unknown to the general  public  before 
1959, have  become  indispensable  office  equipment today. The  design, 
manufacturing,  and sales of electrophotographic  equipment  involves 
many  of the world’s  largest corporations with  total  annual  revenues  ap- 
proaching $50 billion  worldwide. 

The six process steps required in any  electrophotographic  device are 
easily understood (Schein, 1992)  and are shown  schematically in  Fig. 1. 
They are 

1. Charge A corona discharge, caused by air  breakdown,  uniformly 
charges the surface of the photoreceptor, which, in the 
absence of light,  is  an  insulator. 

2. Expose Light, reflected  from a document  (in a copier) or pro- 
duced by a laser (in a printer), discharges the normally 
insulating photoreceptor, producing a latent  image, i.e., 
a charge pattern on the photoreceptor that mirrors the 
information to be transformed  into the real  image. 

321 
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Figure 1 Schematic diagram of the six steps  of the electrophotographic process: 
charge, expose, develop, transfer, fuse, and clean. 

3. Develop Electrostatically charged  and  pigmented  polymer parti- 
cles called toner, “10 pm  in diameter, are brought into 
the vicinity of the latent image. By virtue of the electric 
field created by the charges on  the photoreceptor, the 
toner particles adhere to the latent image,  transforming 
it  into a real  image. 

4. Transfer The  developed toner on the photoreceptor is transferred 
to paper by an electric field created by corona charging 
the back of the paper  with a charge opposite to that of 
the toner particles. 

5. Fuse The image  is  permanently  fixed to the paper by  melting 

6. Clean The photoreceptor is  discharged  and  cleaned of any ex- 
cess toner using coronas, lamps, brushes and/or scraper 
blades. 

the toner into the paper surface. 

This process involves a myriad of physical,  chemical,  and  engineering 
challenges. For example, the corona discharge  involves  gas  discharge  phe- 
nomena. The gas discharge creates chemically active molecules that can 
destroy the photoreceptor surface. Furthermore, keeping the corona wire 
free of toner contamination  is  required to eliminate  nonuniform  charging, 
which  can  lead to streaks in the process direction in the copy.  Another 
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example:  during the expose step, light  photogenerates  charge carriers in 
the photoreceptor, which  then  must  move  through  this  normally  highly 
insulating  material  without  being  trapped (or ghost  images will be created 
in the copy).  The  physics of photogeneration  and  charge transport phe- 
nomena  in  photoconducting  materials  remains  an  active area of research. 
The choice of photoconducting  materials  continues  to  keep  armies of 
chemists  busy. And engineers  must decide whether the photoreceptor 
should  be in the form of a drum or a belt,  based on the overall architecture 
of the copying or printing  device. A third  example:  powder toner particles 
must be selected to charge correctly, fuse readily to the paper, not  stick 
below fuse temperatures, flow properly, and  yet  not  contaminate parts in 
the copier or printer. Many  more  examples of such  physical,  chemical, 
and  engineering  challenges are easily  identified. 

Electrostatic phenomena contribute to almost  all of the process steps 
shown in Fig. 1. Discussed in detail in the remainder of this chapter are 
four key  roles of electrostatics in electrophotography: 

1. As already  mentioned, corona charging  resulting  from a gas  discharge 
is used in both  charge  and transfer steps. 

2. During exposure, a charge pattern is created on the photoreceptor 
surface that mirrors the information to be transformed  into a real 
image.  Charged toner particles  only  respond to electric fields in air 
above the photoreceptor. Therefore the actual driving force for the 
development of toner is the electric fields  immediately  above the pho- 
toreceptor due the charge pattern on the insulating, photoreceptor 
surface. Calculation of these electric fields is a classic  problem in 
electrostatics. 

3. The toner particles, which are polymeric insulators, must  be  charged 
so that the electric fields of latent images can attract them. The expla- 
nation of the physics of insulator  charging  remains on the forefront 
of science. 

4. During development, the charged toner particles are attracted to the 
latent  image; Electrostatic phenomena  determine the amount of toner 
that develops  and therefore are at the very  heart of the electrophoto- 
graphic process, determining the best  image  quality that can be pro- 
duced by electrophotography. 

Other electrostatic phenomena  also are important in the electrophoto- 
graphic process. For example,  during  both transfer and  clean the electro- 
static force of adhesion of toner particles to the photoreceptor must  be 
overcome.  After fuse, the paper  must  be  discharged,  especially at low 
relative  humidity. The interested reader is  referred  to the literature 
(Schein, 1992; Schaffert, 1980). 
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I I .  CHARGING 

During the charge and transfer steps, the photoreceptor and the back  of 
the paper are uniformly  charged  by extracting ions  from  an air breakdown. 
The air is  caused to break  down  electrostatically by  applying a high poten- 
tial to  a thin  wire,  creating agas discharge, as discussed in detail in Chapter 
9. 

The voltage necessary to create the ionized air is  determined  (Cobine, 
.1958) by the electric field  required  to accelerate electrons to sufficient 
velocities to ionize air molecules  (Paschen’s  breakdown),  and  by the dis- 
tance from the wire at which the average  electric  field  equals the Paschen 
sparking  breakdown  voltage.  This  voltage  depends  primarily on the wire 
diameter.  Typically, a 50 p,m diameter  wire  spaced I cm  from the ground 
plane, operating at  a potential of 8000 V,  is  sufficient to charge a photore- 
ceptor moving at  a speed of 5 cm/s  (Vyverberg, 1965). 

A device used to place this charge  on the photoreceptor, called a coro- 
tron  (Vyverberg, 1965), is  shown in Fig.  2(a).  Ions of the same  polarity 
as the wire  will  be  swept  by the electric field  toward the photoreceptor 
(and the shield).  While the shield current is a source of inefficiency,  it 
provides  stability to the corona by forcing the operating  condition to be 
far from threshold. The nature of the ionized  molecules  resulting  from the 
corona discharge  has  been  shown  (Shahin, 1971) to be  primarily  COT  and 
(H*O),H+ with n = 4 to 8. 

The corona, as the discharge  is  called  (Vyverberg, 1965; Cobine, 1958), 
appears as a uniform  blue-white sheath around the wire for a positive 
polarity; for a negative  wire there are glowing  bluish  points  spaced  at 
regular intervals along the wire. These nonuniformities are due to current 
avalanches  caused by the slow  velocity  positive  ion  cloud as it  moves 
toward the wire  (Gallo, 1975,  1977). They represent a significant source 
of nonuniformity for negative  charging.  Another  important source of non- 
uniform  charging  (for  both  polarities)  is  wire  contamination  due to toner 
and paper dust. To produce more  uniform photoreceptor charging, a 
screen is  sometimes  added  between the corona wire  and the photoreceptor 
to produce a charging  device  known as a scorotron (Fig. 2(b)). The screen 
potential determines the approximate maximum potential to which the 
photoreceptor will  be charged  (Vyverberg, 1965). 

111. ELECTRIC  FIELDS  OF  LATENT  IMAGES 
Toner particles are attracted. to the latent image  by the Coulomb force F: 

F = QE (1) 
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Figure 2 Schematic of devices used for charging a photoreceptor. In (a) a 
corotron is shown; in (b) a scorotron is  shown  in  which a screen is  placed between 
the corona wires  and the photoreceptor. The potential of the screen determines 
the approximate maximum potential to which the photoreceptor will be charged. 

where Q is the charge  on the toner particles  and E is the electric field 
associated  with the latent image. 

The calculation of the electric fields  associated  with  charge patterns 
on a dielectric (the photoreceptor) is  discussed in Chapters 1, 6, and 11 
(see also Crowley, 1986). A few  examples are given  below to allow the 
reader to became  familiar  with the electric fields that occur in electropho- 
tography. These examples  include the electric field  due to the latent im- 
ages of a solid area, a single  line,  and  parallel  lines. 

A solid area latent image  is a uniformly  charged photoreceptor surface. 
As shown in  Fig. 2(a), the counter charges  flow  into the ground  plane 
under the photoreceptor. Electric field  lines connect the uniform  charge 
on the photoreceptor surface and the counter charges in the photoreceptor 
ground  plane,  resulting in zero electric field  in air  above the photoreceptor 
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surface (far  from the edges of the latent image).  Therefore  solid area latent 
images  will not attract toner (except at edges). To create an electric field 
above a solid area latent image, a grounded electrode must  be  added (as 
part of the development system) that capacitively  couples electric field 
into the air gap above the photoreceptor (Fig. 3). The uniform  field E in 
the air  gap above the photoreceptor is  then  (using  Gauss's  law) 

where up is  charge  per  unit area associated with the latent  image, d, is 
the photoreceptor thickness, L is the electrode-photoreceptor distance, 
K ,  and KE are the photoreceptor and electrode-photoreceptor dielectric 
constants, respectively, and eo is the permittivity of free space. The  quan- 
tity crpd,lK,Eo is the electrostatic potential V at the top surface of the 
photoreceptor with respect to the ground  plane  on the bottom  surface (in 
the absence of the electrode), which is a useful,  measurable parameter. 
Electric fields  internal to the photoreceptor are chosen  to  be  approxi- 
mately 50% of dielectric  breakdown.  Typical  values for an inorganic  pho- 
toreceptor are V = 1000 volts  and d, = 60 pm, giving  internal  fields of 
17 V/prn. For L = 1200 pm, KE = 6 (e.g., see below),  and K ,  = 6.6, 
E = 5 Vlpm. 

The electric fields associated with a line  have  been studied, and a quali- 
tative understanding is useful for grasping the complicated nature of this 
problem.  Neugebauer (1965) solved the electrostatic problem of a line of 
charges  on a dielectric, i.e., a photoreceptor surface, by means of a series 
expansion  using the method of images.  He  showed that the electric field 

Electrode 
- - - - T 

t 
L 
I 

I 
+ + t i + +  + 

Photoreceptor l - - " - - 
Figure 3 The  electric  field  lines  associated  with  a  solid  area  latent  image in 
the presence of an electrode. 
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depends on the thickness of the dielectric  and the width of the line,  and 
varies  rapidly in space above the line.  Variations of the perpendicular 
electric field as a function of distance above a 25 pm thick  dielectric  with 
dielectric constant 6.6 (an  inorganic photoreceptor based  on Se alloys) 
charged to 1000 V for a line of 10 pm half  width are shown in Fig. 4(a). 
The sensitivity to line  width, 1 pm above the photoreceptor surface, is 
shown in Fig.  4(b).  Note the rapid  spatial  variations of the electric field, 
and that at  large  line  width, i.e., solid areas, the electric field  goes to zero. 

An estimate of the ratio of line to solid area toner development  can be 
made  by  estimating the respective electric fields. If an electrode is  added 
(Fig. 3), a uniform  field (Eq. 2) is  added to the above fringe  fields.  This 
was  shown above to be approximately 5 V/pm, slightly  less  than  half the 
fringe  field  value  shown in Fig.  4(a) (at 1 pm above the photoreceptor 
surface). These numbers  suggest that the electric fields due to lines are 
approximately  twice as strong as the electric fields  due to solids,  and a 
2: 1 ratio of line to solid area toner mass per unit area is to be expected. 

However, in an actual development system, the electrostatic fields can 
become  considerably  more  complicated.  Some  development systems use 
-200 pm diameter polymer coated metal  balls to carry the toner to the 
latent image  (Fig. 5). Such balls  must  maintain  an  equal  potential across 
their surfaces, This will obviously  change the electric field  both  spatially 
and  with  time (as the balls  move across the latent image). The value of KE 
= 6, assumed above, results from a recent experimental  and theoretical 
solution  (Schein et al., 1990) to the electrostatic problem of determining 
the appropriate electric field  enhancement as seen by toner particles due 
to these metal  balls. It is just the dielectric constant of a mixture of air 
(K = 1) and  metal spheres ( K  = m) at high  packing  fraction  (approximately 
0.6). Further, as toner develops  and  neutralizes  some of the charges of 
the latent image, the electric field  changes. If that were  not  complicated 
enough,  it  is  unclear  where  in space to evaluate the electric field  when 
calculating toner development.  Some  workers  have  evaluated the field  at 
1 pm above the photoreceptor surface (as done above) or at a toner radius 
above the photoreceptor, but the correct value  probably depends on the 
development system and the physics of development. 

A series of parallel  lines  ideally  would create a square wave  charge 
pattern, but  optical system imaging  generally adds some  rounding to the 
corners. If the electrostatic latent image  can  be  approximated  by the sinus- 
oidal  charge pattern 

up = U0 + uk cos ky (3) 

where k is the spatial frequency, then the electric  field  can  be  obtained 
in closed  form  using Fourier analysis.  In the absence of an electrode, the 
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Figure 4 (a) Perpendicular electric field plotted versus the distance (1, 4, 16 
km) above a 25 pm thick photoreceptor of dielectric constant 6.6 for a line charge 
half width of 10 pm charged to lo00 volts (calculated as if the charging were 
uniform). (b) Perpendicular electric field component at the center of a line  charged 
to 1000 volts plotted versus the width  of  line. (From Neugebauer, 1965.) 
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Figure 5 Scanning  electron  microscopic  pictures of (a) 10 2 2 pm size-classi- 
fied  toner  and (b) toner  adhering to  a carrier  particle. 

perpendicular electric field is (Kao, 1973) 

showing the exponential  falloff  with distance above the photoreceptor ( z ) ,  
similar to the results shown in Fig. 4, and the periodic  variations  with 
distance across the photoreceptor (y). For sharp latent  images  such as 
sharp boundaries, the electric field  can  be  found by performing a Fourier 
expansion of the latent image  and  summing the values of El for  each k. 

IV. TONER CHARGING 

In electrophotography, the proper  charge properties of the toner particles 
are crucial requirements for a good development system. The  average 
charge-to-mass ratio Q/M determines the amount of toner developed onto 
solid area and character latent images: the lower the Q/M,  the darker the 
images  on the page.  Wrong  sign toner is “developed,” i.e., attracted to 
the photoreceptor, onto nonimaged areas, giving  an  objectionable  gray 
color to the white paper. Zero  charged toner becomes dust in the machine, 
leading to reliability  problems. 
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The charging of the insulating toner particles  is  almost  always  achieved 
by contact electrification: the toner particles are brought  into contact with 
another material.  At the interface of the surfaces, charge  is  exchanged. 
This  method of insulator charging  is a pervasive but  not-well-understood 
solid-state  physics  problem  (Schein, 1992;  Lowell  and Rose-Innes,  1980). 
One  merely  has to walk across a rug  under low relative  humidity  condi- 
tions  and experience the shock  on  touching  grounded  metal for a demon- 
stration of the pervasiveness of charge  exchange  phenomena  (between 
shoes and rugs). It occurs between all materials  (metals and insulators, 
organic  and  inorganic)  and  remains one of the few  solid-state  physics 
problems that is at  such a rudimentary  level of understanding. 

There are two  primary types of development  systems  (Schein, 1992). 
In the magnetic brush dual  component  development system, used  in  most 
high speed  machines, toner particles are charged  by  mixing  them  with a 
second  powder  called carrier (Fig. 5) .  Toner particles  have  diameters of 
approximately 10 pm and are blends of polymers  and carbon black  pig- 
ment. Carrier particles have diameters of approximately 200  Km and are 
composed  of  magnetically soft, conductive, metallic  balls  coated  with a 
thin  polymer layer. Contact between the toner and carrier surfaces causes 
charge to be exchanged.  Depending on the materials  chosen for the toner 
and carrier coating, the resulting  charge on the toner may  be positive or 
negative.  This  mixture,  which  has zero net charge, is  introduced into the 
magnetic  brush  development  system  (Fig. 6) where toner particles are 
attracted to the latent image  on the photoreceptor. 

The second type of development system, monocomponent,  eliminates 
the camer particles and  is therefore lighter  and  more compact, ideal for 
low speed machines. An example is shown in Fig. 7, which  is a schematic 
diagram of a development  system in a Canon  personal copier. In this case 
the toner particles, which  have  magnetic  material  dispersed  within the 
polymer,  reside in a reservoir in  which a roller rotates about stationary 
magnets. The toner is  charged by contact with the rotating  roller  and  is 
carried out of the reservoir past a magnetic doctor blade  to  the  develop- 
ment  zone. 

The toner charge obtained is known to be determined by the materials 
chosen, but the appropriate physical  and  chemical properties remain  un- 
known. Toners are usually  made  from  polymers  such as polystyrene, poly- 
acrylics, polymethyl methacrylates, etc., blended  with  about 10%  by 
weight of carbon black.  Additives  called  charge  control agents are usually 
added at the 1% level to toner to control toner charging.  Examples are 
metal  complex dyes and quaternary ammonium salts. A great  deal of pro- 
prietary, empirical  knowledge  concerning  charge  control agents exists at 
each company  making toners. 
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Figure 6 A schematic  diagram of a magnetic  brush  development  system.  The 
carrier, which  is  polymer  coated  magnetically  soft  material,  is  attracted to the 
stationary  magnets  and, by a combination of  magnetic  and friction  forces,  is  car- 
ried  around  the  rotating  roller  into  the  development  zone  where  the  toner  is  at- 
tracted  to  the  latent  image.  (From  Williams, 1984 Copyright 0 1984 by John Wiley 
and Sons, Inc.; reprinted by permission.) 

The difficulties in bringing a scientific basis to  toner, and  therefore 
insulator, charging should not  be  underestimated and are well documented 
in prior  reviews  and  books  (Schein, 1992; Lowell and  Rose-Innes, 1980). 
When the surfaces of two materials are brought into  contact  and  separated, 
the  actual area  that made contact is difficult to determine.  Whether  pure 
contact  or friction is required  has  not been determined.  In fact,  the  terms 
contact  electrification  and  triboelectrification,  i.e., frictional electrifica- 
tion, are often used interchangeably. The precise  natures of the  surfaces 
are usually not well defined: dust  particles,  surface  contaminants,  and 
even  water  layers may be  the  “surface.”  Even for “clean”  surfaces the 
nature of intrinsic  and  extrinsic  surface  states on insulators is not well 
understood. The magnitude of return  currents during separation  remains 
controversial.  Finally,  the  number of surface molecules involved in the 
charging process is extremely  small, on  the  order of one molecule in lo4 
or lo5. 
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Figure 7 In the Canon monocomponent  development  system the magnets are 
stationary and the toner, containing magnetically soft material, is carried by the 
roller past a magnetic doctor  blade into the development zone.  (From Takahashi 
et al., 1982.) 

The construction of contact  charge  exchange models requires specifica- 
tion of the following items: the nature of the  charge  carrier  (electrons, 
ions, or mass  transfer), the driving force (difference in work  function, 
concentration  gradients), the mechanism (thermionic emission, tunnel- 
ing), the energy  states involved (bulk or surface,  extrinsic or intrinsic), 
and the condition  (whether the dynamic or equilibrium condition is being 
addressed). 

These  parameters  are agreed upon only for metal-metal contacts (Low- 
ell and  Rose-Innes, 1980; Harper, 1967). In this case it has been shown 
that if two  metals with different work functions +i are brought together 
(Fig. 8) and  electrons  are allowed to  exchange by tunneling so that thermo- 
dynamic equilibrium is maintained, a contact potential difference VC is 
created  across the interface, given by 

and  the  charge Q exchanged by electron tunneling is 
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Flgure 8 The average  of  an electron inside  and  outside of a metal  is  shown  in 
(a) ignoring the image potential. Here + is the work function, V ,  is  the  surface 
potential, and EF is the Fermi  level.  Two  metals in close  proximity (b) exchange 
charge  until, in equilibrium, their Fermi  levels are coincident. The transferred 
charge  is  such as to cause a difference in surface potential V,  equal to (+B - +A)/ 

e. (From Harper, 1967.) 
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where CAB is the capacitance between the two  adjacent  bodies. AS the 
two  bodies are separated, CAB decreases (and  consequently Q decreases) 
until  charge  exchange by tunneling stops. Harper (1967) showed that the 
cutoff of tunneling currents with  distance is at about 10 A. 

When insulators are involved, serious experimental  and theoretical dif- 
ficulties  abound. For example, there have  been experiments on insulating 
polymers (Harper, 1967) and rare gas  solids  (Cottrell et al., 1984) in which 
no  charge  exchange  was observed when contact was  made  with  metals. 
On the other hand, several authors, beginning  with the classic experiments 
of Davies (1969), have  shown that, after many contacts are made to reach 
an  equilibrium  charge exchange, the charging of polymers in metal-insula- 
tor contact charging experiments depends linearly  on the metal  work  func- 
tion.  Such results have  been taken as evidence that electrons are being 
exchanged,  driven by the work function difference  between the metal  and 
the insulator. There is also good  evidence for an  ion  exchange  mechanism 
(Shaw  and Jex, 1928). Charge  exchange experiments on  glasses  and  poly- 
mers can be correlated with the basic  and  acidic nature of the surfaces. A 
possible  mechanism  could  involve water adsorption from the atmosphere 
promoted by the acidic or basic  groups,  with OH- and H+ ions  exchanged 
(Medley, 1953). Insulating  materials  have  been ordered in lists (Schein, 
1992; Lowell  and Rose-Innes, 1980) called triboelectric series, with the 
property that a material  higher  on the list always  charges  positive  when 
contacted by a material  lower on the list. This empirical  result  suggests 
that a single  charging  mechanism  is operative. 

Charge characterization of mixtures of powders in electrophotography 
has  been  carried out for many  years  using a “cage blowoff” technique 
(Schein  and Cranch, 1975). In this measurement, shown in Fig. 9, a mix- 
ture of two  powders  is  put  into a metal  Faraday  cage (also called a blowoff 
cage)  with  metal screens on  both ends. The holes in the screens are chosen 
to be larger  than the diameter of the smaller  powder (toner) but  smaller 
than the diameter of the larger powder (carrier). After sufficient  blowing 
through the Faraday  cage  with  an air gun, the toner particles leave. By 
measuring the change in mass M and  charge Q, the average Q/M ratio of 
the toner particles can be obtained. It is  generally observed that MIQ a 

C; l ,  where the toner concentration C, is the ratio of toner to carrier mass 
(Schein 1992). 

That the surfaces of insulators are involved in insulator charging  is 
suggested  by the experiments of Hays (1974), Bauser et al. (1970), and 
Kittaka  and  Murata (1979), who  altered the surfaces of organic films with 
exposure to ozone, oxygen, and UV irradiation, respectively, and  ob- 
served  changed  charging behavior. These and other results have  lead to 
the  suggestion of the surface state theory of electrostatic charging (Krupp, 
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Figure 9 Apparatus  used in the  cage  blowoff  measurement.  The  stainless  steel 
cage  has  screens  on  both  ends  with  holes  intermediate in size  between  the  diame- 
ters  of  the  carrier  and toner. An air jet  forces smaller  diameter  particles  called 
toner  out  of  the cage. Measurements of the  charge  and  the  mass left  gives the Q/ 
M ratio of the  toner. 

1971; Bauser et al., 1970; Bauser, 1974;  Schein  1992;  Lowell  and Rose- 
Innes, 1980).  In this theory, charge  is  exchanged  between  surface states 
of the two materials, driven by the “surface work function” difference 
between the materials.  The  theory  has  two  limits,  schematically  indicated 
for insulator-insulator contacts in Fig. 10. In the high surface state density 
limit  (Fig.  10(b))  charge  exchange  is  large  enough to raise the insulator 
with the larger  work  function (before charging)  to the energy  level of the 
insulator  with the smaller  work  function (on the left in Fig. 10(b)).  This 
limit requires the charge  exchanged  per  unit area to  be orders of magnitude 
larger  than is experimentally observed and  is therefore usually  dismissed. 
In the low surface state density  limit,  charge  is  exchanged to fill the states 
between the two  work functions (Fig.  10(a)),  from the surface of the mate- 
rial  with the lower  work  function to the surface of the material  with the 
higher  work function. Such a theory can  account for the  observation that 
MlQ 0: C; in toner-carrier charging experiments. It can also  explain the 
observed linear dependence of insulator  charging on metal  work  function 
(Schein 1992,  Lowell  and  Rose-Innes  1980,  Davies  1969),  but  only if the 
density of surface states per unit  energy  is constant. It  also  implies  elec- 
tron exchange, which  is  difficult to reconcile  with the evidence for ion 
transfer (Schein, 1992;  Lowell  and  Rose-Innes,  1980). It assumes that a 
“surface work function” can be  defined for an  insulator,  which  requires 
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Figure 10 Schematic diagram of the insulator-insulator contact for the low (a) 
and  high (b) density limits of the surface state theory. and $2 are the surface 
work functions (energy difference  from  highest  occupied  level to vacuum) of the 
insulators, and $g is the final  common  work function after charge is  exchanged. 
A dash at the interface represents a surface state; a dot on  the dash indicates a 
filled surface state before contact; and an arrow indicates the movement of charges 
during  charging. 

thermodynamic  equilibrium. However, these materials  have  virtually zero 
conductivity, making  it  difficult to understand how charges  can  move  to 
establish  an  equilibrium  condition. Further, the nature of the “surface 
states,” which correspond to 1 molecule in 104-105 being  charged,  has 
never been  identified. 

Application  of the surface state theory to toner-carrier mixtures  re- 
quires  calculation of the measurable  parameter Q/M. Lee (Schein, 1992; 
Lee 1978) suggested  applying the low density  limit of the surface state 
theory to toner-carrier charging. He showed that M/Q is  given  by 

where Nc  (Nt )  is the number of surface states per  unit area per unit  energy 
on the carrier (toner), A +  is the difference in  work function, R ( r )  is the 
carrier (toner) radius, and pc (pt) is the carrier (toner) density. Schein 
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(Schein et a1 1992) suggested  applying the high density  limit of the surface 
states theory to toner-carrier charging  and  showed that 

where E, is  an electric field created during the contact by the charge 
exchange. Note that Eq. 8 (the high density  limit)  is  identical to Eq. 7 
(the low  density  limit)  with N,A@ and NtA@ replaced  with EOEe. There 
is  an  important  difference  between Eqs. 7 and 8: the slope-to-intercept 
ratio of MJQ,  versus Ct is  determined  entirely by  known parameters, RP,/ 
(rpt), in Eq. 8; it  is  determined  by the product of this  parameter  and N t /  
N ,  in Eq. 7. This  result  has  obvious  experimental  implications. 

These  predictions can be compared  with  experimental  measurements 
of M l Q  versus Ct by Lee (1978) and  Anderson (1989) and data shown  in 
Fig. 11 (Schein et al., 1992). In the experiment of Schein et al. (1992) the 
concentration of charge control agent, toner additives  at the 1% level that 
improve toner charging,  was  also  varied, as summarized in Table 1. The 

0.20 - Slope lnterce t Slopa 

m 0.0 3.31 0.0179 185 
0.5 2.25 0.01 59 142 

A 2.5 1.37 0.0097 141 

C C A ( ~ )  (g /pc)  (s/ctc! Intercept 
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Figure l 1  The  graph shows the mass-to-charge  ratio M/Q versus  the  toner 
concentration C, for the  same camer and  three toners with  the  percent  charge 
control  agent of 0,0.5, and 2.5%. The least  squares  determined slope and intercept, 
and  their  ratio  are given in  the figure. (From Schein et al., 1992.) 
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Table 1 Analysis of Published MIQ vs. C, Experiments 

Material  parameters Slopelintercept 

R r Pc P, 
Data (pm) (pm) (&m3) (g/cm3) Observed 

Leea 

Rp, 

Fig. 2 50  7.1 5.5 1 50 38 
Fig. 3 50 7.1 5.5 1 29 38 
Fig. 4 50  7.1 5.5 1 18 38 
Fig. 5 125 7.1 5.5 1 236 96 

Andersonb 50 5 4 1 32 40 
15 6 5.5 1 3.7 14 

Fig. 11 (this paper) 
0% CCA 100 5 7.7 1 185  154 
0.5% 100 5 7.7 1 142  154 
2.5% 100 5 7.7 1 141  154 

a From Lee (1978). 
From Anderson (1979). 

interesting  result is that the observed slope-to-intercept ratio (next to last 
column) agrees with the prediction of the high density  limit of the theory 
(last  column)  within a factor of two for almost all the experiments, with 
no adjustable parameters. One  must therefore argue that N ,  = Nt within 
a factor of two, for all of the different toner-carrier systems characterized 
by these sets of data, taken with different toners and carriers at  different 
laboratories, which  seems  unlikely or that the high density  limit  is the 
correct description of the data. 

The  analysis of the data in Fig. 11 in Table 1 is also independent  evi- 
dence  for the validity of the high density limit.  In this experiment, only 
the percentage of charge control agent  was changed; the carrier remained 
unchanged. The increased  charging  due to the addition of charge control 
agent in the toner can  be  ascribed to a change in Nt in the low density 
limit  of the theory. This predicts only a change in intercept. Nonetheless, 
experimentally  both the slope  and the intercept changed, maintaining the 
ratio constant, inconsistent with the low density limit  but consistent with 
the high density  limit of the theory. Clearly E,, the field  being created in 
the high density  limit  of the theory, changes as the amount of charge 
control  agent  is  changed (E,  = 8.8 V/pm at 0% CCA  and E, = 21.3 V/ 
pm at 2.5% CCA), indicating that E, is  determined by some  material 
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properties.  This  is the first experiment that can  distinguish  between the 
low  and the high density  limit of the surface state theory. The experimental 
results  indicate that only the high density limit describes the experimental 
data. Verification that the high density  limit describes toner, and  presum- 
ably  all insulator, charging  resolves one of the central questions in insula- 
tor charging:  whether electrons, ions, or molecules are the charges ex- 
changed.  The  resolution  is that whatever charges are available will  be 
exchanged to create E,. A corollary  is that if no free charges are present, 
it  is  predicted that no charge  is exchanged, as has  been  observed in several 
insulator  charging experiments (Harper, 1967; Cottrell et al., 1984). 

Association of E, with  material properties is the next step required for 
a microscopic theory of insulator  charging. Unfortunately, simple theory 
suggests that E, equals the difference in work  functions  divided  by the 
distance  between the surface where  charging ceases. Reasonable  values 
for these  parameters (1 eV, 10 W) cannot account for the observed magni- 
tudes of E,. 

V. TONER  DEVELOPMENT 
During the development step, toner particles are brought  into the vicinity 
of the latent  image;  they are attracted by the Coulomb force. The goal  of a 
development theory is to predict how  much toner develops  and to identify 
relevant  hardware  and  material parameters. “How much”  is  usually  quan- 
tified by predicting  and  measuring the developed toner mass  per  unit area 
(MIA). However, attempts to identify the relevant  parameters  lead to a 
difficulty: for any  development  system there are many potential  param- 
eters,  as shown in Table 2 for the magnetic  brush  development system. 
This  difficulty  suggests that one might consider  constructing a theory of 
development that would  hopefully  identify the most  important parameters. 
That consideration  leads to a second  difficulty: there any  many  possible 
physical  mechanisms to explain why toner leaves a carrier and  goes to 
the latent image. Estimates of the magnitude of forces are confounded  by 
the wide  distribution of toner particle  diameters  and charges. Further, 
“back” development  is  possible  from the latent image  on the photorecep- 
tor to the carrier beads in the magnetic  brush  development  system.  As 
one might guess, early attempts at  a development  theory  involved first- 
order differential equations with  empirically  determined rate coefficients. 
Later, comprehensive experiments indicated  regularities in the data, 
which  led to the suggestion of theories based  on electrostatic principles 
that have  been  verified  experimentally. 

The simplest  possible  development theory, which  is  almost  never  ob- 
served  experimentally, is  based  on the concept of charge  neutralization. 
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Table 2 Typical Hardware Parameter of the Magnetic  Brush  Development 
System 

Hardware parameter Typical values Symbol 

Photoreceptor velocity 
Roller  velocity 
Flow rate 
Photoreceptor-to-roller spacing 
Photoreceptor potential 
Roller  voltage 
Toner type 

Radii 
Concentration 
Charge-to-mass ratio 

Radius 
Shape 
Coating 

Camer 

Magnets: strength and  configuration 
Roller:  number  and size, surface 

Mode: velocity of photoreceptor, 
with or against the roller 

Photoreceptor 
Type 
Thickness 
Dielectric constant 

Angle  with respect to gravity 

5-50 cm/s 
7.5-100 cm/s 
10 g/cm S at ur = 25 cm/s 
1350 pm L 
800 volts V 
100 volts 

2-30 pm 
0.5-3% 
10-30 pC/g 

r 
C 
Q/M 

50-250 p m  R 
Spherical, rough shape 
2 pm polymer coating 
(see Fig. 6) 
1-5, 1-4 cm diameter, 

rough texture 

a-Se, organic d s  

60 pm, 20 pm K, 
6.3, 3 
0-90" 

The concept  is that toner develops  until the toner charge per unit area ut 
equals the photoreceptor charge  per  unit area up. Since ut = (M/A>.(Q/  
M ) ,  where Q / M  is the toner charge-to-mass ratio, this predicts 

M VEO 

A (Q/W(dsIKs)  
" - (9) 

using the relationship  between U,, and V given  below Eq. 2. As this  much 
M/A is  almost  never observed experimentally, other phenomena  must 
limit  development. 

We discuss theories of magnetic  brush  development  and  monocompo- 
nent  development separately. 
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A. Magnetic Brush Development 

Fig. 12 shows a magnified  view  of the development  zone in a magnetic 
brush  development system, and  Fig. 13 illustrates the three theories of 
solid area development that have  been  proposed to describe the mecha- 
nism  by  which toner leaves the carrier particles  and ends up on the photo- 
receptor surface (Schein, 1992): the field  stripping theory, the powder 
cloud theory, and the equilibrium theory. Three measurements  shown in 
the lower half  of Fig. 13 can  be  used to distinguish  among these three 
theories. Two of these involve  measurement of the developed  mass per 
unit area MIA as a function of roller  velocity  and  development  voltage V 
across the gap. The third  involves  measurements of the toner charge-to- 
mass ratio as  a function of V. 

In the field  stripping theory, theory A in Fig.  13, the Coulomb force 
QE due to the latent image  on the photoreceptor overcomes the forces 
(the electrostatic image force and the van der Waals force) that attract 
the toner to the carrier beads F,. All particles  whose  adhesion force is 
less  than QE are developed  from the carrier beads onto the latent  image. 
Because all toner particles  have a finite  adhesion force to carrier particles, 

Photoconductor 
Drum 

oller 

Development 
Zone 

9 9 .  

.e Gap 0 2  

3 

Velocity 

Figure 12 An expanded schematic view of the development zone of a  magnetic 
brush development system (Fig. 6). In the development zone, forces acting on 
the toner particles cause them to leave the carrier  particles  and “develop” on the 
photoreceptor surface. 
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DeveloDrnent Models 

A. Field Stripping 

Predictions 

B. Power Cloud C. Equilibrium 

I nQ 

Roll 

Figure 13 The field stripping theory (theory A), the powder cloud theory (the- 
ory B), and the equilibrium theory (theory C) are schematically  indicated at the 
top of the figure,  and their predictions are indicated  on the bottom three graphs. 
Only the powder cloud theory (B) predicts nonlinear  mass per unit area versus 
roller velocity; the equilibrium  and  field stripping theories can  be  distinguished 
by the other measurements. 

it takes a minimum field to strip toner from the carrier particles, and 
consequently there should  be  no  development  at  low  voltages.  Develop- 
ment curves, i.e., mass per unit area versus  voltage, are proportional 
to integrals over the toner adhesion  distribution  function.  Because the 
adhesion  distribution is not expected to be rectangular, the development 
versus  voltage curve should  be  nonlinear,  usually S shaped.  Toner  parti- 
cles  with  lower  adhesion or lower  charge  develop first, so the developed 
toner charge-to-mass ratio Q/M should increase with  applied  voltage (see 
predictions in lower half  of Fig. 13). The developed  mass  per  unit area 
should  be  linear  in  roller  velocity  because  development  should increase 
as the amount of available toner increases. 
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In the powder  cloud theory, theory B in Fig. 13, toner is  freed  from the 
carrier by inertial forces during carrier-carrier and carrier-photoreceptor 
collisions. The electric field  associated  with the latent  image  then attracts 
the free toner to the photoreceptor. If this  theory  describes the develop- 
ment  mechanism, the developed toner mass  per  unit area should  be  pro- 
portional to the product of the carrier flow  and a function of the inertial 
forces on the carrier beads. The flow  of carrier particles  is  proportional 
to the roller  velocity,  and the inertial forces on the carrier beads  increase 
with  increasing  roller  velocity. As a result, the developed  mass  per  unit 
area should  exhibit a superlinear dependence on  roller  velocity, as indi- 
cated in the predictions in Fig. 13. This  prediction  distinguishes the pow- 
der cloud  theory  from the other theories and can be  used to test for the 
presence or absence of this  development  mechanism.  Predicting the out- 
come of the other measurements  requires  additional  assumptions about 
the forces exerted on the toner particles. If development of toner depends 
only  on the force exerted by the electric field  on the toner, then  developed 
mass  per  unit area should be linear in the applied  voltage. If the amount 
of toner freed  from the carrier depends on the inertial forces alone, the 
developed toner charge-to-mass ratio should  be  independent of the electric 
field. On the other hand, if the release of toner from the carrier depends 
on  both  inertial forces and toner charge  (for  example,  via toner adhesion), 
one expects more  complicated  behavior. 

The equilibrium theory, theory C in  Fig. 13, assumes that toner contin- 
ues to come off each of the carrier beads  until the Coulomb force of the 
latent  image  balances the force of attraction of the toner to the carrier 
beads, i.e., until a force equilibrium is reached. In  this  theory the usual 
forces of attraction of toner to carrier beads  (due to image  and  van der 
Waals forces) are ignored,  because  it is  assumed that development  only 
occurs in three body contact events between carrier, toner and  photore- 
ceptor. In this case, such forces are cancelled to first order by similar 
forces between the toner and photoreceptor. The predominant force of 
attraction between toner and carrier is assumed to be due to the carrier 
building  up a net  charge as  a result of toner particle  depletion  from the 
carrier particle. If n toner particles  develop  from a carrier bead, a net 
charge of nQ builds  up on the carrier, which attracts the next toner particle 
considering  whether to develop.  When  this force equals the Coulomb force 
QE, toner particles cease coming off the carrier bead.  Therefore n, the 
number of toner particles  developed per carrier bead, is  linear in E ,  or 
the applied  voltage.  This  leads to the prediction that MIA, which is propor- 
tional to n, is  linear in V .  The developed  mass  per  unit area depends 
linearly  on  roller  velocity  because  development increases linearly  with 
the number of carrier beads brought  into contact with a point  on the photo- 
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receptor. Because toner continues to develop  until a force equilibrium  is 
reached, i.e., the “average” toner particle develops, the developed toner 
charge-to-mass ratio should  be  independent of electric field or the voltage 
across the development  gap. 

Typical  solid area development data are shown in Fig. 14 (Schein  and 
Fowler, 1985). It can be seen that MIA is  linear in the roller  velocity, 
eliminating the powder  cloud  mechanism. MIA is  linear in applied  voltage, 
suggesting that the equilibrium  model  is a better description that the field 
stripping  model.  Finally the observation that Q/M is  independent of V 
confirms the equilibrium  model as the best  description of  solid area devel- 
opment. 

This theory has  been  quantified  theoretically three different  ways, by 
considering the forces on the particles, by considering electric fields in 
the development zone, and  by  considering the behavior of  all charges. 
They  all  lead to the same  result (as one would expect) 

M V E O  
” - 

where K E  is the dielectric constant of the mixture of  metal  balls  and air 
in the development  gap (about 6) and v is the ratio of the roller  speed to 
the photoreceptor speed. 

Further consideration of this result  leads  one to the conclusion that 
elimination of the bead  charge can enhance development,  i.e., MIA. By 
making the carrier beads  rough-shaped  and  uncoated at the corners, a 
conductive  path can be  made to occur through the bead  chains.  This  pro- 
vides a path for the bead  charge to drain  off,  significantly  increasing the 
electric fields in the development  zone  and  enhancing MIA. This  idea  was 
first suggested by workers at Eastman Kodak  Company  and  is  now  called 
the conductive magnetic  brush  development  system  (Schein,  1992). 

B. Monocomponent  Development 

Figure  15(a) illustrates the development  zone in a monocomponent  devel- 
opment  system in which carrier beads are not  used. A toner chain  (in 
the magnetic toner case) or a monolayer  (in the nonmagnetic toner case) 
experiences both the electric field  due to the latent  image  and  various 
adhesion forces to the roller (electrostatic F,,, magnetic FM). This  situa- 
tion  suggests that a field  stripping type of theory is appropriate (Schein 
et al., 1989). 

Using a field  stripping concept it  becomes clear that MIA should  have 
a threshold  voltage Vth below  which  development  is zero (Fig.  15(b)).  This 
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occurs when the Coulomb force of development QE exceeds the adhesion 
force. The maximum MIA is  given  by the MIA on the roller  times the 
speed ratio v. Finally the voltage  width V ,  is  determined by the toner 
space charge  and the distribution of adhesion forces on the toner particles, 
i.e., there actually exists a distribution of threshold  voltages.  This  model 
describes development for many extant monocomponent systems. In 
some systems, a high ac voltage (k 1000 Vp-p)  is  applied across the devel- 
opment zone, which creates a cloud of toner in the development  zone. In 
other systems, especially the nonmagnetic types, the monolayer of toner 
on the roller is directly contacted against the photoreceptor. In  both cases 
the adhesion force of the toner to the roller  goes to zero  and the threshold 
goes to zero volts (or even negative values, due to space charge effects). 

VI. SUMMARY 
Electrophotography is one of the most  successful  commercial  applications 
of electrostatic phenomena.  In  most  embodiments  it  requires  six process 
steps to produce acopy: charge, expose, develop, transfer, fuse and clean. 
Electrostatics plays  key roles in almost  all  of these steps. Discussed in 
this chapter are the role of electrostatics in the charge, expose, develop, 
and transfer steps. 

During  charge  and transfer, the photoreceptor and the back  of the 
paper, respectively, are uniformly  charged  by  extracting  ions  with  an elec- 
tric field  from a gas breakdown, initiated by  applying a high potential  on 
a thin  wire. 

During exposure, the photoreceptor is  exposed to the light,  creating a 
charge pattern, called a latent image,  on the photoreceptor surface. The 
latent image creates an electric field  above the photoreceptor that attracts 
toner to the photoreceptor surface. The calculation of an electric field  due 
to an arbitrary charge pattern is a classic  problem in electrostatics. The 
electric fields due to three latent images are discussed, a solid area, a 
single line, and a series of parallel  lines. 

The proper charging of toner particles  is  an essential requirement of a 
good development system. Yet the contact charging of insulators, i.e., 
toner, remains a poorly  understood  phenomenon. It appears that the high 
density limit of the surface state model,  which postulates that charge  is 
exchanged to create an electric field  during the contact, can  explain the 
data. But  identification of the physical  significance of the electric field 
remains  an  unsolved  problem. Therefore toner material  choices are gener- 
ally  made  by  empirical  means. 

Finally, toner development, the process step that determines the best 
image  quality that electrophotography can produce, has  been  shown to 
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be  dominated  by electrostatic considerations.  In the dual  component  insu- 
lative  magnetic  brush  development system, the buildup of charge  on car- 
rier beads, as toner develops onto the photoreceptor, limits toner develop- 
ment.  In  monocomponent  development systems, a field  stripping  model, 
in which the Coulomb force due to the latent  image  overcomes the adhe- 
sion force of toner to the roller, appears to account for the data. 
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Electrostatics in Flat Panel Displays 

A. Kitai 
McMaster  University 

Hamilton,  Ontario.  Canada 

1. INTRODUCTION 

Electrostatics play a vital  role in a variety of display  technologies.  These 
include the cathode ray  tube  (CRT),  plasma  displays (PD), liquid crystal 
displays (LCD), and high  field  electroluminescent  displays (HFEL). 

Displays are currently experiencing a revolutionary  phase in their  de- 
velopment,  because  new  requirements  call for flat panels that are capable 
of  high resolution color display. The most  important  markets  include  com- 
puter  monitors  and high definition TV (HDTV),  which is now the new 
standard for the next generation of television systems. Requiring - 1100 
lines of vertical picture resolution  and screen sizes of over 1 m2, current 
CRT  and flat panel  technologies are not  yet at the point of meeting the 
needs of HDTV,  which  will generate an  enormous  market for the success- 
ful color  display. 

This chapter will focus on display  technologies that have  application 
for flat panels, which are expected to make  significant  inroads  into  CRT 
dominated areas. The use of electric fields in  PD,  LCD,  and HFEL will 
be  described in conjunction  with  device  operation  and  materials  used in 
the active region of the device. However, another potential  candidate for 
flat  panels is a flat  CRT,  which will be  examined first. 

351 
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II. FLAT CRTs 

The  CRT, in retrospect, is a very  elegant  means of addressing  many (-lo6) 
discrete pixels by deflecting  an electron beam that is accelerated to high 
energies (10-30 KeV), allowing it to impart  considerable  energy to phos- 
phor  material on the screen. In order to use this idea in a flat  panel display, 
two  basic approaches are possible. The first (Pankove, 1980) steers or 
guides  an electron beam across the back of the panel  and then deflects  it 
toward the screen through a 90" angle by means of an array of closely 
spaced electrostatic deflection electrodes as shown in  Fig. 1 .  Periodic 
focusing prevents the electron beam  from  expanding due to space charge 
repulsion  between electrons. This is achieved  using apertures held at high 
and  low  voltages alternately, allowing a low  energy (100 eV) beam to 
remain intact. Disadvantages of this structure include the need for a vac- 
uum envelope,  complex electrode structures, and  difficulty  achieving  high 
resolution  color  displays. 

More recently, another approach has  been taken, using  field  emission 
of electrons from a conducting  needle to form a cold cathode (Stowell, 
1984). If a dense array of such tips is placed  behind the phosphor screen, 
electrons may  be generated  when  and  where  they are needed. The field 
emission  process  (Spindt et al., 1976) permits electrons to overcome the 
work  function of sharp needles by Fowler-Nordheim  field  emission. The 
structure of a typical  device is shown in Fig. 2, and the means of fabrica- 
tion  is  illustrated in  Fig. 3. The calculated  emitting area of a tip  is  only 
- I  x cm2, which  suggests that only a few  atomic sites on the tip 
contribute to the emission,  allowing the electrons to be  collected by  an 
anode,  not  shown in Fig. 2. The Fowler-Nordheim  theory for a clean 
metal  surface relates the field  emission current density J to the electric 
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Figure 3 Fabrication  sequence of field  emitter device. 
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field at the surface E and the work function Q, by the equation 

AE’ @3/2  

@t (Y) E J = 7 expi - B  - v( Y ) )  Akm’ 

where A, B, y ~ ( y ) ,  and t ( y )  are nonempirical parameters that may be 
calculated (Spindt et al., 1976). 

By placing arrays of such tips behind a phosphor screen, over 200 foot 
lamberts of apparent brightness may be obtained with an anode voltage 
of under 1000 V. The glass envelope is supported by micropillars that 
remove the need for thick glass, and 300 color pixels per inch may be 
realized. 

111. PLASMA DISPLAYS 

The PD may be divided into two categories, ac and dc. In either case, 
field-excited ions collide with each other and give rise to visible light 
emission, or alternatively uv light generated by the plasma excites visible- 
emitting phosphors (Pankove, 1980). In a typical ac PD, two glass sub- 
strates are spaced to form a chamber containing a neon gas mixture. Each 
substrate holds a set of parallel conductors that are covered by a transpar- 
ent dielectric. Selected intersections of the mutually orthogonal conduc- 
tors emit localized neon-colored light when suitably driven. 

A firing voltage Vf is necessary to initiate the discharge, and a lower 
sustain voltage V, of alternating polarity follows. Typical values of Vf and 
V, are 150 V and 90 V respectively. Fig. 4 shows a write, sustain, and 
erase waveform, with the wall voltage Vw that actually appears across 
the gas and is different from the electrode voltage due to charges on the 

Write pulse “wr 
\ I Erase pulse 

v w  

Figure 4 
voltage VW across plasma. 

Write, sustain, and erase waveforms as function of time showing wall 
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Figure 5 Plasma  panel electrodes showing  slotted  geometry. 
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dielectric surface. A proper model of the device  includes three capacitors 
in series, namely a wall capacitor, a gas capacitor, and another wall capaci- 
tor, which  allows transient response to be  determined if the  gas  discharge 
current is  included. To improve  optical  efficiency, a slotted electrode may 
be used that avoids  covering the plasma by the electrode, as shown in 
Fig. 5. A typical front-to-rear electrode separation is 100 pm. The gap 

Chambargg d = ( s e e  hlowl 
Carductor  widths = 1 x lo-' cm 

Conductor pitch = 5 x cm 

Oilectric ~ x l s t ~ t r  = ( s e a  below) 
Dielectric thickness t = 2.5 x an 

L Sustain mode e r = 6  
Conducton - J 

"S 

50 I I J 

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 

Conductor  porltlon [cm] 

Figure 6 Computer simulation of potential across gap in plasma panel. 
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potentials are quite complex  when  multiple electrodes are considered, and 
Fig. 6 shows a computer simulation of such  potentials. 

Plasma  panels are capable of displaying over lo6 pixels,  although  reso- 
lution  is  inherently  limited to below -100 pixels  per  inch  and  color  is  hard 
to achieve. Nevertheless, plasma  panels are mass  produced for portable 
computers and  banking  terminals. 

W. ELECTROLUMINESCENT DISPLAYS 
HFEL is  not  new (Destriau, 1936); however,  significant  technological 
changes  have  been  made in device structures, and a much  deeper  under- 
standing of the physics  is  now  available. 

In essence, HFEL devices  initialize a strong electric field to generate 
hot electrons that are able to excite luminescence centers. Hence these 
electrons must  have at least 2-3 eV  of kinetic  energy to allow  them to 
excite visible  luminescence. The most  important  material for achieving 
such  luminescence is ZnS:  Mn.  ZnS  has a large  band  gap (3.5 eV)  that 
makes  it transparent to visible  light,  and  it  efficiently generates hot  elec- 
trons in electric fields of -2 X lo6 V/cm.  The  means of applying  such 
large  fields  has several variations.  In the 1950s, powder  devices  were 
popular (Ivey, 1966). These contained 20-30 km diameter  grains of  ZnS 
usually  doped  with copper. The copper acted as a luminescent center 
(although other metals  such as Mn could also be used), but  more  impor- 
tantly copper in the form of CuzS segregated at dislocations  within  such 
grains to yield  tiny  conductive  needles  buried  within the grain.  These 
needles  were able to produce an  enhanced electric field  at  their tips, which 
resulted in comet-shaped  luminescent  regions  of the ZnS  at the ends of 
the needles. See Fig. 7. A sandwich structure of a modern  powder  device 
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is  shown in Fig. 8. Such devices are used as backlights  and  touch-sensitive 
panels. The average electric field  is  only  -105/cm,  which  allows the use 
of low cost polymer dielectrics. This  enables  such  devices to be flexible. 

More recently (Inoguchi et al., 1974), thin film HFEL devices  were 
developed. Here, as shown  in  Fig. 9, a thin film dielectric-semiconductor- 
dielectric  sandwich is formed that is only - 1 Km thick  in total. Preparation 

I ("lc 

lndtum Tin Oxide 

Zinc  Sulph1de:Copper 
in High Dielectric 
Constant Binder 

Reflector  Layer 
(BaTi03 in blnder) 

4lumlnum Fotl 

Figure 8 Powder electroluminescence device, used for backlighting.  (From 
Chadha, 1992.) 

5 AI mi num rear  electrode 

4 Y 203 (2500i) die lect r ic  

3 ZnS:Mn (50001) electroluminescent  layer 

2 Y2O3(25O01() d ie lect r ic  

l Tin Oxide (50d)  transparent  front  electrode 

Figure 9 Thin film electroluminescent device. 
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is entirely by thin  film  vapor deposition, and a very steep brightness- 
voltage curve results, Fig. 10. The mechanism is a combination of tunnel- 
ing,  in  which electrons trapped at surface states at the interfaces  tunnel 
into the conduction  band of  ZnS and then  gain  kinetic  energy,  and  ava- 
lanching, in which  additional electrons are generated that increase the hot 
electron density. A band  model is shown  in  Fig. 11. 

Thin film HFEL devices have  found  application in matrix-addressed 
flat  panel  displays.  They  have the advantages of completely stable bright- 
ness with  time  and  simple structure. Current difficulties  include the lack 
of suitable  phosphors for red, green, and  blue color displays  and the high 
cost of  high voltage drivers for rows  and  columns. Nevertheless, HFEL 
is  regarded as the ideal  flat  panel  display because it  is  solid state, inher- 
ently  light  emitting,  and  rugged  with respect to thermal  and  mechanical 
abuse. 

Brightness 
(Ft I Lamberts) 

BRIGHTNESS-VOLTAGE 
l80 

160 - 
140 - 
120 

100 

80 

60- 

40 - 

- 
- 
- 

20 - 

120 130 140 150 
Peak Voltage 

160 

Figure 10 Brightness-voltage  curve in thin film  electroluminescent device 
showing steep brightness-voltage  curve.  This  device  also  exhibits  hysteresis. 
(From  Hurd et al., 1979.) 
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I Electrode [ Y,O,  I ZnS I Y,O, I Electrode I 
Figure 11 Band  model of thin film EL device showing  electron  acceleration 
from interface states and  impact excitation of Mn ions  (the  optically  active  center) 
in ZnS.  (From  Smith, 1981.) 

V. LIQUID CRYSTAL  DISPLAYS 
The most  important  class of flat panel  display  now  in  large  volume  com- 
mercial  production is the LCD. The near future will see widespread  use 
of LCDs for color computer and data terminals,  indicating the degree of 
development of this technology. 

Under the application of an electric field,  polar  liquid crystal molecules 
will rotate or tilt so as to affect the polarization of the light  shining  through 
the medium, or alternatively so as to change the index of refraction of 
the medium  along a particular axis. By suitable  incorporation of the LC 
medium  in an optical system, light  may  be  efficiently  modulated.  Matrix 
addressing may  be  used to make  high  resolution  displays of this type. 
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Two  developments that now  allow  high  resolution  color  LCDs to be 
achieved are thin  film transistor arrays that individually address each  pixel 
and  color filters made  in a dense three-color array to register  with the LC 
cells. 

Liquid crystal displays consist of a thin  layer of  liquid crystal material. 
Liquid crystals are organic  materials that possess an  intermediate  phase 
between  solid  and  isotropic  liquid (Pankove, 1980), in  which  molecules 
interact with each other to produce various  kinds of ordered states. The 
nematic phase has the molecules  with  major axes parallel to each other; 
the cholesteric phase  has a helical structure of molecular  ordering;  and the 
smectic phases show  layered structures with the major axes of molecules 
parallel  within each layer. Since the materials are liquids,  little  energy is 
required to produce large  changes in molecular  ordering (see Fig. 12). 

The  ordering in a nematic phase in an electric field  is  dependent  upon 
the elastic free energy  density W,, which  is  given  in  terms of a unit vector 
d(x,  y, z) ,  known as the director, as 

Here, K ,  KZ’, and K33 are the liquid crystal elastic constants and  have 
typical  values of - 10” * J/m. 

The electrostatic energy  density  due  to the application of  an electric 
field E is given  by 

1 1 W d - - -- €LE’ - - (€11 - EL)(d.E)’ 
2 2 (3) 

where €11 and el are the dielectric constants for E parallel  and E perpendic- 
ular to d ,  respectively. Hence, if €11 - > 0, then w d  is  minimized for 
d I( E ,  and if €11 - el > 0, then W d  is  minimized ford I E. Hence, a torque 
is exerted by E to rotate d to  minimize w d .  Figure 13 shows a nematic 
material.  Above a critical  field, the molecules will align  vertically as shown 
in Fig. 14. 

Liquid crystals have  two  values of refractive  index, no for light  polar- 
ized  perpendicular to d and ne for light  polarized  parallel to d .  The  optical 
birefringence ne - no may  be as high as 0.3 in  some  nematics, far larger 
than  solid state birefringement crystals with  values  like 

There are three principal  ways in which the director reorientation  can 
be used to control light  transmission.  Most  popular  is  through  altering the 
polarization vector of  light as it passes through the birefringement  mate- 
rial. By placing  polarizers  on either side of the LC, light  may  be  allowed 
to pass or may  be blocked, depending  upon the director orientations. A 
second  method  relies on random  refraction of  light  passing  through the LC 



362 KITAI 

I 

A 

C 



ELECTROSTATICS IN FLAT PANEL DISPLAYS 363 

/ 

0 

/ '  
0 

Y TE 
R R /  

R' - 
R e  R 

/ H  
c - c  

c 

c c c -  
/ -  

c c  
c 

c 
c " c -  " - ' -  

"" " _  - " " 

Figure 13 Orientation of nematic  molecules  with  electric  field  perpendicular 
to  glass  surfaces. 

- 
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Figure 14 Response of nematic  molecules  showing  the  critical  field E, for mo- 
lecular  reorientation. 

medium,  which causes scattering.  In a scattering state, light  is  reflected or 
scattered many  times  within the LC, and the device is opaque. Application 
of an electric field  removes the random refraction, and  light passes 
through. An important type of such  an  LCD  is the polymer  dispersed 
LCD. Here, rather than having a film  of LC,  a polymer that has  micron 
sized pores filled  with  LC  material  is the active medium.  When the refrac- 
tive  index of the LC is different  from that of the polymer,  light  is scattered. 

Figure 12 (a)  Nematic, (b) smectic, and (c) cholesteric  liquid  crystal  phases. 
(From  Lerner, 1983.) 
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In  an electric field, the LC refractive  index  changes to eliminate the scat- 
tering.  Finally,  it  is  possible to use the LC to orient  molecules  of  dissolved 
dichroic dye, whose  molecules  reflect  light  with  different spectral reflec- 
tivities  depending  upon the relative  orientation of the molecule to the 
optical electric field. The advantage of the two latter techniques is that 
no  polarizers are necessary. 

More  complex electric field  effects  also  exist in liquid crystal materials 
(Helfrich, 1969). For example, in nematics, if the liquid is slightly  conduct- 
ing, the field E can induce an instability. First, the molecular  alignment is 
slightly  deformed by a thermal  fluctuation.  This reacts on the conduction- 
current pattern J and  makes J inhomogeneous,  resulting in a space charge 
Q,  which results in  liquid  flow  since force F = QE acts on  this space 
charge  region. 
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1. INTRODUCTION 
Separation  and  classification are very  important  elemental  manufacturing 
processes in  many industries such as the mining  and  chemical industries. 
Equipment  using  many  different  methods of separation are applied in these 
processes. 

Electrostatic separation (including electrostatic classification)  is one 
separation method.  This  method,  relying on the differences of electrostatic 
characteristics inherent in different  materials,  has  an  unexpectedly  long 
history, with  initial patents (to remove  impurities  from  grain (Murata, 
1982)) having  been  awarded 100 years ago.  Since  then the method  has 
found  application  mainly in the separation of impurities in  raw ore. 

After  an  initial  overview of the electrostatic technique,  this  paper will 
discuss a number of interesting  applications of the technique  in the fields 
of ore, coal, food, and scrap processing.  Finally, a few  new  applications 
will  be discussed. 

11. OVERVIEW OF THE  ELECTROSTATIC  SEPARATION 
TECHNIQUE 

Many methods (Murata, 1982; Haga, 1983; Haga, 1986) are used for the 
separation of a class of particles  from a mixture  based  on  size or some 
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other property. Some  examples are particle  size  using sieves; density 
using  wind, water or another liquid, or magnetic  fluid force; surface phe- 
nomenon characteristics using  float  separation or oil  agglomeration;  and 
electromagnetic characteristics using electrostatics, magnetics, or eddy 
currents. 

The electrostatic separation method  utilizes  inherent  differences in fric- 
tion  charge characteristics, electric conductivity, and  dielectric constants 
between substances. Since  individual  particles  behave  differently  under 
the application of electrostatic, gravitational,  and  centrifugal forces, sepa- 
ration  is  possible. Electrostatic force is  proportional  to the surface area 
available for surface charge, while  gravity  is  proportional  to the mass of 

Figure 1 Representative methods of electrostatic separation. (a) Contact 
charge; (b) ion attachment;  (c) induced charge.  (From  Kasai, 1981.) 
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the particle; so for objects with  large surface areas relative  to  their  masses 
(i.e., a small diameter particle, a thin sheet, a short fiber, or a light object) 
a small electrostatic force has a large effect, thus allowing  efficient separa- 
tion of the particles. 

For electrostatic separation, particles  must first be  chgrged. A number 
of methods are currently used to charge the particles, including contact 
and  collision  friction charge; induced charge, electron or ion  collision 
charge; pyroelectric effect; and  field  emission  by  light  and  radiation. An 
electrostatic force (Coulomb,  image, or gradient)  is  then  applied  along  with 
gravity,  wind, or an  alternating current. Three typical  implementations of 
the technique are illustrated in Fig. 1 (Kasai, 1981). 

111. INDUSTRIAL APPLICATIONS OF ELECTROSTATIC 
SEPARATION 

A. Mining  industry 

Electrostatic separation has  long  been  used  to separate dry ore. Charging 
has  primarily  been  by  means of corona discharge,  induced charge, or 
contact charge. Separation relies  on the differences in conductivity  be- 
tween ores.  For example, ilmenite (Fe, Mg, TiOz), rutile (TiOz), galena 
(PbS), and iron pyrite (FeS2) exhibit good conductivity, while quartz 
(SiOz),  zircon (ZrSi04), monazite (CeP04), and  diamond  exhibit  poor  con- 
ductivity. Various processes (depending  on the composition of the ore) 
are utilized to create a large  variation in surface resistance from  particle  to 
particle. A number of these processes are summarized in Table 1 (Beddow, 
1981). In addition, the pyroelectric effect  is  used in the separation of feld- 
spar from  rock crystal, and  gradient force acting of the polarized  dielectric 
is  used to separate rutile  from  vinyl  chloride (Murata, 1982). 

Recently, many researchers have  been  studying new methods of elec- 
trostatically  classifying  inorganic substances. Fig. 2 shows a classification 
apparatus utilizing a nonuniform electric field to investigate copper parti- 
cles from 37 to 840 pm in diameter. The apparatus consists of two  plate 
electrodes with  some  inclination  angle to which are applied  an  alternating 
high voltage. As the electric field  between the two electrodes is  bent in 
an arc, moving  particles experience a centrifugal force, being  deflected 
toward the wide  gap.  As seen from the experimental results shown in  Fig. 
3 (Murata et al., 1982), the larger the particle  size  difference, the more 
effective the separation. 

A classification  method  utilizing three-phase alternating current charg- 
ing  equipment  using the principle of the boxer  charger  is  illustrated in  Fig. 
4 (Ashizawa et al. , 1983). The results of  an experiment  using  this apparatus 
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Table 1 Typical Application  Examples of Electrostatic Separator 

Ore to be separated Surface treatment Charging  method 

Iron  glance(FezO3) - 
quartz(Si02) 

Ilmenite (Fe, Mg, Ti02) & 
rutile  (TiOz) - zircon 
(ZrSiO4) & monazite 
(CeP04) etc. after specific 
gravity separation 

Zircon - ilmenite 
Tin stone - anorthite 

Feldspar - quartz 
Rock salt (NaC1) - potash 

rock salt (KCl) 

Iron pyrite(FeS2) - coal 

Coal - oil shale 

Diamond - silica 

drying 

cleaning, drying for 
removing  organic 
matter in  raw ore at 
650°C 

drying 
drying 

drying, HF vapor 
340°C heating & drying, 

annexed fatty acid 
1 Ib/t 

drying 

humidity adjustment 

water cleaning & drying 
in muddy  NaCl 

corona discharge 

corona discharge 

corona discharge 
corona discharge 

or induced 
charge 

contact charge 
contact charge 

corona discharge 
or induced 
charge 

or induced 
charge 

induced charge 

corona discharge 

Source: Beddow (1981). 

samp!e supplying  inlet 

lncl lned 

box 

Figure 2 Classification apparatus using  nonuniform electric field. (From Mur- 
ata et al., 1982.) 
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B : 590-500- applied  voltage 
C : 420-350 

V A  = 8 kV f 
E : 125-105 frequency f A = 50 Hz 

- small size inclined angle of 
: F: 44-37 electrode B=5" 

" 0  50  100 

recovery rate o f  particle F (%> 

Figure 3 An example of experimental  results.  Separating characteristics of 
smaller  particles F from bigger particles A to E with weight ratio 1 to 1. (From 
Murata  et al., 1982.) 

1 
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5 
6 

4 t o  exciter 

Figure 4 Three  phase alternating current charging equipment using the  boxer 
charger principle. (From Ashizawa et al., 1983.) 

for the separation of 0.5 to 10 pm  bridged  polystyrene  particles  is  shown 
in Fig. 5 (Ashizawa et al., 1983). In  Fig.  6(a) (Tsuruta et al., 1985) a 
method  utilizing a number of electrodes arranged as parallel  cylinders 
is  illustrated.  When  an  alternating  voltage  is  applied  between  adjacent 
electrodes, charged  particles are forced to vibrate.  Results  relating to the 
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position of collecting box 

Figure 5 Sample results for the separation of bridged polystyrene particles. 
(From Ashizawa et  al., 1983.) 
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Figure 6 Electrostatic separator  using single phase ac voltage. (a) Principle; 
(b) equipment. (From  Tsuruta et  al., 1985.) 
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separation of Sic particles  using  equipment  based on this method  (Fig. 
6b) are shown in Fig. 7. 

The apparatus shown  in Fig. 8 (Dunn, 1977) is used for the separation 
and transportation of particles. Particles supplied  from the feeder undergo 
oscillatory  motion  between the high voltage electrode and the earth 
ground.  Separation is accomplished by the use of a 325 mesh  sieve  main- 
tained at high  voltage. Test results for the separation of  molybdenum 

0 -  particle diameter (,urn) 
Figure 7 Sample  result  for  the  separation of Sic particles.  (From  Tsuruta et 
al., 1985.) 

electrostatic feeder 

earth  electrode $.hulk S 

electrostatic sieve \ high voltage elect k/ earth electrode .rode 

electrode  distan 

325-mesh-sieve ) 

Figure 8 Electro/feeder/sieve  equipment. (From Dunn, 1977.) 
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Figure 9 Separation  eficiency for molybdenum  powder.  (From Dunn, 1977.) 

powder are shown in  Fig. 9. Adjustment of electrode voltage  and  gap 
width  allow the distribution of particles  on the sieve  to be controlled. 

B. Coal Industry 
As coal  remains a primary  fuel in  many countries around the world, the 
treatment of the ash  and the reduction of emissions  generated by combus- 
tion are serious problems. Separation techniques are researched  and  ap- 
plied  in  all countries of the world. The scale of these techniques  ranges 
from the simple  techniques  used by a peasant  lady to create soap from 
the ashes in her  fireplace to those utilized  by  large  government  projects. 
Technically, one speaks of separation  principles  such as gravity  difference 
(heavy  liquid,  jigging separation), surface phenomena  (floating, oil  ag- 
glomeration),  and  electromagnetic  (high  gradient  magnetic separation, 
electrostatic separation) (Toraguchi  and  Haga, 1982). 

The equipment  shown in Fig. 10 (Inculet et al., 1979) illustrates the 
application of the principle of collision  charging  between  particles to effect 
separation. It consists of a vibrating feeder for feeding of fine  coal  powder, 
afloating layer  bed  made  of copper in which  collision  charging takes place, 
parallel  plate electrodes, and  collecting  boxes. High  voltage dc is  applied 
between the two electrodes. A mixture of coal  particles  and  impurities 
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Figure 10 Fluidized bed  charging type electrostatic separator.  (From  Inculet 
et al., 1979.) 

(<l50 pm diameter) is  fed  into the floating  bed.  As the particles  collide 
with each other the coal  particles  become  positively charged, and  impuri- 
ties, such as ash, become  negatively  charged.  Under the influence of grav- 
ity, coal  particles  tend to fall  into  boxes closer to the negative electrode 
while  impurities  tend  toward those boxes closer to the positive electrode. 
Sample results for a multistage separator are shown in Fig. 1 1  (Inculet et 
al., 1980). 100 g of 52.3% purity coa1:ash  mixture  is input. After three 
stages, 58.7 g of 70.4% purity  coal  is  successfully separated out of the 
coa1:ash mixture. 85.4% of the coal  is recovered. 

Methods  utilizing contact charging  between  particles  and  solid  walls 
have also been studied. These methods  include the cyclone  (Fig. 12; Ma- 
sudaet al., 1981; Masuda et al., 1983) and  rotating cone (Fig. 13; Toraguchi 
and  Nagasawa, 1982) type charger. As illustrated by the results  shown in 
Table 2 (Toraguchi  and  Nagasawa, 1982), coal  recovery  efficiency for 
rotating cone type electrostatic separation (-50%) devices is much  poorer 
than for gravity type separation devices (-90%). 
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Figure 11 A test result  using  multistage  separation. W, coal  mixture  weight 
(g); A, ash  part (%l; C, coal  recovery  factor (%). (From  Inculet  et al., 1980.) 

Using  ordinary  mineral electrostatic separation techniques, equipment 
developed by  Advanced  Energy  Dynamics, Inc., was  able to reduce the 
ash ratio by 30 to 60% and the sulfur ratio by 60 to 90% (Toraguchi  and 
Haga, 1982). In the electrostatic separation of fine  coal  powder for electric 
power  generation,  cyclone type separation has  been reported to be more 
efficient  than  floating layer bed  and  drum type for removing  of  iron  sulfide 
(Bouwma et al., 1984). Equipment  combining  an electrostatic floating 
layer bed  and a separation room  is  shown in Fig. 14 (Ogata, 1985). Figure 
15 shows  sample results for equipment  utilizing a coflow  type electrostatic 
floating  layer  bed. The inner diameter is 27.9 cm. The spacing  between 
the electrodes is 9.5 cm. The separation test result for a mixture of 25% 
coal  and 75% sand  shows that the separation efficiency  is  strongly  depen- 
dent on the applied  voltage. 
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b l m r  colIectlon box U 

Figure 12 Cyclone  charging type electrostatic  separator. (From Masuda  et al., 
1983.) 

Figure 13 Rotating  cone type charger. (From Toraguchi and Nagasawa, 1982.) 

C. Food Industry 

Electrostatic separation is  also  applied in the food  processing industry. 
An interesting  example is the equipment  used for separating  leaves  and 
stems in the tea industry. The “Denkiboutoriki” (electric tea stem separa- 
tor) was first put to practical  use after 1953 and  has now become  standard 
equipment in this industry. As the physical characteristics of tea leaves 
(specific gravity, mass) are similar to those of the tea stem, separation 
schemes  using  sieves or wind power are very  difficult to implement and, 
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Table 2 Comparison  Between  Electrostatic  Separation  and  Gravity  Separation (%) 

Electrostatic  separation  Gravity  separation 

Ash 
Kind Ash part part in Ash Coal Equi. Ash Coal 
of in raw refined removed recovery specific removed recovery  Comparison 
coal  coal coal ratio ratio gravity ratio ratio of recovery 

A 17.4 9.4 50.8 85.0 1.72 54.5 90.5  94 
B 13.4 7.4 67.3 63.3 1.66 58.5 79.2 80 
C 20.2 9.3 75.0 61.6 1.68 59.0 91.4  67 
D 15.5 10.7 64.9 53.7 2.0 < 33.3 98.1  55 

Source: Toraguchi and Nagasawa (1982). 

gas and duct 
(A) (B) 

Figure 14 Electrode  configuration for floating  layer bed. (A) Cross flow; (B) 
coflow. (From  Ogata, 1985.) 

when  implemented, operate at low efficiency. Electrostatic separation, 
however, can provide quite efficient separation. This  is  because a slight 
difference in water content ratio between the leaves  and the stems results 
in a difference in dielectric constant and  conductivity.  Figure 16 illustrates 
equipment of the electrostatic induction type consisting of a two-stage 
rotating drum. The drum surface is  roughened to prevent the adherence 
of tea leaves or stems (Fig. 17; Masui, 1982). By ensuring that the water 
content of the leaves and stems is  about 7%, high separating  efficiencies 
can  be obtained. 
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Figure 15 Sample  result for the separation of coal from a coal-sand mixture. 
(From Ogata, 1985.) 

Electrostatic separation has  also  been  used in the removal  from  food 
of impurities  such as hair, waste straw, scrap paper, plastics, and  dead 
insects.  Figure 18 (Masui, 1982) shows the main parts of an actual food 
separator. Foods are carried  on a vibrating  conveyer  under  high  voltage 
electrodes. Impurities in the food are attracted to the electrodes and  then 
carried  away by suction  pumps. A few  examples of this  type of equipment 
are listed in Table 3 (Masui, 1982). 

D. Waste Processing  Industry 
Two  applications of electrostatic separation are at the stage of practical 
application: the separation of copper electrical  wire  and the separation of 
compostable  materials. Others, such as the separation of paper  and  plastic 
film (Kimura, 1981), and  aluminum  and  organic substances (Cederholm, 
1977) are documented in the literature. 
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Figure 16 Electrostatic  induction  type  separation  of  tea  leaves  and  stems. 
(From  Masui 1982.) 

tea leaves tea s t e m  

Figure 17 Rotating  drum  surface  of electric  tea  stem  separator.  (From  Masui, 
1982.) 

to impurity collector 

Figure 18 Main  parts of electrostatic  separator  for  removing  impurities  in 
foods. (From  Masui, 1982.) 
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Table 3 Some  Examples  Using the Induction Type Electrostatic Separator 

Raw material for general foods 
Typical  impurities for 

removing 
~~~~ ~ ~ 

1 Dried  cuttlefish  stick 
2 Chinese  bamboo sprout 
3 Small  fish 
4 Tangle 
5 Edible  seaweed 
6 Dried  laver 
7 Dried  mushroom chip (shiitake) 
8 Dried  vegetable 
9 Mushroom  (enokitake) 

10 Drug 
11 Buckwheat 
12 Nut 
13 Raw material for reclaimed plastics 
14 Plastics molding 

hair 
hair, thread chip, waste straw 
waste straw 
waste straw 
waste straw 
small  shell 
hair, waste straw 
hair 
hair 
hair 
husks of buckwheat 
husks of nut 
hair, scrap of paper 
hair 

~~~ ~ 

Source: Masui, 1982. 

There are a number of methods currently available for the separation 
out of copper in  used electric wire such as burning,  stripping,  heavy  liquid 
separation, dissolution, and electrostatic separation. Electrostatic separa- 
tion  has the advantages of  high recovery  efficiency, a high degree of pu- 
rity, and  freedom  from  pollution. An example of the type of equipment 
in current use is  shown in  Fig. 19 (Kojima, 1982). The electric wire  and 

lnsulator 

brush 
rotor 

DC(-or+) 
15-35 kV 

collecting box collecting = 
for lnsulator box for conductor 

Figure 19 Principle of electrostatic separator for electric wire  chips. (From 
Kojima, 1982.) 
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insulation is first crushed into millimeter  long  pieces.  These  pieces are 
then carried from a vibrating feeder to the rotor surface where  they are 
given  an electric charge  from a needle electrode array. The rate of charge 
dissipation controls when the particles  fall  from the rotor. When  used 
in a three stage configuration, copper can  be extracted with  over 99% 
efficiency. However, as this  method  relies  on  costly  crushing  and  sieving 
equipment, it is only suitable for large scale processing. 

An example of the application of electrostatic separation to the com- 
posting  of  garbage is shown in  Fig. 20 (Takahashi et al., 1980).  As  com- 
postable particles after fermentation are all  under  several  millimeters in 
size, inert  materials  such as glass, plastics, and  ceramics  can be  removed 
by means of electrostatic separation. In the equipment  shown in Fig. 21 
(Onuma  and Suzuki, 1979), two cascade stages are employed,  and  separa- 
tion is achieved due to differences in specific  gravity  and  conductivity 
between the two type of particles. In practice, compostable  materials  with 

10% 

Figure 20 Flow sheet of compost plant for garbage. (From Takahashi et al., 
1980.) 
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high voltage electrode 
M 

c I 
refined compost inert materials 

Figure 21 Rotating  drum  type electrostatic separator  with  two cascade  stages. 
(From  Onuma  and  Suzuki  1979.) 

impurity rates between 8 and 25% have  been  reduced to under  0.5%. 
Highest  efficiency  is  achieved  when the water content is near 27%. The 
equipment in Fig. 21 employs a high  voltage corona electrode to induce 
charge in the particles. The principle of operation of a similar  piece of 
equipment in  which the corona electrode has  been  replaced by a plate 
electrode is  illustrated in Fig. 22. Compostable  particles in predominately 

Figure 22 Principle of plate  type  electrostatic  separator. 1 ,  high voltage elec- 
trode; 2, earth electrodl;,3, compost  particles; 4, glass  particles.  (From  Takahashi, 
1982.) 
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Figure 23 Recovery  efficiency of plate type electrostatic  separator.  (From  Ta- 
kahashi, 1982.) 

inert waste are fed in on the lower  side of the toroidal electrodes, which 
rotate with constant intensity.  Under the influence of the electric field, 
compostable particles oscillate  in a vertical direction  and  eventually  move 
out of the electrode. The results are illustrated in  Fig. 23 (Takahashi, 1982) 
and  show that compostable materials  can  be  recovered  with 99.5% purity. 
The rate of recovery of compostable  material  was  found  to  be  relatively 
independent of their water content in the range  of 10 to 35%. 

IV. APPLICATIONS TO SOLID-LIQUID SEPARATION AND 
ELECTROPHORESIS 

In a wide sense, electrostatic separation may include the separation.using 
static electricity of solid  particles or colloidal  liquid particles floating  in 
liquid.  In general, small particles in a liquid  have a slight  positive or nega- 
tive charge on their surface. Fig. 24 (Murata, 1982) illustrates a plate 
electrode configuration for removing  impurity  particles in oil.  The  impur- 
ity  particles are drawn  and adhere to the plate electrodes and  pleated 
dielectric.  This apparatus can reduce impurities in  oil  by over two orders 
of magnitude for a wide  range of particle  sizes as seen in Fig. 25 (Murata, 
1982). 

This  migration of electrically  charged  particles in solution or suspension 
under the influence of an  externally  applied electric field  is  known as 
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Figure 24 Electrode  configuration for removing impurity particles in oil.  (From 
Murata, 1982.) 

of impurity particles in oil.  (From 

electrophoresis. Initially  observed by the Russian  physicist F. F. Reuss 
in 1807, electrophoresis has  found  wide  application in the separation of 
polymers,  starting  around 1937 when  Arne  Tiselius  separated  blood  into 
its three constituent parts, alpha, beta, and  gamma  globulin. Three main 
methods currently employ the principle of electrophoresis: the zone, the 
continuous, and the equipotential  method (Freifelder, 1979; Ui and  Horio, 
1980). Figure 26 (Freifelder, 1979) illustrates an apparatus of the continu- 
ous free flow type. Buffer  liquid  is  flowed  continuously  and  uniformly  in 
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Figure 26 Continuous flow type  electrophoresis  equipment.  (From  Freifelder, 
1979.) 

the vertical direction, while  an electric voltage is applied in the horizontal 
direction. The sample is injected at one point  near the buffer reservoir 
and is carried by the buffer  solution to the collection  bins. Proteins, pep- 
tides, amino acids, and  inorganic  ions can be separated using  this  method. 
Figure 27 (Kaneko et al., 1984) shows  similar  equipment,  along  with  sam- 
ple results for the separation of X and Y spermatozoa. 

Neutral particles in  an electric field  become  polarized,  and in the case 
of a nonuniform electric field  migrate  toward  the  region  where the electric 
field is most dense. Application of this  phenomenon,  called  dielectric cata- 

electrophoresis  liquid 
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a 
v) 

+ 

IO 20 30 40 

division  tube  (1.4ml/tube) 
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Figure 27 Separation of X and Y spermatozoa  using  free flow type  electropho- 
resis equipment.  (a)  Principle; (b) sample  result.  (From Washim, 1986.) 
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phoresis, to the manipulation of cells  is currently being  investigated  (Was- 
him, 1986). 

V. CONCLUSION 

Electrostatic separation has the advantages of being  more  effective for 
small particles and less energy  intensive  than other methods.  It  also  has 
a comparatively  simple  configuration.  In order for electrostatic separation 
to gain a wider acceptance in industry, two main areas require further 
research. 

The first area is related to the basic  components of electrostatic separa- 
tion-particle  charging  and electric field  configuration. Further research 
is required  into the methods of applying  uniform  electric  charge  to  many 
particles. Research  into the optimum electric field  configuration for sepa- 
ration, taking  into account other working forces such as gravity,  must be 
continued. 

The second area revolves  around the equipment  configuration  and the 
efficient  integration of electrostatic processing  into the whole  separation 
system. As the input to the separation process is natural  materials  having 
various dielectric and  physical properties, the optimum  equipment con- 
figuration will depend on its function. In addition, the cost-effective  appli- 
cation of crushing, temperature, and  humidity  must  be considered. In 
short, the trade-offs  involved in setting  up a complete  separation  system 
must  be  explored  and analyzed. 

In the future, it is expected that application of electrophoresis, dielec- 
tric cataphoresis, and electrostatic fluidized beds for solid-liquid separa- 
tion  will spread in the fields of polymer  and  biotechnology. 
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1. INTRODUCTION 
A. Background 

Phase coalescence may  be  defined as the aggregation of dispersed droplets 
that are suspended in another immiscible or partially  miscible  liquid, to 
form a heterogeneous dense packed  zone at the main interface  between 
the two  bulk  liquid phases. The coalescence phenomenon  is  associated 
with  and  important to some  processing  industrial operations, e.g., in the 
liquid-liquid extraction process. Indeed, liquid-liquid separation is  not 
only restricted to extraction processes; it  is  also of considerable  impor- 
tance in effluent treatment plants  and in any processes where  liquid-liquid 
dispersions are present. 

The rate of  migration  of droplets to the coalescing  main  interface de- 
pends  on the type of dispersion  and the properties and  interfacial charac- 
teristics of the system. The coalescence is associated  with the decrease 
in free energy of the liquid-liquid interface, and the actual mechanisms 
are very  complex,  involving the factors that govern the thinning of the * 

continuous-phase  film  between the two  coalescing interfaces. Depending 
on conditions, coalescence may occur either at the plane  interface or at 
the drop-drop interface (Laddha and  Degaleesan, 1983). 

The entire emulsion-breaking process can  be  divided  into three stages: 
(1) droplet coalescence and  growth; (2) droplet  settling;  (3) coalescence 

387 
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of the large water and oil droplets with  their respective continuous phases 
in the coalescer. The throughput of the coalescer can be  limited  by  any 
of these stages. The coalescence may  be  significantly  enhanced  under 
applied electric fields due to the increased rate of film thinning as the 
results of electrostatic attraction and  enhancement of the electric field 
between the drops by induced  charges.  This chapter is  mainly  concerned 
with the phenomena  related to the electrostatic coalescence  process  and 
its applications. 

B. Coalescence Augmented by Electric  Fields 

The surfaces of droplets in a liquid-liquid  emulsion  develop  an  electrical 
double  layer in the same way as solid particles in a suspension.  This  would 
tend to produce  an electrostatic force of repulsion  between the droplets. 
It is  generally accepted that electrically  enhanced  separation rates result 
from the action of electric forces, which increase the rate of droplet  coales- 
cence. When  an electric field  is  applied, coalescence of suspended drop- 
lets can occur in the continuous  phase as droplets  moving at different 
speeds collide. This process is enhanced by dielectrophoresis, which pro- 
vides a force of attraction between  two  polarized droplets. Although  sev- 
eral  different  models  have  been  proposed for the electric forces at work 
in a suspension of droplets, the magnitude  of the forces is always  depen- 
dent  on the magnitude of the applied  electric  field. 

Practical evidence obtained  with crude oil/water separations has  shown 
that almost  any type of  high voltage  field will promote to some extent the 
separation of water-in-oil  emulsions. The mechanisms  whereby  this  can 
occur are not  clearly understood, except that if a large  potential  gradient 
can  be  established  and  maintained in the continuous  phase of a liquid- 
liquid  emulsion,  it causes very  fine drops to grow  by coalescence with 
each other to a point  where  they  fall out of the continuous  phase  under the 
action of gravity.  The  technique  is  specific for water-in-oil  type  emulsions, 
since  it requires the continuous phase to be relatively  insulating in charac- 
ter (Bailes, 1992). 

C. Applications 

The electrostatic coalescence technique can be  used  to separate dispersed 
droplets from another dielectric  liquid. The petroleum industry has  been 
using  it to separate brine emulsified  in crude oil; the chemical industry 
uses  it  to  resolve  water-in-oil  (w/o)  emulsions  generated  during  liquid- 
liquid extraction processes. The technique can also be  used to break 
w/o  emulsions in  liquid  membrane separation process (Hsu and Li, 1985). 
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At present, the only  large scale application of electrostatic coalescence 
occurs in the oil industry for resolving  water-in-oil  emulsions that arise 
either during production, when crude oil and water are coproduced, or 
during  refining,  when water is  deliberately  emulsified  in the crude oil to 
aid the removal of hydrophilic  impurities  such as salt (Taylor, 1988). 

II. PHENOMENA  OF  ELECTRICALLY  AUGMENTED 
COALESCENCE 

An applied electric field  has  several  effects  on  aqueous droplets dispersed 
in oil. The insulative nature of the continuous oil phase  allows the estab- 
lishment of a high electric field across the emulsion.  This  field  can  polarize 
and  elongate the aqueous droplets. It  can cause unidirectional  migration 
of the droplets in dilute  emulsions by electrodynamic forces, i.e., by either 
an electrophoresis mechanism (space charge) or a dielectrophoresis  mech- 
anism  (movement of dipoles in a nonuniform  electric  field).  When the 
concentration of droplets becomes high  it can  also cause the coalescence 
of the droplets into  large drops. 

The mechanisms  promoting droplet coalescence by electric fields are 
not  clearly understood, although  it  is  generally  accepted that fields  pro- 
duce coalescing forces on the droplets in water-in-oil  type  emulsions. 
Some  conflicting  models propose to relate the force with  field strength, 
and  geometric  and  liquid properties. A number of different  mechanisms 
have  been  proposed for the separation of liquid-liquid  dispersions  in  an 
electric field.  They may involve  such  effects as chain  formation;  dielectro- 
phoresis; electrophoresis; formation of intermolecular bonds; dipole  coa- 
lescence; electrofining;  and  random  collisions  (Bailes  and Larkai, 1982). 

A. Coalescence with  Chain  Formation 
Pearce (1954) has  suggested a two step mechanism of chain  formation  and 
coalescence for dispersions in  which the water content is less than 10% 
by volume  and the droplet  size in the range of 5-30 p,m in diameter  based 
on observations with  both dc and ac fields.  The  formation of chains is 
characterized by the following  phenomena: 

There is no general  movement of droplets in the direction of  maximum 
field strength. 

Chains of droplets are formed by movements of single droplets in direc- 
tions  approximately  perpendicular to the length of the chains. 

The chains lie in the general  direction of  maximum  field strength. 
Chains do not  always start or finish  at  an electrode; neither are they  all 

complete. 
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According to Pearce (1954), the chains are formed  by forces due to the 
potential  differences  between droplets as a result of their  induced charges. 
The second step, coalescence, probably depends on  two factors acting 
together or independently: (1) dielectric  breakdown of the film of continu- 
ous phase  between adjacent drops; and (2) the attractive force between 
droplets due to their potential difference. The effect is more  directly deter- 
mined  by the resistivity  difference  between the two  liquid  phases. 

B. Coalescence Enhanced by the Dielectric Component of 

The mechanism  proposed for enhanced electrostatic coalescence  by the 
dielectrophoresis effect (the dielectric  component of EHD forces; see also 
Chapters 7 and  8)  is  described as the movement of suspended droplets 
relative to  the suspending  medium as a result of polarization forces pro- 
duced by an  inhomogeneous electric field. The movement  is  toward  re- 
gions of higher  field  intensity irrespective of polarity  and is therefore ob- 
served  with  both ac and  dc  fields.  The force is  proportional to the field 
intensity, its divergence, the difference  between the dielectric constants 
of the droplets and that of the surrounding  medium,  and the volume  of 
the droplet. The dielectrophoretic force on a spherical  droplet of diameter 
d suspended  in another dielectric liquid  and  under a nonuniform electric 
field  may  be expressed as (Pohl, 1973) 

EHD Forces 

where Ed and are the electrical permittivities of droplet  (dispersed  phase) 
and  surrounding  medium  (continuous phase) respectively; E is the external 
electric field. It is noticed  from  this  equation that if the droplet  has a lower 
dielectric constant than the continuous phase, it  will  move to the lower 
field  region. Even droplet with a higher  dielectric constant may also  move 
to the low-field  region if it  has a permanent  dipole  moment  and is spinning. 

It is noted also that the above equation  was  derived  assuming that 
both dispersed and continuous phases were  perfect  dielectrics. For a real 
system  with  two  liquid phases, the effect of conductivity  must  be taken 
into account by replacing the dielectric constant in the equation  with the 
complex  permittivity (Cross, 1987). Dielectrophoresis may enhanee the 
coalescence through the force of attraction between  two  polarized drop- 
lets, which  will also increase the rate of film thinning  due  to the reduced 
interfacial tension effect. 
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C. Coalescence Enhanced by the  Space  Charge 

Another mechanism  proposed for enhanced electrostatic coalescence  is 
the electrophoresis effect (the space charge  component of EHD forces; 
see also Chapters 7 and 8) arising  from the direct attraction of  an electric 
field for charged droplets. The direction of motion for these charged drop- 
lets depends on the direction of the field.  According to Waterman  (1965), 
the electrophoresis phenomenon  only appears very  near the electrodes. 

The electrophoresis phenomenon  has the following properties (Pohl, 
1973): 

It produces motion of suspended  particles in  which the direction of motion 
depends on the sign  of their charge  and  on the sign  of the field.  Occa- 
sionally the motion of charged droplets toward a sharp electrode occurs 
even when  alternating high  voltages are applied,  due  to the partial  recti- 
fication  and selective charge  injection. 

The effect is observed with  particles of any  size-atomic,  molecular,  col- 
loidal, or even macroscopic. 

Compared  with dielectrophoresis, it  requires  relatively  low electric fields. 
It requires relatively  small  charges per unit  volume  of the particles. 

Component of EHD  Forces 

D. Dipole Coalescence 

Dipole coalescence is due to forces between droplets as a result of the 
droplets  acquiring  induced  dipoles in the electric fields.  Waterman (1965) 
suggested that dipole coalescence is the principal  mechanism  promoting 
separation of the dispersed droplets from a continuous phase, since it  is 
effective  throughout the bulk  of the continuous medium  in either ac or  dc 
fields. The full expression for the force between two dipoles  with a dis- 
tance I between  their centers has  been  given  by Pohl(l973).  For the case 
where the dielectric constant of the dispersed phase is  much greater than 
that of the continuous phase, as in the case with a water-in-oil dispersion, 
this  expression  simplifies to (Cross, 1987): 

The dipole attraction is proportional to the square of the electric field; 
therefore one would expect that higher  fields  improve coalescence. In 
practice this is restricted by a critical electric field,  which depends on the 
system  involved  and the electrode geometry, beyond  which the droplet 
would  break  up  and  reemulsify due to the high droplet  charge density. 
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E. Coalescence by Random  Collision 
Coalescence  enhanced by increased rate of  random  collision  was  proposed 
by Hendricks and  Sadek  (1974,  1977).  In  this  mechanism droplets are 
assumed to be  propelled  back  and forth between the electrodes due to 
charges  they acquire in the vicinity of the electrodes and  in so doing  they 
collide  with one another and coalesce in the meantime. An analysis  carried 
out by Hendricks and  Sadek (1974) has  demonstrated that if all the droplets 
attain a saturation charge by contacting  with the electrodes, an  exponen- 
tial  growth of the mean droplet diameter occurs. However, the model 
parameters are not  readily measured, so correlation of experimental data 
is  easily carried out. The collision  frequency approach has  also  been  inves- 
tigated  by  Bailes  and  Larkai  (1982). The intent of this  work  was to develop 
an expression that allowed  straightforward  correlation of coalescence  effi- 
ciency versus the enhanced  droplet  collision rate. In this study the en- 
hanced  collision  frequency  was  determined by  taking  into account the 
additional force imposed  on the droplets by a pulsed electric field. 

The electrofining  mechanism  proposed by Waterman  (1965)  essentially 
relies on the combined effects of electrophoresis, dc induced  dipole  coa- 
lescence, collision  due to charged droplets moving  in  opposite directions, 
and  collisions due to differentials in velocity of different  sized droplets. 
It applies for a unidirectional electric field  and  dispersions  containing a 
very  low  hold-up of dispersed phase. 

111. FACTORS  AFFECTING  THE  PERFORMANCE OF 
ELECTROSTATIC  COALESCENCE 

Although there are several nonelectrical factors affecting the coalescence 
performance, such as droplet size, density  difference  between phases, 
viscosity ratio of the phases, interfacial  tension effect, temperature effect, 
etc. (Laddha and  Degaleesan, 1983), this section  is  concerned mainly  with 
electrical  effect  related factors. The dominant  mechanism  during the elec- 
trostatic coalescence process  probably  depends  on  such factors as frac- 
tional  volumetric  hold-up of dispersed phase, electrode  geometry,  and 
form  and  magnitude of imposed electric field as well as the electrical 
properties of the system. These factors have  been  investigated by  Bailes 
and Larkai (l981,1982,1984a,b) based  on the evaluation of overall  perfor- 
mance  with the coalescence parameter, which is defined as 

where A H  is the dispersion  band depth in the presence of the electric 
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field  and AHo is the dispersion  band depth in the absence of an electric 
field. Therefore P represents the percentage  reduction in dispersion  band 
depth in  an electrostatic coalescer. 

A. EFFECT  OF  PULSED  FREQUENCY 

According to Bailes  and Larkai (1981), the coalescence  performance  under 
a pulsed electric field  (pulse  form: half  wave or square wave) is much 
better than that under a dc electric field.  They  suggested that the mecha- 
nism  of coalescence under a constant dc field  is  different  from that under 
the pulsed  field.  Droplet chains are formed  and  disrupted  repeatedly  under 
pulsed fields, so the forces are created for random  collisions  leading to 
coalescence; while  with constant dc fields, once steady state is attained, 
chains  formed are perhaps relatively permanent, and  low resistance paths 
are created for current leakage. 

The experimental  investigation  conducted by  Bailes  and Larkai (1982) 
revealed that there is  an  optimum  pulse  frequency  at  which the best coales- 
cence performance can be obtained, as seen in Fig. 1. It is  noted that the 
mean  conduction current also reaches the highest  level at the optimum 
pulse frequency. They  suggest that the mechanism of electrostatic coales- 
cence involves the formation of chains of drops prior to actual  coales- 
cence, since chains of drops are primarily  responsible for the conduction 
current. 

B. Effect of Phase Ratio 
The investigation of the effect of dispersed  phase  hold-up  on electrostatic 
coalescence has  been conducted experimentally by Bailes  and  Larkai 
(1984a). The study  has  revealed that there exists a hold-up at which  best 
coalescence performance can be obtained, as shown in Fig.  2.  They con- 
sidered that when  hold-up is reduced, the drops are relatively far apart 
and  smaller,  and  it takes much  longer to affect  collision  and coalescence 
of the drops to a size big  enough to settle. Also  it  was  found that for a 
given  applied  voltage the field  strength decreases rapidly as the hold-up 
increases. Similar results were  also reported by Hendricks  and  Sadek 
(1977). This  leads to the conclusion that there may exist  an  optimum  bal- 
ance between electric field strength, droplet size, number of droplets per 
unit  volume,  and droplet separation for maximum electrostatic coales- 
cence with  minimum  energy. 

C. Effect of Electrode  Coating 
The influence of electrode coating  (insulated electrode) is another impor- 
tant factor for the enhanced  performance of electrostatic coalescence, 
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especially for the applications in  liquid-liquid extraction or recovery of 
the liquid  membrane processes, where the liquid  hold-up  is  usually  high. 
As explained by  Hsu  and  Li  (1985)  (Fig. 3). in a coalescer equipped  with 
naked electrodes, if a single  chain  happens to extend from one electrode 
to the other, sparking will occur. On the other hand, in a coalescer 
equipped  with  insulated electrodes, the surface of the top electrode is 
coated  with a layer of nonconductive,  nonwetting  insulating  material. In 
this  configuration, a conducting water chain  formed  is  equivalent to a 
parallel array of tiny  independent capacitors; therefore the current is also 
limited  by the reactance of this  tiny capacitor, and the sparking  is  sup- 
pressed. 

Hsu  and  Li  (1985)  suggest that the insulating  solid  coating  medium 
should  be  hydrophobic  and  have a dielectric constant at  least  above 4. 
Bailes  and Larkai (1984b) also investigated the effect of electrode coating 
thickness  on coalescence performance.  The  best  coalescence  performance 
is  obtained  by  using  only a thin  coating,  because of the substantial  reduc- 
tion  in  effective  field  strength at a given  applied  voltage.  Also the interfa- 

CONVENTIONAL 
COALESCER 

High  Voltage 

- 
Bare  Electrode; 
DC or AC 

Adequate Only for 
Weak  Emulsions 

Field Strength 
Limited  Because 
of Sparking 

INSULATED  ELECTROOE  COALESCER 

High  Voltage 

I Insulation 

High  Voltage 

-& 
Insulated Electrode;  Hydrophobic  Surface: AC 

Breaks  Strong  Emulsions  Without  Sparking 

Figure 3 Comparison of conventional  and  insulated  electrodes for an electro- 
static  coalescer. (Hsu and Li, 1985.) 
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cia1 relaxation time, which determines  the optimum pulsed frequency, 
between the electrode  coating  and  the  layer of continuous  phase dimin- 
ishes with increased  coating  thickness. 
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1. OUTLINE DESCRIPTION OF THE 
ELECTRORHEOLOGICAL  EFFECT 

The electrorheological (ER) effect, sometimes  referred to as the Winslow 
effect after the person  who first investigated  it  (Winslow, 1949), is a phe- 
nomenon  in  which the resistance to flow  or to deformation of certain types 
of fluid  can  be  changed  by the application of an electric field. The fluids 
used  by  Winslow were  nonaqueous  silica  suspensions that had  been  acti- 
vated  by a small  amount of water. More  recently there has  been a large 
amount of work devoted to the development of other fluid types (e.g., 
Block  and  Kelly, 1988). All  of these fluids are essentially  comprised of a 
dielectric  oil  (such as a silicone  oil)  and  some  dispersed particulate. On 
application of  an electric field, the solid  phase  forms a series of chainlike 
bridges  in a direction  roughly  orthogonal  to the electrodes (Fig. l), thus 
producing a pronounced structural inhomogeneity.  Under  this condition, 
the liquid state of .the unstressed fluid  is  replaced by that of a rigid  gel, 
the transition  occurring  rapidly  (typically in a millisecond). 

The ER  effect  will occur for either ac or dc  fields,  typical  field strengths 
being  in the range of 2 to 6 kV/mm. Particulate sizes are in the range of 
2 to 20 pm. Since  any increase in  fluid  operating temperature will produce 
an increase in  fluid  electrical conductivity, the carrier liquid  is  specifically 
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Figure 1 Random orientation of starch particles (in the range of 5 to 50 km) 
suspended in silicone oil. (a) No applied field; (b) applied field 2 kV/mm. 
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chosen to be one of small  conductivity. A useful  rule of thumb  here  is 
that the doubling temperature (that is, the temperature rise that produces 
a doubling of electrical conductivity) lies in the range 6 to 18°C. 

Stangroom (1984) has  listed other useful attributes of  ER fluids,  which 
include  small  base viscosity, low  freezing  point,  high  boiling point, hydro- 
phobicity,  and high dielectric strength. Also, if the fluid  is  to  remain  stable 
in either its rest or its working state, then  density  matching of the solid 
phase to the liquid  is required. 

II. FUNDAMENTAL  PRINCIPLES 

Electrorheological  fluids can be  used in a wide  range of devices, but essen- 
tially  they  would  be  subject to mechanical forces to  produce in the fluid 
a state of shear, tension, or compression (or combinations of these). 

A. Fluids  in  Shear 
In shear, where  typically the fluid  would  be  sandwiched  between  parallel 
plane electrodes and  one electrode is  moving  while  maintaining  parallel- 
ism, the fluid behaves in a manner  similar to that exhibited by a Bingham 
plastic  (Fig.  2). Here flow occurs only after the imposition of a shear 
stress greater than the yield stress, the latter increasing  with the applied 
field.  Below the yield stress the ER fluid  remains  like a solid  (although  it 
may exhibit creep). 

For cases in which the strain rate is  small,  it is possible to realize  fluid 
yield stresses up to about 20 kPa for applied  fields, just less  than that at 
which electrical breakdown occurs. The fluids are pseudoplastic in that 
the apparent viscosity decreases with  increasing shear rate (Uejima, 1972). 
The characteristic (stress/strain) curves for ER  fluids  can  be  generated 
by  employing rotational viscometers  such as the concentric cylinder type, 
the only  modification  needed  being to facilitate  the  application of the elec- 
tric field. 

B. Fluids in Tension or  Compression 
Instead of the fluid  being  subject to shear forces, there are instances in 
which the fluid may experience tensile or compressive  loads.  Under these 
conditions, the fluid  behaves rather as though  it  had a two-valued  viscos- 
ity, one at small strain rates and another at higher rates. The static yield 
stress may then  be as high as 50 kPa. 

When  (Fig. 3) the fluid  is  under a compressive load, the effect  is rather 
complicated, in that the fluid  is  being  forced out of the interelectrode 
space. Thus there will be a combined shearkompression mode. Also in 
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this case if the fluid is  energized by a constant applied  potential  difference 
between the superimposed electrodes, then as the compressive  load is 
increased the field  will increase due to the diminishing  gap.  This  can  be 
easily compensated for (if required) by determining the instantaneous gap 
and  providing  a suitable control  loop to the voltage source. 

The characteristic curves in this situation can be generated  by  employ- 
ing conventional plastometers, except again  some  arrangement  must  be 
found to apply the electrical field. 

111. SPECIFIC AREAS OF APPLICATION 

Industrial interest in the application of ER fluids  has  grown at a rapid 
pace  during the last few years, and there is  correspondingly  an increase 
in commercial sensitivity. A recent review by Jordan  and  Shaw (1989) 
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has  not  only  outlined the advantages of employing  ER  fluids  in  mechanical 
devices  but also highlighted the need for a closer understanding of the 
fundamental  principles  involved.  It is relatively  easy  to  produce a device 
that works, but  it  is  much  more  difficult to produce a device that is  reliable. 

There are at present several  major areas in  which  ER  fluids are being 
applied; these are associated with torque transmission,  vibration  damping, 
and control of fluid  flow. There are, however, many other areas that can 
benefit  from the ER effect, as reviewed e.g., by Shulman et al. (1981); 
these include the expanding  field of robotics, details of  which are not 
included here. 

A. Torque Transmission 

A recent investigation  by Sproston et al. (1990) was  concerned  with the 
transmission of torque across a multiplate  ER  fluid  coupling  (Fig. 4). The 
device  consisted of a set of disc-shaped electrodes carried  alternately by 
the shaft  and  casing.  Energization of the fluid  could  be  achieved  easily 
by raising the casing to some  high  voltage  and  earthing the central shaft. 
Measurement of braking torque and  inputloutput  speed  ratio  was  achieved 
for a range  of  field strengths and  waveforms.  Some of these  results are 
shown in Fig. 5,  where for example the difference  between the characteris- 
tics of the device when  electrically stressed and  not  can  be  easily seen. 

Figure 4 Multiplate  torque  transmitting device. Input shaft on right. 
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Figure 5 Output speedbraking torque  characteristics  for  device in Fig. 4. 

This  particular  device  performs  reliably  over a wide  range of input 
speeds and exhibits quite  different characteristics for different  electrical 
inputs. Further work is being  carried out using  various ER fluid types. 

B. Vibration  Damping 

A recent investigation by Stanway et al. (1992) has  been  directed to the 
design  and  testing of a prototype automotive  engine  mount  using ER fluids 
in tension  and  compression.  Conventional  mounts  employ either a solid 
block of elastomeric material or a hydraulic  fluid  sandwiched  between 
upper  and  lower  members, the principle  being that the transmission of 
engine  vibration to the automotive  body can be  reduced.  In the ER device 
the amount of vibration  damping can be  varied  by  altering the applied 
field across the fluid.  One  such  mechanical  arrangement  is  shown in Fig. 
6 and  some results in  Fig. 7 .  Here it is seen that the resonant peak occur- 
ring at a vibration frequency of about 4.5 Hz can  be  reduced  in  amplitude 
by a factor of about five when the fluid  is  electrically stressed. From 
instantaneous measurements of engine  vibration  it  is thus possible to con- 
trol the amplitudelfrequency response of the body  by  controlling the ap- 
plied  field. 
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Figure 6 Prototype  automotive  engine  mount. 

This ER technique can be extended to other areas to include, for exam- 
ple,  automotive  shock absorbers and the control of vibration of rotating 
machinery. 

C. Flow Control 

The feasibility of controlling the flow rate of  an ER fluid  in a hydraulic 
circuit  was demonstrated by Stanway et al. (1990) in a prototype valve. 
This  consisted of a coaxial set of metal  cylinders that were alternately 
raised to a high potential  and earthed. As the ER fluid  passed  through the 
multiannular spaces, its flow rate could  be  controlled by the applied  field 
(this in turn controlling the effective  viscosity of the fluid). The resulting. 
pressure drop as a function of flow rate and  applied  field  strength can be: 
seen in  Fig. 8. Commercial  valves are capable of performances much 
greater than this, however.  Brooks (1982) quotes a maximum pressure 
drop of about 30 bar for a flow rate of 10 liter/min  using a field strength 
of 3 kV/mm. A later study  by  Bullough (1990) shows a pressure drop of 
up to 70 bar for 2 litedmin at the same  field strength. 

The ER control valve  could  equally  be  used in a servomechanistic  mode 
to control the flow  of a second  (main)  flow, the advantage over conven- 
tional  valves  being that the ER valve  has  no  moving parts. 
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Figure 7 Transmissibility/vibration frequency characteristic for engine mount 
in Fig. 6. 0 No applied field; El 10 kV applied  potential difference. 

IV. USEFUL FORMULAE 

As a means of providing  the  reader  with  the necessary background  in 
order to facilitate determination of the size and scale of a  proposed ER 
device, the following formulae  are included. 

A. Bingham Plastic Model 

The equation  governing  the  behavior of a Bingham plastic is of the  form 

U = U0 + q j  (1) 
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Figure 8 Pressure  drop/flow  rate  characteristics  for ER valve. 

where U is the shear stress, uo is the static yield stress, q is the plastic 
viscosity,  and y is the shear rate. If the ER  fluid  in shear is  assumed 
to  follow  this behavior, then  when  electrically stressed the yield stress 
increases dramatically,  while the plastic  viscosity  remains  fairly constant. 
It may  be assumed that the yield stress increases approximately in propor- 
tion to the square of the applied  field, i.e., that 

uo = CE2 (2) 

where C is a constant. 

20 kPa. 
For most  commercially  available  fluids the value of uo would  not  exceed 

B. Biviscosity Model 
An alternative description of the behavior of  an  ER fluid,  which  reflects 
the thought that the fluid  flows  even for small shear forces (i.e., that the 
yield stress is fictitious), can be  accommodated in equations of the form 

= q14 (U ur) 
and 

U = U0 + q 2 j  (U > U l )  

Either uo or ul can be  called the yield stress. 
where uo and u1 are related by uo = u1 (1 - q2/ql). 
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V. DESIGN  EXAMPLES 

The following  two  examples are chosen  from  work  carried out at the 
University of Liverpool by the authors over the last  few years. They do 
not represent optimal devices, merely ones that embrace the essential 
features of ER design. 

A. Simple  Torque  Transmitter 

The device  shown in  Fig. 9 consists of a single  circular electrode (carried 
by the input shaft), which  is  immersed in  ER  fluid contained in the outer 
casing (carried by the output shaft), and  which  is earthed. Electrical ener- 
gization of the fluid can be  achieved by a suitable carbon brush in contact 
with the input shaft. Typically the gap  between the electrode and the 
casing  is  in the range of 2 to 4 mm,  with a larger  gap  near the perimeter , 
so as to avoid  unwanted  field  intensification  and  possible  fluid  breakdown. 
The choice of ER fluid  is  largely  governed by the zero-field  viscosity 
requirement; it may  be for example that the output shaft  speed is required 
to be  very  small  when the field  is absent, and  this  would necessitate an 
ER fluid of small  viscosity. 

If  it is assumed that the total shear stress U can  be expressed as the 
sum  of the static yield stress uo and a Newtonian  term pduldy (where p 
is the dynamic  viscosity  and duldy is the velocity gradient), then the torque 
T transmitted across the fluid  is  given  approximately  by 

T = 2 2 ~ 1 2 ~  dr 

where R ,  and Rz are the radii of the input  shaft  and the electrode, respec- 
tively. Here duldy can be  approximated by r(wi - w,)/d, where wi and W, 

are angular speeds of the input  and output shafts and d is the gap  between 
electrode and  casing. 

B. Simple  Vibration  Damper 
The device  shown in  Fig. 10 consists of a piston  rod  carrying  two  rectangu- 
lar plates that are constrained to move in a vertical  mode by linear  bear- 
ings. The outer casing, of rectangular cross-section, is  fabricated  from  an 
insulating  material  (e.g., PTFE) but  with the inner faces lined  with copper 
sheet. With the casing  filled  with ER fluid, electrical  energization of the 
fluid  in the spaces between the casing  and the plates  can be achieved by 
raising the casing to some high potential  and  earthing the plates.  In this 
way the shear stress on the plates  can  be  controlled by the applied  field, 
and  hence the resisting force to an  imposed  movement of the rod can be 
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Figure 10 Simple vibration  damper. 

altered. Stanway et al. (1987) describe the evaluation of such a device 
and present an  analysis of the digital  processing of experimental records. 
In  this  simple  example, if the edge  effects at the plates  and  inertia terms 
are ignored,  then the increase A F in the magnitude of the resisting force, 
due to the electrorheological  influence,  is  given  approximately by 

AF = %ab (4) 

where a and b are the dimensions of the plates. Under  dynamic conditions, 
the value of uo would  be  modified  by  an  amount  depending  on the particu- 
lar ER fluid  employed.  This  value  would  require  experimental  determi- 
nation. 

VI. FUTURE  PROSPECTS  FOR  ELECTRORHEOLOGICAL 
FLUIDS 

The  increasing interest being  shown  in the possible  commercial  exploita- 
tion of ER fluids stems mainly  from the development of fluids that not 
only are chemically stable but  also  combine the attributes of  low electrical 
conductivity  and  low  moisture content. Combining  this  with  an  increasing 
range of operating temperatures, the future prospects for ER fluids  look 
very  good. There is, however, a continuing  requirement for multidiscipli- 
nary  effort  aimed  toward a fuller  understanding of the ER effect. 
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The rapid response of an ER fluid to an electrical stimulus  and the 
massive  change in its fluid properties opens up a wide  range of device 
possibilities, but the control strategies need  careful analysis, and the sig- 
nificant nonlinearities need to be tackled. 
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Electrostatic Atomization and Spraying 
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1. INTRODUCTION 

Numerous operations in agricultural  production  and  processing  require 
efficient  mass transfer of particulate matter  generally  smaller  than  several 
hundred  micrometers in diameter. Management  by electrostatic forces 
offers  solutions  having  much present benefit  and future potential in engi- 
neered as well as in naturally  occurring processes. Even the most essential 
natural particulate transfer in agriculture, plant  pollination  by insects, ap- 
pears electrostatics based  (Corbet et al., 1982) and  amenable to further 
electrostatic augmentation (Law, 1991). Nearer the consumer, milled  solid 
products such as sugars, flours, spices, and  flavoring  additives are rou- 
tinely surface applied as electrically  charged sprays to alter favorably 
the processing  and  organoleptic properties of foodstuffs.  Refinement  and 
purification of such particulate ingredients  is  commonly  achieved  via the 
electrostatic separation methods of Chapter 17. 

Presently, the most extensive incorporation of electric force field  man- 
agement for agricultural particulates is electrostatic crop spraying. It will 
likely  provide  significant  societal  benefits as the efficient  and  environmen- 
tally  sound  technology for application of the chemical  and  biological  pesti- 
cide sprays necessary for expanding  production of the world’s  food  and 
fiber.  Approximately 400 million  kilograms of chemical  pesticide active 
ingredients are dispensed  annually  at a cost of $6 billion for protection of 
U.S. crops against insects, disease, and  weed pests (Pimentel  and Levitan, 
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1986; Aspelin et al., 1991). Conventional spray application  technology, 
which  relies  upon  gravitational  and  inertial forces, often achieves less than 
50% mass transfer of this  pesticide onto the desired  plant targets; the 
actual quantity reaching the insect or disease pest is estimated to be as 
low as ca. 0.01% (Graham-Bryce, 1975; Pimentel  and Levitan, 1986). Full 
incorporation of just a twofold  improved electrostatic methodology  into 
crop spraying  would thus offer  potential  annual  savings of $3 billion  in 
crop production costs, a 200 x lo6 kg reduction in toxic active  ingredients 
entering the ecosystem, and 6 X lOI4 J savings  in  embodied  energy  associ- 
ated with the pesticide itself. Worldwide  savings  would  be  threefold 
greater. 

In development of an electrostatic crop spraying system, significant 
differences  regarding  both the theoretical basis  and  engineering  design 
exist vis-&vis  industrial  coating  and  painting systems. The following sec- 
tions  outline these differences, discuss basic  phenomena  encountered dur- 
ing interaction of charged sprays onto living plants, and  establish the theo- 
retical  and  engineering-design  rationale for reliable electrostatic spray 
applications in agriculture.  Finally, the current status of electrostatic crop- 
spraying  technology is illustrated by examples of commercial systems 
including  documentation of their operational and  pest-control  perfor- 
mance. 

II. THEORETICAL  CONSIDERATIONS 

Electrostatic crop spraying rests upon a sound  rationale.  Entomological 
studies over the past several decades have  established that in numerous 
cases the small droplets of a pesticide  spray  provide greater biological 
efficacy per unit  mass of pesticide  than do the larger droplets for achieving 
insect control (Himel, 1969; Lake and Taylor, 1974; Graham-Bryce, 1977). 
Felici (1965) recognized that the charge-to-mass ratio generally  achievable 
on droplets, and hence the ratio of the electric-to-gravitational forces con- 
trolling  motion  in a given electric field, varies  inversely  with  droplet  ra- 
dius. Thus it is for the biologically  efficacious,  finely  atomized pesticide 
droplets (e.g., under 100 pm  in diameter) that the incorporation of electro- 
static deposition forces becomes  most opportune. This is precisely the 
size  domain that suffers  much airborne drift  and  off-target  deposition  when 
only the mass dependent gravitational  and  inertial  delivery forces are re- 
lied  upon as in conventional crop spraying  methods. 

A. Force Field Options 
The necessary conditions for effecting the desired electrostatic forces in 
pesticide spray applications are that (a) significant electric charge  must 
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be imparted to each spray droplet and that (b) the charged  droplet  spray 
must  be  driven  by  an electric field, either externally  applied or self-gener- 
ated. Figure 1 depicts the electric force components that can  be  exploited 
either singly or superimposed, while  Fig. 2 plots as a function of diameter 
the theoretical terminal  velocities attainable by charged droplets acted 
upon  by these force fields as well as by gravitation for comparison (Law, 
1987). 

In contrast to the continuous surface films  applied for industrial coat- 
ing,  plant pest control requires thorough surface coverage by a vast array 
of discrete pesticide control sites deposited  throughout the plant  canopy. 
Thus a major  challenge  is  penetration of charged sprays to the electrostati- 
cally  shielded interior regions of agricultural crops typically  ranging  from 
‘/4 to 2 m in extent. Seldom  will a purely electrostatic approach  suffice; 
a “hybrid” method of electrostatic crop spraying  incorporating a proper 
balance of other spray-penetration forces (e.g.,  aerodynamic) will usually 
be appropriate, except in the few cases requiring  preferential  droplet  depo- 

I/ 

Figure 1 Electric  force  options  for  design  of  charged  droplet  crop  spraying. 
(a) Inverse-square  droplet-to-droplet force; (b)  induced  image-charge  force; (c) 
externally  applied  electric  field  force;  and  (d)  spray-cloud  space  charge  force. 
(Reproduced  with  permission  from  Law, 1987. Copyright,  Cambridge  University 
Press.) 
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Figure 2 Terminal velocity components achieved by the electric force options 
driving  an  airborne  charged pesticide-spray droplet. Space charge force calculated 
for 1 cm distance from leaf surface in 10 cm parallel leaf gap. (Reproduced  with 
permission from Law, 1987. Copyright,  Cambridge University Press.) 
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sition on the plant  canopy’s  peripheral  regions (e.g., hormonal sprays onto 
meristematic  stem tips). Consequently, as compared  with  more  conven- 
tional  industrial electrostatic coating systems, agricultural crop spraying 
dictates a theoretical reassessment for optimally  selecting the specific 
types of electric forces of Fig. 1 to be  exploited (Law, 1987). For charged 
sprays dispensed  from a mobile source such as a crop spraying  machine 
traveling past target plants at 5-15 kmh, applied electric force fields im- 
posed  by 50-90 kV source electrodes become  ineffective  and  would, in 
any case, deposit excessive pesticide  spray onto the outer canopy.  Once 
charged spray penetration into the deep canopy  regions  is  achieved  by 
nonelectrostatic means, electrostatic crop spraying, in contrast with  in- 
dustrial, then  strongly  relies  upon the injected  spray  cloud’s  self-generated 
space charge  field for deposition  within the electrically  shielded  canopy. 
A s  charged droplets approach within  several  millimeters,  image  charges 
induced  within  plant surfaces also  become  significant for electrostatic at- 
traction. Engineering  designs  should  primarily  exploit these two force 
fields for most  agricultural crop spraying systems (Law, 1983). 

Recent theoretical and  experimental studies have  established  novel 
means for favorably  manipulating the important  charged-droplet-driving 
space charge electric field.  Law  and  Bowen (1985) theoretically establish 
a dual  particle-specie concept for improved  deposition  via space charge 
field enhancement, which  is  especially  applicable for further supplement- 
ing electrostatic crop spraying forces within the plant canopy. Ananthe- 
swaran  and  Law (1981) provide  an  engineering  design  basis for properly 
incorporating a nonconductive wind barrier above a charged  pesticide 
cloud for prevention of spray drift. Surface charge  accumulated  on the 
dielectric  barrier generates an adequate repulsion  field to ensure that the 
cloud’s space charge force field  is  modified  sufficiently to drive charged 
droplets away  from the barrier and  primarily  down  toward the grounded 
plants. As seen in Fig. 3, the safe self-charged  dielectric barrier is  equally 
effective as a 30 kV applied  field for superimposing on the space charge 
field to maximize  target  deposition  while  eliminating  deposition onto the 
wind shield. By dispensing  an  overlying  like-polarity  inert spray stratum, 
Inculet  and Castle (1985) provide a convenient alternative method for 
favorably  modifying a pesticide spray cloud’s space charge  field to ensure 
a downward electric droplet force. For earthed plants growing above a 
continuous  plastic  mulch film resting on the ground  plane,  Giles  and  Law 
(1990) verify that charge  inadvertently captured on the underlying  dielec- 
tric film deflects  like-charged spray back  upward to targets; as compared 
with  uncharged spray, the electrodeposition benefit  achieved  with  charged 
sprays was  increased  from a 2.7-fold  value  up to an  enhanced  3.0-fold 
value  due to the film’s presence (i.e., an additional 10% deposition im- 
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Figure 3 Spray deposition values achieved by  different methods of electrostatic 
precipitation onto planar  targets as functions of intensity of spray  charging. (Re- 
produced  with permission from  Anantheswaran  ana Law, 1981. Copyright,  Ameri- 
can Society  of Agricultural Engineers.) 

provement). In contrast to these passive approaches for modifying the 
space  charge  field, active precharging of the dielectric  mulch  film to - 15 
pC/m2 with air ions  and  elevating  it 4 cm  from earth has  been  shown to 
increase  charged  vs.  uncharged spray deposition  (i.e.,  electrodeposition 
benefit) onto target  undersides  where pests reside  from a 1.9-fold  value 
up to an  enhanced  6.2-fold  value (i.e., an additional 325% deposition im- 
provement)  while  reducing  environmentally  abusive  off-target  deposition 
onto the underlying  mulch  film  by 38% (Giles et al., 1991). Thus proper 
understanding  and creative manipulating of space  charge  and  boundary 
effects  offer the designer of electrostatic pesticide sprayers means for 
optimizing  application systems for specific  crops  and  cultural practices. 

B. Techniques  for  Agricultural  Spray  Charging 
Most  agricultural  chemicals are dispensed as conductive aqueous solu- 
tions,  emulsions, or wettable  powder suspensions characterized by electri- 
cal  resistivity  values in the 10"-104 a m  range. Experience indicates 
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that electrification of such sprays to at least 1-2 mC/kg  is  generally  re- 
quiFed for initiating  any  significant  degree of electrostatic control in out- 
door pesticide  applications. Of the various  liquid  charging  methods de- 
scribed in Chapter 3, agricultural  field tests have  established the two  most 
practical  and  reliable to be (a) ionized-field corona charging  and  (b)  elec- 
trostatic induction  charging.  In addition, for application of certain  special- 
ized  low-conductivity  pesticide  chemicals  obeying  narrowly  defined  con- 
straints on electrical conductivity  and  permittivity, the direct electrostatic 
atomization  and  charging  method  based  upon  electrohydrodynamics  be- 
comes appropriate. Systems based  upon  this  EHD  method  have  been 
developed  and  extensively 'tested throughout the 1980s by  Coffee (1980), 
especially as man-carried crop spraying  devices.  The  recent  work by Es- 
callon  and Tyner (1988) has further technically  developed  electrohydrody- 
namic  spraying for agricultural  applications of nonaqueous sprays of a 
0.1-2000 centipoise  viscosity  range.  Law (1984) critiques the relative  ad- 
vantages  and  disadvantages of the above spray  charging  methods  and their 
applicability as dictated by the physical properties of the pesticide  liquids 
to be electrified; dielectric constant and  electrical  conductivity  (hence 
charge  relaxation  time constant) are primarily the relevant properties. 

As seen in other chapters, the ionized-field  particulate-charging  method 
is  routinely  used in widespread  industrial  and  commercial electrostatic 
processes such as particulate separation, coating,  painting,  and  precipita- 
tion.  In contrast, engineering the long-term  reliability of this  method for 
spraying conductive agricultural  pesticides  has  proven  difficult  mainly  due 
to the fragile nature of the exposed corona discharge electrode and  person- 
nel safety  and  charge  leakage  problems  associated  with the elevated  ioniz- 
ing voltages  required (ca. 15-25 kV  minimum) as well as the charge-limit- 
ing effects of reverse ionization  from  spray-fouled  passive electrodes 
within  charging  devices (Law and  Bowen, 1966; Splinter, 1968; Marchant, 
1985). Energy-intensive  means such as high  velocity  air curtains and 
heated insulators, respectively, remain less than  satisfactory in a practical 
sense for maintaining  passive-electrode  cleanliness  and the necessary high 
impedance  path to earth across corona-electrode supports. 

Figure 4 illustrates the engineering  design features of an  embedded- 
electrode, electrostatic-induction, spray-charging  nozzle that has  proven 
reliable for the severe operational  conditions  encountered in agricultural 
spraying (Law, 1978). In  this  pneumatic  atomizing device, fine droplets 
(20-50 pm  in diameter) are created via  aerodynamic  energy  transferred 
by viscous  drag to the axial jet of conductive spray liquid. For a relatively 
low  positive  potential (ca. 0.5-1.5 kV) applied  to the miniature  coaxial 
induction electrode positioned  close by the liquid jet (e.g., 1.3 mm gap), 
an  intense free electron surface density of ca. 108/mm2 is induced onto 
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the earthed droplet  formation  zone by a 1.6 x lo6 V/m field created by 
only a 1 kV electrode potential.  Since  charge  must  flow  through the liquid 
jet to the droplet  formation zone, the level of droplet  charge  imparted by 
induction will depend  upon the time rate of charge transfer achievable 
through the liquid as compared to the time tf required for droplet  forma- 
tion. Expressing the liquid's charge-transfer time constant T as 

7 = Kpeo (1) 

the appropriate design  limits for induction  spray  charging are seen in Fig. 
5 for the constraint T < tf/5. Water  based sprays are thus theoretically 
predicted as compatible for induction  charging for p < 4.5 X lo5 a m .  
Law  and  Cooper (1987) have  modified the resistivity of vegetable oil based 
pesticide sprays successfully to undergo  induction  charging.  Once  sheared 

DIELECTRIC  CONSTANT K = 80 
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" I I I I 1 I I I 
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Q = SPRAY LIQUID RESISTIVITY (ohm m )  

Figure 5 Charge-transfer time constants characterizing spray liquids as func- 
tions of liquid electrical resistivity and dielectric constant. (Reproduced with  per- 
mission from Law, 1978. Copyright, American Society of Agricultural Engineers.) 
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from the jet, the nozzle’s  geometrical-electrical-aerodynamic  design en- 
sures that charged droplets have  an  axial  exit  velocity at least five-fold 
greater than the electrical migration  velocity  toward the oppositely 
charged induction electrode, Deposition of conductive droplets onto the 
smooth, passive electrode is prevented, thus  precluding  any “back co- 
rona” of positive air ions (Chapters 21 and 22) from  water  discharge  peaks 
that would  negate the induction  charging  process.  The  linear  dependence 
of the induction  charging  process  upon the potential  applied to the embed- 
ded  induction electrode is seen in  Fig. 6 as well as the  upper  limit  of 
induction  charging as determined by the undesirable  onset of gaseous 
discharge across the annular air gap at 1.9 kV as predicted by Peek’s 
equation (1929) for this specific  coaxial electrode design. 

Compact  induction  nozzles  offer electrostatic crop sprayer designers 
a simple  and  reliable  means for imparting  high  ratios of droplet  charge- 
to-mass ca. 5-15  mC/kg onto earthed sources of conductive  pesticide 
sprays using  relatively  low  values of charging  voltage ca. 0.5-1.5 kVdc 
and electronic power ca. 10-50  mW. These low  voltage  and  power  require- 
ments  permit  small (ca. 50 g) economical  transistor-oscillator  dc-to-dc 
battery-powered  supplies  dedicated to individual  spray-charging nozzles, 
thus  eliminating external high-voltage  wiring harnesses to the nozzles  and 
their associated current leakage  and  dielectric  breakdown in the wet spray 
environment. The 200-400 W of aerodynamic  power  input  per  pneumatic 
atomizing nozzle, in addition to providing the small  power  needed for 
droplet creation and  induction-electrode  maintenance, may  be exploited 
as an inherent air-carrier stream for charged  droplet conveyance, plant 
canopy penetration, and  turbulent  dispersal  therein. 

C. Charged Droplet Interactions 
Once  dispensed  from a spray charging  nozzle, airborne pesticide droplets 
are subject to a number of important  environmental  and  target-related 
phenomena that determine the degree of reliability  and success for the 
electrostatic crop spraying process. Law (1987)  mathematically analyzes 
these basic  phenomena; a brief  summary of the most  significant aspects 
follows  along  with certain numerical  and  graphical results that provide 
basic  guidance for engineering  designs of electrostatic crop spraying 
systems. 

1. Neutralization  by  Ambient  Air Ions 
Given adequate time, migration  of  naturally  occurring  air  ions  to  charged 
droplets will tend to neutralize  electrically a spray  cloud. At typical  ion- 
pair  equilibrium concentrations ni ca. 1-2 X 103/cm3  and  mobilities pi of 
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Figure 6 Spray-charging characteristics of embedded electrode, electrostatic 
induction nozzle  as functions of input voltage when operating at 73 mWmin  liquid 
flow and 276 kPa atomizing-air pressure. (Reproduced with permission from Law, 
1983. Copyright, Institute of Electrical and Electronics Engineers.) 

1.4 and 2.1 cm/s  per Vlcm field, respectively, for positive and negative 
singly  charged  air ions (Cobine, 1958), the cloud’s charge-decay process 
is characterized  by  the  time constant 

EO 

WiPi 
7 = -  (2) 
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For a typical 1 m diameter spray cloud  charged to a moderate 5 kC/m3 
space charge density, opposite polarity air ions would comprise  only ca. 
60 ppm  of the total free charge  within the cloud  confines; air ions  from a 
12% m radius concentric zone  would  be  required for complete  neutraliza- 
tion  of the cloud. In one elapsed  time constant of T = 200 S, a 63% neutrali- 
zation  would occur; fortunately, only ca. 1% would occur in the 1-3 S 

period characterizing row crop or greenhouse spraying. Thus the designer 
need  not  be concerned with  detrimental  air-ion  effects in electrostatic 
pesticide  spraying except perhaps in the long airborne spray  times associ- 
ated  with vector control. 

2. Evaporation Effects 
Aqueous  based pesticide sprays are strongly  subject  to evaporative size 
reduction in many outdoor applications.  Law  and  Bowen (1975) theoreti- 
cally evaluate the interactions of surface charge  and  evaporation  on  such 
airborne agricultural sprays. It is experimentally  and  theoretically  shown 
that  no  charge loss occurs via  departing  water  vapor  molecules  and that 
only  in the nonrelevant  droplet  size  realm  smaller than 0.1 pm does surface 
charge reduce the droplet's curvature-generated  vapor pressure and  hence 
the evaporation rate. As surface charge  density increases on  an evaporat- 
ing pesticide droplet of fixed charge, the outward  mechanical stress due 
to charge  eventually  grows to match the inward stress of surface tension 
I'; the well  known  Rayleigh  charge  limit consistent with hydrodynamic 
stability  is attained (Rayleigh, 1896) as 

qp = 8 1 7 m  $l2 (3) 

and the unstable droplet will  generally  eject ca. S-10% of its mass  carrying 
away ca. 30% of its  initial  charge  (Doyle et al., 1964). Roth  and  Kelly 
(1983) theoretically predict, on the basis of energy  minimization  princi- 
ples, spontaneous creation of 6-8 sibling droplets of charge-to-mass 
greater than the parent droplet. Successive  disruptions of the parent occur 
as long as other charge-loss  modes  (e.g.,  gaseous  discharge) are not active. 
As a function of droplet radius, Fig. 7 plots the Rayleigh  charge  limit as 
well as charge-to-mass for the extreme surface  tension  values  likely to be 
encountered in electrostatic spraying of water  based  pesticides.  Theoreti- 
cal  analysis predicts for droplet sizes  throughout the realm  of agricultural 
sprays that the droplet charge limit causing  hydrodynamic  instability will 
be  reached  before that for ion  emission as based  upon the Felici (1964) 
equation for dielectric  breakdown  around  small spheres. Therefore the 
charged droplet rupture process is likely  prevalent in electrostatic crop 
spraying.  While  individual droplets suffer  appreciable  charge loss, conser- 
vation of charge  is  obeyed by the spray  cloud.  Clever process design 
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DROPLET RADIUS rp ( p m )  

Figure 7 Rayleigh and other theoretical limits on charge carried by airborne 
pesticide droplets as determined by liquid surface tension and droplet radius. 
(Reproduced with permission from Law, 1987. Copyright, Cambridge University 
Press.) 

should exploit the  higher  mobility  sibling  droplets for enhanced deposition 
characteristics in specific crop/pest complexes. 

3. Target-Related  Phenomena 
Law (1989) summarizes electrical interactions  occurring  at  targets 
undergoing electrostatic spraying  and elucidates those possibly establish- 
ing  inherent  limitations in the electrodeposition process for  charged  sprays 
onto living plants. 
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Induced Corona. For an electrostatic crop sprayer passing at 5 km/h over 
a linear array of instrumented targets (7.6 cm diameter copper spheres) 
simulating a row of plants, Fig. 8 characterizes the interaction of the 
charged spray cloud's space charge  field  with a given  target as the cloud 
is dispensed along the row. As seen, the interaction, exhibited  here as 
electric field experienced at the surface of the earthed target, has a dura- 
tion of ca. 600-1500 ms and a peak  value ca. 2 kV/cm. For targets having 
sharp protrusions (e.g., certain leaf-tips), overly intense fields  can  induce 

. corona discharge from the earthed tips, causing a self-limiting  condition 
in the electrodeposition of the approaching  charged sprays (Law and 
Lane, 1981,  1982); the severity of the limitation is seen in Fig. 9 to be a 
halving of the electrodeposition benefit for a single target. Under these 
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Figure 8 Transient characteristics of the space charge electric field imposed 
at a spherical  earthed  target  being electrostatically sprayed  by  a nozzle passing 
by  at 5 km/h while dispensing 4 mCkg charged  spray of indicated polarity. (Repro- 
duced  with permission from Cooper and Law, 1987. Copyright,  British  Institute 
of Physics.) 



ELECTROSTATIC  ATOMIZATION AND  SPRAYING 427 

m 
. ) L  

0 

E 

Y 

a 
3 
U 

2 v) 

I 1 I I I I 1 I I I 

0 2 4 6 8 IO 

SPRAY CLOUD CURRENT (-MA) 

Figure 9 Effect that corona discharge induced from  an earthed target point has 
upon the electrostatic  deposition benefit for pesticide sprays as a function of spray- 
charging intensity. (Reproduced with permission from Law and Lane, 1982. Copy- 
right, Institute of Electrical and Electronics Engineers.) 

conditions, gaseous conduction induced  from  target  points accounts for 
as much as 85% of the total charge  exchanged  between the incoming 
charged spray cloud  and the target-useful  charge transfer associated  with 
electrodeposition is  often as low as 15%. In addition to this negating of 
electrostatic attraction, Law  and  Bailey (1984) show that momentum  and 
charge transfers of the induced  air-ion  flux  from the earthed point  actually 
repel  charged droplets from the target, as documented in Fig.  10.  This 
effect  could  have serious implications  concerning  achieving  biologically 
important  deposition onto certain plant  components (Evans et al., 1992).. 

For a linear array of targets spaced 31 cm  from each other, Cooper  and 
Law (1987)  show  induced corona from a target  point to cause ca. a 32% 
and a 44% collapse in the droplet driving space charge  field of negatively 
and  positively  charged sprays, respectively, as compared  with the field 
at a smooth  target  (Fig. 8). They  also  clearly  document a corresponding 
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Figure 10 Droplet  vertical  velocity  component uy at laser-Doppler  measure- 
ment locations along a cylindrical  target 1 cm above its centerline for three spray 
and earthed-point conditions. (a) Uncharged spray = 0 pA spray-cloud current; 
(b) charged spray = 5 pA; and (c) charged  spray onto target with  point  affixed 
= 5 FA + point.  (Reproduced with  permission  from  Law  and  Bailey, 1983. Copy- 
right, Institute of Electrical and Electronics Engineers.) 



ELECTROSTATIC  ATOMIZATION AND  SPRAYING 429 

statistically  significant ( p  < 0.01)  polarity  dependent  reduction  in target 
electrodeposition benefit  down to 1.80-fold and  1.50-fold for negatively 
and  positively  charged sprays, respectively, as compared  with a polarity 
independent electrodeposition benefit of  4.02-fold for a smooth target. 
Thus when  induced target corona is anticipated, the designer  should judi- 
ciously select negative  droplet  charging. 
Target RC Requirements. During the typical 600-1500  ms electrostatic 
crop spraying event, transient flow  of current through the plant to earth 
is required if electrodeposition is to occur unimpeded. For targets having 
excessively  resistive  pathways to earth, the accumulation of charge  on 
their  boundaries  during electrostatic spraying  can elevate the electric po- 
tential of these regions  toward that of the incoming  charged  cloud.  This 
condition reduces the electric field that drives charged droplets to the 
target, and  electrodeposition may consequently be diminished. The 
smaller the capacitance value C characterizing  isolated targets, the greater 
will  be the attained retarding  voltage V.  = q/C resulting  from  impingement 
or deposition of droplets delivering a given  charge q. For any  finite  value 
R of target  leakage resistance to earth, this  initial  level of potential  eleva- 
tion  will  decay  with  time t as V = Voe"'RC where RC is the target system's 
charge  dissipation  time constant. Theoretically  it may  be predicted that 
target RC time  values that are short compared with the typical 1 S duration 
of electrostatic spraying processes (e.g., RC < 0.1 S )  will  allow  such  rapid 
leakage of the intercepted charge to earth that the target's potential will 
remain  essentially  grounded  throughout  most of the spraying event. This 
design criterion should  preclude a detrimental  target  interaction by charge 
accumulation. 

Models  electrically  simulating  agricultural crops have  been theoreti- 
cally  and  experimentally  analyzed to determine further target RC charac- 
teristics compatible  with electrostatic crop spraying. Lane and  Law  (1982) 
studied transient displacement currents flowing  through  mature cotton 
plants in response to a rapidly  changing  imposed  field (ca. 2 x lo6 V/s 
rate of potential  change)  and  found no attenuation of charge transfer for 
plants  ranging  in  moisture content from  field saturation to brittle, wilt- 
dried plants; thus electrostatic concerns regarding  drought stress are elimi- 
nated. Franz et al. (1987) theoretically  simulated the response of plants 
to charged-spray-imposed space charge  fields; a 10 ps RC time constant 
was  calculated for a simulated  eight-leaf  bean  plant  modeled as a number 
of paralleled  leaf RC impedances in series with a stem  resistance  to earth. 

In contrast to agronomic crops grown  directly in the  earth, Law and 
Cooper (1989)  modeled  plastic potted greenhouse and  horticultural nur- 
sery plants by simple RC circuits and  then  experimentally  varied  target 
resistance  and capacitance values over wide  ranges in order to measure 
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their effects upon the target  potential attained and the electrodeposition 
benefit  achieved. For medium-size  geranium  and coleus plants  growing 
in 18 cm diameter X 15 cm  high plastic pots sitting on a conductive table 
as in a greenhouse, 90 pF characterized the capacitance of an  individual 
potted  plant system. A single  Teflon supported 7.6 cm diameter metal 
sphere  spray target, capacitively connected to an electrostatic fieldmeter 
via a 30 cm diameter parallel  plate capacitator, provided  an  instrumented 
target  system of 120 pF that adequately  approximated plastic container- 
ized  plants  on greenhouse benches. With the fieldmeter  probe recessed 
into the grounded  plate of the capacitor, transient values of target potential 
could  thus  be  measured  in a contactless manner  and  recorded  on an oscil- 
lograph as a spray charging  nozzle  passed over at 5 km/h. For this  plant 
capacitance, the theoretically  imposed constraint RC < 0.1 S would be 
obeyed for a target  leakage resistance to earth of R 5 lo9 R, and  negligible 
elevation in target  potential  would occur. As seen in Fig. 11, the increase 
in target  potential due to  charged spray application  was  indeed  experimen- 
tally  found to be  only a negligible 160 V at lo8 R leakage. At 1O’O R it 
had reached 3.3 kV as theoretically  predicted  from  time constant consider- 
ations. It can  be seen that even for the target’s  maximum  voltage,  which 
compares to only  approximately 15% of the cloud’s 32 kV space charge 
potential, there was  no  significant  detriment to deposition; the fivefold 
electrodeposition  benefit  was statistically unchanged  throughout the 
O-10l2 R range of target leakage paths to earth. A survey of  hanging  and 
table  supported  plastic  containerized  living  plants in commercial  green- 
houses  indicated  plant-to-earth resistances of 107-109 R. Thus on  both a 
theoretical  and  an  experimental  basis,  it may  be concluded that the electri- 
cal  grounding of such  plants  should  be adequate for satisfactory develop- 
ment  of electrostatic crop spraying for greenhouse culture. Additional 
target capacitance effects are reported by Law (1989) for high impedance 
spray targets. 

111. ELECTROSTATIC  CROP  SPRAYERS 

Various prototype and  commercial  machines  have  been  developed to 
practice, in a complementary  manner, the afore-mentioned electrostatic 
spraying  methodology for a number of agricultural  pest control needs. 
These  application areas broadly  include  ground  equipment for spraying 
plants of  row crops, orchards, and greenhouses, and  aircraft  spraying of 
large  acreage crops such as cotton, corn, etc. Each crop-pest complex 
presents its distinct challenges and, correspondingly, electrostatic meth- 
ods  have  found  varying  levels of appropriateness and success (Law  and 
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Figure 11 The effects that charge-leakage resistance to earth has upon the peak 
voltage attained  and the deposition achieved on a 7.6 cm diameter  metal-sphere 
target  undergoing electrostatic spraying  by  a -4 mC/kg passing spray. (Repro- 
duced with permission from  Law  and Cooper, 1989. Copyright,  American Society 
of Agricultural Engineers.) 

Mills, 1980; Herzog et al. 1983; Cooke et al., 1986; Franz et al., 1987; 
Hislop, 1988). 

Figure 12 pictures a University of Georgia  developed  embedded  elec- 
trode induction  nozzle  and  associated electronics specifically  designed for 
charging conductive water-borne pesticide sprays (Law, 1977). This  is the 
key  component  facilitating the commercial  development of greenhouse 
(Fig. 13) and  row-crop  (Fig. 14) electrostatic machines  now  in routine 
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Figure 12 Embedded electrode,  electrostatic induction, pneumatic atomizing, 
spray  charging nozzle and electronic  power supply for conductive  pesticide appli- 
cations. (Reproduced with permission from Law, 1983. Copyright, Institute of 
Electrical and Electronics Engineers.) 

crop production  use.  Figure 15 documents the two-fold  improvement in 
deposition  efficiency of Captan fungicide  applied to strawberry plants 
using  this aerodynamic-electrostatic machine  (Giles  and Blewett, 1991). 
Electrostatic application of  ‘/’-rate pesticide active ingredient  in  only 8Y’ 
gal/acre (80 liters/hectare) of spray mix  is seen to provide a leaf  deposit 
(termed  “dislodgeable  foliar residue”) statistically the same as did  con- 
ventional  hydraulic-pressure  nozzles  dispensing  twice the active ingredi- 
ent in  200 gal/acre (1870 literdhectare) of spray mix. In addition, the per- 
sistence of the disease-preventing deposits was  identical over the 
subsequent 21-day period (viz., exponential  decay constant of 6.73 days 
for the foliar deposits). 

Spraying of tree-size  plants in orchards requires spray droplets to be 
dispensed in large  volume,  high  velocity air carrier streams ca. 45,000 ft3/ 
min (21  m3/s) at 100  mi/h (45 d s )  for achieving the appreciable  travel 



Figure 13 Hand-directed electrostatic sprayer for greenhouse  pest  control. 
(Photograph courtesy of Electrostatic  Spraying Systems, Inc.) 

distances and  canopy depths required. While several prototype and  com- 
mercial electrostatic orchard sprayer machines  have  been  introduced  over 
the past decade, limited success has  been  achieved  mainly  due  to the great 
dominance of aerodynamic forces over electrostatic. Deposition  improve- 
ments  mainly  within  low  air  velocity  regions  hold  promise  (Inculet et al., 
1981; Law  and Cooper, 1988). 

Electrostatic crop spraying  from aircraft has  also  achieved  only  limited 
and  generally inconsistent results in increasing the efficiency of pesticide 
deposition onto crops (Carlton, 1975; Carlton  and  Bouse, 1980). Technical 
difficulties relate to  dissipation of the opposite residual  charge  buildup  on 
the airframe as charged  spray  is  disseminated,  leading  both to impaired 
charging  ability  and  to  neutralization of the descending  spray by  highly 
mobile  air  ions  emitted  by corona discharges  from the airframe.  This 
charge-management  difficulty  is  likely  solvable  to a degree by  pulsed laser 
ionization of a charge  dissipation  path to earth periodically, or by the 
method of polarity  partitioning of right  wing  vs.  left wing spray booms as 
theoretically  developed by Inculet and Fischer (1989). Of more  fundamen- 
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Figure 14 Tractor-mounted electrostatic crop sprayer incorporating thirty 
embedded  electrode air assisted  induction  nozzles for row-crop pest control. (Pho- 
tograph courtesy of Electrostatic  Spraying  Systems, Inc.) 

tal concern is the question of the appropriateness of electrostatic spraying 
methodology for aerial crop spraying.  Relatively  large droplets of 200-500 
pm diameter are not  effectively  controlled by electrostatic forces, but  this 
size  is  normally  used to ensure rapid  settling of spray  down the 2-4 m 
distance from the aircraft to the crop; slower  settling,  smaller  pesticide 
droplets are severely subject to lateral drift  from the treated area, causing 
environmental concerns. In order to resolve  this  difficulty,  Law  and 
Bowen (1988) have  theoretically  developed  design equations that specify 
the initial  charge-to-mass of larger droplets emitted  from the aircraft, 
which  will cause onset of Rayleigh  instability  and  ejection of  high charge- 
to-mass,  biologically  efficacious  sibling droplets of small  size  at crop can- 
opy elevation. 

The electrohydrodynamic atomizing  and  charging  nozzle of Fig. 16 (Es- 
callon  and Tyner, 1988) and the Electrodyne by  Coffee (1980) provide 
elegant  means for creating  charged droplets by  purely  electrical  energy. 
To a degree, droplet size may also be electrically  controlled in conjunction 
with adjustments of  liquid throughput.  Though  not  applicable for widely 
used aqueous based  pesticide sprays, EHD devices  should  provide  design 
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Figure 15 Comparison of the initial (foliar deposits of Captan fungicide on 
strawberry  plants  and  their subsequent exponential decay for conventional full- 
rate  spray  application of pesticide active ingredient (A.I.)  vs. air-assisted electro- 
static spray  application of half-rate A.I. (Reproduced with permission from Giles 
and Blewett, 1991. Copyright,  American  Chemical Society.) 

options for electrostatic applications of specialized  oil  based  liquids  gener- 
ally  within the 104-109 a m  range of resistivity. For adequate crop canopy 
penetration and  reduction of spray-drift  susceptibility,  however, the incor- 
poration of appreciable nonelectrostatic droplet  trajection forces (e.g., 
high velocity air carrier) is  likely  necessary for EHD nozzles  (Parham, 
1982; Hislop, 1988; Almekinders et al., 1991; Hislop, 1991). 

W. CONCLUSION 
Electrostatic atomization  and  spraying in agriculture  has  found  widest 
usage as the basis for incorporating electric force fields  into the application 
of crop protection pesticides.  Twofold  improvements in droplet  mass 
transfer efficiency onto plant surfaces are routinely  achieved  with corre- 
sponding  environmental  and  economic  benefits. Electrostatic induction 
has  proven  most satisfactory for charging water based sprays in the field, 
while  electrohydrodynamic  atomization serves well for charging  low con- 
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Figure 16 Electrohydrodynamic atomizing  and  charging nozzle of linear seg- 
mented design for spraying nonaqueous, low conductivity liquids.  (Photograph 
courtesy of Terronics Development Corp.) 
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ductivity, nonaqueous liquids.  Negative  polarity sprays have  been  shown 
to be preferred for crop spraying.  Once  charged in excess of the necessary 
1-2 mC/kg level, pesticide sprays usually require an  auxiliary nonelectro- 
static energy  input to achieve adequate droplet trajection  and penetration 
deeply into electrically  shielded earthed plant  canopies-hence  hybrid 
designs such as the aerodynamic-electrostatic crop sprayer. Since source- 
applied  fields  using the 50-90 kV of industrial  coating systems are gener- 
ally hazardous on mobile equipment, are unmaintainable  using conductive 
sprays, and tend to deposit pesticide only onto peripheral  plant  regions, 
electrostatic crop sprayer designs  should best exploit  and judiciously man- 
age space charge field effects. Proper management  must  recognize that 
sprays highly  charged to 20-25 F C / ~ ~  can impose  fields as intense as 
2-3 x lo5 V/m at target surfaces, causing onset of induced corona from 
grounded  leaf-tips.  While the 200 S time constant characterizing ion  neu- 
tralization of airborne charged spray clouds  precludes  any concern for 
charge loss by this phenomenon, both  beneficial  and detrimental effects 
of Rayleigh  instability of evaporating charged  pesticide droplets should  be 
considered in process design.  Having  satisfactorily  charged  and dispersed 
spray droplets to pest infested  regions  within a living plant, electrodeposi- 
tion  should  be  reliably  achieved even for plastic containerized plants hav- 
ing as great as 10'O Cl resistance in their grounding paths to earth. Thus 
crop conditions will likely never impede the electrodeposition process in 
electrostatic crop spraying. 

NOMENCLATURE 
capacitance of spray target, F 
electric field, V/m 
force acting on  charged particulate, N 
dielectric constant of spray liquid,  unitless 
air-ion  numerical density, ion  pairs/m3 
air-ion charge, C 
particulate charge, C 
particulate radius, m 
target leakage resistance to earth, ohms 
droplet-formation time, S 
target potential, V 
surface tension of spray liquid, N/m 
permittivity of free space = air, C2/Nm2 
air-ion  mobility,  m2/Vs 
resistivity of spray liquid,  ohm m 
space-charge density, C/m3 
charge-transfer time constant, S 



438 LAW 

REFERENCES 
Almekinders, H., H. E. Ozkan, T. G. Carpenter, D. L. Reichard, and  R. D. Brazee 

(1992). Spray deposit patterns of an electrostatic atomizer. Trans. ASAE, 35(5), 

Anantheswaran,  R. C., and S. E. Law (1981). Electrostatic precipitation of pesti- 
cide sprays onto planar targets. Trans. ASAE, 24(2), 273-276, 280. 

Aspelin, A., A. Grube, and V. Kibler (1991). Pesticide  production  and  usage for 
1989. Rpt. of Economic  Analysis  Div.,  Office of Pesticide Programs, U.S. 
Environmental Protection Agency,  Washington, DC. 

Carlton, J. B. (1975). Electrical capacitance determination and  some  implications 
for an electrostatic spray-charging aircraft. Trans. ASAE, 18(4),  641-644. 

Carlton, J. B., and L. F.  Bouse (1980). Electrostatic spinner-nozzle for charging 
aerial sprays. Trans. ASAE, 23(6), 1369-1373,  1378. 

Cobine, 3. D. (1958). Gaseous Conductors: Theory and Engineering Applications. 
Dover, New  York. 

Coffee, R. A. (1980). Electrodynamic spraying. In Spraying Systems  for the 1980’s 
(J. 0. Walker, ed.). B.C.P.C.  Monograph No. 24, London, pp. 95-107. 

Cooke, B. K., E. C. Hislop,  P. J. Herrington, N. M. Western, K. G. Jones, 
S. E. Woodley,  and A. C.  Chapple (1986). Physical, chemical  and  biological 
appraisal of alternative spray techniques in cereals. Crop Protection, 5, 

Cooper, S. C., and S. E. Law (1987). Transient characteristics of charged spray 
deposition  occurring  under action of induced  target coronas: space-charge po- 
larity  effect. Electrostatics 87, IOP Press, Oxford, Brit. Inst. of Physics Conf. 
Ser. No. 85 (Sec. l),  21-26. 

Corbet, S. A., J. Beament  and D. Eisikowitch (1982). Are electrostatic forces 
involved in pollen transfer? Plant, Cell and Environ., 5, 125-129. 

Doyle, A. D.,  R.  Moffett,  and  B.  Vonnegut (1964). Behavior of evaporating electri- 
cally  charged droplets. J .  Colloid Sci., 19,  136-143. 

Escallon, E. C., and A. E. Tyner (1988). Nozzle method and apparatus. U.S. 
Patent 4749125. 

Evans, M. D., S. E. Law, and S. C. Cooper (1994). Image  analysis of fluorescent 
spray  deposits  using  light-intensified  machine  vision. Applied Engineering in 
Agri., 10(3), 441-447. 

Felici, N. J.  (1964). Contemporary electrostatics: physical  background  and  appli- 
cations. Contemporary Physics, 5(5), 377-390. 

Felici, N. J. (1965). Electrostatic engineering.  Science J. ,  1(9), 32-38. 
Franz, E., R. D. Brazee, T. G. Carpenter, and D. L. Reichard (1987). Model  of 

plant  charge  induction by charged sprays. Trans. ASAE, 30(2), 328-331. 
Franz, E., D. L. Reichard, T. G. Carpenter, and  R.  D. Brazee (1987). Deposition 

and effectiveness of charged sprays for pest control. Trans. ASAE, 30(1), 

Giles, D. K., and T. C. Blewett (1991). Effects of conventional  and reduced- 
volume,  charged-spray  application techniques on dislodgeable  foliar residue of 
Captan on strawberries. J .  Agric. Food Chem., 39,  1646-1651. 

1361-1367. 

155-164. 

50-55. 



ELECTROSTATIC ATOMIZATION AND SPRAYING 439 

Giles,  D. K., and S.  E. Law (1990). Dielectric  boundary  effects on electrostatic 
crop spraying. Trans. ASAE, 33(1),  2-7. 

Giles, D. K.,  Y. Dai,  and S. E. Law (1991). Enhancement of spray electrodeposi- 
tion  by active precharging of a dielectric  boundary. Electrostatics 91, IOp 
Press, Oxford, Brit. Inst. of Physics  Conf. Ser. No. 118(Sec. l),  33-38. 

Graham-Bryce, I. J. (1975). The future of pesticide  technology: opportunities for 
research. Proc.  8th Brit.  Insecticides and Fungicides Conf., 3, 901-914. 

Graham-Bryce, I. J. (1977). Crop  protection: a consideration ofthe effectiveness 
and  disadvantages of current methods and the scope for improvement. Phil. 
Trans. Roy.  Soc.  London, 281(B), 163-179. 

Herzog, G. A.,  W.  R. Lambert, S. E. Law, W. E. Seigler, and  D. K. Giles (1983). 
Evaluation of an electrostatic spray application  system for control of  insect 
pests in cotton. J .  Econ.  Entomol., 76(3), 637-640. 

Himel,  C. H. (1969). The optimum  size for insecticide spray droplets. J .  Econ. 
Entomol., 62, 919-925. 

Hislop, E. C. (1988). Electrostatic ground-rig  spraying:  an  overview. Weed Tech- 
nology, 2, 94-105. 

Hislop,  E. C. (1991). Air-assisted crop spraying:  an introductory review. Brit. 
Crop  Protection Conf. Monograph No. 46, pp. 3-13. 

Inculet, I.  I., and G. S .  P. Castle (1985). Selective  depositions  using  layered 
charged aerosols. IEEE Trans., IA-21(2), 507-510. 

Inculet, I. I., and J. K. Fisher (1989). Electrostatic aerial  spraying. IEEE Trans., 

Inculet, I. I., G. S. P. Castle, D. R. Menzies,  and R. Frank (1981). Deposition 
studies with a novel  form of electrostatic crop sprayer. Electrostat., 10,65-72. 

Lake, J. R., and W.  A. Taylor (1974). Effect of the  form of a deposit on the 
activity of barban  applied to Avenafatua L. Weed  Res., 14,  13-18. 

Lane, M. D., and S. E. Law (1982). Transient charge transfer in living  plants 
undergoing electrostatic spraying. Trans. ASAE, 25(5), 1148-1  153,  1159. 

Law, S.  E. (1977). Electrostatic spray nozzle system. U.S. Patent 4004733. 
Law, S. E. (1978). Embedded electrode electrostatic-induction spray-charging 

nozzle: theoretical and  engineering  design. Trans. ASAE, 21(6), 1096-1104. 
Law, S.  E. (1983). Electrostatic pesticide  spraying: concepts and practice. IEEE 

Trans., IA-19(2), 160-168. 
Law, S. E. (1984). Physical properties determining  chargeability of pesticide 

sprays. Advances in Pesticide Formulation Technology (H. B. Scher, ed.). 
Amer.  Chem. Soc. Monograph Ser. No. 254, Washington, D.C., pp. 219-230. 

Law, S. E. (1987). Basic  phenomena active in electrostatic pesticide  spraying.  In 
Rational  Pesticide Use (K. J. Brent and  R. K. Atkin, eds.). Cambridge  Univer- 
sity Press, Cambridge,  pp. 81-105. 

Law, S. E. (1989). Electrical interactions occurring at electrostatic spraying tar- 
gets. J .  Electrostatics, 23, 145-156. 

Law, S.  E. (1991). Electrostatic processes underlying  natural  and  mechanized 
transfer of pollen.  Technical Report, Biol.  and  Agric.  Engineering Dept., Univ. 
of Georgia, Athens, Georgia, 46 pp. 

25(3), 558-562. 



440 LAW 

Law, S. E., and A. G, Bailey (1984). Perturbations of charged-droplet trajectories 
caused by induced  target  corona: laser doppler  analysis. IEEE Trans., IA-20(6), 

Law, S. E., and H. D.  Bowen (1966). Charging  liquid spray by electrostatic induc- 
tion. Trans.  ASAE, 9(4), 501-506. 

Law, S. E., and H. D.  Bowen (1975). Theoretically  predicted interactions of sur- 
face charge  and evaporation on airborne pesticide droplets. Trans.  ASAE, 

Law, S. E., and H. D. Bowen (1985). Dual particle-specie  concept for improved 
electrostatic deposition  through  space-charge field enhancement. IEEE Trans., 

Law, S. E., and H. D. Bowen (1988). Hydrodynamic  instability of charged  pesti- 
cide droplets settling  from  crop-spraying  aircraft:  theoretical  implications. 
Trans.  ASAE, 31(6), 1689-1691. 

Law, S. E., and S. C.  Cooper (1987). Inductionchargingcharacteristics of conduc- 
tivity  enhanced  vegetable-oil sprays. Trans.  ASAE, 30(1), 75-79. 

Law, S. E., and S. C. Cooper (1988). Depositional characteristics of charged  and 
uncharged droplets applied by an orchard air-carrier sprayer. Trans.  ASAE, 

Law, S. E., and S. C. Cooper (1989). Target  grounding  requirements  for electro- 
static deposition of pesticide sprays. Trans.  ASAE, 32(4), 1169-1172. 

Law, S. E., and M. D. Lane (1981). Electrostatic deposition of spray onto foliar 
targets of varying  morphology. Trans.  ASAE, 24(6),  1441-1445,  1448. 

Law, S. E.,  and M. D. Lane (1982). Electrostatic deposition of pesticide sprays 
onto ionizing targets: charge-  and  mass-transfer  analysis. IEEE Trans., IA- 

Law, S. E.,  and H. A. Mills (1980). Electrostatic applications of low-volume 
microbial  insecticide spray onto broccoli  plants. J .  Amer.  Soc.  Hort.  Sci., 
105(6),  774-777. 

Marchant, J. A. (1985). An electrostatic spinning  disc  atomizer. Trans.  ASAE, 

Parham, M.  R. (1982). Weed control in arable crops with ElectrodyneO sprayer. 

Peek, F. W. (1929). Dielectric  Phenomena in High  Voltage  Engineering. McGraw- 

Pimentel,  D.,  and L. Levitan (1986). Pesticides:  amounts  applied  and  amounts 

Rayleigh,  Lord (1896). The Theory of Sound, Vol. 11. MacMillan,  New York. 
Roth, D. G., and  A. J. Kelly (1983). Analysis of the  disruption of evaporating 

Splinter, W. E. (1968). Electrostatic charging of agricultural sprays. Trans.  ASAE, 

1613-1622. 

18(1),  35-39, 45. 

IA-21(4), 694-698. 

31(4), 984-989. 

18(6), 673-679. 

28(2),  386-392. 

Proceedings  Brit.  Crop  Protection  Conf.-Weeds, 3, 1017-1023. 

Hill,  New York. 

reaching pests. Bioscience, 36(2), 86-91. 

charged droplets. ZEEE Trans., IA-19(5), 771-775. 

11(4),  491-495. 



Electrostatic  Precipitation 

Senichi  Masuda  and  Shunsuke  Hosokawa 
Masuda Research,  Inc. 

Tokyo, Japan 

1. INTRODUCTION 

The electrostatic precipitator (ESP) is a device for removing particulate 
pollutants in the form of either a solid (dust or fumes) or a liquid  (mist) 
from a gas  using an electrostatic force. Electrostatic precipitation has been 
widely  used for cleaning  gas  from  almost  all  industrial processes with a 
medium to large  gas  volume (>2,000 m3/min),  including  utility  boilers, 
blast furnaces, and cement kilns. ESP is also in  wide  use  €or  air  cleaning 
in  living environments (homes, offices, hospitals, etc.) and  work places 
(machine shops, food  processing plants). ESP has  large advantages over 
other particulate control devices: a lower operating cost, because of its 
low  corona  power  and the low power  needed in its blower due to a low 
pressure drop (<ca 10 mm HzO); a high collection  performance 
(99-99.9%) even for submicron particles (0.3 pm or smaller); and ease 
of maintenance. In particular, its low  energy  consumption  has a great 
importance in  view  of the current concern in energy  saving. An industrial 
precipitator represents one of the elements in an  overall  integrated  pollu- 
tion control system, including control devices for gaseous pollutants, so 
that its planning  and  design  must  be considered in this context. 

Detailed introductions to ESP are given in the works of White (1962), 
Oglesby  and  Nichols (1978), and  Boem (1982), and  in the review article 
by White (1981). 

441 
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II. WORKING PRINCIPLE 

The  working  principle of ESP may be best understood  by its simplest 
embodiment, cylinder type ESP (Fig. 1). It consists of a  vertical  grounded 
metal  cylinder  (the collecting electrode) and a  wire (the discharge elec- 
trode)  suspended  along its center by  an insulator  bushing.  The  discharge 

Transformer 

Dust Outlct 

Figure 1 Basic construction of electrostatic precipitator (cylinder and  vertical 
type). 
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electrode is connected to a dc high-voltage  power  supply,  while the col- 
lecting electrode is grounded. 

Increasing the voltage V beyond a certain threshold (the corona onset 
voltage) V,, corona discharge  begins to occur on the wire,  accompanied 
by corona glow  in the form of either spots (negative corona) or uniform 
glow (positive corona). These glows represent localized  regions of gaseous 
ionization  (partial  breakdown),  from  which  monopolar  ions of the corona 
polarity are emitted  toward the collecting electrode. These ions  move 
across the interelectrode gap  (collecting field), driven by a dc electric 
field, to arrive at the collecting electrode. The ionic current (corona cur- 
rent)  flows  through the interelectrode gas space, which is serving as a gas 
passageway. 

When the voltage is further raised, the corona current Irises in a nonlin- 
ear fashion (Fig. 2) according to 

Z = AV(V - V,) (1) 

where A represents a constant determined by electrode configurations, 
temperature, pressure, and  composition of the gas. At a certain voltage 
Vs (the spark voltage),  sparking occurs, which turns into  arcing  unless 
the voltage is interrupted. Thus the operation range of ESP is limited to 
the region  between V, and V, .  The higher the operating  voltage, the better 

t Sparkover 

" 

s V 

Voltage, V 

Figure 2 Voltage-current  curve of corona  discharge. 
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the collection  performance  under  normal conditions, where no  back CO- 
rona is occurring. This range, V, - V,, is generally  much broader in 
negative corona than in positive one, enabling  stable  operation of indus- 
trial ESPs under harsh conditions, so that the negative corona is used 
here. In ESP for air cleaning, however, use is  commonly  made of positive 
corona, since it generates much less ozone than the negative  one (ca 10%; 
Penny, 1937). 

In  an  integrated air purifier,  where  deodorization  and  disinfection of 
air are also done, a small quantity of the corona-induced ozone is  used 
by using  negative corona (Masuda et al., 1991). 

Dirty  gas  containing  particulate  pollutants is introduced  into ESP from 
a gas  inlet at the bottom of the cylinder  and  flows  upward in the cylinder 
through the interelectrode gap  (collecting field). The particulates are bom- 
barded  by  monopolar  ions  from the discharge electrode and are strongly 
charged;  they are driven by  Coulombic force toward the collecting  elec- 
trode  and are deposited  on its inner surface. The  cleaned  gas  is  discharged 
to the stack from the gas outlet at the top, while the removed  particles 
accumulate  on the inner surface of the collecting electrode to form a dust 
layer there. 

A mechanical  rapping is given to the collecting  electrode  to  dislodge 
the dust layer so that it  falls  down  into the dust hopper.  The dust held  in 
the hopper  is  discharged to the outside from the dust outlet at the bottom 
of the hopper. 

Within a small  biionized  region of the corona discharge,  particles are 
bombarded  by  both  positive  and  negative ions, so that they are given 
much less net charge, and the effect of the Coulombic force is  greatly 
diminished.  But  they subject to another kind  of electrostatic force, the 
gradient force, which acts on any  dielectric  body,  with or without  an 
electric charge, to drive them to  a region of higher electric field, namely 
toward the surface of the discharge electrode. The gradient force becomes 
dominant  in the strongly  nonuniform  field of this corona region. So the 
particles  deposit on the surface of the discharge electrode to increase its 
apparent thickness with  time,  finally  stopping the corona discharge. 
Hence, mechanical  rapping  must also be  made  on the discharge electrode. 

Of course, no  such  rapping  is  necessary in wet ESPs, while the hard- 
to-remove dust layer requires a water jet or sand-blasting  for  cleaning 
both electrodes. 

111. PHYSICS OF ESP 
The electrostatic precipitator is a typical  fuzzy system, where a large 
number of factors affect its performance in a complicated  fashion.  This 
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makes  the  design  and  performance  prediction  of ESP difficult, even 
though extensive investigations  have  been  made so far to understand the 
physical  background. However, without  understanding the physics  under- 
lying ESP, a proper  empirical approach in the engineering  work of ESP 
is  impossible. 

A. Particle  Charging  in  a  Corona  Field 

Particles are suspended in a corona field, subjected to ion bombardment, 
and  given  ionic  charge (see Chapters 3 and 22). In the negative corona a 
minute  quantity of electrons also contributes to the charging (electron 
charging) in a region  close to the discharge electrode. Electron charging 
enhances  particle  charging,  especially  when the voltage V is  high  and the 
gas  mean free path X is  large  (higher temperature). 

In  particle  charging  two  different  mechanisms exist in the transport of 
charge carriers (ions  and electrons) to the particle surface:  field-driven 
migration  (field  charging)  and  thermal  diffusion  (diffusion  charging).  Both 
mechanisms  work together to give  an  overall  charge to the particles. 

Field  charging  becomes  dominant for larger  particles (d  > 2 Fm), and 
the quantity of charge qf imparted to a spherical  particle is given  by 
Pauthenier's  field  charging  equation (Pauthenier and Morean-Hanot, 1932, 
1939): 

where 

1 ~ ' E o E ~ U * & ~  
qfs = 

Es + 2 = saturation charge of field  charging 

T f = - = "  
PiPi J i  
4E0 4E0Ech - charging  time constant of field  charging ( S )  

(4) 
where t = time(s), eo = dielectric permitivity of free space = 8.85 x 

(F/m), = specific  dielectric constant of a particle, a = particle 
radius  (m), IJ.~ = ion  mobility (m2/Vs), pi = ion space charge density 
(C/m3), Ech = intensity of charging  field  (V/m),  and Ji = ionic current 
density  (A/m2).  Figure 3 shows the time-dependent  rise of particle charge. 
It can be seen that the charge qf arrives at 95% of its saturation charge 
qs at 3 ~ ~ .  So we can assume for field  charging 

Tf = 3~~ = effective  charging  time ( S )  (5 )  
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Figure 3 Time-dependent  rise of particle  charge by field  charging. 

It  is  obvious  from Eqs. 2-4 and Fig. 3 that  both  electric field  intensity 
Ech and  corona  current  density Ji play  essential roles in field  charging. 
The higher the value of &h,  the  greater  the  saturation  charge qfs, while 
the higher the  value  of Ji, the  faster  the  charging  speed. 

Diffusion charging becomes  dominant for submicron  particles ( d  < 0.2 
km),  and  the  charge qd at time t (S) is  given  by  (White, 1951) 

where 

q* = = charge  constant  of diffusion  charging (C) (7) 
41~eoakT 

e 

= charging  time constant of diffusion  charging 
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where k = Boltzmann’s constant = 1.38 X (J/K), e = elementary 
charge = 1.6 X (C), Ci = ,/m = root mean square value of 
ion  thermal  velocity (m/s), ni = ion  number density (m-3), mi = ion  mass 
(kg),  and pi = ion  mobility (m2/Vs). In  diffusion  charging there is  no 
definite  theoretical saturation charge. Furthermore, its charging  speed is 
enhanced in a very  small particle size  region, where a is  close to or smaller 
than the ion  mean free path A. This is due to the so-called  slip  motion of 
ions  without  colliding  with  molecules. The charging process in this region 
is  governed  by a/X. Figure 4 indicates the time-dependent  rise of particle 
charge by  diffusion  charging,  calculated  considering the slip  motion. 

It can  be seen from  Fig. 4 that we can take the following quantities for 
practical  evaluation of diffusion  charging: 

qds = 6.2 q* = effective saturation charge of  diffusion  charging (C) 

(9) 

Td = 500 7d = effective  charging  time of  diffusion  charging ( S )  

(10) 
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Figure 4 Time-dependent  rise of particle  charge by diffusion  charging. 
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B. Theoretical Migration Velocity of a Charged Particle 

The charging  time in a corona field, Tf and Td , estimated  from Eqs. 5 and 
10, lies in the range of 1 S or shorter under  ordinary  conditions. The 
transient  time of acceleration for a particle to reach a steady migration 
velocity is in the range of 1 ms. Hence the migration  velocity of a particle 
in an ESP is  approximately 

W t h  = - qEcocm - - theoretical migration  velocity  (m/s) 
6lw (1 1) 

where 

A 
2a 2a C, = 1 + 2.514- + (12) 

= Cunningham’s correction factor 

where q = overall saturation charge qfs + qds, E,, = intensity of collec- 
tion field, y = gas  viscosity  (Pa S), and A = gas  mean free path.  In a very 
small  size  range,  where a is  comparable to or smaller  than X, so-called 
slip  motion appears to reduce an  effective  value of q. The term C, is to 
include this effect  and is plotted  against a (pm) in  Fig. 5. It should be 
noted that E,, = Ech in the one-stage ESP, where the corona  charging 
field  and the electrostatic collection  field are the same,  while E,, # E c h  

in the two-stage ESP, where charging is made first in the corona precharg- 
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Figure 5 Cunningham’s correction factor vs. particle  radius  (air:  20°C  and 1 
atm) . 
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ing  field  and separation is  made  subsequently in the noncorona electro- 
static field. 

Figure 6 shows the theoretical migration  velocity Wth calculated for 
one-stage ESP from Eqs. 3, 9, and 11 and  plotted  against a (pm). The 
curve takes a V shape, with a minimum  in the range  between 0.1 and 1.0 
(pm). In the larger  size  range ( a  > 1 pm), the field  charging is dominant, 
and Wth rises proportionally  with a. In the smaller  size  range ( a  C 0.1 
pm), diffusion  charging  and  slip  motion  become  dominant,  and Wth rises 
with  decreasing a. 

It should  be  noted that Wth does not  generally represent an  actual  collec- 
tion  velocity in practical ESPs where  turbulent  flow is prevailing.  But in 
laminar  flow  it  gives a true migration  velocity (e.g., electrical  mobility 
analyzer). Anyway,.it helps us to get a clear  understanding of the physical 
background of the electrostatic precipitation process. 

C. Effective Migration Velocity 

An essential factor affecting the collection process in a practical ESP (both 
one-stage  and  two-stage)  is turbulence in a gas stream induced by both 
fluid  dynamic  instability  and  momentum transfer from  ions to gas  mole- 
cules (corona wind). The charged particles undergo a strong turbulence- 
induced  random  motion  during the electrostatic migration  toward the 
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Figure 6 Theoretical migration velocity vs. particle radius. 
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Figure 7 Performance line of electrostatic  precipitator (f: SCA m2/m3 S"; V 
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collecting electrode, as confirmed by observations using laser doppler 
anemometry  (Masuda et al., 1979). This  random  motion' equalizes more 
or less the number concentration of particles in the collection  field, so that 
only the particles entering into a thin  boundary layer near the collecting 
electrode are collected. 

Based  on this stochastic model of the particle  collection process, the 
following  Deutsch  equation is derived to formulate the collection  effi- 
ciency q of an ESP, using an effective  migration  velocity W, (m/s)  and a 
specific  collection area f (  Um): 

miav - moav ' = miav = 1 - exp( - W,f) (13) 
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where 

f = - = specific  collection area (SCA)  (m2/m3/s") (14) 
S, 
Q* 

where miav and moa" = average dust mass  loading at the inlet and outlet 
of the ESP (mm3), S, = total collection area (m'), and Qg = total  gas 
flow rate (m3/s). W, is a parameter having a dimension of velocity, includ- 
ing  all the effects of  many plant-specific factors, so that its magnitude  can 
only  be  derived  from the measured  value of collection  efficiency q using 
the design  value off and  Eq. 14.  Only a good data base of W, enables a 
reliable  estimation of its value  in the design of a new ESP to be  built. 

The Deutsch  equation  has  been  modified by  Allander  and  Matts  (1957) 
in consideration of  log  normal distribution of particle  size in most of the 
industrial dusts. It has  been further modified (Matts and  Ohnfeld, 1964; 
modified  Deutsch equation) so as to give a better fit to the field test data: 

q = 1 - exp( - ~ , f ) "  (15) 

where k = a factor depending  upon dust species and k = 0.5 for coal fly 
ash. 

Another  practical  method of evaluating the performance of an ESP is 
to plot q or 1 - q as a function of fV,  in consideration of the fact that 
Wth V (Potter and Paulson, 1974; Potter, 1977).  Figure 7 indicates such 
plots, and the curves are called  performance  lines. 

IV. PHENOMENA  DETERIORATING  COLLECTION 
PERFORMANCE 

The originally  very  high  performance of ESPs may  be  often deteriorated 
by various factors appearing in practical processes. Hence design  and 
operation of an ESP must  carefully consider these factors in advance to 
cope  with the expected troubles. 

A.  Particle  Size Factor 

As described  previously, the theoretical migration  velocity Wth becomes 
minimum  in a size range  between 0.1 and  1.0 (pm) (Fig. 6), so that the 
fraction of particles in this size  range tends to leak  through ESP to be 
emitted to the environment. These particles  (heavy  metals,  soot  with ab- 
sorbed  VOCs, etc.) are mostly  small  in  mass  loading,  but  very  large in 
number,  and  they are most  hazardous to human health, as they  easily 
penetrate into the depth of the human  pulmonary  system.  The  submicron 
particles  (fume or mist) are generated by condensation  from a gas phase, 
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while coarser particles are produced by material  disintegration  (crushing, 
grinding).  When  most of the particles are in the submicron  range, a severe 
corona  quenching is caused. Coarser particles, say  larger  than  several 
tens of pm, are very  easily  collected  by ESP, but  they  tend  to  undergo 
rapping  reentrainment  more  easily. 

Abatement 
Preugglomerater. Use an electrostatic preagglomeration  field in the form 
of a two-stage ESP in front of the ordinary  collecting fields of the one- 
stage ESP. Or use a sonic preagglomerator  comprising a powerful  sonic 
generator  (motor-siren; Hartmann whistle), so that very fine particles, 
having a larger  amplitude of oscillation,  collide  on the larger particles. 
Preduster. Use a cyclone for removal of coarser particles  in front of the 
ESP. 
Water Condensation. Use water spray in front of the ESP or inside  it to 
raise the gas  humidity  and  lower its temperature so as to saturate the gas 
with water  vapor  and generate water condensation around the fine parti- 
cles  (condensation  nuclei). The effective  size of the condensates grows 
very  quickly to an  easy-to-collect level, say  up to several micrometers in 
a few  milliseconds. 

B. Corona Quenching 
It  is  known in industrial ESPs that the corona current at the first field 
with the highest dust mass  loading m (mm3) is the lowest,  while  it  in- 
creases toward the downstream  fields  with  decreasing m, and that this 
tendency is enhanced at a larger interelectrode gap lg (m). This  is  under- 
standable, as the electric field  in  an ESP is a Poisson  field  determined 
by the space charge density p (C/m3)( = pi (ionic) + Pd (dust)) in the 
interelectrode space, its gap  length Ig (m),  and the corona current I (A) 
(Pauthenier  and Moreau-Hanot, 1932); and Z shows a feature specific to 
the space charge  limited current. The  higher the magnitude of Pd, the 
smaller the magnitude of Z, finally to become zero (corona quenching) 
and cause a great deterioration of collection  performance. The corona 
quenching  is  enhanced  by the magnitude of lg. It can be seen  from Eq. 
3 that the charge of an  individual  particle  is  proportional  to its surface area, 
4m2(m2), so that the total space charge  density of dust Pd is  proportional to 
the total surface area of dust per unit  volume Sd = 2 4 1 ~  a? (m2/m3) (dust 
area loading). s d  can be  estimated  from the number concentration n d  
(m-3) and  mass  loading m of dust, and  it  can  be  measured  (Masuda et 
al., 1987). The magnitude  of S d  becomes  excessively high for fine  particles 
when n d  or m d  is  large. 
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Increase in Pd also produces a local  rise of electric field  in the region 
near the collecting electrode, to trigger  sparking  easily  and cause space 
charge-induced excessive sparking. 

Abatement 
Preduster. Use a suitable preduster (e.g., cyclone) for removing coarser 
dust before  an ESP. 
PreuggZomerator. Use a suitable preagglomerator (electrostatic, sonic) to 
reduce Sd before an ESP. 
Reduce Interelectrode Gap. Use a narrower gap, at least in the first collec- 
tion  field of the ESP. 

C. Back Corona 
The  layer of dust deposited  on the collecting electrode acts as insulating 
layer  when its resistivity rd (ohm-cm) exceeds a threshold  comparable to 
that in gas space due to ionic flow. Then the voltage across the dust layer 
becomes  excessively  large to cause breakdowns at the local  weak  points 
in it. The breakdown  points  emit  ions of opposite polarity  toward the 
discharge electrode and deteriorate collection  performance.  This  is  called 
back corona and represents one of the most  complicated  abnormal  phe- 
nomena  in ESP (Masuda  and  Mizuno, 1976,  1977,  1978; Masuda, 1981). 

In  negative corona, widely  used  in  industrial ESPs, back corona begins 
to manifest  itself  in a form of excessive sparking at rd = 5 X 10'o-lO1l 
(ohm-cm).  At this stage the breakdown  points are limited  in  number,  while 
the field  intensity in gas space is  adequately high (>5 kV/cm) to launch 
from the back corona points  positive streamers toward the discharge  elec- 
trode (space streamers). These space streamers easily  bridge the interelec- 
trode gap to turn into spark (excessive sparking),  making a stable opera- 
tion of ESP difficult  without  lowering the voltage. The result  is a 
deterioration of the collection  performance, if  it is not  completely lost. 
Back corona not  only extends into gas space but  also extends along the 
surface of the dust layer (surface streamers) as a result of negative surface 
charge  accumulated  by  oncoming  ionic current. Both are called streamer 
mode  back coronas. 

With afurther increase in rd,  say  beyond 101'-10'2 (ohm-cm), the num- 
ber of breakdown  points in the dust layer further grows to produce  general 
glow  on its entire surface (general glow  mode  back corona), while the 
streamers disappear. A large  number of positive  ions are emitted  from 
the back corona region to the gas space, so that these positive  ions  and 
the original  negative  ions  from the discharge electrode produce a biionized 
field  in space. This  not  only deteriorates particle  charging  with a concur- 
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rent severe deterioration of collection  performance  (Masuda  and  Nono- 
gaki, 1980,  1981; Masuda, 1981) but also diminishes the space charge 
density in gas space. Furthermore, a positive  ion sheath is  formed  around 
the surface of the discharge electrode to enhance electron emission  from 
it. As a result, once the general  glow  mode  back corona occurs, a large 
over current also appears, and the current rating of the high-voltage  power 
supply  is exceeded. 

As a result of the back coronas described above, the collection  effi- 
ciency q plotted  against the apparent dust resistivity rd  shows a sharp 
drop in the high-resistivity  region, as shown  in  Fig. 8. As seen in the 
figure, a sharp drop also occurs in the low-resistivity  region (rd < io4 ohm- 
cm)  owing to dust reetrainment  resulting  from the loss of  an electrostatic 
cohesion force acting in the dust layer (Johnsen-Rahbeck effect). 

When the polarity of the discharge electrode is  reversed to positive, 
the mode  of back corona shows a drastic change.  Back corona consists 
of a number  of separate negative glow spots not  accompanied  by  diffuse 
glow or streamers. The corona current does not  indicate  an  abnormal  rise 
with increasing  voltage,  and the spark  voltage V,  becomes  substantially 
higher  than that in the negative corona (ca 1.5 times;  Masuda  and  Mizuno, 
1977), possibly due to the onset of a very stable Hermstein's glow at  the 
discharge electrode (Hermstein, 1960; Loeb, 1965). 
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Figure 8 Collection efficiency vs. apparent resistivity of dust. 
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The initiation  condition of back corona is  given  by the following  equa- 
tion,  unless rd is too high (>lOI4 ohm-cm), as confirmed  by  experiment 
(Masuda  and  Mizunor, 1977): 

J d  x rd 2 Edb (16) 

where J d  = apparent current density in dust layer (A/cm2)  and Edb = 
breakdown  field strength of the dust layer (V/cm). 

Based  on Pauthenier's equation of field  charging  in the biionized  field 
(Pauthenier, 1961),  it  is  possible to estimate the deterioration of particle 
charging  by  back corona from the following ratio of the saturation charges 
with  and  without  back corona (Masuda  and  Nonogaki, 1981,  1986): 

p="=s-- + - back corona severity 
4- 1 - 7  

where 

V' a = -  
V 

where qL and q- = saturation charge  with  and  without  back corona (C), 
V' and V = applicable corona voltage  with  and  without  back corona ( V ) ,  
and i+ and i- = density of positive  and  negative  ionic current (Mm2). It 
can  be seen from these equations that the effect of back corona on the 
collection  performance is determined by two factors: 6 representing the 
drop of the applicable corona voltage  caused either by excessive sparking 
or over current in the power supply, and y representing the back corona 
severity in terms of bipolar  ionic currents. 

Figure 9 shows the effects of gas temperature T ("C) and its absolute 
humidity H (vol. %) on the apparent resistivity of dust rd appearing in 
Eq. 16 (Sproul  and Nakada, 1951; Masuda,  1962). 

The inverse V curves suggest rd to be  resulted by two  different conduct- 
ing  mechanisms  working  in  parallel (Masuda, 1962). 

One is the volume  conduction  through the dust particle  body  due to 
electronic conduction, and also ionic conduction, which  works  only in 
the  presence of small  ions  in dust (Na+ , K + ,  Li+ , etc.) and at an  elevated 
temperature (>3OO0C) (Bickelhaupt, 1980). 

Another  is surface conduction through the conductive surface film of 
absorbed  molecules (H20, OH,  H2S04, etc.), where the proton transfer 
and  ionic  conduction (H + , OH - , Na+ , K + , Li+ , etc.) play a major 
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Figure 9 Apparent  resistivity of dust vs. temperature and absolute humidity 
of gas. 

role  (Bickelhaupt, 1975). These two  conduction  mechanisms  undergo the 
geometrical factor specific to the particle  assembly of the dust, namely, the 
constriction of current paths at the particle-to-particle contacts (contact 
resistance; Masuda, 1962). The surface conductivity  is  greatly  enhanced 
by the presence of special gaseous components, in particular SO3, which 
are easily absorbed on the dust surface and  have a strong  tendency to 
attract water molecules to form a conductive film on  them  (Busby et al., 
1963; Darby  and Heinrich, 1966; Dismukes, 1975). 

In a lower temperature region (< 120-  lHO"C), the surface  conduction 
is  dominant,  and the abolute gas  humidity H has a notable  effect to lower 
rd. Here, rd rises with  increasing T at a constant level of H ,  since the 
relative  humidity concurrently drops to hamper water absorption to the 
dust surface and thereby lower surface conductivity.  In a higher  tempera- 
ture region (>18O-24O0C), the volume  conduction  becomes  dominant  and 
rd drops with  increasing T ,  as a result of enhanced electronic and  ionic 
conduction. 

In addition, rd also depends on the chemistry of the dust itself  (Bickel- 
haupt, 1979,  1980), in particular its surface  chemistry  (e.g., SiO2, CaO, 
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A1203; Paulson et al., 1978; Potter, 1980), crystallographic structure, and 
particle  size. 

In dust chemistry, catalytic elements, in particular V203, play  an essen- 
tial  role to enhance the surface conductivity  and thereby lower rd by con- 
verting SO2 adsorbed  from  gas to SO3 and further to H2S04. 

The  value of the dust breakdown strength Edb greatly depends on the 
dust chemistry, its crystallographic structure, gas composition, tempera- 
ture, and pressure (mean free path, A). E d b  also critically depends on the 
thickness of the dust layer, decreasing  greatly  with  increasing thickness 
(Masuda, 1960). 

The mode  of  back corona, spark voltage V, ,  particle charge q,,, and the 
overall  collection  performance are determined by  all  of these parameters. 
Furthermore, V ,  is also determined by the existence of constituents having 
a lower  ionization  potential + in either gas (e.g., NO;  Masuda et al, 1979) 
or dust (e.g., Na, K; Masuda  and  Mizuno, 1978). 

In a hot ESP operated on the upstream  side of an  air preheater of a 
boiler (300-400°C), the electrolytic conduction by  alkali  ions  inside the 
dust (Na, K, Li) plays a dominant  role in lowering r d  to abate back corona. 
However, these ions, positive in polarity, accumulate with  time  on the 
dust surface, leaving  an  ion  depletion layer behind.  This causes a time- 
dependent  rise in dust resistivity, finally to cause back corona after a 
certain period of time, say 1 month (Bickelhaupt, 1974,  1980). 

Abatement 
Coal Mixing. Mix at  a proper ratio high-sulfur  coal  with  low-sulfur  coal 
to  lower the resultant fly ash resistivity  below a proper threshold (<lo'' 
ohm-cm) to avoid  back corona. 
Coal Conditioning. Add a resistivity  lowering  agent (e.g., NaKO,) to 
low-sulfur/low-alkali  coal  before  burning  (Bickelhaupt, 1975). 
Gus Conditioning. Add a resistivity  lowering  agent  into the gas stream 
before ESP, such as SO3 and/or NH3 (Busby  and  Darby, 1963; Darby  and 
Heinrich, 1966; Dismukes, 1975; Altman et al., 1981; Gooch et al., 1984) 
or triethylamine (Potter and Paulson, 1974; Paulson et al., 1978). 
Gus Humidificution. Spray water into a gas stream before ESP to raise 
gas absolute humidity H and  lower  gas temperature T (Masuda et al., 
1966). Injection of solvents in the spray dryer is  also  used'(Mayer-Schwin- 
ning, 1990). 
Two-Stage Type ESP. Use a two-Stage type ESP with a short corona 
precharging  field  followed  by  an electrostatic collecting  field (Penny, 
1951). Use of a precharger comprising  water-cooled  pipes for its counter 
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electrodes prevents back corona and deterioration in dust precharging 
(Rinard et al., 1981). 

Gus Cooling. In  an  integrated  pollution  control  system  with  an ESP, cal- 
cium  scrubbing  FGD  and a gas-gas  heat  exchanger for reheating of gas 
after  FGD,  place the cooling side of the heat  exchanger  upstream of the 
ESP to cool its inlet  gas  from 130-140 to 90-100°C (Tanaka et al., 1933). 

Wet  ESP. Use a wet ESP with  water  spraying or water-irrigated  collect- 
ing electrode (Fujishima  and Tsuchiya, 1993). Use of the water-irrigated 
collecting electrode only in the final  field  lowers the cost for slurry treat- 
ment  (hybrid  ESP:  Masuda et al., 1976). The slurry  can  be  spray-dried 
before ESP, where the effect of gas  humidification  is  also obtained. 

Pulse Energizution. Apply a high-voltage  pulse (5-100 kV peak; 10-250 
Hz; 100 ns-100 ps duration) with or without a  dc high-voltage  superim- 
posed  (White, 1962; Masuda et al., 1987; Milde  and Feldman, 1978; Milde 
and  Van Hoesen, 1979; Lausen et al., 1979; Kumar et al., 1979; Dinelli 
and Rea, 1984; Dubard et al., 1984; Porle, 1988; Fujishima  and Tomimatsu, 
1990). The corona current can be  smoothly  reduced by lowering the pulse 
frequency  without  reducing  voltage to avoid the initiation of  back corona 
(Eq. 16). Furthermore, a much  higher  voltage  can  be  applied  without 
sparking to increase particle  charging (Eq. 3), especially with an  enhanced 
electron  charging.  At the same time the distribution of ionic current be- 
comes  very  uniform,  and corona power  can  be  greatly  reduced (1/3- 
1/20). This  advantage  and  performance enhancement become  more pro- 
nounced at  a lower cost by  using a very  narrow  pulse high  voltage gener- 
ated by a rotary spark  switch  (duration time, 100 ns-l0 PS) (Masuda  and 
Hosokawa, 1988; Masuda et al, 1993; Paulson et al., 1993). Use of a long 
transmission  line for the discharge electrode enables the pulse  voltage to 
behave as  a traveling  wave,  resulting in more  energy  savings in pulse 
energization  (Masuda  and Hosokawa, 1984; Masuda et al., 1985). 

Intermittent Energizution. Apply  intermittently a rectified  half-wave or 
full-wave out of a dc  high-voltage  power  supply at  a proper  frequency 
(1-10 Hz) through a switching  control of the primary  circuit  (Tachibana 
and Fujishima, 1988). 

Automatic Voltuge Control. Pick  up the spark signal  from  an ESP, and 
control the voltage so as to keep the sparking rate at  a proper  value (Hall, 
1954,1981 ; Neulinger, 1990). At each sparking the voltage  should  be inter- 
rupted for a short period of time to avoid  its  transition  into arc. When 
sparking occurs successively, the voltage  should  be  finally interrupted. 



ELECTROSTATIC  PRECIPITATION 459 

D. Dust Reentrainment 

The  final  stage of the electrostatic precipitation  process  is to remove the 
dust  layer  from the collecting electrode and to convey  it to a dust hopper. 
In  dry ESP, commonly  used in industrial precipitators, the removal of the 
dust layer  is  made by mechanical  rapping of the collecting electrode, and 
it  is  conveyed to the hopper by free fall. The ideal  way  of  doing this is 
to let the entire dust layer slide  along the electrode surface so that its 
bottom  end  gradually drops into the hopper. 

However, a fraction of the dust layer  is  more or less disintegrated  and 
dispersed  into the gas stream by the normal  component of rapping-induced 
electrode  vibration  (rapping reentrainment). The  reentrained dust is  col- 
lected  again,  and  this collectionheentrainment process repeats itself dur- 
ing the course of electrostatic precipitation (Basset et al., 1977). At the 
final  collection  field, the reentrained dust is  emitted  from the outlet of the 
ESP to the stack. Hence a satisfactory performance  can never be  achieved 
without  suppressing the rapping  reentrainment of dust. 

This  phenomenon is essentially  determined by the stability of the dust 
layer (dust cohesivity) and the magnitude of the normal  component of the 
vibrating acceleration of the collecting electrode when rapped. The dust 
cohesivity  is a function of dust composition  and size, composition  and 
temperature of gas, and the dust resistivity rd. The dust cohesivity  is 
caused  not  only by van der Waals force acting at the particle-to-particle 
contact points  but also by the condensation of water molecules  into those 
contact points  (capillary condensation) to produce a larger  effective con- 
tact area. So the dust cohesivity  is  diminished  at  an elevated temperature, 
while  it  is  enhanced  by the addition of proper chemical agents such as 
SO3 (Dalmon et al., 1972; Dismukes, 1975; Patterson et al., 1979) enhanc- 
ing water  absorption onto the dust surface. The dust cohesivity is also very 
much dependent  on the particle size. The rapping reentrainment generally 
becomes  pronounced in the coarser dust. Furthermore, the dust layer in 
ESP is subject  to  ionic current to produce  an apparent electric field 
E d  = J d  X rd inside  it.  As a result, an electrostatic attraction force appears 
at each contact point, which acts as a kind  of condenser, to produce an 
overall electrostatic cohesivity in the range rd > 10'' (ohm-cm)  (Penny 
and  Klinger, 1962; Simm, 1962; Dalmon  and Tidy, 1972; Szirmai  and  Pot- 
ter, 1974). This  also  is  an essential factor affecting the dust reentrainment 
in ESP. The  higher the values of rd and Jd, the greater the electrostatic 
dust cohesivity. 

The normal  component of vibration of the collecting electrode is 
avoided by  giving sufficient  stiffness to the electrode, and  by  rapping  it 
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in the tangential  direction at its top or side end. The vibration  is  propagated 
as a traveling  wave,  which  undergoes  multiple  reflection at the peripher- 
ies, so that the actual vibration at a point  on the electrode is  determined 
as the superposition of these waves. 

In the case when rd and/or Jd are too low,  not  only does the electrostatic 
cohesivity of dust completely disappear but also the particles arriving at 
the collecting electrode are immediately  reverse-charged by electrostatic 
induction  even in the presence of  ion current, and  they are pulled  back 
by  Coulombic force to jump into the gas stream again.  Hence the particle 
motion takes the form of hopping, so that particles  can never be  collected 
by the ESP. This is  called  low  resistivity reentrainment, .and  it  generally 
occurs when rd < lo4 (ohm-cm) (e.g., carbon black;  Fig. 8). 

Dust  reentrainment  is also caused by an excessively high gas velocity, 
higher  than 1-2 m/s in industrial  ESPs operated at an  elevated temperature 
(>lOO°C). This  flow reentrainment is often  enhanced  by a nonuniform 
distribution of gas flow  in  an ESP to produce locally a higher  than average 
gas  velocity.  Also,  it is enhanced in gas leakage  through a pass other than 
a collection  field (hopper, canopy space, etc.). 

Abatement 
Proper Rapping Design. Rap  collecting electrode in the tangential  direc- 
tion to avoid its vibration in the normal direction. Also,  use  an electrode 
having  enough  stiffness. 
Proper Rapping Operation. Choose a proper rapping strength, adequately 
strong to dislodge the dust layer but not so excessively intense as  to cause 
reentrainment.  Also, choose a proper  rapping cycle, more frequent at the 
upstream  fields  and  much less frequent at the final  field. 
Gas Conditioning. Use a cohesivity  enhancing  agent (e.g., ammonia, tri- 
methylamine, SOs). 
Wet  ESP. Use  wet ESP to avoid dust reentrainment, at least at its final 
field. 
Bag Filter. Switch to the use of a bag filter for dust having  an extremely 
high resistivity  (e.g.,  CaO) or very low resistivity (e.g., carbon black). 
Here  an ESP may  be  used as an electrostatic preagglomerator in case 
particle  size  is  extremely  small  (e.g., carbon black). 
Uniform Gas Distribution. Install proper guide vanes and  perforated 
plates in the inlet  and outlet spaces of the ESP. Make a careful test and 
adjustment of gas  velocity distribution. 
Gas Sealing. Install stopper plates in hoppers and  canopy spaces to avoid 
gas  leakage.  Elongate the former into the inside of the hopper dust (dust 
seal). 
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E. Abnormal Dust Deposition 

Abnormal  deposition of dust occurs on the discharge electrode when  co- 
rona  discharge  is  hampered to produce coronaless regions on it. This  is 
caused by either corona quenching or the operation of an ESP at a sub- 
standard  voltage. The particles in the vicinity  of the coronaless regions 
undergo the gradient force to be attracted to them  without  being  driven 
back  by  Coulombic force, and  deposit  on them. Once this abnormal dust 
deposit happens, it further grows as a result of the dust-induced increase 
in the apparent radius of curvature of the discharge electrode, and  it also 
extends along the surface of the discharge electrode in the tangential  direc- 
tion.  The  abnormal  deposit also occurs when the rapping  of the discharge 
electrode  is  not strong enough. 

The  abnormal dust deposit  also occurs on the collecting electrode when 
the rapping is too weak, or when dust is either too fine or too sticky. 
When the dust includes lime (CaO or Ca(OH)2) and the gas contains CO2 
and H20, calcite crystals grow in the voids of the dust deposits to cement 
the particles.  This forms a very  hard dust layer, firmly attached to the 
electrode, and  it  is  hardly  possible to remove  it by rapping. 

Abatement 
ProperRapping  Intensity. Choose a proper intensity in the rapping  of  both 
discharge  and corona electrodes. 
Uniform  Corona Distribution and  Its Adequate Intensify. Apply  always  an 
adequately high  voltage to produce uniform  and active coronas on the 
discharge electrode, and  not to produce the coronaless regions  on it. 
Mechanical Scraping. Use  mechanical  scraping of dust from  collecting 
electrode, e.g.,  moving caterpillar type collecting electrodes comprising 
rotating  wire brushes at the bottom area (Misaka  and Yubata, 1993). 
Water  Jet or Sand Blast. Stop the operation of ESP periodically (e.g., 
once a month)  and  use either one of these methods for electrode cleaning. 

V. INDUSTRIAL ESP 

The largest  application  field of ESP is for controlling particulate pollutants 
in gas  from  industrial processes, mostly  combustion gases at an  elevated 
temperature (utility  boilers; waste incineration plants; cement  kilns; sinter 
machines  and  blast furnaces in steel mills;  sintering  and  fuming furnaces 
in  metallurgical  plants).  The  gas flow direction in these ESPs is  mostly 
horizontal,  comprising a plurality of collection  fields in series, each field 
equipped  with  grounded  planar  collecting electrodes, which are located 
parallel to the gas  flow at an  equal  spacing to form  gas  passageways in 
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between.  Discharge electrodes are located  on the center plane of each 
passageway, as shown  in  Fig. 10. This ESP is  called the horizontal  type 
ESP, and  it can better handle a large  gas  volume  without deteriorating 
uniform  gas  distribution. The one-stage  type is common in industrial ESPs 
to avoid  an increase in dust reentrainment due to temperature-induced 
reduction in dust cohesion  and  adhesion with the aid  of the ionic-current- 
induced electrostatic augmentation of these properties. 

Figures 11 and 12 illustrate, respectively, the discharge  and  collecting 
electrodes widely  used  in industrial ESPs. The discharge electrodes are 
attached to the frame, which  is supported by insulator  bushings  placed in 
a dust-free  chamber  (bushing chamber; Fig. 13) purged  with  clean air and 
heated  electrically.  This  is to secure the insulation of  bushings  under  any 
humid conditions, in particular in the startup period.  The  collecting  elec- 
trodes are given  an adequate stiffness in the vertical  direction with a 
proper  profile, or suitable  stiffeners attached. ESP is operated at a pres- 
sure slightly  lower  than  ambient  air to avoid dust leakage to the outside. 
So dust is discharged  from the hopper  using a gas-tight outlet as shown in 
Fig. 14 in order to avoid  air intake into the hopper. Otherwise a substantial 
reentrainment of hopper dust into the gas stream takes place. 

The spacing  between  two adjacent collecting electrodes was  tradition- 
ally D = 20-25 cm,  but the wide ESP (Heinrich, 1978) having a larger 
spacing (40-60 cm) and a higher  voltage (100-200 kV) is now  widely  used 
in large  industrial ESPs. This  is because of  many practical advantages of 
wide ESP: (1) collection effkiency remains  unchanged in spite of the in- 
crease in D,  leading to  a substantial cost down of ESP; (2) sparking  rarely 
occurs, so that operation of the ESP is  much  more stable; (3) the effect 
of dust deposit  on the collecting electrode is  very  much  diminished, so 
that the high collection  efficiency at the start of operation can be  main- 
tained  during the entire period of operation (3-6 months); (4) the wide 
spacing  enables  an  easy access of maintenance  personnel  into the gas 
passageway,  making the maintenance  work  easy  and cheap. Results of 
more  detailed studies on wide ESP are given  in  Misaka, 1978; Matts, 1978; 
Ito and Takimoto, 1979; Itoh et al., 1979. 

The  wet ESP is  used  also in industrial ESPs where  difficult dust is 
encountered, an  extremely low emission  is required, or simultaneous  con- 
trol of gaseous  pollutants (NO, SO*, air toxics, VOCs, odors, etc.)  has 
to be  made.  Both  vertical  and  horizontal types are used  in  wet ESP. Figure 
15 shows  an  example of the vertical type multitube ESP. The  particles 
are corona charged at an  inlet of each vertical  tube  serving as the collection 
electrode by needle  discharge electrodes attached to the high-voltage  rod 
electrodes located  along the centers of the tubes. Then the charged  parti- 
cles are collected at its  upper  region.  Hence  this ESP is a two-stage type. 
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Figure 10 Construction of industrial  precipitator. (a) Collection field (one- 
stage, plate, horizontal type); (b) cross-section. 
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Figure 11 Construction of discharge electrodes. 
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The water irrigation in wet ESP is  made  by  using spray nozzles in the 
horizontal or vertical direction, and dust collected on the water film on 
the  collecting electrode is conveyed  with water into to the hopper. The 
dense slurry  is  discharged  from the hopper to the outside, while the top 
clear water in the hopper is reused after PH-conditioning to avoid  elec- 
trode corrosion. A certain amount of the water must  be  continuously 
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Figure 12 Construction of collecting electrodes. 

replaced  with fresh water to keep the level of dissolved  mineral concentra- 
tion  (e.g.,  Ca)  below a threshold, so as to avoid the growth of mineral 
crystals (CaCO3) on the collecting electrode. Once  it happens, the sharp 
edges  of these crystals cause excessive sparking  and  make a stable opera- 
tion of an ESP impossible.  At the lower  peripheries of the collection  elec- 
trodes water tends to form water ligaments  pulled  by electric fields  toward 
discharge electrodes, and  they also cause excessive sparking.  This  must 
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Figure 13 Bushing chamber. 

be avoided by a careful  profile  design of the bottom ends. The application 
fields of wet ESP are generally  limited to a medium  to  smaller  gas  volume. 

ESP is  also  used for particulate control in the process operated at  an 
ordinary  gas temperature. Dust  cohesivity is great  enough  at  this  tempera- 
ture  to  allow the use of two-stage  type construction (Fig. 13) at a higher 
gas  velocity (2-8 4 s ) .  One  example  is  an ESP for controlling  carbon  soot 
in automobile  tunnels. 

When explosive  gas or inflammable dusts are encountered, a safety 
vent  comprising a rapture disc must  be attached to ESP to  avoid  explosion 
hazard. 
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@l 
Figure 14 Construction of dust outlet.  (a) ESP is operated  at  a  pressure 
slightly  lower than ambient  air to  avoid  dust  leakage. (b) Dust is discharged 
using  a  gas-tight outlet. 
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I Precioitator 

Figure 15 Multitube two-stage type wet ESP (vertical type). 

VI. ESP FOR AIR CLEANING 

ESP is  used  also for air cleaning in both  living  environments  (homes, 
offices,  air  conditioning systems, hospitals,  automobiles)  and  work  places. 
The  two-stage type, as shown in Fig. 16 (Penny type), is  commonly  used 
with  positive corona at its charging field, as it generates substantially less 
ozone, hazardous for health, than  negative corona (ca 10%; Penny, 1937). 

Fig. 17 shows  an  example  used  in  living environments, comprising  plas- 
tic  collecting electrodes (Masuda, 1986). Conductive  paint is  applied  on 
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Figure 16 Multiplate  two-stage  type ESP (horizontal  type). 

one  side of each polypropylene  film,  with the opposite side  not  painted. 
These  films are laminated in such a way that the painted surfaces face 
the unpainted ones, and a high dc voltage  is  applied  between the neighbor- 
ing films  on their conductive layers. The opposite side surface also acts 
as an electrode because of its slight surface conduction due to the absorp- 
tion layer of water molecules (electrostatic conductor). This  leaks  charges 
brought  by  oncoming  collected  particles  and  ions to the conducting  paint 
electrode on the opposite side.  This particular electrode design  has  great 
advantages:  lower cost, very  high safety, freedom from  sparking, a very 
narrow interelectrode gap to produce a very high  field intensity, and a 
high collection  performance. 

The electret fiber filter is also widely  used for air cleaning of  living 
environments  (Turnhout et al., 1979; Turnhout et al., 1980). The electro- 
statically  augmented  membrane filter (Walkenhorst  and  Zebel, 1964; Cas- 
tle  and Inculet, 1970; Helfrich, 1977; Iinoya  and  Makino, 1974) and the 
electrostatic HEPA filter (Masuda  and Sugita, 1981; Masuda, 1986) enable 
a higher  performance for use in clean  rooms. 

Figure 18 illustrates another example of ESP for air cleaning,  which 
uses  negative corona in its precharging  field to generate a small  amount 
of ozone at the same  time.  In the collecting field, use is made of an  elec- 
trostatically  augmented  membrane  filter  (mini-pleats filter) for efficient 
aerosol  collection,  followed by a honeycomb  type catalyzer stage for the 
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Figure 17 Plastic wafer collector of two-stage type ESP. 
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decomposition of the remaining ozone. This ESP, called  an  integrated 
air  purifier  (Masuda et al., 1993), collects  aerosol particles, kills  germs 
collected  on the filter media  through  long-term exposure to a low concen- 
tration of ozone, and  decomposes odors and  indoor  air  toxics as well as 
ozone at the catalyzer stage. 

VII.  MEASUREMENTS FOR ESP 

The following  measurements are used for planning,  design,  and  perfor- 
mance  evaluation of an ESP, as well as the identification of the cause of 
its  malfunction. 

A. Collection  Efficiency  and  Apparent  Migration  Velocity 
Divide the cross-sections of inlet  and outlet ducts of an ESP into a suitable 
number of subsections with  equal areas. Insert the dust sampler  head 
comprising a membrane filter to the center point of each subsection, and 
suction  gas  isokinetically  to  collect dust samples  on the membrane filter. 
Then  measure the weight of the sampled dust after drying.  Measure  also 
temperature and  velocity at each center point, and  calculate the inlet  and 
outlet dust mass  loadings mi and m. (g/Nm3) at each  point.  From these 
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data, calculate the average inlet  and outlet dust mass  loadings miav and 
moa" weighting the gas  flow rate of each section. Then calculate the collec- 
tion  efficiency q and apparent migration  velocity We using  Eq. 13 or Eq. 
15. 

B. Apparent  Dust  Resistivity 

1. Laboratory  Measurement 
Place the dust sample  taken  from either the inlet  gas stream or the dust 
hopper  into the resistivity  measuring  cell  (resistivity  cell) out of either 
parallel  plate or concentric cylinder electrodes (Masuda, 1962), both  com- 
prising  guard.  Place the cell in a thermostat kept at a desired temperature 
T ("C) and absolute humidity H (gH20/m3), and  let  the dust in the cell 
reach  an  equilibrium to T and H .  Then  measure the V-Z curve of the dust 
sample.  In  general I rises  proportionally  with V up to a certain voltage, 
corresponding to the field strength in dust E d  = 1-3 kVlcm, above which 
it  indicates a strongly  higher  than  proportional  rise  up to the breakdown 
(Masuda, 1960). This is caused by partial  breakdown  occurring in voids 
within the dust (void  discharge)  and  is  accompanied by a number  of  ran- 
dom current spikes. Because of this phenomenon, the magnitude of rd 

just before the total breakdown of dust is one order of magnitude  lower 
than that measured  in the proportional  region. Furthermore, the break- 
down  field strength of dust, &, lowers with decreasing dust thickness 
and  humidity,  and rd shows a substantially  lower  value  when  measured 
directly in a corona field  without  using the resistivity  cell  (Masuda, 1960). 

These phenomena  raise a question in the use of the resistivity  cell, as 
to the value of Ed at which rd is measured.  Even  below &s the emission 
of false  ions starts to occur from many partial  breakdown  points  near the 
dust surface.  In  consideration of  all these factors, the measurement of rd 

at E d  = 5 (kV/cm) is recommended. 

2. In Situ  Measurement 
Use  an in situ  resistivity  cell of concentric cylinder electrodes, attached 
with a filter  at one end, and  connected to a suction  pipe at another end. 
Insert the cell into the gas stream and  suction the gas  isokinetically.  When 
dust  fills the electrode gap, apply a dc voltage  between the electrodes to 
measure the in situ dust resistivity. 

C. Particle Charge and Space Charge Density 

1. Suction  Faraday  Cage 
Use a suction Faraday cage  consisting of a grounded outer casing  and  an 
insulated  inner  cage  holding a membrane filter inside  it.  The outer cell 
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has a sampling port at one end near the open end of the membrane filter, 
and a suction port at its opposite end  connected  to a suction  pipe. Insert 
the suction Faraday cage  into the inside of the ESP (conjunction  between 
two  collection fields), suction the gas, and  measure the total charge Q 
(kc) brought  by  charged  particles  into the membrane filter by integrating 
the current from the inner cage.  Then  measure the total  mass M (g)  of 
the collected dust after drying  and  calculate the average  charge-to-mass 
ratio of dust Q/M (&/g). By measuring the total gas  volume  suctioned V 
(m3) at the same  time, the dust space charge  density Q/V (pC/m3) can 
also  be derived. Furthermore, the dust area loading Sd can also  be  derived 
by attaching a boxer-charger in front of the Faraday  cage  (Masuda et al., 
1987). 

2. Millikan  Cell 
Sample the dust-laden  gas  from the ESP and introduce it  into a Millikan 
cell  (McDonald et al., 1980). Stop the gas  flow  and observe with a micro- 
scope the motion of individual  charged  particles in a space between  two 
horizontal electrodes with the polarity of voltage  positive  and  negative, 
and  with the voltage off (free fall). Calculate  charge  and  mass of individual 
particles  from the velocities  measured. Take at least 200 data to get a 
reliable result. 

D. Back Corona 
1. Direct  Obsewation 
Install  an  inspection  hole  comprising a glass  window attached with a dust 
wiper  and a shutter to the ceiling  wall  of the ESP and carry out the in 
situ direct observation of back corona either with the naked eye or using 
a portable  image  intensifier. Be careful, as a severe back corona of general 
glow  mode occurring at an extremely high dust resistivity ( r d  ohm- 
cm) may  be dark enough  not to be detected by the naked eye, even though 
emitting a large  amount of false  ions  with a concurrently high value of 
J I  + /Ji - and a large drop in performance. 

2. UHF Aerial 
Insert a UHF parabola  aerial  inside the ESP and  combine  it  with  an  ampli- 
'fier  having a 5-500 MHz  bandwidth to detect the high-frequency  pulse 
signals  emitted  from  back corona of streamer mode  (Masuda  and  Nono- 
gaki, 1980). General glow  mode cannot be detected. 

3. Bipolar  Current  Probe 
Insert into the interelectrode gap a bipolar current probe  (Masuda  and 
Nonogaki, 1980, 1981,1984) to  measure separately the negative  ionic  cur- 
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rent  density Ji- from the discharge electrode and the positive  ionic current 
density Ji+ from the back corona. The ratio Ji +/Ji - is a parameter to 
determine the charge  degradation in a back corona field  (Masuda  and 
Nonogaki, 1981; Masuda et  al., 1984; Masuda  and  Nonogaki, 1986). This 
probe  can  be  used  also for measuring a local space potential in the intere- 
lectrode gap, filled  with either monopolar or bipolar  ions  (Masuda et al., 
1984; Dubard  and  Masuda, 1987). 

E. Other Measurements 
1. Cohesivity  and  Adhesivity of Dust 
Use a centrifugal  cell  consisting of double  coaxial  cylinders  and  suspended 
by a flexible steel wire,  with its inner cylinder  electrostatically coated 
with dust and its outer cylinder  serving as a protecting  holder (Cross, 
1975). An observation window  and  an  illumination  window  (strobo-light) 
are attached on the outer cylinder of the rotating  cell.  Raise  gradually the 
speed of rotation and observe the dust film to be disintegrated or detached 
at a certain speed. This gives the cohesivity  and  adhesivity of dust in 
terms of centrifugal acceleration, a = m*. 

Another  method  is to use a needle-to-plate corona cell,  with its plate 
having a mesh at its center portion for providing  pressurized air. Cover 
the plate  with a dust layer, provide air pressure from the mesh  under 
corona discharge,  and  measure the air pressure using a manometer, A p  
(mm H20), at which the center part of the dust is fractured. The magnitude 
of A p  gives the electrostatically enhanced dust cohesivity  (Simm, 1962). 

2. Dust  Reentrainment 
Disperse  into the inlet of an ESP the neutron labeled  marker  particles SO 

that they are precipitated together with the dust in the ESP. Make the on- 
line  measurement of the leakage of the marker particles at the outlet of 
the ESP using a neutron counter. This  provides  information of not  only 
the rapping  reentrainment but also the reentrainment occurring  during the 
nonrapping  period. 

The load  cells attached to the collecting electrodes also  provide  infor- 
mation  on  rapping  reentrainment occurring in the operation of the ESP 
(Tasaicker, 1978). 
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The choice is always the same. You can make  your  model  more 
complex  and  more  faithful to reality, or you can make  it  simpler 
and easier to handle. 

+leick, 1987 

1. INTRODUCTION 
The electrostatic precipitator (ESP) is a real  challenge to the modeler.  It 
requires knowledge of  many fields: electrostatics, physics, fluid  mechan- 
ics, mechanical  and electrical engineering, adhesion, cohesion, and aero- 
sol  behavior. A model can be  simple  enough  to  describe  with a few  equa- 
tions  but  can also require the capacity of a large  computer to calculate in 
detail. The science in ESP modeling is well established; the art consists 
of finding the proper  level of detail for the various parts of the model. 

The ESP is  primarily  an electrical device  and  must  be characterized 
by its electrical parameters first. It is  designed to collect aerosol particles, 
that is, particles small'enough to remain  suspended in a still  gas for up  to 
tens of seconds. The characteristics of the aerosol are next  most  impor- 
tant. The removal of the particles  from aflowing gas  must  be  accomplished 
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in a relatively short treatment time  to  minimize the size  and  cost of the 
ESP. The gas  flow  is important, especially the level of turbulence,  because 
the electrical forces on the particles are not  very  strong  and  may  be over- 
whelmed  by aerodynamic forces. Finally,  since the ESP may  be removing 
tons of material  from the gas each day, other (nonelectrical)  methods for 
disposing of the collected  material  have to be  considered  and  modelled. 

The fundamental  equation in ESP modeling  is the particle  drift  velocity 
equation, an  equation  derived  from  balancing the electrical force on a 
charged particle with the aerodynamic  drag  due to the particle's  motion 
through a gas: 

where W is the particle velocity, q is the charge  on the particle, E is the 
electric  field in which  it  moves, C is the Cunningham  slip correction factor, 
q is the gas viscosity, and r is the particle  radius (see Oglesby  and  Nichols, 
1978, Chapter 21 .) This  equation  neglects the forces of gravity  and  inertia 
and assumes that the particle  moves  through the gas  without a turbulent 
wake. For most of the particles  collected in ESPs, these are valid  assump- 
tions. 

Equation 1 points out the first two areas to be  modeled:  particle  charg- 
ing  and electric field  values,  with  particle-size  dependencies  playing  po- 
tentially  important roles. The slip correction becomes  important  when 
particle sizes approach the mean free path  between  gas  molecules;  it 
serves to increase the drift  velocity  appreciably for <articles  smaller  than 
about 0.5 pm in diameter. 

Equation 1 describes the movement of a particle  with  respect to the 
gas  surrounding it. The motion of the gas  itself  must  also  be  modeled,  an 
endeavor that ranges  from extreme simplicity  to  full  solutions of Navier- 
Stokes equations. This  is the third area that will be discussed. 

Once the motions of the gas  and  particles  have  been determined, the 
questions of immediate  and  ultimate  collection  performance  must  be ad- 
dressed. Immediate  collection is the first capture of a particle  on a collect- 
ing surface; ultimate  collection  is  its fate after being  dislodged to fall  into 
a hopper for disposal.  Typically, the modeling  of the nonideal  effects  is 
considered after the ideal  mechanisms  have  been discussed, but, as will 
be shown, the nonideal  effects are fundamentally  intertwined  with the 
ideal. 

ESP design  and  performance are usually  expressed in terms of effi- 
ciency-the fraction (or percentage) of the inlet dust load that is  removed 
from the gas stream. Models,  on the other hand, are more  reasonably 
developed in terms of penetration, the fraction of the inlet  loading that 
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emerges  from the outlet. Emissions  (upon  which  regulations are based) 
are proportional to penetration and the inlet  loading. Penetration will  be 
used in the remainder of this chapter. 

If the ideal  collection  performance of an ESP is denoted by po, then 
there are two  general  nonideal processes that reduce the ultimate  collec- 
tion  performance. The first  is  any process that allows a portion of the 
particles to avoid treatment altogether. In  chemical reactor terminology 
this  is  called bypassage, and in ESP terminology sneakage. The second 
general process is  one that operates on  previously  collected particles and 
causes them to become  reentrained in the gas stream. Naturally  called 
reentrainment, it can be caused by the rapping  required to dislodge the 
dust cakes, mechanical vibrations, turbulence-induced  aerodynamic 
forces, or electrical forces. Typically,  rapping  is the dominant cause of 
reentrainment . 

The  basic  equation that incorporates these nonideal effects is 

I)N = SN + (1 - SN)[po + RR( 1 - PO)] (2) 

where pN is the nonideal penetration, SN is the sneakage fraction, and 
RR is the reentrainment fraction. This equation may be used for the whole 
ESP or one of its sections. It describes the gross effects of the nonideal 
factors, but  it does not  include second-order effects, such as the impact 
of gas  sneakage  on the gas  velocity in the collection  zone. If the ideal 
penetration  is zero, it is clear that sneakage  and reentrainment limit the 
ultimate  collection  performance of the ESP. Many  models do not  use this 
form  but account for nonideal factors with other parameters that degrade 
performance  below the ideal  value. 

II. CHARGING 

Charging of particles  has two principal  components (Chapters 3 and 211, 
field  charging  and  diffusion  charging.  Field  charging  is  due to the flow of 
ions  along electric field  lines to the surface of the particle.  Diffusion  charg- 
ing is the thermally  driven  accumulation of ions  on the particle in the 
absence of a field; once the ions  come near the surface, they are bound 
there by their image  charge.  In the ESP, the two  mechanisms operate 
simultaneously  under  most conditions. 

A. Field  Charging 
For field  charging, the electric field at the surface of the particle  is  evalu- 
ated as the sum  of the external (uniform)  field, the polarization  field of 
the particle itself, and the radially  symmetric  field due to any  charge  on 
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the particle (Oglesby  and Nichols, 1978). Field  charging  is a classical  appli- 
cation of electrostatics and  has  been  amply  verified  for  spherical  particles 
in the classical  regime  (on the order of millimeters in diameter.) 

The charge  on a particle 4(t) as a function of time  is  given  by 

t 
4(t) = 4 s  f+7 

where qs is called the saturation charge, t is  the exposure time  to the ionic 
current, and T is the charging  time constant. The saturation charge  is  given 
by 

where K is the relative  dielectric constant, eo is the free space permittivity, 
and E is the applied  field  at distances far from the particle.  Conductive 
particles, which  have  relaxation  times that are short compared  to the time 
for charging,  should substitute the value 1 for K/(K + 2). The  charging 
time constant is given  by 

where p. is the ionic space charge  density  and p is the ionic  mobility. The 
product pop is also equal to  the quotient jlE, where j is the ionic current 
density. 

B. Diffusion Charging 
Diffusion  charging  is  commonly  described  by a relation  derived by  White 
(1963) or alternatively by another described by Gunn (1955, Chapter 3). 
The  White expression is based on a discrete kinetic  model of the ions; 
the Gunn expression on a continuum  diffusion  model.  The  White expres- 
sion for charging rate is 

d4 - =  
dt d p o v  exp -- ( 4 2 ; k T )  

where v is the mean  thermal  speed of the ions; e is the electron charge, 
and k is Boltzmann’s constant. This  expression may  be integrated to give 
a closed  form expression for q(t) .  

The Gunn  charging rate is given  by 
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The similarities  between the White  and  Gunn expressions are obvious  and 
are discussed in more  detail by  Fjeld  and  McFarland (1988). The two 
diffusion  models are not, however,  equivalent. 

C. Combined Models 

In the ESP, most particles and electric fields are of such  values that neither 
pure  field  nor  pure  diffusiop  charging is applicable. As a result, several 
theories have  been  developed for combined  charging,  most of  which  re- 
quire  numerical  integrations of the charging rate equations. Smith  and 
McDonald (1975) developed a widely  used  theory that combines  field 
charging,  field-modified  diffusion  charging,  and  pure  diffusion  charging 
over distinct  regions of the particle.  Liu  and  Kapadia (1978) developed a 
continuum  field-diffusion  theory that was  refined  and  extended  to  bipolar 
charging  by  Fjeld et al. (1983). Cochet (1956) developed a charging expres- 
sion  similar to the field  charging expression, but  which  included  thermal 
diffusion  and  image forces. Finally, there is the widely  used observation 
that the sum  of  field  and  diffusion charges, calculated  independently, is 
a good  approximation  to the measured  values. 

There are other theories that refine  charging  calculations  by  including 
more  detailed  phenomena,  but for ESP modeling, the ones cited  here are 
most frequently used. All predict  charges  on  particles that agree  with 
experimental  values at about the same  level of accuracy. The  charging 
data are not precise enough to distinguish  between  them.  In  many cases, 
the speed of computation  is the criterion that will  be  used to select  between 
them. 

111. ELECTRIC  FIELD 

Particle  charge  and  collection  both  depend  strongly  on the electric  field, 
and  calculations of electric field  strength  have  received  considerable atten- 
tion.  Modeling the electric field in the ESP is  complicated by the presence 
of both  ionic  and particulate space charges. The ions  move  with the elec- 
tric field, and the ionic space charge  modifies the field. The particles are 
usually  assumed to be  immobile for the purpose of calculating the ion 
distribution, but the particulate space charge  also  modifies the electric 
field. The resulting electric field  has  been  modeled  both  numerically  and 
with analytic approximations. 

The numerical  methods are the standards against  which the approxima- 
tions  can  be judged. In recent years, numerical  models of the wire-plate 
ESP have  been  given considerable attention. Finite difference methods 
were  employed by Leutert and  Bohlen (1972) and  improved  upon by 
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McDonald et al. (1977). Lawless and Sparks (1980) developed an electric 
field  formulation that was a hybrid  between  finite  difference  and  finite 
element  techniques.  Butler et al. (1989) completed  work  begun earlier by 
Davis  and  Hoburg (1983) and  Hoburg  and  Davis (1986) using  finite  element 
techniques to solve for the electric field  and the method of characteristics 
to solve for the ion  motion. The third  major  method for the electrostatics 
problem is the charge  simulation method, used  by  Elmoursi  and Castle 
(1987) and  refined  by  Elmoursi  and  Speck (1388). The boundary  element 
method  (similar to charge  simulation)  and the method of characteristics 
have  been  used together by  Adamiak (1991). 

The choosing  between  numerical  methods  is  difficult  and to some  ex- 
tent arbitrary. They  all  rely on evaluating  fields  and  ionic currents at  points 
on  some sort of grid. The spacing of the grid  influences the accuracy of 
the  calculation  and the time  involved in reaching the results. The  coupling 
between electric field  and  ionic space charge  is so strong that much  of 
the computation  time  is spent achieving  self-consistent  solutions. As a 
result, the numerical  methods in practical  models  have so far assumed 
symmetrical arrangements of wires to reduce the computations. 

The analytic  approximations  began  with the work  of  Cooperman (1960), 
who  developed a series expression for the Laplacian  field (zero space 
charge) in  an infinite array of wires-between-plates  and  then  added a con- 
tribution  due to ionic  space  charge.  This approach is  theoretically accurate 
if the space charge is uniform  throughout the duct  volume.  Such  would 
be the case at very low current densities, in which the ions  follow the 
electric field  lines  without  perturbing  them, or if the particulate space 
charge were uniform. However, at current densities  typical of ESP opera- 
tion, the high values of ionic space charge  make  this  approximation  fail. 
Cooperman (1981) extended the approach to normal current densities  and 
beyond  with  good results. 

Lawless  and Sparks (1986) approached the analytic  approximation in 
a different way.  Reasoning that the electric field  directly opposite the wire 
in wire-plate  geometry is  not too different  from the electric  field in the 
wire-cylinder geometry, they  computed a current density  and electric field 
directly under the wire  (with a correction factor to make the Laplacian 
field  agree  with  Cooperman's  Laplacian  field).  The electric field  and cur- 
rent density on the collecting  plate at locations  away  from the maximum 
were  approximated  with  Warburg-like  (Sigmond, 1982) distributions: 

E(0) = E(0) cos"(8) (8) 

and 
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where 0 is the angle  with respect to the normal  from the wire to the 
point  of interest, and n and m are exponents describing the variation. 
The electric field  exponent  is  approximately 2, while the current density 
exponent varies  between 2 and 4, depending on the magnitude of the 
current density. McLean et al. (1986) extended  this  type of approximation 
to,the corona formed  in tufts on the electrode with  negative  polarity. 

In general, these approximations  perform well  enough to be substituted 
for the numerical approaches when  speed of computation or complexity of 
geometry are important. The numerical  methods  remain the fundamental 
methods for calculating electric field  and current density. 

IV. V-I OPERATI  NG  POINT 

By themselves, none of the electric field  methods are capable of predicting 
the whole V-I curve of an ESP or the voltage  and current at which  it  will 
operate. The reason is that the voltage  and current are determined by 
boundary  conditions at the electrodes. Boundary  conditions are not part 
of the electric field  models  but  must  be  determined separately. The usual 
boundary  conditions that are specified are the electric field  at the wire 
surface and the ionic space charge  density near the wire. These determine 
corona onset and the V-I curve. 

A. Corona Discharge 

The only  model for corona initiation on smooth, round  wires is that of Peek 
(1929), who measured corona onset voltages in wire-cylinder  geometry to 
evaluate the electric field at the inner electrode surface. His  result  was 

E, = 3.0 x lo6 6 + 0.03 ( 4) 
where E, is the field  strength (V/m), 6 is the air density  relative to one 
atmosphere pressure and 298K, and a is the wire  radius (m). More  careful 
determination of the constants in the equation  show  slight  polarity  effects. 
This  relation  has  been  approximated  theoretically by  Cobine (1958). Sur- 
prisingly, there has  been  little further research into the electric field  at 
the corona wire  since  Peek’s  initial effort. The electric  field  models  assume 
that the Peek value for field  is constant at the wire’s  surface at applied 
voltages well above corona onset. However,  Waters  and Stark (1975) pro- 
vide  some evidence that this  assumption  is  not consistent with  careful 
measurements. 
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B. Corona  Structure 
The negative corona obeys Peek's relation  when the corona  wire  is  small 
in diameter and  smoothly  polished. Corona wires  operated  in  air for long 
periods of time, or those that collect dust particles  on  their surface, mm-  
mence corona generation at much  lower  fields  than those given  by Peek's 
relation. The tuft corona forms by a more efficient mechanism  than the 
glow corona of Peek's relation.  Lawless et al. (1986), McLean et al. (1986), 
and  Yamamoto  and Sparks (1986) have  modeled the tuft corona as mea- 
sured in clean air. The structure of the tufts under high particulate space 
charge  conditions is as yet  undertermined by theory or experiment. 

The ionic space charge near the wire is usually  modeled  by assuming 
that the current density is the product of electric field, ionic  space charge, 
and  mobility  (using a mobility appropriate to the dominant  gaseous ions). 
The latter is a weak  assumption,  because the corona contains a variety 
of ions  (of  both  polarities)  and electrons in its active zone. Nonetheless, 
the single  mobility  assumption  produces  good representations of experi- 
mental V-Z curves. 

C. Operating  Points 

A good ESP model  should be able to predict the actual  operating  voltages 
and currents for all sections of the ESP.  This  goal  has  not  been  completely 
attained, but  progress  is  being  made. ESP electrical sections usually oper- 
ate in one of three modes: the voltage  is  raised  until  electrical sparks 
occur; the voltage  is  raised to the limit  of the power  supply (either voltage 
or current); or the voltage  is  controlled at some  lower  value  to  prevent 
the formation of back corona or minimize  power  consumption. 

Sparking  is  modeled as occurring  when the value of the eleFtric  field 
near the plate reaches a critical value, based  upon the experimental  work 
of Phelps  and  Griffiths (1976). A correlation fitting  their  results  is 

259 P 298 P 
E, = 5.075 ( -- T 1.0135) " 0'063xw (.-m) 

where E, is the sparking  field in kV/cm; T,  the gas temperature in kelvins; 
P ,  the gas pressure in mbar;  and xw, the water  vapor fraction in the gas. 
(The  units are important  because of the fractional exponent.) 

It is  important to realize that sparking is  not a precise  phenomenon. 
When the field at the plate  is less than the sparking  value,  almost no sparks 
will occur; if it  is equal, occasional sparks will occur; if it  greatly exceeds 
the value, rapid  sparking will occur. It is also important to realize that 
voltage  waveform  plays a strong role in sparking,  because  sparking will 
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usually occur at the peaks of the waveform.  Peak  voltage  duration  will 
also  influence the formation of sparks. 

Power  supply  limitations are easily  modeled  under  most  conditions. 
The V-I curve can  be  generated  at  increasing  voltages  until either the 
voltage or the current reaches its  maximum  value.  What is not  readily 
recognized is that the peak  voltage  may  reach  its  limit  before the average 
voltage,  because of waveform  effects. That is, the voltage  rating of a 
power  supply  may  be  specified  in terms of sinusoidal  wave forms. The 
wave  forms in ESPs may  be far from sinusoidal in character (Oglesby  and 
Nichols, 1978). 

Back corona is a dust layer  breakdown  phenomenon that seriously 
degrades ESP performance. It is a function of layer  resistivity  and the 
current density through the layer. Modelling a back corona limit  is  equiva- 
lent to fixing the maximum current density at any  location  in the electrical 
section; this  is  well  within the capabilities of the electric field  models. 
The best experimental  evidence  suggests that dust  layer  breakdown  oc- 
curs when the average electric field across the layer reaches 10 kV/cm 
(the actual value  is a weak function of temperature). With this critical 
field, the current density  permitted for any  given  layer  resistivity  is  quickly 
computed. 

Modeling the operating  point  at a minimum acceptable power  level 
requires a complete ESP model,  because “acceptable” has either an  opac- 
ity or a mass  emission interpretation. The model  must  be  able to compute 
the emissions  and evaluate opacity  before  any  change to the operating 
voltage can be considered. 

V. PARTICLE COLLECTION 

Particle  collection depends on the gas  flow  velocity  and  turbulence  level. 
With  laminar  flow  and steady velocity  profiles, the particle trajectories 
are completely  determined by the gas  velocity  and the drift  velocity.  Be- 
cause of costs, ESPs are almost  invariably operated in a higher  velocity, 
turbulent  regime. The degree of turbulence  determines the kind  of  model 
that is  applicable. 

A. Turbulent Flow 
From the earliest attempts to characterize ESP operation, the penetration 
has  been  modelled as an  exponentially  decaying  function  along the length 
of the ESP (White, 1963): 

p = e-D“ (12) 
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where  De  is a parameter called the Deutsch  number, after one of the 
earliest ESP modelers,  Walter Deutsch. White  has  shown that the expo- 
nential  behavior can be derived  under the assumption that the particles 
in the gas stream are uniformly  mixed at all  times.  The  resulting  penetra- 
tion can be expressed in terms of two parameters, a migration  velocity W 

and a specific  collecting area SCA: 

De = W x SCA (13) 

The SCA is plate area divided  by the volume  of gas treated per  unit  time 
and  has the units of inverse velocity; the Greek W is  chosen to resemble 
the particle  drift  velocity W discussed in Eq. 1. This  migration  velocity is, 
however, a parameter incorporating  many  effects,  not a single  physically 
meaningful quantity. Nonetheless, models  often  use the Deutsch  equation 
(Eq. 12) as a reasonable description for individual  particle sizes whose 
migration  velocity  is  indeed  equal  to the drift  velocity.  Such a collection 
process is called  an  ideal  Deutsch  collection. 

B, Finite Diffusivityflow 

The turbulence levels in conventional ESPs are far below  what  would  be 
required to assure uniform  mixing  of the particles  within a short length. 
In fact, it  is far more reasonable to model the flow  in  an ESP as one with 
a finite  eddy  diffusivity.  In  such a model  (Self et al., 1984), the particle 
concentration is  no  longer  uniform across the width  of the duct  but  builds 
a characteristic profile that migrates  toward the collection  plate  down the 
length of the ESP. The  overall  effect  is of collection  at a much greater 
rate than the Deutsch equation  permits. 

This  improved  collection can be seen in Fig. 1, where the penetration 
is plotted as a function of Deutsch  number  and the electric Peclet  number, 
defined as 

Pe = - wd 
D 

where d is the wire-plate  spacing  and D is the eddy  diffusivity. 
The Peclet  number  is  an  indicator of the relative strengths of the drift 

motion  and the diffusive  motion.  This  reduction in penetration for high 
Peclet  numbers  has  been  verified in  low turbulence  laboratory  ESPs.  The 
problem in applying the model to full-scale  ESPs  is in predicting the appro- 
priate  diffusivity to use, since  diffusivity is a function of the turbulence 
intensity, a quantity that must  usually  be  measured.  In spite of this, Fig. 
I shows that ESPs with  Peclet  numbers of  only 1 or 2 should  collect 
particles  more  efficiently  than the Deutsch  equation predicts. 
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Figure 1 Penetration as functions of  Deutsch  and  Peclet  numbers. 

C. Electrohydrodynamics 
The ESP flow is further complicated  by the fact that the ions  and  charged 
particles in the gas stream exert a force on the gas  itself. The force is due 
to the drag of the gas  on the ions or particles. When  only the ions are 
considered, the motion of the gas that results  from the ion  drag force is 
called the corona wind. The study of the general  interaction  between the 
charged species and the neutral  gas is called  electrohydrodynamics  (See 
Chapters 7 and 8. )  Yamamoto  and  Velkoff (1981), Leonard et al. (1983), 
and  Okubo et al. (1985) have  modeled the electrohydrodynamic  flow  with- 
out the effects of particulate space charge  and found, in general, that ,at 
normal ESP gas  velocities (1-1.5 m/s) the disturbance of the flow  stream- 
lines  is  small. However, at velocities  on the order of  half that, the flow 
is  perturbed  significantly,  and  some  forms of corona generate a strong 
turbulence. Section 6.B considers the effects of particulate space charge 
on electrohydrodynamics. 

Yamamoto (1989) has further extended the finite  diffusivity  model to 
include  electrohydrodynamics in the ESP. For the wire-plate ESP, it  was 
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found that the collection  is  primarily  unaffected by the turbulence  intensity 
and secondary flows  when the turbulent diffusivity  is  below 0.001 m2/s. 
The  collection  is  sharply  reduced  when the diffusivity exceeds that level. 
In practice, it  is  important to maintain a low turbulence  level in the ESP. 

Although the electrohydrodynamic  effects  can be described in great 
detail  under  carefully  controlled conditions, the flows are very sensitive 
to geometrical considerations and  end  effects.  It  is  therefore  very  difficult 
to apply electrohydrodynamics to practical ESP models,  where much  of 
the required  information  is  simply  not  known. 

VI. INTERACTIONS  AND  NONIDEAL  EFFECTS 
The  previous sections describe the fundamental processes that take place 
in the ESP. This section describes the interactions that take  place  and the 
modeling  of  nonideal  effects. 

A. Particulate Space Charge 
Since the goal of the ESP is to charge particles, and the particulate space 
charge can affect the electric field, the particulate space charge  must  be 
evaluated. The common  assumption for modeling  is  that  all  particles of 
a given  size  have the same charge, so that the particulate  space  charge 
S, is the sum over all sizes of the product of concentration  and  charge: 

where N ( r )  is the local concentration of particles of radius r ,  and q(r)  is 
their  charge state. The effect of a uniform  particulate  space  charge  is to 
raise the effective corona onset potential by the amount 

S,d2 v, = - 
2 E O  

where V,  is the potential  offset  due to space charge S,,. 
Because the space charge  raises the corona onset  voltage,  it causes a 

reduction in available  charging current at a fixed  voltage.  Therefore the 
charging  must  be evaluated in the presence of a space charge that is in- 
creasing  because of the charging  and  may  be  decreasing  due  to the collec- 
tion of particles. Withers  and  Melcher (1981) modeled  the  charging  and 
collection of a monodisperse aerosol under  multiple  conditions of particle 
concentration and electrical conditions  and  performed  experiments for 
comparison.  They  observed the phenomenon of “corona quenching”  and 
the variation of current density  along the collector as the particles  were 
removed  from the gas. Lawless  and Sparks (1988) devised a graphical 
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approach for the solution of this  problem,  using  an iterative solution.  Law- 
less (1989) refined the approach and  demonstrated  solutions for a single 
wire. The space charge  interaction  is  almost  always  confined to full ESP 
models because of the detailed particle charging  calculations that depend 
on the particle  size distributions. 

B. Particle-Induced Turbulence 

Atten et al. (1987) have  examined the electrohydrodynamic (EHD) interac- 
tion of the charged  particles  with the gas  and  concluded that particles 
below  about 5 pm  in diameter are so strongly  coupled to the gas that their 
motion  is the primary cause of turbulence in the ESP. This  would  be true 
for particulate space charge  densities that are comparable to the ionic 
space charge density (that is, for the inlet  fields of the ESP). Estimates 
of the electric Peclet  number for which  this  effect is important  give  values 
of about 1, corresponding to near-Deutsch  collection (see Fig. 1). They 
conclude that the particle-induced  turbulence will overwhelm  any at- 
tempts to improve the gas  flow  quality. 

Withers  and  Melcher (1981) predicted that under  some  conditions of 
particle concentration, concentration shock  waves  could  develop  because 
the particles that receive the highest  charge overtake the slower-moving 
particles  with  lower charge, This is not  an  EHD effect, but  it  would  have 
an  influence  on the gas turbulence. 

C. Sneakage 

Although  sneakage  was  introduced as a fitting  parameter in Eq. 2, little 
theoretical or experimental  work  has  been  done.  Yamamoto et al. (1986) 
related  gas  sneakage to the pressure drop in the direction of flow. The 
simple  model  predicted  sneakage  flows of the order of 10% of the main 
gas flow; more important, it  predicted  sneakage  variations  with  plate 
height,  plate  spacing,  and  degree of  baffling  within the collection  zone. 

D. Reentrainment 

Reentrainment of collected particles, whether by  rapping or by continuous 
processes, has  received  mainly  experimental attention. The  modeling of 
reentrainment  has  been  mostly addressed toward  using  experimental  re- 
sults in  full ESP models.  Gooch  and  Marchant (1978) report the bulk  of 
the experimental data and  show the structure of the model for rapping 
reentrainment. The mass fraction of material  reentrained  is  related to the 
mass  calculated to be on the plates of the last section of the ESP by 

y = Ax" (17) 
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where y is the amount reentrained, x is the amount  collected  on the last 
section, and A and z (approximately 0.1 and l ,  respectively) are fitting 
constants that depend  on the conditions  under  which the ESP operates. 
Lawless  and Sparks (1984) used Eq. 2 in a simple  model,  equivalent to a 
linear  reentrainment  model: 

where RR is the reentrainment  fraction  (typically O.l), as before,  and xs 
is the mass of material  collected  on  the  plates of any  single  section of the 
ESP. The distinction  between the two  models  is that material  reentrained 
from  upstream sections may  be recollected, while that from the last section 
is emitted  from the ESP. 

The size  distribution of reentrained  particles  was  measured by Gooch 
and  Marchant to have a characteristic mass  median  diameter  of about 6 
pm and a geometric standard deviation of about 2.5. More  recent fits to 
the data show that the geometric standard deviation  is  about 1.4-1.6, 
which  is a relatively  narrow  particle  size  distribution.  Such  size  distribu- 
tions  have  been  informally  shown to arise from  the  size-dependent  collec- 
tion  of the ESP, but the size  distributions are primarily  empirical. 

VII. MODELS 
The final section  summarizes the models that have  been  developed for 
ESPs. The two  broad classes are the analytic  models, for which penetra- 
tion  can  be  written as an  explicit equation, and the computer  models, 
for  which  similar equations apply, but  whose  operation  depends  on fine 
subdivisions of particle size  distributions  and electrode spacings.  The ana- 
lytic  models  may  be further subdivided  into  simple  models  and  sectional 
models, the first referring  to the whole ESP and the second  to the sections 
of the ESP. However, the analytic models  make  no pretense of calculating 
electric fields, relying  on the user to  supply that information. 

A. Analytic Models 

The  foremost of the analytic models  is the Deutsch model,  given  by Eqs. 
12 and 13. It is  followed  in acceptance by the Matts-Ohnfeldt  model (Matts 
and  Ohnfeldt, 1963-1964) which resembles the Deutsch  model: 

where k is a fractional exponent of 0.4-0.6, according to application.  This 
model  was  derived to account for the effects of particle  size  distribution 
on the Deutsch  number. It inadvertently  includes other nonideal effects 
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that reduce the sensitivity of the penetration to the specific  collecting 
area. The Cooperman  model  (Cooperman  and  Cooperman, 1982) uses the 
Deutsch expression, as in Eq. 12, but  computes the migration  velocity  in 
Eq. 13 as 

W C  = [(($ + 2(1 - 2D fldw)0.5 ” ZJJ] 
where W, is the Cooperman  migration  velocity, U is the gas  velocity 
through the ESP, and f and D are fitting  parameters  representing the ratio 
of particles moving  away  from the walls to those moving  toward the walls 
and the diffusivity  coefficient,  respectively. The Cooperman  migration 
velocity  modifies the Deutsch  migration  velocity  by  including the nonideal 
effects of reentrainment  and  diffusion. 

The last simple analytic model is that of Robinson (1967): 

where A is  related to the variation of dust concentration across the width of 
the duct and B is  related to reentrainment of the collected dust. Robinson’s 
model  was one of the first to account specifically for concentration  varia- 
tions  and for reentrainment. 

The only  sectional  analytic  model that has  been  published  is the RTI 
Sectional  model (Lawless and Sparks, 1984). That model  uses the follow-’ 
ing equation for the penetration through the whole ESP, pt: 

n 

Pt = n pi (22) 
i =  1 

where there are n sections with  individual penetrations pi. The  section 
penetrations use Eq. 2 to calculate pi, with the p. terms  calculated  from 
Eqs. 12 and 13. The major  innovation in the RTI  model  is that the average 
particle  size  is  varied  from  section  to  section for calculating the particle 
drift  velocity. 

B. Numerical Models 

The primary  numerical ESP model,  in terms of usage  and  impact,  is the 
Southern Research Institute (SORI)  model  (McDonald, 1978; Faulkner 
and  DuBard, 1984). This  model  uses the charging  model of Smith  and 
McDonald,  finite  difference  evaluations of the electric field,  and  Deutsch 
collection for individual  particle  sizes  and  incremental  lengths  through the 
ESP. Nonideal corrections are applied after the theoretical penetrations 
for each particle size have  been  calculated.  Because of a consistent dis- 



496 LAWLESS ET AL. 

crepancy  between theoretical predictions  and  measurements for particles 
smaller  than about 2 km diameter, the model  also  applies  an  empirical 
correction to the drift  velocity  in  this  size  range,  perhaps  its  weakest 
calculation. The model  requires  input of voltage  and current operating 
points, although there is a facility for calculating a V-l curve in Revision 
1. The space charge interaction is  avoided by assuming  an  effective  ion 
mobility that is a function of the particulate concentration in the gas 
stream. 

A second  numerical  model  is  named ESPVI 1.0 (Lawless  and Sparks, 
1986). This  model  uses  summed  field  and  diffusion  charging,  analytic  ap- 
proximations for the electric field, and  turbulent  collection. A factor is 
introduced to multiply the SCA  by a constant amount to account for finite 
diffusivity  values. The nonideal  effects  were  incorporated as in the RTI 
Sectional  model, that is, in each section of the ESP. The associated V-Z 
model  could calculate V-Z curves for each section, including  an  exponen- 
tial  decay of space charge  along the length of each section. A sparking 
criterion  could  be  invoked to determine  the  operating  point.  This  model 
assumes filtered dc energization  and  predicted  average  voltages  based on 
the sparking far in excess of typical  values. 

Development of published  models  was  dormant  until recently, although 
there has  been continuous activity in modeling  since the first  publications. 
The SoRI model  has  been  updated to include a self-consistent  calculation 
of the space charge interaction (Faulkner et al., 1989). This  model retains 
most of the features of the previous  versions  but  is  capable of more accu- 
rately  calculating the space charge suppression of corona current. 

Holstein et al. (1991) have  presented a numerical  model  similar in struc- 
ture to the SoRI models  but  with  several  modifications.  The space charge 
interaction  has  been  included in the field  and  charging  calculations.  Non- 
rapping, or continuous, reentrainment  has  been  modeled.  The  empirical 
migration  velocity correction was  reduced  but  not  eliminated. A rapping 
reentrainment factor and size distribution  were  determined for a dry sor- 
bent mixed  with  fly ash, because the model  was  developed to explain 
measurements for that type of ESP operation. 

Finally, two numerical  models  based  on ESPVI 1.0 have  been  pre- 
sented. Lawless  and  Plaks (1992) developed ESPVI 4.0, based  on  summed 
field  and  diffusion  charging  and  turbulent  collection  with the turbulence 
confined to the core of the flow. Lawless  and  Altman  (1990)  developed 
ESPM, which  uses a combined  charging  model  and a multiple  laminar 
zone  collection  model.  Both  models  allow  calculation of the sparking  volt- 
age  and the back corona onset to determine  operating  voltage.  Both 
models, for the first time, incorporate energization  waveform  with peak- 
to-average  voltage ratio as an  important  input  parameter.  The first model 
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(Lawless and Plaks, 1992) allows the use of round  wires,  flat plates, and 
wire-between-pipes as elements of a corona electrode; with these ele- 
ments,  many  different types of electrodes may  be  simulated. The second 
model (Lawless and  Altman, 1990) accommodates  only  single  diameter 
wire electrodes as corona electrodes. Finally,  both  models  include the 
space charge  interaction on a wire-by-wire  basis;  full V-I curves may  be 
generated  with the effect of space charge  included at each voltage. 
. Details of the waveform  model  may  be  found in Lawless  and  Altman 
(1991). The new  models  also  include a new  nonideal condition, electrode 
misalignment, in which the electrodes deviate from  their  position in the 
center of the duct; this is  modelled in Lawless et al. (1991). While it  is 
not a universal defect, misalignment occurs often  enough to be  of concern 
to ESP users. 

C.  Comparison with Measurements 
The data available for testing ESP models are relatively scarce. This  is 
partly  because of the expense of full-scale  testing  and  because tests are 
not  always  designed to measure the parameters pertinent to modeling. 
Therefore comparison of  model results with  experimental results requires 
a degree of interpretation. One  intercomparison of models  and  experi- 
ments  was  performed  by  Lawless  and Sparks (1984), using  published data 
for 13 cases. Their result is that the best model, the RTI  Sectional  model, 
has a standard deviation of 14% for the relative  mass  penetration  ([pre- 
dicted-measured]/measured) with a single  set of nonideal parameters. 
DuBard  and  Dahlin (1987) compare the SORI  model  with  measured  per- 
formances in a proprietary database. They  conclude that measured ESP 
performance  is best categorized by two sets of fitting parameters: one for 
ESPs  with penetrations greater than 0.01 and another for those with  less 
penetration. They interpret this to mean that older  designs,  targeted to 
meet a less stringent standard, had  less attention paid to nonideal factors. 
For the newer  designs,  they  conclude that the accuracy of the model 
prediction,  including its sensitivity to poorly  known  nonideal factors, is 
of the same order as the day-to-day  variations in the measurements of 
ESP emissions. 

VIII. SUMMARY FOR ESP MODELING 
Modeling of electrostatic precipitators has  been a challenging  field for 
many years. Particle charging  has  received  considerable attention and  is 
the most  mature. Electric field  modelling  has  also  been  highly  developed. 
The  gas  flow conditions, including  electrohydrodynamic effects, have 
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been  studied  extensively  but are not  well-integrated  into full ESP models: 
most  full  models continue to use the Deutsch  collection  mechanism.  Re- 
cently, the space charge  interaction  has  been  incorporated  into the full 
ESP models,  and  first attempts at modeling  voltagewave  form  effects  have 
been  made. 

Modeling  of the nonideal factors is  not  well  developed at all.  Rudimen- 
tary attempts have  been  made at modelling  gas  sneakage  and electrode 
misalignment,  but  reentrainment  is  incorporated  almost  entirely  by  empiri- 
cism. Yet, in high-efficiency ESPs, the sneakage  and  rapping  losses may 
account for the majority of emissions. 

Full  models are able to compute ESP performance  satisfactorily  with 
only a few  fitting parameters. That is, for most  ESPs  in a particular  appli- 
cation, the range of parameter variation  is  small.  Once  such  an  application 
is “calibrated,” the models can predict  variations in performance  with 
particle or electrical conditions quite well. If the application  pushes  be- 
yond the bounds of normal operation, the models  must  be  changed to 
accommodate  new effects that are encountered. 

At present, there is a good balance  between  model  approximations  and 
the fitting parameters. Improving the approximations  would  not  improve 
the overall  level of  model performance  because of the uncertainties in 
the nonideal effects. However, in laboratory situations, more  detailed 
modeling  may  be required to model  observed effects, because the nonideal 
factors can  be  eliminated or significantly  reduced. Better understanding 
of  nonideal effects may force a revaluation of the approximations. 

IX. ELECTROSTATIC FILTERS 

In the collection of particles by fibrous filters, there exists a most penetrat- 
ing  particle  size at which  none  of the mechanical  collection  mechanisms 
such as diffusion, interception, and  inertial  impaction are effective for 
particle  collection. Electrostatic force can cover the transition  region of 
these mechanical  collection  mechanisms,  and  various  types of electro- 
static filters have  been  devised. Electrostatic forces exerted between  parti- 
cles and fibers can be  classified  into five forces depending  on the electri- 
cally  charged states of particle  and fiber as well as the existence of an 
external electric field.  Table 1 illustrates the five electrostatic forces in 
the presence and absence of an external electrical  field. 

Electret filters, which consist of fibers with  self-retained charge, have 
attracted great attention because  they  require no electrodes for the exter- 
nal electric field  and  they  collect  charged  particles by a strong  Coulombic 
force and  even neutral particles by the induced force. Electret filters can 
achieve a high collection  efficiency  at a lower pressure drop than  mechani- 
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cal filters. Figure 2 illustrates how the electret filter  is  effective for particle 
collection.  When neutral particles are collected by neutral fibers, the parti- 
cle penetration curve is concave against the particle  diameter  because 
interception is dominant for large  particles  and  Brownian  diffusion for 
small particles. When fibers are charged, induced force exerts on the neu- 
tral particles, and thus the penetration of a particle  with a larger  diameter 
is  lowered.  When  charged  particles  with  an  elementary  charge are filtered 
by a charge filter, additional  Coulombic force acts on particles, yielding 
a low particle penetration in the entire particle  size  range. 

There are two types of electret filters, split  fiber filters and  melt-blow 
fiber filters. The former is  produced by splitting a sheet of electret into 
fibers with  rectangular cross-sections, while  the latter is manufactured by 
blowing  melted electret material  through  an  electrically  discharging  nozzle 
in order to implant electrical charge in the fibers. Most electret filters are 
made  of  polypropylene  because  it retains implanted  electrical  charge for 
a long  period of time. 
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Figure 2 Effect of fiber  and  particle  charges on particle  penetration. 
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A. Initial Collection Efficiency of Electret Filters 

In the same  manner as mechanical filters, the collection  efficiency of an 
electret filter E is  related  to the single  fiber  collection  efficiency q by 

where a is the packing  density of the filter, df the fiber diameter, and L 
the filter thickness. If  we assume  additivity of the collection  efficiencies 
due to Coulombic force, induced force, and  mechanical  mechanisms, qc, 
qln, q M ,  the single fiber efficiency  is  calculated by 

q = qC + qln + q M  (24) 

In the collection of charged particles, all three terms in the preceding 
equation  must  be included, while the first term  is  omitted in the collection 
of neutral particles. 

Initial  single  fiber  collection  efficiency of  an electret filter with a uni- 
form  charge  distribution  along the circumferential  direction of fibers was 
theoretically  studied by  Pich (1978). For an electret filter with  dipole 
charge, Brown (1981) introduced the particle  stream  function  and theoreti- 
cally  obtained the following expression of single  fiber  collection  efficiency 
for charged particles when  interception  effect is  negligible: 

qc = 0.59 hk0.'7Pc83 (25) 

where hK is the hydrodynamic factor given  by Eq. 26 for Kuwabara  flow 
(Kuwabara, 1959), and Kc is the Coulombic force parameter  defined  by 
Eq. 27. 

hK = -0.5 In a + a - a* - 0.75 (26) 

Cc is the Cunningham  slip correction factor, n,e the particle charge, 6 the 
average  surface density, eo the space permittivity, Efthe dielectric constant 
of the fiber, p the viscosity, and U the filtration velocity.  In electret filtra- 
tion, contrary to mechanical filtration, the limiting trajectory of a particle 
is  such that the particles pass  through a point at which particle velocity 
vanishes. Therefore the particle with the limiting trajectory is transported 
toward the fiber surface in the normal  direction of the fiber from the zero 
velocity  point  and  then  collides on the surface. Consequently, interception 
plays no role  when a particle's radius is smaller than the distance between 
the zero velocity  point  and the fiber surface. This  implies the existence 
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of a critical  value of the interception parameter, below  which  interception 
does not  affect the single fiber collection  efficiency. 

Pich et al. (1987) derived the Coulombic  and  interception  single fiber 
efficiency at a fiber orientation by assuming that a particle  with  limiting 
trajectory has  vanishing  tangential  velocity at a particle  radius  away  from 
the fiber surface. Then. they  obtained the following  average  Coulombic 
interception  single fiber efficiency  by  integrating  it over all  dipole orienta- 
tion  presuming that dipole orientation is random  in the filter. 

where R is the interception parameter (= dp/df) and r)R is the interception 
efficiency,  which  is  given for Kuwabara  flow as 

Later, Otani et al. (1992) pointed out that particle  tangential  velocity  van- 
ishes at a particle radius  away  from the fiber surface only  when the inter- 
ceptional parameter is  larger  than the critical  value  given by 

RC = 0 . 6 6 ( h ~ K ~ ) ' . ~  (30) 

Therefore Eq. 28 is  valid  only  when R > R,; otherwise Eq. 25 has to be 
used in the prediction of Coulombic  collection  efficiency. 

Induced force, which is responsible for the collection of neutral  parti- 
cles, is a function only of the distance between the particle  and the electret 
fiber and does not  depend  on the dipole  charge orientation. Therefore the 
limiting trajectory always ends at the rear stagnation  point of the fiber. 
By making  use  of this, Brown (1981) analytically  obtained a point  on the 
axis at which .the particle  velocity  vanishes  and  numerically traced the 
particle trajectory backwards to obtain the original  position of particles 
upstream of the fiber. The single  fiber  efficiency for a neutral  particle  is 
given  by 

qIn = 1.48 Hig3 10-4 < K ~ ,  < 10-2 

- - 0.51 h-0.35K0.73 K In < K,, < 1 

= 0.54 hk0.60H640 1 < K I n  < 100 

where KIn is the induced force parameter defined  by 

(Ep - 1)Ccn252d; 
= 6(ep + 2)~0(1 + ~r)~pdfu 
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According to a similar  discussion for charged  particles, there exists a 
critical interception parameter in the collection of neutral  particles. The 
critical  interception parameter given  by  Brown (1981) is 

R,  = (h~K1,)’” (33) 

When  we  want to calculate the single fiber efficiency either by Eq. 25 
or by Eq. 31, the main  question that arises is  how  we  know the average 
charge  density of the electret fiber. There have  been several attempts to 
measure the electret charge.  Brown (1979) used  ions to neutralize the 
electret charge  and  obtained the value of 34.2 nC/m  which  gave  an  average 
surface charge density of about 800 pC/m2.  Baumgartner et al. (1986) 
applied a single fiber technique  by  which the displacement of a single 
electret fiber in an external electret field  was  measured. The other ap- 
proach  was to obtain the effective  charge so as to  fit the experimental 
collection  efficiency by Eqs. 25 or 31. Recently,  Baumgartner et al. (1993) 
directly  measured the particle trajectory around the electret fiber and  sug- 
gested that the effective  charge density is  between 100 and 500 &/m2 for 
a split  fiber filter and about 200 pC/m2 for cylindrical electret fibers. 

B. Stability of Electret Charge 
As described in the preceding section, electret filters have  very  high  initial 
collection  efficiency  compared to conventional  mechanical filters. How- 
ever, since the electret charge  is  not permanent, the problem arises of 
how  long the initial  collection  efficiency is maintained  in  terms of practical 
use.  Otani et al. (1992) studied the stability of the electret charge  when 
it was  exposed to particle-free  humid  air  and  liquid  and  solid  particles. 
They  found that the electret charge  is  fairly  stable in  humid air, but that 
the collection  efficiency of droplets gradually decreases with  particle  load 
because captured droplets covered the fiber surface and thus weakened 
the electrical field  around the fibers. In the filtration of solid particles, 
the collection  efficiency  may increase or decrease with dust load, depend- 
ing  on the effects of captured particles, which  lead to both  an increase in 
interceptional collection  efficiency  and a reduction of collection  efficiency 
by the neutralization of electret charge. 

REFERENCES 
Adamiak, K. (1991). Simulation of corona in wire-duct electrostatic precipitator 

by means of the boundary element method. Conference Record, Industry  Ap- 
plications Society IEEE-IAS-1991 Meeting, pp. 610-615. 

Atten, P., F. McCluskey, and A. Lahjormi (1987). Electrohydrodynamic  simula- 



504 LAWLESS ET AL. 

tion  of electrostatic precipitation. IEEE Trans. on Industry Applications, IA- 
23,705. 

Baumgartner, H., F. Loffler, and  H.  Umhauer (1986). Deep-bed electret fil- 
ters-the determination of single fiber charge and  collection  efficiency. IEEE 
Trans. Electr. Ins., 21,  477. 

Baumgartner, H., C. Piesch, and H. Umhauer (1993). High-speed  cinematographic 
recording  and  numerical  simulation of particles depositing on electret fibers. 
J .  Aerosol Sci., 24,  945. 

Brown, R. C. (1979). Electrical effects on dust filters. Proc. 2nd World Filtration 
Congress, London, pp. 291-301. 

Brown, R. C. (1981). Capture of dust particles in filters by line-dipole  charged 
fibers. J .  Aerosol  Sci., 12,  349. 

Butler, A. J., Z. J. Cendes, and J. F. Hoburg (1989). Interfacing the finite element 
method  with the method of characteristics in self-consistent electrostatic field 
models. IEEE Trans. on Industry Applications, 25,  533. 

Cobine, J.  D.  (1958). Gaseous conductors-theory  and engineering applications. 
Dover, New  York. 

Cochet, R. (1956). Theory of charging of submicron particles in electrically ionized 
fields: rate of precipitation of the particles. Compt.  Rend.  Acad.  Sci., 243,243. 

Cooperman, G .  (1981). A new current-voltage relation for duct precipitators valid 
for low  and  high current densities. IEEE Trans. on Industry Applications, IA- 
17,  236. 

Cooperman, P.  (1960). A theory for space-charge-limited currents with application 
to electrical precipitation. A.I.E.E. Transactions, 79,  47. 

Cooperman, P., and G .  D. Cooperman (1982). Precipitator efficiency for log-nor- 
mal distributions. Atm. Environment, 16,  307. 

Davis, J.  L., and J. F. Hoburg (1983). Wire-duct precipitator field  and charge 
computation usingfinite element and characteristics methods. J .  Electrostatics, 
14,  187. 

DuBard, J. L., and R. S. Dahlin  (1987). Precipitatorperformance estimation pro- 
cedure. CS-5040. Electric Power Research Institute, Palo Alto, CA.* 

Elmoursi, A. A.,  and G .  S. P. Castle (1987).  Mapping of field  lines  and  equipo- 
tential contours in electric field problems using the charge simulation technique. 
IEEE Trans. on Industry Applications, IA-23,  95. 

Elmoursi, A. A.,  and C. E. Speck (1988). Simulation of space charge fields in 
unbounded geometries. IEEE Trans. on Industry Applications, IA-24,  1699. 

Faulkner, M. G., and 3. L. DuBard (1984). A  mathematical  model of electrostatic 
precipitation (revision 3). EPA-600/7-84-069a,b,c (NTIS Nos. PB84-212- 
679,687). 

Faulkner, M. G. ,  J.  L. DuBard, and L. S. Hovis (1989). A self-consistent 
Deutschian ESP model.  In Proceedings: EPNEPRI Seventh Symposium on 
the Transfer and Utilization of Particulate Control  Technology, San Diego, 
CA, Paper no. 7A5, Electric Power Research Institute, Palo Alto, CA.* 

Fjeld, R. A., and A.  R. McFarland (1988). Evaluation of select approximations 
for calculating particle charging rates in the continuum  regime. Aerosol Sci. 
and Technology, 10, 535. 



ELECTROSTATIC  PRECIPITATORS AND FILTERS 505 

Fjeld, R. A., R. 0. Gauntt, and  A. R. McFarland (1983). Continuum  field-diffusion 

Gleick, J.  (1987). Chaos. Viking,  New  York,  p.  287. 
Gooch, J.  P., and  G. H. Marchant (1978). Electrostatic  precipitator rapping reen- 

trainmen? and  computer  model studies. FP-792. Electric Power  Research Insti- 
tute, Palo Alto, CA.* 

Gum, R. (1955). The static electrification of aerosols by  ionic  diffusion. J. Colloid 
Science, 10,  107. 

Hoburg, J. F., and J. L. Davis (1986). Finite elementhethod of characteristics 
computations of self-consistent  charge  density-electric  field structures. Com- 
putational Electromagnetics, 217. 

Holstein, D.  B., D. E. Rugg,  and M.  D. Durham  (1991).  Development of an ESP 
model for dry scrubbing  applications.  Proceedings:  Ninth  Particulate  Control 
Symposium,  Williamsburg,  VA, Paper No. 4A1, Electric Power  Research Insti- 
tute, Palo Alto, CA.* 

theory for bipolar  charging of aerosols. J .  Aerosol Sci., 14,  541. 

Kuwabara, S. (1959). J.  Phys.  Soc.  Japan, 14,  527. 
Lawless, P.  A.  (1989).  Modeling particulate charging in ESPs 11. Analytic  approxi- 

mations  and  refinements.  Proceedings IEEE Industry  Applications  Society An- 
nual Meeting,  No. 89CH2792-0,  p.  2154. 

Lawless, P. A., and R. F. Altman  (1990).  An integrated precipitator model for 
microcomputers.  Proceedings of the Eighth  Symposium on the Transfer and 
Utilization of Particulate Control  Technology,  San  Diego,  CA,  Paper  No. 4A2, 
Electric Power  Research Institute, Palo Alto, CA.* 

Lawless, P.  A.,  and R. F. Altman  (1991).  Modeling the effects of electrode mis- 
alignment.  Proceedings of the  Ninth Particulate Control Symposium, Wil- 
liamsburg, VA, Paper No. 2A3, Electric Power Research Institute, Palo Alto, 
CA.*. 

Lawless, P. A.,  and  N.  Plaks  (1992).  ESPVI  4.0-Electrostatic Precipitator V-I 
and  Performance  Model User’s Manual.  EPA-6001R-92-104a. US.  Environ- 
mental Protection Agency.  Research  Triangle Park, NC.  ESPVI  4.0  (program 
and  manual)  is  available for downloading  from  the  OAQPS  Technology Trans- 
fer Network (select CTC  bulletin  board)  (Modem:  (919) 541-5742 @ 14400, N, 
8, 1; voice:  (919)  541-5384). 

Lawless, P. A.,  and  L. E. Sparks (1980). A  mathematical model for calculating 
effects of back corona in wire-duct electrostatic precipitators. J. Applied Phys- 
ics, 51, 242. 

Lawless, P. A., and L. E. Sparks (1984). A review of mathematical  models for 
ESPs and  comparison of their successes. Proceedings:  Second International 
Conference on Electrostatic  Precipitation (S. Masuda, ed.), Kyoto, p.  513. 

Lawless, P.  A.,  and L. E. Sparks (1986). An  Interactive Model for Calculating 
V-I  Curves in ESPs. Version 1.0. EPA-60018-86-030. (NTIS PB87-100046lAS). 

Lawless, P. A.,  and L. E. Sparks (1988).  Modeling particulate  charging in ESPs. 
IEEE Trans. on Industry Applications, IA-24, 922. 

Lawless, P. A., K. J. McLean, L. E. Sparks, and  G. H. Ramsey  (1986).  Negative 
corona in wire-plate electrostatic precipitators. Part I: Characteristics of indi- 
vidual tuft-corona discharges. J.  Electrostatics, 18,  199. 



506 LAWLESS ET AL. 

Lawless, P. A., N. Plaks, and R. F. Altman  (1991).  Modelling  wave  form effects in 
ESPs: the algorithm in ESPM  and  ESPVI.  Proceedings of the Ninth Particulate 
Control Symposium, Williamsburg, VA Paper No. 2A1, Electric Power  Re- 
search Institute, Palo Alto, CA.* 

Leonard, G. L., M. Mitchner, and S. A. Self  (1983).  An experimental study of 
the electrohydrodynamic flow in electrostatic precipitators. J .  Fluid Mechan- 
ics, 127,  123. 

Leutert, G., and B.  Bohlen (1972). The spatial trend of electric field strength and 
space charge density in plate-type electrostatic precipitators. Staub  Reinhalt. 
Luft., 32,  27. 

Liu, B.  Y. H., and A. Kapadia (1978). Combined  field  and  diffusion  charging of 
aerosol particles in the continuum  regime. J .  Aerosol Sci., 9, 227. 

McDonald, J. R.  (1978). A  mathematical model of  electrostatic  precipitation (revi- 
sion 1). Vols. I and 11, EPA-600/7-78-11 la,b (NTIS Nos. PB284-614,615). 

McDonald, J. R., W.  B. Smith, H. B. Spencer 111, and L. E. Sparks (1977). A 
mathematical  model for calculating electrical conditions in wire-duct electro- 
static precipitation devices. J .  Appl.  Phys., 48,  2231. 

McLean, K. J., P.  A. Lawless, L. E. Sparks and  G. H. Ramsey (1986). Negative 
corona in wire-plate electrostatic precipitators. Part 11: Calculation of electrical 
characteristics of contaminated discharge electrodes. J .  Electrostatics, 18,219. 

Matts, S., and P.  Ohnfeldt (1963-1964). Efficient  gas  cleaning  with SF electrostatic 
precipitators. Flakt, 93. 

Oglesby, S.,  JR, and G. B. Nichols  (1978). Electrostatic  Precipitation. Marcel 
Dekker, New  York. 

Okubo, T., H. Yano, K. Nomoto, and T. Adachi  (1985).  Analysis of flow for the 
wire-plate electrode geometry. Proceedings of the Ninth Annual  Meeting of 
the Institute of Electrostatics, Japan, pp. 17-20. 

Otani, Y., H. Emi  and J. Mori  (1992).  Initial  collection  efficiency of electret filter 
and its durability for solid  and  liquid particles. Kagaku  Kogaku Ronbunshu, 
18,  240. 

Peek, F. W.  (1929). Dielectric  Phenomena in High-Voltage Engineering. McGraw- 
Hill,  New York. 

Phelps, C. T., and R. F. Griffiths (1976). Dependence of positive streamer propaga- 
tion on air pressure and water vapor content. J .  Appl.  Phys., 47, 2929. 

Pich, J. (1978). Theory of electrostatic mechanism of aerosol filtration. In Funda- 
mentals  of  Aerosol  Science (D. T. Shaw, ed.). John Wiley,  New York, pp. 

Pich, J., H. Emi, and C. Kanaoka (1987). Coulombic  deposition  mechanism  in 
electret filters. J .  Aerosol Sci., 18, 29. 

Robinson, M.  (1967).  A  modified Deutsch efficiency equation for electrostatic 
precipitation. Atm. Environment, 1, 193. 

Self, S. A., M. Mitchner, K. D. Khim,  D. H. Choi,  and R. Leach (1984). Effects 
of turbulence on precipitator performance. Proceedings:  Second International 
Conference on Electrostatic  Precipitation (S .  Masuda, ed.). Kyoto, p.  249. 

Sigmond, R. S. (1982). Simple approximate treatment of unipolar space-charge- 

325-367. 



ELECTROSTATIC  PRECIPITATORS AND FILTERS 507 

dominated  coronas: the Warburg  law  and the saturation current. J .  Appl.  Phys- 
ics, 53(2), 891. 

Smith, W. B., and J. R.  McDonald (1975). Calculation of the Charging Rate of 
Fine  Particles by Unipolar Ions, J .  Air Pollution Control Assoc., 25, 168. 

Waters, R. T., and W. B. Stark (1975). Characteristics of the stabilized glow 
discharge in air. J .  Phys. D: Applied Physics, 8,  416. 

White, H. J. (1963). Industrial Electrostatic Precipitation. Addison-Wesley,  Read- 
ing,  Mass. 

Withers, R. S., and J. R.  Melcher (1981). Space-charge effects in aerosol charging 
and  migration. J .  Aerosol Sci., 12, 307-331. 

Yamamoto, T. (1989). Effects of turbulence and electrohydrodynamics on the 
performance of electrostatic precipitators. J .  Electrostatics, 22, 11. 

Yamamoto, T., and L. E. Sparks (1986). Numerical  simulation for three-dimen- 
sional tuft corona and electrohydrodynamics. IEEE Trans. on Industry Applica- 
tions, IA-22, 880. 

Yamamoto, T., and H. R.  Velkoff (1981). Electrohydrodynamics in an electro- 
static precipitator. J .  Fluid Mechanics, 108, 1. 

Yamamoto, T., P.  A. Lawless, and L. E. Sparks (1986). Model study of gas 
sneakage in electrostatic precipitators. Proceedings World Congress 111  of 
Chemical  Engineering, Vol. 111, Tokyo, pp. 651-654. 

*EPRI documents are available  from  Research Reports Center (RRC), Box 50940, 
Palo Alto, CA 94303,  (415)  965-4081. There is no charge for reports requested by 
EPRI  member  utilities  and  affrliates, U.S. utility associations, U.S. government 
agencies (federal, state, and local), media, and foreign  organizations with  which 
EPRI  has an information  exchange  agreement. On request, RRC  will  send a 
catalog of EPRI reports. 



This Page Intentionally Left Blank



Transducers 

T.  Oda 
The Universily of Tokyo 

Tokyo, Japan 

1. INTRODUCTION 
A transducer is a device that changes certain physical  values to other 
physical  values. There are very  many  kinds  of transducers related to elec- 
trostatics. They  include electrostatic sensors, electric energy converters, 
and  electric actuators. Typical  examples are acoustic transducers made 
of electrets, one of which is called  an electret microphone  and  is  widely 
used  in the compact cassette tape recorder. Other transducers include 
electromechanical converters, electrostatic sensors, and capacitive con- 
verters and are introduced in this chapter. 

I I .  TRANSDUCERS  MADE OF ELECTRET FILMS 

A. Electret 
1. Electret Film 
The  word electret (Sessler, 1987; Hilczer  and  Maleki, 1986; Gerhard-Mul- 
thaupt, 1987) was first proposed by Heaviside (1885) for a dielectric mate- 
rial  with permanent electric dipole  moment, on the analogy of the magnet, 
which  is  magnetic  material  with  permanent  magnetic  dipole  moment.  In 
1919, Eguchi (1919,  1925) manufactured  an  artificial electret made of 
waxes or other materials for the first time, by  using thermal  charging. 
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There are now two  kinds  of electrets, or two  different  charge storage 
mechanisms.  One  is  electrically  permanent  polarized  material,  which  is 
closely  related to magnetically  permanent  polarized material, called the 
magnet.  The  lifetime of the polarized electret is  not so long as that of the 
magnet or the second  type of electret. The second  type of electret is 
charged  material  with  real (true) charge storage in bulk or on the surface 
of a dielectric  material. Those charge storage mechanisms are shown in 
Fig. 1. Two  different  real  charges are illustrated. In Fig. I b. charges are 
injected  from the surface of the material by a strong external electric field. 
Some ions, such as impurities, can move a little bit under a strong electric 
field  and/or  at high temperature, as shown in  Fig. IC. Most  practical 
electrets are not  polarized ones but  second  type ones with real  charge 
storage.  Thermal  charging by application of a high dc electric field  to a 
dielectric film at high temperature can  make a very  stable electret called 
a thermo-electret, but corona charging with or without a surface charging 
potential control grid  is a typical  charging  method as a commercially  avail- 
able electret manufacturing method, because  charging  time of corona 
charging  is  much  smaller  than that of thermal  charging. 

2. Electret Analysis 
A few  fundamental  charge  analyzing  methods are established to under- 
stand the charge storage mechanism  of the electret. Thermally  stimulated 
discharge current (TSDC) (Sessler, 1987), which  is due to the relaxation 
phenomena  of stored charges  and  polarization by increasing electret tem- 
perature, is  useful for analyzing  charge in an electret. One  example of the 
automatic  system  developed by Oda et al. (1984) is  shown in Fig. 2. Instead 
of thermal  stimulation, the optical  photon  is  also  effective in exciting trap- 
ped charge, which  is  called  photo-stimulated  discharge current (PSDC); 
this  is  also  very  useful in the understanding of charge  behavior. An exam- 
ple  of a PSDC  measuring  system  developed by Oda  and  Utsumi (1988) is 
seen in Fig. 3. Pressure wave  propagation in a dielectric film can  produce 
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Figure 1 Different kinds of electrets. 
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useful  lateral distortion into the film to find out space charge distribution 
in a charged  film. A short-pulse  high-power laser (pulse width  is 20 nanose- 
conds or 100 picoseconds  typically  with a total energy of 1 J or 20 mJ, 
respectively) can easily generate a fast-rising pressure wave, which  propa- 
gates  into the film.  This  method  was proposed as a LIPP (laser-induced 
pressure pulse)  method  by Sessler et al. (1982)  and  by  Gerhard-Multhaupt 
(1987). A piezoelectric  element can also produce such pressure, as was 
first proposed  by  Eisenmenger  and Haardt (1982). Takada and Sakai (1983) 
proposed a similar  method,  called the electroacoustic stress pulse  method. 
Many  similar  charge  analyzing  methods  have  been proposed by  many 
researchers; most of them are cited in the review article by Gerhard- 
Multhaupt  (1987). 

3. Use  of  the  Electret 
The electret can be  used as  a high-impedance  and  high-voltage  power 
supply,  though  not  with direct current. In other words, the electret is a 
condenser in  which the stored charge  is stable and its relaxation  time  is 
long. The electret application  field  is  very  wide  now  and  includes  fields 
those of such as acoustic transducers, electret machines (generator and 
motor), electret air filters, electrophotography, and  biology.  One of the 
important  points for practical electret application  is high stability or long 
lifetime of the charge. That is, the charge of the electret in an  open state 
in natural air is easily  relaxed by the humidity  effect.  Leakage current is 
large for high humidity. However, in closed circumstances, such as in a 
capsulate microphone, the humidity  is  controlled to be  low,  and dusts and 
ions are also  very  few. The lifetime of such an electret is  assumed to be 
more  than 100 years. Physical properties of electrets in detail are in cited 
references (Heaviside, 1885; Sessler, 1987; Hilczer  and  Malecki,  1986; 
Gerhard-Multhaupt,  1987). 

B. Various  Acoustic Transducers 
1. The  Electret  Microphone 
Eguchi et al. (1926) submitted a patent for an electret microphone  and 
speaker  using a thick electret (wax; not a film) as a biasing  high-voltage 
supply for a condenser microphone or speaker (Nishikawa  and  Nukiyama, 
1928).  Some researchers reported the idea that was  not practically  real- 
ized.  Although the fundamental concept of the electret microphone  was 
established in the first half  of the twentieth century, the development of 
a practical  microphone started after the appearance of a high-resistivity 
polymer  film that can store a large  amount of charge with a long  lifetime. 
Sessler and  West  (1962,  1963,  1973)  reported  the  first  practical electret 
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microphone by  using a polymer  film  (charged  mylar)  that  did  not  need 
external dc  bias. The fundamental structure of the electret microphone is 
shown in Fig. 4. They  used a mylar electret film as  a vibrating film (dia- 
phragm) by sound at first, then FEP teflon  and others were  now  also  used. 
A first commercial electret microphone  was  presented in 1968 by Sony 
corporation, which  had  long experience in condenser microphone  engi- 
neering.  The  average  signal  sensitivity of 12 microphones  (Sony ECM- 
19B) decreased only  one db after 50,000 hours as reported by  Imai (1978). 
Kubota (1976) reported a new  type of electret microphone, the back 
electret. In this microphone, a diaphragm consists of a metalized  polymer 
film (thin polyester; nonelectret) whose frequency response for sound 
was  much better than the former electret foils  such as polyacrylonitride, 
polycarbonate,  and  some  fluoric resins. An electret film is  laid  on a thick 
dielectric  back  plate with an acoustic resister. After  some tests, gold  was 
found to be the best  metalization  material for a diaphragm.  In the new 
microphone, the life  time  of the electret should  be  long, because it is 
shielded  and far from  an  environmental  natural air atmosphere. The per- 
formance of the new  back electret microphone  is  roughly as same as that 
of the professional condenser microphone  but with much cheaper cost and 
smaller  weight.  Figure 5 shows a schematic diagram of such a commercial 
microphone  and  its frequency response cited  from the Sony Microphone 
Handbook (1983-84). A silicon  oxide electret is  manufactured by Spren- 
kels  and  Bergverd (1988) as  a diaphragm of  an electret microphone in 
which  silicon  integrated  circuit  process  technology,  such as photolithogra- 
phy,  is  utilized. 

.A ,Electret thin film(vibrating foil) 
sound  detecting electrode 

air gap 

groundh 
electrode 
(evapo- 

sound 
wave ”--. 

output 

Figure 4 Basic  structure of an electret  microphone. 
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(vibrating 
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Figure 5 Basic structure of an electret microphone. (a) Schematic diagram of 
a  backed electret microphone. (b) Photo of backed electret microphone (S-ECM- 
23F). (c) Frequency  response of such a commercial  microphone. (Sony Microphone 
Handbook, 1983 .) 
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2. The  Electret  Pickup  Cartridge 
Following the appearance of the electret microphone in the marketplace, 
the first commercial electret phone  pickup cartridge was  developed  in 
1969. It  used a backed electret for self-biasing  and  was  reviewed by Wata- 
nabe (1980). Movement  of a pickup  needle  tracking  grooves in a phono- 
graph  record  was  transmitted to a moving  aluminum electrode through a 
cantilever as shown in  Fig.  6. The electret film is fixed on a thick  metal 
electrode  connected to a high-input  impedance  amplifier.  When the needle 
vibrates, the capacitance between the moving electrode and the fixed 
metal electrode changes, and electrical current corresponding to the vibra- 
tion is generated. By using four fixed electrodes, two  with  positive 
electrets and  two  with  negative electrets, a push-pull type stereo electret 
cartridge is  easily constructed. A special  (monopole)  push-pull stereo car- 
tridge is illustrated in Fig. 7a. The frequency response of the electret 
cartridge  is  very  good,  but the sensitivity  is  not so high because the elec- 
trode  size  should  be less than 1 mm2,  which requires a very  high  manufac- 
turing  technology.  Another disadvantage of the electret pickup cartridge 
is that one must  install  an FET input  amplifier. Thus an electric power 
supply for the amplifier  is necessary; and the practical  population of this 
cartridge is not as large as that for the electret microphone. A most delicate 
push-pull  complementary type pickup cartridge may  have  high sensitivity 
and  high  quality  but is very  difficult to manufacture; its structure is  illus- 
trated in  Fig.  7b. 

3. Electret  Loudspeakers  and  Headphones 
A condenser type speaker (diaphragm type) may  be  manufactured that 
does not  use a moving  coil or a magnet.  As such a speaker should be very 
simple  and  light in weight, the frequency response must  be  wide,  but the 
output power of the speaker is not so large because the electrostatic force 
is  not so much as the magnetic force in air, indicating that the electret 
speaker may  be suitable for headphones or earphones. Figure 8 shows 

grooves of a phoneorecord 5 

tracking needle 

Figure 6 Principle of an electret pickup cartridge. 
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Figure 7 Practical  electret  cartridge. 

cantilever 

@) 

(Watanabe, 1980.) 

one example of such  electret  headphones,  introduced by Watanabe (1980). 
A simple electret  speaker  uses an electret film as a vibrating film  in which 
both sides are capacitively coupled to metal electrodes  connected to an 
audio  power amplifier output. Mechanical performance of a vibrating film 

electret(+ and -) 
vibrating electrode 

fixcd electrode 

input 

Figure 8 Electret  headphone.  (Watanabe, 1980.) 
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is  very  important to improve the frequency performance. A backed 
electret film fixed  on a thick  metal, as  a fix electrode, is  typically  used 
where a thin  vibrating film with  very  thin  metal  coating  films  on  both sides 
is  used as a diaphragm.  In the figure, the best type, that is, a complemental 
backed electret type speaker, is shown. 

C. Electret Motors,  Generators,  and  Switches 
As an  electrostatic-field  to  mechanical-strength transducer, the corona 
motor  (Moore, 1973) is a famous  and interesting device in  which the co- 
rona  repulsion force is  changed to rotating  moment;  details of such ma- 
chines will be  shown in Sec. VI. However, the corona motor or other 
electrostatic motor  needs a high-voltage  power  supply  and generates many 
ions that may produce  harmful ozone and  nitric  oxide in air. A motor 
using a direct electrostatic force is theoretically  possible  but needs a high- 
voltage  supply,  many sleeves, and a high-voltage exchanger at  times. 
Electrets can  replace  some parts of a high-voltage supply, and the operat- 
ing  voltage  may  be  much reduced by using  an electret. In 1961, Gubkin 
reported  an electret motor  consisting of a capacitance stator and  an 
electrets rotor with a commutator. In 1970, Jefimenko  and  Walker  devel- 
oped a slot-effect electret motor  with  almost  perfect  shielding.  Figure 9 
is one  example of such  an electret motor. The output power of the motor 
is  not  high,  but its very  simple construction and  nonmagnetic  mechanism 
may  be useful. By a similar construction, if a disk rotates, an electrostatic 
inductive  voltage appears. That is, the electret motor  can  easily  work as an 
electret high-voltage generator with a very  simple construction. Without a 
commutator, the output is semi-sine-wave high  voltage  whose frequency 
is in proportion to the rotating speed. Tada ( 1981,  1982,  1986) proposed 
such a motor as  a practical rotation sensor that is  shown in Fig. I O .  Sato 

# force 

I 

Figure 9 Basic  concept of a slot  effect  electret  motor.  (Moore, 1973.) 
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Figure 10 Electret generator. (Tada, 1981.) 

and  Takamatsu  (1986) reported an electret switch that is  illustrated in Fig. 
11, where a very  compact  and  economical  switch  is  realized if a high- 
voltage  drive is used. The switch  is stable but the electrostatic force is 
not strong. 

D. Electret Dosimeters 
Radiation of x-rays, optical photons, electrons, or ions  can  induce  charge 
storage, relaxation,  polarization, or depolarization of dielectric material 
(Sessler, 1987),  meaning that an electret can be  applied as  a radiation 
detector for dosimetry. Thermoluminescence  (optical  radiation by the re- 
combination  effect of an electron and a hole in a radiation-exited dielectric 
material  by  increasing  material temperature) is  already  used in practical 
dosimetry. The charge  decay of the electret is  roughly in proportion to 
the radiation dose, and  thermally  stimulated  discharge (depolarization) 
current (TSDC)  analysis of an  irradiated electret can be  used as a dosime- 
try  method,  though  it is not so practical  and is  not  yet  commercialized. 
Ikeya (1983) proposed a new type of electret detector as shown in Fig. 

rotating axis 

Figure 11 Schematic  diagram of an electret switch. (Sato and Takamatsu, 
1986.) 
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1 -$ionizing  chamber 

(low pressure gas) 

(diaphram) 
amplifier 

output 

detecting  electrode 

Figure 12 Electret dosimeter. (Ikeya, 1983.) 

12. Radiation-induced  ions in a gas area are collected to reduce the electret 
surface charge, which  is  monitored as  a surface potential  decay of the 
electret. The electret vibrates  acoustically  similarly to the electret micro- 
phone,  and the ac signal  is  roughly in proportion to the surface potential, 
which  is the reverse of the amount of radiation. Electret dosimetry  is  not 
yet  in  use  commercially,  but a cheap electret film could  surely  be  used 
instead of a film badge as an  x-ray detector. 

111. PIEZO- AND PYROELECTRICITY 

Polyvinylidene  fluoride (PVDF) is  the  first  piezoelectric  polymer  whose 
resistivity  is  not so high  and depends on many factors, such as humidity, 
environmental gasses, pressure, and so on. Therefore real charges stored 
in  PVDF are not so stable, but on the other hand, the polarization of 
PVDF  is  very stable. A polymer film is  very light and  flexible  compared 
with  ceramic  piezoelectric  materials  in general; a comparison  is  shown in 
Table 1 by Sato and  Murayama (1987). This  polymer  piezoelectric film is 
already  utilized as a vibrating  film of a speaker or  a headphone;  both are 
commercially  available.  As acoustic applications, a PVDF  microphone, 
a transmitter for a telephone, etc., are under development. 

As the  PVDF  material  has acoustic impedance  similar  to that of  liquid 
or biological materials, utilization of the PVDF as an  ultrasonic generator 
is also  being  investigated. An ultrasonic transducer with signal transmitter 
and  receiver functions has also been  made by a PVDF array as  a robot 
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Table 1 Characteristics of Piezoelectric Materials 

Unit PVDF Quartz  PZT  BaTiO, 

Density p: IO8 kg/m3 
Modulus of elasticity c: IO9 N/m’ 
Relative dielectric constant er 
Piezoelectric constant d IO-”C/N 

e: IO-Wm’ 

h: 1O7V/m 
g: 10-3vm~v 

Coupling coefficient k:  % 

Source: Sat0 and Marayama (1987). 
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sensor  by  Kroemer  and  Manthy (1988). A vibrating sensor, a shock  wave 
sensor by Granz (1988), a pressure sensor, a touch sensor, and a stress 
sensor by  Rossi et al. (1988) have  been developed. By using two detecting 
films that can detect the X or Y position of a pressed point, a signature 
recognition  system  is  proposed  by  Bruyne (1988). A low-current-drive  fan 
is  realized  in  which  many fins on PVDF  bimorphs vibrate and produce 
wind  by an ac voltage  supply. As small elements on PVDF  bimorphs can 
move  with  little power, a reflection type video  display can be constructed 
by using as elements many  small optical shutters [shown in Fig. 13 and 
demonstrated by Toda and  Ohshima (1978)l. 

window slot 

L l  Fask 
II 

I -PVF, bimorph 

switch 

Figure 13 Display element of bimorph. (Toda and Ohsaka. 1978.) 
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CRT 
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Usage of pyroelectricity in an infrared detector, a fire sensor, and a 
pyrovisicon is also being investigated. A PVDF pyrosensor array is being 
developed to detect human body positions and moving speeds (Freitag 
and Meixner, 1988). 

Recently, copolymers and blends of vinylidene fluoride (VDF) and 
trifluoroethylene (TrFE) were also developed that may have high electro- 
mechanical coupling factors. Date et al. (1988) has proposed a digital mem- 
ory using PVDF polarization by using laser scanning. A digital-to-analog 
converting earphone is also reported (Gerhard-Multhaupt , 1987). 

Serial Printer 
or XY-Plotter 

IV. SENSOR OF ELECTRIC CHARGE AND ELECTRIC FIELD 

Personal 
Computer 
FM-77AV 

3.5FDD 

A transducer is also very important for the measuring of the charge of an 
electrostatic field. The MOSFET transistor is a real electric field trans- 
ducer to electric current signals as impedance converting amplification. 
As this method is very sensitive to small changes in the electrostatic field, 
and as the spatial resolution of the field is also very high, the surface 
potential profile can be observed by scanning the detector over some area 
(Oda and Ueno, 1986). The small mechanical vibration of the electrode, 
where a typical vibration driver is a piezoelectric ceramic, is useful as a 
practical stable and reproducible charge or surface potential detector. The 
scanning system of such a probe can measure surface potential profiles 
or identify top and back surface charge density profiles; one example of 
the system is shown in Fig. 14 by Oda and Sat0 (1991). 

Parallel 10 
PIA 6821 X 2 

-Step Motor 1 
1 

Step Motor Controller X-Y Stage 

1 Surface Potentiall 

Figure 14 
top and bottom of a charged film. (Oda et al., 1991 .) 

Automatic measuring system of surface charge density profiles of 
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V. CAPACITIVE  TRANSDUCER 

As with a microphone, the capacitance between  two electrodes presents 
us with  important  information  and  is  widely  applied in many sensors. A 
pressure change  through a thin metal film can  be detected as the change 
of capacitance; thus the capacitance pressure sensor or transducer. A 
direct capacitance measurement  between target-conductive material  and 
a sensing electrode is also a good indicator of gap  length with a resolution 
in the  micrometer range, which  is already widely  used commercially. A 
pressure-sensitive MOSFET  using  polymer electret fixing on the gate of 
the  MOSFET  was also tested by Voothuyzen  and  Bergverd  (1988); the 
sensitivity is very  high,  but the thermal  stability  is  not so good, and the 
introduction of the electret to the MOS structure is  not easy. 

VI. ELECTROSTATIC  MOTORS  AND  GENERATORS 

The history of electrostatic motors and generators is  long.  Jefimenko clas- 
sified electrostatic motors into  five groups, that is, contact motors, spark 
motors, corona motors, induction motors, and electret motors. Electro- 
static motors as electric bells  were  invented by A. Gordon in the eigh- 
teenth century. A metal  ball suspended by a silk string hits  two opposite 
polarity  plates alternately because the charge of the ball changes at the 
hit and electrostatic repulsion force operates. This swing  motion  was con- 
verted to rotating  motion by  Dailey  and  Dailey in  1880. A spark motor 
uses noncontact charge exchange by spark discharge, and practical output 
power  can  be generated. A corona motor as shown in Fig. 15 utilizes a 
more  nearly constant discharge and generates a constant torque. Details 
of such  motors are cited in Chap. 7 of Moore  (1973). The typical  principle 
of the electrostatic generator is charge separation that generates high volt- 
age. The Van de Graaff generator (the charge carrier is a belt) is  still one 

<-needle or 
(for corona) 

brade 
high 

voltage 
supply 

Figure 15 Corona motor. 
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of the  best electric generators for making extremely high voltages. A high- 
speed  rotating  charge carrier can increase the output power of the genera- 
tor. The usage of the electrostatic generator is restricted to special fields, 
because  an electric field  in air is  limited  and the space efficiency of the 
electrostatic generator is  not  good. 

VII. CONCLUSIONS 

As transducers related to electrostatics are now  widely developed, it  is 
difficult  to introduce all of them here, and  many  kinds of useful trans- 
ducers are passed over in this chapter. For example, optical  image sensors 
and  displays  by electron flight are typical transducers that may  be de- 
scribed in other chapters. Many electrostatic detectors are also not ex- 
plained here. As typical electrostatic transducers, electret transducers are 
prominent in this chapter. Some other popular transducers are added  but 
not  systematically  and in detail. The author hopes that readers interested 
in transducers will examine the cited references. 
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1. INTRODUCTION 
In the chemical  processing industry, the efficiency of the operation per- 
formance is generally  based either on the energy  input or on the external 
forces applied. The majority of conventional  chemical  processing opera- 
tions  applies  mechanical or thermal  energy in combination  with pressure 
or gravity forces. The ability of superimposed electric fields to improve 
several  separation processes has  been  well  known  and  widely  used for 
many years. The familiar  industrial  applications  range  from  solid-solid 
separation in the beneficiation of ores in the mining  industry  and  cleaning 
of exhaust gases  from  solid  particles in the energy  and other industries (see 
also  Chapter 21) to coalescence of water-in-oil  emulsions  in the petroleum 
industry (see also Chapter 18). 

Over the past  two decades an extensive effort  has  been  made to explore 
the potential  applications of electric fields in mass transfer enhancement 
as well as chemical reactions. There are several advantages in directly 
using  electrical  energy,  especially in multiphase systems: 
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Electrical  energy  supplied  to a system interacts selectively  with  an inter- 
face and  to a lesser degree with the bulk phases. This can enhance the 
rate of mass transfer across the interface. 

A superimposed electric field exerts electrohydrodynarnic forces, which 
include  several components (see also Chapters 7 and 8) and contribute 
to  the  existing  gravity force either to levitate the dispersed phase or to 
enhance the dispersions. 

Due to the reversible nature of the electric stresses, the work done by 
electric forces is nondissipative. Therefore the energy  efficiency of 
electrically  driven operations should be  higher in terms of the second 
law compared to traditional mechanical or thermal driven operations. 

In spite of these advantages, little  is  known either of the mechanism of 
electrically  aided operations or of the important parameters responsible 
for the electric field effects. In this chapter we  mainly discuss the electro- 
hydrodynamic effects on the rate of mass transfer and  chemical reactions, 
and  we  review various  potential  engineering  applications in terms of per- 
formance of the electric field  aided  equipment  used for different process 
operations. 

II. MIXING FOR HOMOGENEOUS  OPERATIONS 

A. Background 
The  problem  associated  with the mixing  of fluids  during a chemical  reac- 
tion  is  important for extremely fast reactions in homogeneous systems, as 
well as for  all  heterogeneous systems. This  problem  has two overlapping 
aspects (Levenspiel, 1972): 

Degree of segregation. Mixing occurs on the microscopic  level  (mixing 
of individual  molecules) or on the macroscopic level (mixing of clumps, 
groups, or aggregates of molecules). A real  fluid exhibits partial  segre- 
gation behavior, depending  on its properties and the kind  of  mixing 
taking  place. 

Earliness of mixing. Fluid  mixes  early or late as it flows  through the vessel 
due to the different  flow patterns. Although there is a clearly  defined 
residence  time  distribution  (RTD) for each flow pattern of  fluid  through 
the vessel, each RTD does not  define a specific  flow pattern; therefore 
a number of flow patterns, some with earlier and others with later mix- 
ing  of fluids may  be able to give the same  RTD. 

The degree of segregation  and the earliness of mixing  can  influence the 
performance of the reacting systems, with respect to both product distri- 
bution  and capacity. 
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1. Self-Mixing  of A Single  Liquid 
According to Levenspiel  (1972),  although  segregation  and earliness of mix- 
ing  can  usually  be  ignored  when treating single reactions, this often  is not 
the case with  multiple reactions, where the effect of these factors on  prod- 
uct  distribution  can  be of dominating  importance even at low conversion 
levels. 

2. Mixing of Two  Miscible  Liquids 
When two  miscible  fluids A and B are mixed, we normally assume that 
they first form a homogeneous  mixture,  which  then reacts. However, 
when the time  required for A and B to  become  homogeneous  is not short 
with  respect to the time for reaction to take place, reaction occurs during 
the mixing process, and the problem of  mixing becomes important. Such 
is the case for very fast reactions or with very  viscous reactant fluids. 

B. EHD Enhanced  Convective  Mixing 
There have  been  several  investigations on the mechanisms of EHD en- 
hanced  mixing  in the past  two decades (Peters et al., 1980a,  1980b; 
Melcher, 1976; Schneider and  Watson, 1970;  Watson et  al., 1970; Atten 
et al., 1987;  Felici  and Lacroix, 1978; Cross and  Wang,  1991).  When  an 
electric  field  is  applied to a liquid, free ions, which  may  be due to dissocia- 
tion or to  injection  from the electrodes, will start to move.  They transfer 
momentum to neutral  molecules,  and this results in  bulk  movement  of the 
liquid,  which  is  known as electroconvection (Peters et  al., 1980a,  1980b). 
The character of this  macroscopic  motion is determined  by the dielectric 
constant gradient, by the direction  and  magnitude of the free charge  flow, 
and  by the geometry of the electrodes (Schneider and Watson, 1970). 

Compared to conventional  mechanical  mixing,  two types of EHD en- 
hanced  mixing, the dielectric type (Chang, 1989)  and the charge injection 
type  (Hoburg  and  Melcher,  1976),  have  been  proposed.  The dielectric 
type  is  based  on the temperature or material  gradient  effect of the dielec- 
tric constant, while the charge  injection type is  based on space charge 
gradient  driven  flows.  Typical  conventional type and EHD type mixers 
are shown  schematically in  Fig. 1. 

1. Dielectric  Type  Convections 
In order to have a net  rotational force for generating convective flow 
by dielectric  type components of EHD forces, both  an  inhomogeneous 
permittivity  (for  example  due to a temperature gradient) and a nonparallel 
grad E and  grad E* are required. 
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Figure 1 Conventional and EHD mixers. (a) Mechanical mixing; (b) dielectric 
type EHD mixing; (c) charge injection type EHD mixing. 

For  dielectric  liquids, VE can be described as 

Accordingly  Ahsmann  and  Kronig  (1951)  defined  an electric Rayleigh 
number  through  dimensional  analysis  by  assuming a laminar  incompressi- 
ble  flow as 

and 

FE = --E(%):T 2 1 " a T  

where A Toi is the temperature difference  between the inner  and the outer 
electrode. The  additional  effect of fluid conductivity was characterized 
by Bonjour et al. ( 1962) as 

where U is the conductivity  and a linear temperature dependence was 
assumed. 
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The numerical analysis has  been done by Ogata  and  Chang  (1985) for 
an  annulus in both  vertical  and  horizontal geometries. Figure 2 shows 
typical  flow patterns for the vertical annulus geometry; there are signifi- 
cantly  different  flow patterns with a horizontal annulus geometry  (Ogata 
and  Chang, 1985). 

2.  Charge  Injection Type Convections 
In the case of a uniform dc electric field  applied to  a dielectric liquid, the 
dominant destabilization force causing electroconvection is the Coulomb 
force resulting  from the interaction of the electric field  with free space 
charge, which  is  nonuniformly distributed in the liquid. There are two 
generally accepted versions about the origin of the distribution of net 
space charge; one assumes that the distribution results from the thermally 
induced  variation in electric conductivity of the liquid,  and the other as- 
sumes injection of charge  from either or both electrodes as the cause of 
the distribution (Schneider and Watson, 1970; Fernandez and Poulter. 
1987; Fujino et al., 1989; Peters, 1980a). 

Figure 3 shows the typical  radial convective flow pattern of transformer 
oil in a wire-cylinder electrode geometry  without  any  heating under a 30 
kV dc electric field. 

8.a 

x 0 . 1  

a 
0 0.s  

I 
1.0 0 

Figure 2 Velocity vector profiles inside vertical cylindrical annulus. El,: elec- 
tric  Rayleigh  number ( = Rl(C3e/C3T),( Ti - T,)E;?/u'p); PI.: Prandtl number ( = &); 
Ra: Rayleigh  number (=RP( Ti - T,)Rf/ua):  R,: radius of outside cylindrical annu- 
lus; Ri: radius of inside cylindrical annulus. (From Ogata  and Chang, 1985.) 
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Figure 3 EHD induced convective flow pattern. (From Fernandez and Poulter. 
1987.) 

The  Coulomb force exerted by  an electric field  on free charges  injected 
into  an  insulating  liquid may cause motion of the liquid. The effect of this 
convection  is  examined in two cases: a planar electrode geometry  and a 
forced  flow  through a wire-cylinder  geometry.  In  both cases the turbulent 
motion  is  essentially  induced  by  the  Coulomb force. Based on the work 
shown in Fig. 4, Peters (1980a)  suggested  two  basic  driving  mechanisms 
governing  bulk electroconvection. The first dominates  low-field  motion: 
the diffuse  charge in the  liquid  close to the wall  is  swept  away  by the 
tangential  component of the field.  The  second is  manifest  at  high  field 
strengths  and is caused by the injection of free charge  from electrodes. 

Various  studies in the field of EHD indicate that the application of an 
electrostatic potential to a dielectric liquid  flowing in a duct  can  induce 
a complex  secondary  flow  within the main stream that results in an en- 
hanced  convection effect. It  should be  mentioned  that the secondary flow 
is little  affected by the temperature field in the liquid, as clearly  shown 
in Fig. 5. 

An externally  applied dc electric field across a plane layer of a dielectric 
liquid  is  known  to cause an  instability in the layer that is sometimes also 
called electroconvection. Electroconvection seems to be  an attractive tool 
for enhancing convective heat transfer, particularly  in the low Reynolds 
number  flow of a dielectric liquid  through a narrow space, where the 



Figure 4 Electroconvective motion of carbon tetrachloride and kerosene mix- 
ture with polyethylene particles, 5 kV dc field. (From Peters, et a l . ,  1980a.) 

@ < O  

Figure 5 Electric field  effect  on  induced secondary flow. +: voltage  applied to 
the electrode: qw: heat flux at the heated electrode surface: U,:  liquid  main stream 
flow; U,:  electric field  induced  secondary  flow. (From Fujino et al., 1989.) 
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application of any  convectional  passive  enhancement  methods  is  neither 
easy  nor  effective. 

111. GAS-LIQUID OPERATIONS 
The  gas-liquid operations include  humidification  and  dehumidification, 
gas  absorption  and desorption, and  distillation as well as chemical  reac- 
tions.  The operations in their  various  forms  all  have in common the re- 
quirement that a gas  and a liquid  phase  be  brought  into contact for the 
purpose of a diffusional  interchange  between the two phases. The rate of 
mass transfer or chemical  reaction is directly dependent upon the interfa- 
cial  surface  exposed  between the phases; the nature and degree of disper- 
sion of one  fluid in the other are therefore of  prime importance. The  equip- 
ment can be  broadly  classified  according to whether its principal  action 
is to disperse the gas or the liquid: 

Gas dispersed bubble  columns;  sieve tray columns; mixing vessels, etc. 
Liquid dispersed: spray  columns;  packed  columns;  falling  film columns, 

etc. 

Generally, the enhancement of equipment  efficiency  can be obtained by 
producing a large  interfacial area for diffusional  mass transfer and a higher 
degree of turbulence within and  around  bubbles or drops for eddy  diffu- 
sion. The requirement for making turbulence coupled with a large  interfa- 
cial area is relatively  difficult  because these features are incompatible in 
the sense that small  bubbles  and drops do not have high relative  velocities 
nor do they  exhibit  marked  internal  circulation patterns. The application 
of  an electric field as  a technique to overcome these problems  has  been 
proposed  by  some  investigators (Harker and  Ahmadzadeh, 1974; Yama- 
guchi et al., 1982; Carleson  and  Berg, 1983; Sat0 et al., 1983; Ogata et 
al., 1985; Carleson  and Fuller, 1987; Vasishtha  and Someshwar, 1988). 

A. Bubble  Columns 

Bubble  columns are widely  used in chemical  process  industries  for carry- 
ing out  gas-liquid operations because of their simple construction and the 
absence of  moving parts. Various types of traditional  bubble  columns  used 
in chemical  process  industries are described by Shah et al. (1982). The 
main needs for the better design of mass transfer bubble columns, other 
than  more  energy  efficiency, are better insight  concerning residence time, 
uniformity of bubble distribution, and the gas-liquid  interfacial area. Cur- 
rently  existing  bubble  dispersion technique, based on the applied electric 
field  method  and  dispersion  fluid,  is  shown in Fig. 6;  the basic  bubble 
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Figure 6 Schematics of EHD bubble columns. (a) Conventional bubble column; 
(b),  (c) EHD bubble columns. 

disruption  and  dispersion  mechanisms, as well as system  efficiency en- 
hancement  by  an  applied electric field, may  differ  depending  on electrode 
geometry  and the gas  injection  system  (Ogata et al., 1985; Sato et al., 
1 979). 

1. Bubble  Disruption  via  Bubble  Elongation  Due  to  the  Applied 

This  process  has  been  analyzed by Garton and  Krasucki  (1964). The elon- 
gation of a bubble  due  to the electric field in a gas-liquid  system  can  be 
expressed by 

Electric  Field 

where 

38 = cosh-1{?[(2;1 27y5 + Y 2 ) 3 ] ' 1 2 }  

1 A z 2 y - 1 - 7  
Y 

B = k l y 3  - +(l + 
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Here y is the ratio of the major to the minor  semiaxis, U is the surface 
tension, P is the pressure within the bubble, ro is the radius of the bubble 
without  an electric field,  and € 1  and EZ are the relative permittivities of 
liquid and gas respectively. Typical results are shown in  Fig. 7 (Ogata et 
al., 1985). 

2. Interfacial  Instabilities 
Instability of interface, which  leads to bubble disruption, can be obtained 
from the Kelvin-Helmholtz  instability  analysis  (Ogata et al., 1985; Chang, 
1989) as follows: 

(6) 
where [ is the wave  height in the gas-liquid interface, U, and UI are local 
gas  and  liquid  velocity, F0 is a constant dependent upon  bubble size, g is 
the  gravitational acceleration, Eint is the electric field at the interface, and 
p1 and p2 are the density of  liquid  and  gas respectively. The bubble  dis- 
rupted  when 5 equals the minor  axis  of the elongated  bubble. 

' I  

0 0  0 0. L 0.8 1.2 1.6 

E (MVlcm) 

Figure 7 Elongation of bubbles in  a  uniform electric field for various fluids. 
r,: original  bubble  radius  without  applied voltage; E: applied electric field; y: ratio 
of bubble elongation ( = H a ) .  (From Ogata et  al., 1985.) 
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The  mechanism of bubble  dispersion can be a combination of the two 
effects, i.e., EHD flow  and the enhancement of the interfacial  drag forces 
due to the bubble  disruptions.  Typical  flow  velocity enhancement ob- 
served  is  shown in Fig. 8 (Ogata et al., 1985) where U, is the enhanced 
bubble  velocities in the presence of an applied electric field,  while U,  is 
the bubble  terminal  velocities in the absence of electric field  and MO is 
the volumetric  gas  flow rates. By combining these bubble dispersion and 
disruption  effects  due to the applied electric field, the energy  efficiency 
q in current system  can be  defined as follows 

consumed  energy for surface enlargement ' = total energy  added  to the system 

The  first  term of the denominator  shows electrical energy, while the sec- 
ond  is  mechanical  energy. The average diameter dB (Sauter mean  diame- 

Figure 8 Normalized  bubble  rising velocity as a function of applied voltage. 
MO: gas flow rate: V: applied voltage; U,: bubble  terminal velocity without  applied 
voltage; U,/U,: relative  bubble velocity with the applied voltage. (From Ogata  et 
al., 1985.) 
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ter) is 

The other advantage of the EHD effect in a bubbly  column reactor is 
mass transfer enhancement due to the interfacial  velocity  enhancement 
in inner  bubbles  (Chang  and  Berg, 1985), but  no direct experimental  result 
is  presented in this  moment. 

B. Falling  Film  Columns 
A thin  film  of  liquid running  down the inside of a vertical pipe, with gas 
flowing either concurrently or countercurrently, constitute a falling film 
column,  also  called a wetted wall column.  Such devices have  been  used 
for theoretical studies of mass transfer because the interfacial area be- 
tween the phases is  readily  kept  under control and  is  measurable. Industri- 
ally,  they  have  been  used as absorbers for hydrochloric acid, where ab- 
sorption  is  accompanied by a very  large  evolution of heat. In this case 
the  column  is  surrounded  with  rapidly  flowing  cooling  water.  Many  wetted 
wall devices  have  also  been  used for distillation,  where the liquid film is 
generated  at the top by partial condensation of the rising vapor. Gas pres- 
sure drop in these columns  is  probably  lower  than in  any other gas-liquid 
contacting device, for a given set of operation conditions. 

For the  falling film column  aided  by  an  applied electric field, the gas- 
liquid interface  becomes  significantly  rippling  due to the surface waves; 
hence the interfacial area, and therefore the overall  efficiency for mass 
transfer, is expected to be enhanced. Another advantage of the EHD 
falling film column  is  control  of  flooding  phenomena  (Diehl  and Coppany, 
1969), since  the  flow rate of the falling  liquid film is  limited  by the gas 
flow rate. The  relationship  between  liquid  and  gas  flow rates in a general 
two-phase countercurrent flow  system is  shown in Fig. 9. Region 1 repre- 
sents the flow  regime where the stable operation of the system  can  be 
observed. In  region 2, the continuous operation of the two-phase counter- 
current flow  system  is  not  possible. Thus, for a given  liquid  flow rate, 
there exists a limit to which the gas  flow can penetrate through the channel 
and  vice  versa. The locus of these  flooding  points  forms  an envelope of 
all  maximum  flow rates of the two-phase  flow system, and this curve is 
called the “flooding curve.” In  Fig. 10 we have  shown the flooding curve 
for various  applied electric fields  obtained by Revankar  and  Chang (1984). 
It is clear from the figure that the effect of the electric field  is to reduce 
the flooding  point. For smaller  liquid  flow rates, i.e., for small  normalized 
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Figure 9 Flooding curve for a vertical two-phase counter-current flow. E: ap- 
plied electric field; Kg: dimensionless  velocity for upward  gas  flow (= Ug.JU8); 
K,:  dimensionless  velocity for downward  liquid  flow (= U ~ , J U I ) .  (From Revankar 
and  Chang, 1984.) 

liquid flow  velocity K,, the  enhancement of flooding due  to  electric field 
predominates. 

IV. LIQUID-LIQUID OPERATIONS 
Liquid-liquid operations  include  solvent  extraction as well as  some multi- 
phase  chemical  reactions with two liquid phases  involved;  they  are basi- 
cally  very  similar to gas-liquid operations.  One liquid phase is dispersed 
into  the  other  continuous liquid phase.  Spray  columns,  packed  columns, 
various  tray  columns,  etc.,  have  been  extensively  used for liquid-liquid 
operations. 
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Figure 10 The effect of an applied electric field on flooding characteristics. 
(From Revankar and Chang, 1984.) 

The application of a high  voltage electric field to enhance the rate of 
mass transfer in liquid-liquid extraction has  been an active subject of in- 
vestigation for the past 25 years. Among the many  of published  works 
there have  been several review  papers  and short articles that  have  summa- 
rized  most  of the work done to date (Thornton, 1968; Baird, 1983; Scott, 
1989; Weatherley, 1992; Ptasinski  and Kerkhof, 1992). The general  idea 
of directly  using an electric field to improve the performance of mass 
transfer in liquid-liquid extraction was  initially  described  by Stewart and 
Thornton (1967). The improvement of interfacial  mass transfer may  be 
achieved in several  ways due to the additional electrohydrodynamic 
(EHD) forces on the droplet-continuum  interface: (1) reducing the effec- 
tive  interfacial tension, (2) increasing  interfacial area for mass transfer, 
and (3.) enhancing  interfacial disturbance and drop circulation. 
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The effect of electrohydrodynamic (EHD) phenomena  on  mass transfer 
in solvent extraction is of increasing importance, since the EHD forces 
induced  by  an electric field at liquid-liquid interfaces form the basis for 
the exploration of the potential  applications of electric fields in solvent 
extraction processes. The most  important case for the EHD forces en- 
hanced  mass transfer in solvent extraction is that of relatively  conducting 
droplets dispersed in a nonconducting continuous phase  under the influ- 
ence of an  imposed electric field. 

A. Electric Field Effects on Charged Droplets in Liquid- 

The  formation  and  motion of a liquid  droplet  in another immiscible  liquid 
are of importance in the understanding of solvent extraction processes, 
since  an effective dispersion of one liquid  phase  into the other is one 
of the important factors determining the performance  efficiency of the 
particular  solvent extraction system. Figure l I is a schematic  diagram 
depicting the common features important to liquid-liquid  mass transfer 
processes, including  interfacial area (droplets) formation, free droplet- 
continuum interaction, and coalescence for phase separation. 

When an electric field  is  applied across a dielectric  liquid in which a 
charged  droplet of a relatively conductive liquid  is suspended, its behavior 
will be  influenced  by  an  applied electric field due to the EHD phenomena. 
The electric field  acting  on  this  charged  droplet  produces EHD forces in 
the  outward  direction  on the droplet-continuum interface. Since the nor- 
mal pressure component  is in the direction opposite to the inward-acting 
interfacial tension, the charged  droplet  would  behave as one with a lower 
effective  interfacial  tension  under the applied electric field.  Also, the tan- 
gential stress component is balanced by droplet surface motion in the 
neighborhood of the interface. All of these factors are beneficial for mass 
transfer enhancement. One of the advantages of  using an  imposed electro- 
static field for droplet  dispersion in the continuous phase  is that it allows 
the production of smaller  size droplets together with enhanced  relative 
droplet  velocity  and  reduced  interfacial  tension (He et al., 1991,  1993). 
Therefore for such a system  both  larger  interfacial area and  less  mass 
transfer resistance can be achieved. A second feature is that the energy 
input in this process is  extremely  efficient  because the electric field acts 
only  on the droplet-continuum  interface rather than  throughout the bulk 
of the liquid  phases. An additional feature is  that there are no  mechanical 
moving parts in the extraction system, so it  is easy to maintain the opera- 
tion process. 

Liquid  Systems 



542 HE AND  CHANG 

DROP  FORMATION 

p! p I )  

I) v 
(I @ )) 

? (( 

/ FREE  DROPLET- 
CONTINUUM 

INTERACTIONS 

I 
COALESCENCE 

X X X X X : :  XXXJCXX- 

Figure 11 Schematic of solvent  extraction  processing.  (From Scott, 1989.) 

Figure 12 shows  two  distinctly  different electric techniques that have 
been  examined to create large  interfacial areas in liquid-liquid  systems: 
(a) droplets form  directly  at  hollow electrode nozzles or orifices; (b) drop- 
lets  form by strong electrical stresses to rupture a liquid-liquid interface. 

B. Liquid-Liquid  Extractions  Controlled by an Imposed 

Currently there are no industrially  significant  solvent extraction systems 
that are controlled by applied electric fields. However, several applica- 
tions of electric field systems to enhance emulsion coalescence, mainly 
in the petrochemical industry, are now in operation (see also Chapter 18). 

Three general types of electrically  controlled extraction contactors 
have  been  proposed  and  tested  on the laboratory scale. The first kind  is 
based  upon the formation of millimeter  sized droplets at  nozzles  and  is 
designed  to operate in vessels  resembling  sieve  plate  columns. The second 

Electric Field 
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Figure 12 Surface area generation in an electric  field. (From Ptasinski and 
Kerkhof. 1992.) 

is  based  on the liquid film being  disrupted  into droplets in the other liquid 
by  an electric field  and  is  designed  to operate in an  inclined  rectangular 
device. The third  is  based  on electric field emulsificationkoalescence phe- 
nomena  and  may  require  new  equipment  configurations. 

1. Contactors  Related  to  Millimeter  Sized  Droplets 
Several  examples of charged  nozzle devices have  been reported in the 
literature (Stewart and Thornton, 1967; Yamaguchi et al., 1985; Wham 
and Byers, 1987). The devices  designed  by Thornton and  Bailes represent 
a single  stage in a sieve  plate  column as shown in Fig. 13. The factor of 
three was  obtained by comparison of the electric field to the no-field case 
in Thornton’s  particular apparatus. Then  Bailes  made a modified  design 
to provide  purged  nitrogen  gas in the gap  between the top electrode and 
the upper surface of the continuous phase (Bailes, 1981). The reported 
results were in terms of the Murphree  tray  efficiency for the single  stage 
device. No comparison  was  made  to the performance of existing  industrial 
devices. A related extractor geometry  has  been  suggested that contains 
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Figure 13 Schematic of electric field driven extractor. (From Bailes, 1981.) 

four vertical-rod electrodes as schematically  shown in Fig. 14 (Kowalski 
and  Ziolkowski, 1981; Yamaguchi et al., 1988,  1989). Two electrode-rods 
opposite  one another serve as positive poles, while the other pair act as 
negative  poles. A 50 Hz ac electric power  supply  was  used in the device 
made by Kowalski  and  Ziolkowski,  while a dc electric field generator was 
used  in  the  device  designed  by  Yamaguchi et al.  The electric field  caused 
the  formation of relatively  small droplets from the sieve-tray  plate or spray 
head  and  then  aided in translating the droplet down the column in the 
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Figure 14 Vertical rod  electrode  extraction  column.  (From  Kowalski and Ziol- 
kowski, 1981; Yamaguchi  et al.. 1988, 1989.) 

presence of the countercurrent flow of the continuous phase. Another 
example of vertical  liquid-liquid extraction columns  using  an electric field 
was  designed  by  Martin et al. (1983). Eight  pairs of electrode rods were 
assembled in parallel  along  two sides of the column  wall. The same voltage 
was  applied to these eight  stages of electrodes. 

2. Contactor  with  Inclined  Geometry 
This  kind of contactor deals with electric dispersion  from a water film 
flowing  down  an  inclined  plate electrode into a stagnant dielectric liquid 
as seen in Fig. 15. At first the bottom electrode plate  was  made with flat 
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Figure 15 Schematic of inclined  type  contactor.  (From YI 
1988.) 
Figure 15 Schematic of inclined  type  contactor.  (From  Yoshida 
1988.) 

sshida et al., 1986, 

flashboards (Yoshida  et al., 1986); later it was  modified with notched 
flashboards to stabilize the formation  and  motion of the droplets (Yoshida 
et al., 1988). 

The results of this  experimental  investigation  include the droplet  size 
distribution,  average  droplet  velocity,  hold-up of the dispersed phase, and 
phase separation. 

3. The  Emulsion-Phase  Contactor 
This  type of contactor, as schematically  shown in Fig.  16,  is  based  on the 
simultaneous emulsification/coalescence phenomena  under the influence 
of a strong electric field.  During operation, the electric field  is  used  to 
create a high-surface-area  emulsion, to hold the emulsion in place  against 
the upward  flow of the continuous phase, and to induce coalescence. 
Therefore the system achieves dispersion to form a large  amount of inter- 
facial area, coalescence, and  phase separation in a single  vessel  utilizing . 
a single electric field (Scott and  Wham,  1989).  Another alternative design 
of the emulsion  phase  type contactor is  based on the principle of mixer/ 
settler. It consists of an  electrically  enhanced mixing chamber to mix two 
liquid  phases by applied electric field  and a settling  section  located above 
the mixing chamber  (Millar  and  Weatherley.  1989). 

Recently there have  two  review papers (Scott, 1989; Ptasinski  and Ker- 
khof,  1992)  published in this area. Both  have  included  much of the work 
to date and  have  discussed the potential applications of EHD techniques 
in several processes including  solvent extraction, emulsion coalescence, 
and  electrofiltration. Prospects for further research have also been  men- 
tioned in these two papers. 
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Figure 16 Schematic of emulsion-phase  contactor.  (From Scott, 1989.) 

V. GAS-SOLID OPERATIONS 
Heterogeneous catalytic chemical reactions with  gases as both reactants 
and products, while  using  specially fabricated solid  particles as catalyst 
to  enhance the rate of reaction, are in this category. Mass transfer opera- 
tions in this  category  include adsorption-desorption and  drying. The two 
types of equipment  widely  used in gas-solid operations, especially for gas- 
solid  chemical reactions, are packed  beds  and  fluidized  beds. However, 
investigations  undertaken so far on the effect of electric fields  on  both 
packed  and  fluidized  beds  have  been restricted in their electrohydrody- 
namic behavior,  without  chemical  reaction or mass transfer involved. 

When  an electric field  is  applied  to a packed bed or a fluidized  bed, 
the resultant interparticle electrical forces can  have  important conse- 
quences for the bed dynamics.  Dietz  and  Melcher (1978) developed a 
model for the electrical interparticle force in both  fixed  and  fluidized  beds. 
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In  their  model, the force results from the current constriction in the vicin- 
ity of the particle-particle contacts. In  packed  and electropacked beds, 
frictional forces restrain particle  motions. As a result, the local interparti- 
cle force can be transmitted  through  normal  and shear stresses to the 
walls.  The experiments conducted by the Dietz  and  Melcher  (1978)  sup- 
ported the validity of their model. 

A. Packed  Beds 
Robinson  and Jones (1984a)  measured the yield stress of a brass sled in 
packed  beds of powder  (glass  beads  and sand) when  an electric field  was 
applied  perpendicular  to the direction in which stress was  applied.  Robin- 
son  and Jones (1984b) also measured the angle of repose of a packed  bed 
of the  same  materials as afunction of the electric field. All the experiments 
found that the  normal stress was a linear  function of the electric field, but 
there was  considerable  variation in the amount of stress applied  by a given 
electric  field. 

B. Fluidized  Beds 

Two  different types of electrofluidized  beds (Johnson and  Melcher,  1975) 
have  been  investigated as follows.  In the coflow EFB, gas  flow  and electric 
field are in the  same  directions.  In the crossflow EFB, gas  flow  and electric 
field are at a 90" angle. For the crossflow EFB with cylindrical  reaction 
chambers, Ogata et al.  (1980)  defined concentric flow EFB. With an exter- 
nal  bipolar  ion  injection,  Mochizuki et al.  (1992)  named  plasma EFB. All 
of these  electrofluidized  beds are shown  schematically in Fig. 17. 

The  total pressure drop as afunction of superficial gas velocity  is  shown 
in  Fig.  18 for fluidized  beds with and  without  bipolar  ion  injections. The 
location of the first maximum in the total pressure drop is  generally  called 
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Figure 17 Schematics of electrofluidized bed  reactors: (a) coflow; (b) plasma 
coflow; (c) crossflow; ( d )  concentric EFB. 
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Figure 18 Typical fluidization characteristics of crossflow type EFB. (From 
Chang et  al., 1990.) 

the minimum fluidizing  velocity Umfr where  the  bed  fluidizes. Further 
increasing the gas  velocity will generate slug  flow.  In this fluidization 
region, the total pressure drop APs  is fluctuating with  time due to the gas 
slug  motions. The maximum pressure drop in Fig. 18 is A P m ,  and the 
time  averaged pressure drop in the saturation region  is AP,.  From the 
volume-dimensional  mixture  momentum conservation model of two-phase 
flow  (Chang et al., 1990), the pressure drops inside the fluidized  bed can 
be expressed by 
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The  presence of ions in the system may equally  influence  all three terms, 
the ions  not  only  changing  net  charge density pc but  also  modifying the 
electric  field, as can be expected from  Poisson’s  equations: 

In Eq. 14, the effect of bipolar  ions on the second and  third terms is 
only  important for (LAD) 2 1. Here we  must  note that ni - ne # 0 due 
to  the  applied  field  and the onset of corona discharges near electrodes in 
the present system. The electrostatic adhesive force between wall  and 
particle  and/or  particle  and  particle  (Johnson  and  Melcher, 1975; Ogata 
et al., 1980; Ogata et al., 1984) clearly  dominated to prevent fluidizations, 
Therefore the minimum  fluidization  velocity  becomes  larger in spite of 
the total pressure being  only  slightly  influenced. However, once the super- 
ficial  velocity  is  exceeded by this minimum fluidization  velocity, the total 
pressure drop is  substantially  reduced due to the enhancement of  local 
particle  and  gas  velocities by EHD flow  (Ogata et al., 1982). These oppo- 
site  influences of the applied electric field  method are applied  in a particle- 
to-surface  reaction  enhancement  without  fluidizations (Changet al., 1990), 

GAS FLOW 

Figure 19 Schematic of electrospouted bed  equipped  with ring electrode. 
(From  Talbert  et al., 1984.) 
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and  particle  mixings  (Ogata et al., 1982) and  segregations  (Kiewiet et al., 
1978; Ogata et al., 1982). More recently, the electrospouted bed  has  been 
proposed, as shown in Fig. 19, by Talbert et al. (1984). The bed has a 
draft  tube  and  side exits to reduce  gas  bypassing. A high voltage electrode 
ring,  inserted  below the draft tube, sets up  an electric field  between the 
ring  and the draft tube  and  between the ring  and the bed  walls. These fields 
modify the flow of the particles, resulting in voltage-controlled  particle 
entrainment  and  circulation.  This  technique  may  be  applied  more  effec- 
tively  on  gas-particle reactions under fluidizations. 
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1. INTRODUCTION 

The promotion  of  global  energy conservation and  environmental protec- 
tion  requires the critical  utilization of waste heat (below 100°C) exhausted 
by factories. For this purpose, high-performance compact heat exchangers 
are desperately  needed due to the small temperature difference  between 
the heat transfer fluids  used in heat exchangers. Recently, by taking  ad- 
vantage of the small electrical conductivity of organic  media, such as CFC 
alternatives, using electric fields to enhance heat transfer has  become  not 
only  feasible  but  desirable as well  (Yabe et al.,  1987a). 

Active  heat transfer enhancement techniques utilizing electric fields 
have the following advantages: 

1. 

2. 

3. 

4. 

5. 

There is simplified  implementation,  using  only a small transformer 
and  an electrode (e.g., needles, wire, or mesh). , 

There is  rapid control of heat transfer coefficients  by  monitoring the 
electric field strength. 
There is  localized  cooling  of  complex curved passages, a common 
difficulty  when  using a blower or pump. 
They are suitable for application to special environments (e.g., zero- 
gravity space). 
CFC alternatives (e.g.,  HCFC123, HFCl34a), oil,  liquids  with  rela- 
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tively  small  electrical conductivity, and gases are acceptable working 
fluids at  the present level of EHD technology. 

6. Only  negligible electric power  consumption  is  required in  many appli- 
cations. 

7. They  have the possibility of heat transfer control, resulting in longer 
life  span of electronic equipment due to the minimization  of  tempera- 
ture fluctuations. 

Generally  speaking,  any heat transfer mechanism is complicated  when 
an electric field  is  applied.  Complex interactions between electric, flow, 
and temperature fields, require, in some cases, that the governing  equa- 
tions  be  solved  simultaneously. However, in the case of forced convection 
heat transfer with  negligible natural convection, the temperature fields 
are determined  theoretically by the flow  fields.  In cases of condensation 
heat transfer, the flow of condensate determines the heat transfer rate. 
Therefore, heat transfer enhancement techniques utilizing electric fields 
are frequently  called  electrohydrodynamical  (EHD)  augmentation  meth- 
ods of heat transfer. 

This chapter discusses EHD effects in liquids, where complex interac- 
tions  between the differing  fields (electric, flow,  and temperature) become 
important.  Also discussed here are  the EHD effects on the gas-liquid 
interface, where  field interactions increase. The EHD liquid jet is  exam- 
ined as a typical  example of an applied EHD mechanism  involving a liquid. 
The EHD enhancement technique is also applied to condensation heat 
transfer and is illustrated here  as a typical  example  involving the gas- 
liquid  interface  by  utilizing the EHD extraction phenomenon  along  with 
EHD  pseudo-dropwise condensation. Also discussed are the EHD effects 
on nucleate  boiling  heat transfer. Furthermore, this paper investigates the 
possibility of heat transfer control by applying  varying electric fields. 

II. INTERACTIONS  AMONG  ELECTRIC  FIELDS,  FLOW 

A. Forces Exerted on a Fluid in Electric Fields and  Some 

FIELDS,  AND  TEMPERATURE  FIELDS 

Characteristics of the Governing  Equations 

The body forcefe that acts on a fluid under the influence of electric fields 
can be derived by considering the change of the Helmholtz free energy 
for virtual  work  with the energy % €E2 stored in the fluid under an electric 
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field (see details in Chaps. 7 and 8 in Panofsky  and  Phillips, 1962). The 
derived  expression  is 

1 1 f e  = peE - - E’VE + 3 v E’p - a E  

2 a P  

The first term states that the Coulomb force acts on the net charges, and 
the charge  density pe is the sum of the charges of positive  and  negative 
ions  and electrons within a unit  volume.  This  term  becomes  important for 
such cases as the corona wind that accompanies a corona discharge in 
gases  and  liquids. The second  term represents the force produced by the 
spatial  change of dielectric constant E .  The third  term represents the force 
caused by the inhomogeneity of the electric field  strength  and  is  called 
the electrostriction term. 

Physically, the sum of the second  and  third terms gives the force ex- 
erted on  dielectric  materials.  Although the net  charge is zero in the case 
of polarization of dielectric  materials (see Fig. l),  the polarized  charges 
yielded  at the stronger electric field are forced more  strongly than the 
ones yielded at the weaker electric field. Therefore by the resultant force, 
which  is the sum  of the forces exerted on each polarized charge, the fluid 
element is also forced to the stronger electric field  region. In other words, 
these two terms can be expressed by (k.V)Eo. This expression means 
the polarized  charge k is  forced by the gradient of electric field strength. 

-). 

fe= Pez - (1/2)E2VE + ( 1/2)V(E2p(a€/ap)) 

Coulomb Force Exerted Force  Exerted on 
9 U 

on Net Charge (Ions) Polarization Charge of 
‘ Pe:Net Charge 

Dielectric Material 
Density 

E :Electric  Field 
E :Dielectric 

- 
*CB 

E- Constant 
O d  
1 c 

p :Density . 
Corona  Wind in Gas EHD  Instability of 

Enhancement of Convection Enhancement of Condensation 
II Gas-Liquid Interface 

I1 

(EHD Condenser) 

Figure 1 Body  force  generated  in a fluid  under electric  fields. 
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However, in this case Eo is  not the electric field strength at the considered 
point  but  one in the case where there is no  fluid  only  at the considered 
point  and  is  given  by EO = E + k/(3eO) for nonpolar  fluids. These two 
terms  become  important  in the case of EHD phenomena in liquids as well 
as the  gas-liquid  interface. 

The electrostriction force is simplified in the case of nonpolar  fluids by 
utilizing the Clausius-Mossotti  law  and  is  given by 

But for polar  fluids,  simplified expressions are difficult to obtain, since e 
is  dependent  on p, T ,  and p .  Furthermore, since the electrostriction force 
is  the  gradient force (which  is the same as  a pressure term), it cannot 
cause any  vorticity in the fluid.  But,  like the pressure, this electrostriction 
force is  necessary  when  considering the force balance at the interface 
between  different  fluids. The body force fe can be transformed into the 
surface stress form  by  using Gauss’ theorem as follows: 

where i and j are the components of the coordinates and Sij is the Kro- 
necker 6. This stress is  called the Maxwell stress and  this form is  useful 
when  examining EHD surface instabilities. 

Concerning the governing equations of EHD phenomena, the Maxwell 
stress term  should  be  added to the external force term of the Navier- 
Stokes equation to account for the effect of an electric field. The effect 
of a magnetic field, which  is generated by the current, is negligible  com- 
pared  with the pressure generated by the electric field  and the atmospheric 
pressure. 

In our analysis we assume the fluid is incompressible,  that the viscosity 
and the thermal conductivity h are constant, and that the viscosity 

dissipation  term  is  negligible. The resulting EHD governing equations can 
then  be  summarized  in Table 1. 

The first term of Eq. 9 (Table 1) is  called the convection current, and the 
second  term  is  called the conduction current. As seen from the governing 
equations, the complexity of the EHD phenomena  is  partly  caused  by the 
coupling of equations. One  typical  example of this is that the electric 
body forcefe is  included as the external force term in the Navier-Stokes 
equation of flow  fields (Eq. 4), and that,  at the same  time, the fluid  velocity 
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Table 1 Governing  Equations of EHD  Phenomena 

Conservation equations 

Equation of continuity: V-U = 0 
Navier-Stokes  equation: 

padat + p(u.V)u = - Vp + pV2u + pg + f e  (4) 

Energy  equation:  pc,aTlat + pc,(u.V)T = hV2T (5) 
Equation of state: p = pRTIM (6) 

Maxwell equations 

Poisson’s equation: V.& = pe (7) 
Conservation of electric  current:  apelat + V4 = 0 (8) 
Definition of electric  current: i = peu + U e E  (9) 
Definition of electric  potential: E = - V@ (10) 

U is included as the convective current term in Eq. 9 of the Maxwell 
equations. 

In the steady state, without  any convection, 

which  is  derived  from Eq. 7 through Eq. 9. This means that the electric 
charges are generated  by the gradient of the electrical conductivity. Since 
the electrical  conductivities of liquids are generally dependent on tempera- 
ture, Eq. 11 means that the temperature gradient generates the electric 
charges  and that the Coulomb force acting  on the generated electric 
charges  becomes  effective. 

B. Relaxation Time of Electric Charges 
To estimate the required  time for realizing the steady state in the electric 
fields, we assume  an instantaneous insertion of a liquid  column,  having 
an  electrical  conductivity U, and a dielectric constant E ,  in a uniform  elec- 
tric field Eo. To investigate the change of the electric field,  one-dimension- 
ality is assumed (quasi-electrostatic induction in this case). As shown in 
Fig. 2, true electric charges  generated on the interface pes are derived as 
the difference of the electric flux  density  through the interface: pes = EOEO 
- EE. Since the value of pes would  be  equivalent to the total amount of 
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”- 

Figure 2 Relaxation  phenomenon of electric  charges. 

the stored electric charges on the interface as the result of the electrical 
conduction, we  find that dpes ldt  = i = ueE. The initial condition, pes = 
0 at t = 0, is  based on the assumption that no true electric charge exists 
at the interface at the instant of applying  an electric field. It also assumes 
that the only  polarization  charges appear at that given  moment.  Account- 
ing for these assumptions, pes becomes 

This  means that the true electric charges increase with  time  and that pes 
becomes EOEO. This  also occurs in the case of an  existing electrical conduc- 
tor. The characteristic time c, is called the relaxation  time of the electric 
charge  and is defined  by t, = d u e .  It is a measure of the time  period to 
realize the steady state in the electric field. The values of t, are approxi- 
mately 1 ms for distilled water, 10 rns for HCFC 123, and 10 S for CFC 
113. 

We utilize the ratio of CEHD to r,. In the case where tEHD << r,, the 
fluid  can  be  assumed to be a dielectric substance. The electric field can, 
therefore, be  determined  by  solving Eq. 7. In the case where tEHD >> 
t,, the fluid can be assumed to be  electrically  conducting. The electric 
field can then be determined by  solving 

V 4  = V.(peu + ueE)  = 0 
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In the case where ~ E H D  is  of the same order as t , ,  the conservation equation 
of the electric current should be solved by accounting for the transient 
state of the amount of electric charges. 

C. Interactions Among  Electric  Fields, Flow Fields, and 
Temperature Fields-Their Types and Mechanisms 

Typical interactions among the electric, flow,  and temperature fields are 
shown in  Fig.  3. In case of a gas as the fluid,  where the dielectric constant 
of the gas  is  nearly  equal to 1, the Coulomb force generated  on the true 
charges  is important. But  in the case of a liquid as the fluid, the force 
generated  on the polarization  charges  would be of the same order of  magni- 
tude as the force generated  on the true charges. Furthermore, if there is 
an  interface  typical to the phase  change  heat transfer, several additional 
interfacial forces would  be  generated to realize several kinds of EHD 
phenomena. Therefore the most  effective EHD phenomenon to maximize 
the heat transfer is  system  specific.  Typical EHD phenomena  applicable 
to heat transfer enhancement  and  heat transfer control are shown in Table 
2 for various  kinds of heat transfer. 

The  typical EHD phenomenon  involving  gases is the enhancement of 
convective  heat transfer by the use of a corona wind.  This is also important 
in the flow of the electrostatic precipitation for capturing  submicron  parti- 
cles. Experimental  and theoretical research on corona wind has  previously 
been  performed  and its mechanism  quantified (Chattock, 1899;  Yabe et 
al., 1978a;  Yabe et al., 1978b;  Kulacki,  1983). However, the application 
of wire electrodes to maximize the enhancement effects is  still  difficult 
(Tada et al., 1991). 

The mechanism  and characteristics of corona wind can be  explained 
physically  in the following discussion, as a typical  example of EHD phe- 
nomena  involving  gases. A corona discharge occurs in the narrow  region 
close to a needle or wire electrodes, where  ions are produced by the 
ionization  of a gas in a high electric field. These ions, controlled  by the 
Coulomb force, migrate to the electrode plate without  recombination. If 
the wire  is an anode, the electrons are captured by the wire electrode. 
During the migration to the plate electrode, the ions transfer their momen- 
tum to neutral  molecules  via  collision. A bulk  flow of neutral  molecules 
is thus created (Fig. 4). This flow  undergoes forced convection, which 
augments  heat transfer coefficients.  Since the corona wind can reach a 
velocity  approximately 2 ms", heat transfer coefficients can be  increased 
by a facter of 10 compared to those due to natural convection. Therefore 
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Table 2 Typical EHD Phenomena  Applicable to Heat 
Transfer Enhancement 

Convection (gas) 

Convection (liquid) 

(-0.5 m/s) 

Corona wind generated by corona discharge (-3 m/s) 

Convection  generated by electric charge  injection of Corona  discharge in liquids 

Convection  and turbulence generated by charge  injection  from electrodes 
EHD liquid jet by applying  nonuniform electric fields (about 1 &S) 

Active  movement  of  boiling  bubbles on the heated surface by  Maxwell stress 
Deformation of  boiling  bubbles to make the bottom of the bubble spread on the 

EHD promotion effects on Taylor instability to realize the breakup of bubbles 

Boiling (convection in liquid  is also effective) 

boiling surface by the existence of thermal  boundary  layer 

into  several  bubbles 
Evaporation 

Flying of small  liquid particles between the heat transfer surface and the oppos- 

Increase of heat transfer surface by the EHD extraction phenomenon of liquid 

Decrease of condensate film thickness by the removal of condensate from the 

EHD pseudo-dropwise condensation 
Dispersion of condensate from the condensing surface by electrostatic atom- 

ing electrode by electrostatic atomization 

Condensation 

condensing surface utilizing EHD extraction phenomenon of  liquid 

ization 

Plate Ele,c trode 

voltage I l + Wire 
(Corona Discharge 1 

Figure 4 Mechanism of corona wind generated by corona discharge. 
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although the energy conversion efficiency of corona wind generation  is 
less  than 5%, it  has the advantage of controlled  localized  cooling. This is 
particularly  important  when  encountering  complex  curved  passages  not 
easily  cooled  with  conventional fans. 

111. AN EHD  (ELECTROHYDRODYNAMICAL) LIQUID JET 
AND ITS APPLICATION TO CONVECTIVE  HEAT 
TRANSFER  ENHANCEMENT 

Since  all the terms offe expressed by Eq. 1 are important in liquids,  many 
kinds of EHD convection should occur. The convection caused by the 
corona discharge in liquids is also important (Stuetzer, 1960). However, 
the corona discharge in a liquid  is  not  of practical use  due to the degrada- 
tion of the heat transfer medium.  When a temperature distribution is estab- 
lished  in the liquid,  meaning that heat transfer is generated, electric 
charges are created by the gradient of electrical conductivity due to the 
temperature distribution as explained  in Sec. 11. Therefore the Coulomb 
force exerted on the space charges produces the convection. However, 
the  resulting  velocity of the liquid, in this case, would  be less than a few 
centimeters per second  (Turnbull, 1969). Furthermore, charge  injection 
from the surface of the electrode without  any electrical discharge  could 
occur (Castellanos et al., 1984; Fujino  and Mori, 1986), and the Coulomb 
force exerted on the injected space charges. 

The EHD  liquid jet was  produced by applying a high electric voltage 
between the ring electrode and the plate electrode as shown in  Fig. 5. 
The jet flow is  ejected  through the ring electrode in the direction  away 
from the plate. This jet was first noted by Yabe (Yabe and  Maki, 1988). 
It was  shown  experimentally that the flow  velocity  exceeded 1 ms” when 
the liquid  mixture  was CFC I13  and ethanol. This  flow  velocity  was  inde- 
pendent of the temperature distribution. This phenomenon  was  named 
the “EHD liquid jet” and  was  applied to the heat transfer augmentation 
of convection  and the critical  heat flux of the boiling  heat transfer. 

The EHD liquid jet velocity increases as the electrical conductivity 
of liquids increases. It becomes a maximum  and saturates for electrical 
conductivity above 3 x (am)”. Furthermore, CFC alternatives 
such as HCFC 123 have  been  utilized as the working  fluid  alone rather 
than a CFC 113-ethanol  mixture.  The  velocity distribution was the reverse 
of the usual  stagnation  flow. 

The main  mechanism  of the EHD liquid jet can be  explained  with  re- 
spect to its governing equations. Although the external force generated 
in the liquid  has  contained  various  kinds of forces such as Coulomb force 
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Figure 5 EHD liquid jet phenomenon. 

and the force exerted on the polarized charges, the flow distribution of 
this  EHD  liquid  flow  has  been  explained  mainly  by electrostriction force. 
The fluid  element  is forced to migrate to the stronger electric field  region 
by,the electrostriction force (the third term of Eq. 1). The electric field 
is  not  symmetric for the ring  and  plate electrodes’ arrangement  with  re- 
spect to the vertical  plane  includes the bottom  edge of the ring electrode 
in the case of the upward-facing flat plate.  Namely, in the outer region 
of the ring electrode, the electrostriction force makes the bottom  edge of 
the ring electrode attract the fluid.  This  is caused by the larger  magnitude. 
But in the region  inside the ring electrode this force makes the bottom 
edge of the ring electrode attract the fluid.  This  is  caused by the smaller 
magnitude.  Therefore due to this asymmetrical  distribution of the electro- 
striction force, the convection of an EHD liquid jet can occur. Since this 
electrostriction force is a gradient force, the initiation of the flow  should 
occur by the instability  due to the smaller  Coulomb force around the 
electrodes, which  is  readily expected, based on the existence of the small 
amount of current. The electric potential  and  velocity  distribution can be 
determined  from the Navier-Stokes equation (Eq. 4) including thefe, the 
term of the electrostriction force, by  assuming cc e fEHD. This  velocity 
distribution of the EHD liquid jet (see  Fig. 6)  agrees with those obtained 
experimentally. 
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Figure 6 Velocity distribution of EHD liquid jet (theory). 

The convective  heat transfer coefficients  from the plate increased in 
proportion to the electric field strength due to the effect of the EHD liquid 
jet as shown in Fig. 7. Compared  to the natural convection heat transfer 
coefficients, the heat transfer coefficients  increased  by a maximum factor 
of 100. It was  determined  experimentally that the maximum  heat transfer 
coefficients,  exceeding lo4 W/m2 K, were caused not  only  by the velocity 
distribution of the EHD liquid jet but also by the turbulent heat flux due 
to its turbulent  intensity. 

IV. EHD  PHENOMENA  AT  THE  INTERFACE  AND  THEIR 

A.  EHD Extraction  Phenomenon of a  Liquid  from the 

APPLICATION  TO  HEAT  TRANSFER  ENHANCEMENT 

Surface  and the Enhancement of Condensation Heat 
Transfer 

In the case of the heat transfer accompanying a phase change, the surface 
instability  due to electric fields  and the various EHD convection phenom- 
ena in liquids  become important. In this section, augmentation of conden- 
sation  heat transfer by the use of EHD surface instability  on the gas-liquid 
interface  is  explained (see Fig. 8).  

In many cases, the gas  would  be an electrical insulator and the liquid 
would  be the electrical conductor (Melcher, 1961). Therefore by applying 
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Figure 7 Convective  heat  transfer  enhancement by applying EHD liquid jet. 

the electric field for a time  longer  than cc in a liquid, the electric field in 
the liquid  would decrease to zero. The Maxwell stress on the liquid surface 
would  have a horizontal  component of nearly zero and a vertical  compo- 
nent of 5 / 2 ~ ~ E : ~ .  Physically, this means the product of the surface charge 
elEll and the electric field  on the surface %Ell and this force makes the 
liquid surface extend in the gas  toward the electroiie and  away  from the 
heat transfer surface. To determine the equilibrium  condition  of forces 
acting  on the liquid surface, we assume the condition of an  infinitesimal 
displacement of the liquid surface. This  infinitesimal  rise  of the liquid 
surface causes an increase in the Maxwell stress and the raising  of the 
liquid  surface  due to the decrease of the distance between the surface 
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Figure 8 EHD instability on the gas-liquid interface. 

and the electrode. Surface tension and gravity are  the restoring forces. 
Therefore as the Maxwell stress becomes greater than the sum of the 
restoring forces, the upward attraction force increases, and consequently 
instability occurs. 

Fundamental studies on the heat transfer augmentation of the filmwise 
condensation  on the vertical surface by applying a nonuniform electric 
field  have  been carried out from the EHD viewpoint. This yields  high- 
performance condensers that promote energy conservation. The liquid 
extraction phenomenon,  applying  nonuniform electric fields to create a 
liquid  column  between the electrodes, has  previously  been  investigated 
(Yabe et al., l982,1987a, 1987b). This EHD liquid extraction phenomenon 
was  explained  quantitatively as a gas-liquid surface instability due to non- 
uniform electric fields in a theoretical study. Then, by  applying this phe- 
nomenon to the condensation  along a vertical  cooled surface, the EHD 
augmentation  phenomenon of removing  some  amount of condensate from 
the heat transfer surface was observed by the use of wire electrodes 
stretched horizontally  and  parallel to the surface. Furthermore, as a next 
forward step to apply this augmentation  method to practical condensers, 
the augmentation  effect of condensation outside of a vertical  cooled tube 
was  examined. By the use of a helical  wire electrode optimized  experimen- 
tally, about 95.8% of condensate could  be  removed  from the condensation 
surface.  Consequently  heat transfer coefficients were up to 2.8  times 
larger  than those without electric fields.  This supports the effectiveness 
of the EHD augmentation  method of condensation heat transfer. 
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B. EHD  Pseudo-Dropwise  Condensation and the “EHD 

A surface granulation  phenomenon on the condensation surface, as can 
be seen in a dropwise condensation, could  be observed in electric fields 
(Velkoff  and  Miller, 1965; Didkovsky  and  Bologa, 1982; Yabe et  al., 1986). 
This EHD surface granulation  phenomenon  could be realized  only for 
thin condensate film such as that produced by the above-mentioned EHD 
extraction technique. For ordinary condensate film, on the order of 200 
pm, uniform electric fields create only the wavy  motion of the condensate. 
This EHD surface granulation  phenomenon can be  applied even for con- 
densation of fluorocarbons, which  normally  have surface tensions too low 
to  realize  ordinary dropwise condensation. The reason is that the EHD 
surface granulation  phenomenon of a liquid  film  is  qualitatively one type 
of gas-liquid  instability in electric fields. Therefore the condensation heat 
transfer enhancement  accompanied by this EHD surface granulation  phe- 
nomenon  is  called EHD pseudo-dropwise condensation. 

The EHD surface granulation  phenomenon of the thin  liquid  film is the 
occurrence of  liquid drops on the surfaces of  liquid  films whose  thick- 
nesses are below 100 pm. The liquid drops, whose diameters are on the 
order of a millimeter,  have the shape of a hemisphere. EHD pseudo- 
dropwise condensation has  been researched from the basic  viewpoint. 
The  EHD surface granulation  phenomenon on a horizontal  plate  was in- 
vestigated as a fundamental study (Yabe et  al., 1986; Yabe, 1993). An 
experimental  study of EHD pseudo-dropwise condensation heat transfer 
characteristics has  been conducted (Sunada et al., 1991). Silicone  oil in- 
stead of fluorocarbons was  studied  using  this technique. The operating 
conditions  were a uniform electric field of 16 kV/cm,  an  initial thickness 
of 20 pm for the liquid  film,  and a viscosity of 20 cSt for the liquid. The 
average  diameter of the liquid drops was 2.3 mm with a standard deviation 
of 0.5 mm. The ratio of drop height to diameter increased  with the increase 
of the electric field strength and di. Furthermore, the ratio of  ATIAi was 
found to be over 0.5. The ratio of dT/di decreased as di decreased. As 
well as when the electric field  strength increased, di also decreased as the 
liquid  viscosity decreased. This ratio, dT/di,  was  minimized at approxi- 
mately 20% during the basic  experiments. 

The  combination of the EHD extraction phenomenon of the CFC 113 
liquid  (using a helical  wire electrode) and the EHD pseudo-dropwise  con- 
densation  (using a perforated curved plate) resulted in  an increase in the 
condensation  heat transfer coefficients by a factor of 4.5 over measured 
coefficients  without the influence of an electric field (see Fig. 9). Further- 
more, the heat transfer characteristics of the EHD pseudo-dropwise con- 

Condenser’’ 
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Figure 9 EHD extraction  phenomenon of liquid and EHD pseudo-dropwise 
condensation. 
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densation  were  experimentally  studied  by  utilizing a vertical  heat transfer 
plate.  When the electric field strength was greater than about 4 MV/m, 
EHD  pseudo-dropwise condensation phenomenon occurred. At this 
point, the condensation heat transfer coefficients  increased  with  increased 
electric  field  strength. The maximum  local  heat transfer coefficients ex- 
ceeded 1 1,000 W/m2K for HCFC 123, as shown in Fig. 10. The enhance- 
ment  ratio  was over 4 times, for the lower part of the heat transfer surface, 
compared to the ratio  without electric fields. Furthermore, if the amounts 
of the falling condensate are the same, the heat transfer coefficients  be- 
come the same for the same electric field strength and are independent 
of the surface temperature of the heat transfer plate  and the distance from 
the top of the plate. The above-mentioned  large enhancement ratio has 
been  obtained so far, which  would  have a large  potentiality for heat trans- 
fer control by changing the electric fields. 

The high-performance condenser utilizing the combination of the EHD 
extraction phenomenon  and EHD pseudo-dropwise condensation is  called 
an EHD condenser and  has  been  developed for use  in  high-efficiency, 
high-temperature  heat  pump systems. Such a system  was  implemented in 
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Figure 10 Condensation heat transfer enhancement by realizing EHD pseudo- 
dropwise condensation (working fluid: HCFC 123). 
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a large-scale  national research and  development project, the Super Heat 
Pump  Energy  Accumulation System, which is included in the Japanese 
national  energy conservation program  (Moonlight Project) sponsored by 
the Ministry of International Trade and Industry. The results of a test 
include a thermal output of 50 kW at a temperature of about 150°C. The 
resulting  high-performance  heat transfer characteristics are shown in  Fig. 
11. For  working  fluids of C6F14 (perfluorohexan) and CFC 114, a heat 
transfer  enhancement of 6 times  (compared to those without electric fields) 
was  achieved for a shell  and  tube type EHD condenser with a vertical 
condensing  length of 1400 mm (Yamashita et al., 1991). The enhancement 
technique of condensation heat transfer becomes more effective for rela- 
tively  high  film  Reynolds  numbers (Rep > 1000). As the vertical tube 
length increases or the latent heat  of the working  fluid decreases, this 
EHD enhancement technique becomes more effective. 

V. EHD  EFFECTS  ON  BUBBLES  AND  ENHANCEMENT OF 
NUCLEATE BOILING HEAT  TRANSFER 

When bubbles are present in the liquid, EHD phenomena  become  more 
complex. The sources of the EHD phenomena to be considered are insta- 
bility  due  to  liquid extraction phenomena,  stability of the gas-liquid  inter- 
face, occurrence of convection due to the Maxwell stress (including  Cou- 
lomb  and electrostriction force), migration  of  bubbles  in electric field 
gradients, and electric charging of the bubbles  (Berghmans, 1976; Allen 

Figure 11 Heat transfer  characteristics of "EHD condenser" compared with 
those of other enhanced tubes. 
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and Cooper, 1987; Ogata et al., 1985; Jones, 1978). Therefore since the 
presence of bubbles causes the EHD phenomena to become  more  complex 
compared to the case of pure  liquid,  clarifying  specific EHD phenomena 
and  techniques for utilizing EHD effects for heat transfer enhancement 
techniques  is  important. 

The EHD  effect  on  bubbles can be  used to explain the deformation  and 
the behavior of the bubbles, the temperature distribution effects on the 
EHD behavior,  and the enhancement  effect of nucleate  boiling heat trans- 
fer. In  conventional  boiling  phenomena,  bubbles are generated on a super- 
heated surface and  grow  until the buoyancy exceeds the interfacial  tension 
on the heated surface. The repetition of this cycle is the familiar  boiling 
phenomenon. However, in the presence of electric fields, several EHD 
effects appear in this  boiling cycle and  change  it drastically. Figure 12 
shows the EHD effect  on  nucleate  boiling in which the boiling  has  been 
enhanced  largely by applying  an electric field.  Considering the boiling 
curve of the pool  boiling, the effects of EHD enhancement  helped attain 
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Figure 12 EHD effect on nucleate boiling heat  transfer enhancement (electrode 
distance: 5mm; working  fluid:  mixture of CFC 11 and ethanol, which has the 
electrical conductivity of 4 X [ 1 M  m]; nearly the same phenomenon occurs 
for HCFC 123). 
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maximum heat transfer compared  with experiments carried out thus far. 
These  experiments  included  various  manufactured  boiling surfaces, as 
shown  in  Fig. 13. The condition of a superheated wall  necessary for spe- 
cific  boiling  heat flux decreased to below  1/50 for the applied electric 
field Of 5 kV/mm (Ogata  and  Yabe, 1991,  1993a,  1993b).  This  boiling  heat 
transfer augmentation  effect  increased  with  increasing electrical conduc- 
tivity.  It  was at a maximum  when the relaxation time of electric charges 
tc in  liquid  was less than the characteristic time of bubble detachment 
from the surface (approximately tens of milliseconds).  This is suitable for 
HCFC 123, the mixture of CFC 11 and ethanol, and other CFC alterna- 
tives.  This  means that the magnitude  of the EHD effects  determined 
whether the distribution of the electric field strength could  follow the 
change of the  bubble shape or not. 

EHD influence on the behavior of bubbles in a boiling cycle was ana- 
lyzed  by  utilizing a high-speed  video system and by numerical  simulation. 
On the vapor-liquid interface of the generated  bubbles the Maxwell stress 
is effective.  Since the line of the electric force should be vertical on a 
boiling surface made  of  metal, the electric field at  the lower part of the 
bubble  becomes  weaker  than that at  the upper part of the bubble. There- 
fore the bubble is pressed on the heating surface by the dielectrophoretic 
force of Maxwell stress. The bubble also moves  around the heat transfer 
surface, actively  driven by the radial  component of the Maxwell stress. 
This  radial  component is parallel to  the surface in cases where  asymmetri- 
cal  deformation of the bubble occurs, while the bubble  is  pressed  by the 
vertical  component of the Maxwell stress. Since the electric field strength 
in the superheated liquid layer is weaker than that of the saturated region, 
due to the increase of electrical conductivity for the higher-temperature 
region, the bubble  is  pushed  toward the heat transfer surface. This causes 
the bottom of the bubble to spread out on the heat transfer surface. As 
the result, the area of the thin  liquid film under the bottom of the bubble 
increases, making the boiling  heat transfer greatly  augmented. Further- 
more, by applying an electric field, the breakup of bubbles  into several 
bubbles  is activated due to the Taylor instability in the electric field on 
the  vapor-liquid  interface of the bubble. Consequently, the number of 
bubbles  on a heat transfer surface increases as if  new bubbles appeared 
on the boiling surface. The above EHD effects would  make another boiling 
cycle that would also make a large  amount of the boiling  heat transfer 
enhancement. 

This EHD enhancement  effect of boiling  has  been researched and de- 
veloped for high-performance evaporators of heat pump systems that uti- 
lize  river water as their heat source. Also this  effect  would  be effective 

. *  



Figure 13 EHD effects on  nucleate  boiling  enhancement  [boiling  curve for the 
mixture of CFC 1 1  and ethanol;  electric  conductivity 7 X (lln ml)].  (a) 
Electric  field: 2 kV/mm. (b)  Electric  field: 5 kV/mm. 
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for  augmenting the evaporation of the nonazeotropic mixtures in thermal 
cycles, thus  promoting  energy conservation. 

VI. FUTURE  APPLICATION  FIELDS OF EHD 
ENHANCEMENT  TECHNIQUES 

EHD enhancement techniques can be  successfully  applied to various heat 
transfer  mechanisms. Therefore, a large  number of application  fields exist 
for EHD enhancement techniques. Future application fields, where the 
mechanism or the effect of the EHD enhancement techniques have  not 
yet  been  investigated, are briefly  explained  below. 

The  possible  effect of an electric field on frosting  phenomena  needs 
investigation, since the defrosting  problem  possibly  is the most  important 
problem  encountered by heat  pump systems applying for colder regions. 
The dendritic crystal, which is generated at crystal growth  period,  has 
been  shown to be affected  by  an  applied electric field, and to be grown 
by repetition of the generation, growth, and  removal  cycle  from the dense 
sublayer crystal (Munakata and Yabe, 1991). 

The heat transfer characteristics of nonazeotropic mixtures for heat 
pump  cycles  and electric power  generation  cycles  would  be  largely deteri- 
orated, and therefore the enhancement of condensation and  boiling  have 
been  seriously requested for realizing  high-performance  thermal cycles. 
The  main reason for the deterioration would be the accumulation of one 
component of the working  fluid  having less potential for the condensation 
or the evaporation. Therefore since the EHD effects  on the vapor-liquid 
surface would promote surface instability, causing mixing  of the compo- 
nents of nonazeotropic mixtures, EHD enhancement techniques would 
be effective for the enhancement of condensation or boiling  (Yabe et al., 
1992). 

There are some  positive results in experiments involving EHD effects 
on the preservation of food. Accompanying the corona discharge in gases, 
ions  and electrons as well as several chemical species (e.g., ozone) are 
generated. The occurrence of ozone and certain ions  would  be  effective 
for pasteurization, but the exact mechanism  has  yet to be  clarified  (Asa- 
kawa  1981). 

We still  need  much research on EHD effects on  heat  and  mass transfer, 
where  large EHD effects or interesting EHD phenomena may  be expected. 
These  include  evaporation enhancement (Yabe et al., 1980), effects on 
gas-solid  two-phase  flow  (Yoshida et al., 1990), enhancement effects on 
convection  heat transfer and the effect  generating the turbulence (Perez 
et al., 1988; Ishiguro et al., 1991),  and the enhancement of combustion 
(Bradley, 1986; Hijikata et al., 1989). 
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VII. CONCLUSIONS 
In  this chapter, the characteristics of active heat transfer enhancement 
techniques by  applying electric fields  have  been  clarified. Furthermore, 
the present state of research on EHD heat transfer enhancement tech- 
niques  was  systematically  described  from the EHD viewpoint. This was 
done with respect to the convective heat transfer in liquids  and phase 
change  heat transfer of condensation and  boiling. We conclude the fol- 
lowing. 

(1) The convective heat transfer coefficients  (with  an EHD liquid jet) 
are enhanced by a factor of over 100 compared to the natural convection 
heat transfer coefficients.  Maximum  heat transfer coefficients  exceeding 
IO4 W/m2K are caused not  only  by the forced convection of the EHD 
liquid jet but also by the turbulent heat  flux due to its turbulent intensity. 

(2) The heat transfer characteristics of an EHD condenser attained 
the heat transfer increase of 6 times at most for the same  film  Reynolds 
number  compared to that without electric fields, as a typical  example of 
EHD phenomena at an interface. This enhancement of condensation heat 
transfer was  developed  utilizing the combination of the EHD extraction 
phenomenon of a liquid  from the surface and the EHD pseudo-dropwise 
condensation. 

(3) The nucleate  boiling  heat transfer was  enhanced by a factor of 50 
for the electric field of 5 kV/mm. This  was  based  on the EHD effects 
causing the active movement  and  deformation  on the heated surface of 
boiling  bubbles. The bottom of the bubble  spread out on the heat transfer 
surface, and the area of the thin  liquid  film under the bottom of the bubble 
would  be increased. 

Concerning the possibility of heat transfer control, rapid  change  (within 
milliseconds) of the heat transfer characteristics and the control of local- 
ized  cooling of the system at an arbitrary point  would  be  possible. 

Since these EHD active heat transfer enhancement and control tech- 
niques  have  been  widely researched, and efforts to develop actual heat 
exchangers  actively pursued, we can expect practical use of these tech- 
niques for energy conservation and  global  environmental protection. 
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total film area (EHD surface granulation  phenomenon) 
thin  film area 
specific  heat of fluid 
initial  film thickness (EHD surface granulation  phenomenon) 
thin  film thickness 
body force generated  in  fluid  under electric fields 
polarized  charge [=(E - EO)E] 
molecular  weight 
pressure 
gas constant 
temperature 
time 
relaxation  time of electric charges in the working  liquid 
characteristic time  of  EHD  phenomena 
velocity 
dielectric constant of  fluid 
dielectric constant of vacuum 
thermal  conductivity 
viscosity 
density of  fluid 
true electric charges 
true electric charges  at the interface 
electrical conductivity 
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1. INTRODUCTION 
Ozone  was  identified as a new  chemical  compound  by  Schonbein in 1839 
(Schonbein, 1840). Its composition as a three-atomic  version of the nor- 
mally  two-atomic  oxygen  molecule  was  suggested  by Soret (1865). While 
Schonbein  obtained traces of ozone by the electrolytic decomposition of 
water, Werner  von  Siemens (1857) found a method of reliably  generating 
larger amounts of ozone by passing air or oxygen  through a special electri- 
cal  gas  discharge.  This  silent discharge, which  is also referred to as the 
dielectric  barrier discharge, is a high-pressure  nonequilibrium discharge. 
It  is  still  used for large-scale  industrial ozone production. 

Ozone  has a characteristic pungent odor and  is a practically colorless 
gas.  However,  it  exhibits  an  extremely strong ultraviolet absorption band 
at about 250 nm (Harley  band). It is responsible for the strong filtering 
action of the stratospheric ozone layer protecting the biosphere  against 
the dangerous  short-wavelength  radiation of the sun. The strong UV ab- 
sorption is also made  use of for measuring ozone concentrations in water 
and in the gas  phase. 

Ozone  is a strong oxidizing  and  bleaching  agent. Its germicidal  and 
viricidal  effects  found  early  applications in protecting  drinking water sup- 
plies  endangered by cholera and typhus epidemics.  Especially in Europe 
there has  been a long  tradition of utilizing ozone for the purification of 
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potable  water. The first major ozone installations  went  into operation in 
Nice (France) in 1907 and in St. Petersburg (Russia) in 1910. Today, a 
large  number  of ozone installations are being  used  worldwide for water 
treatment. 

I I .  PHYSICS OF OZONE  GENERATION IN ELECTRICAL 
DISCHARGES 

Although  it is possible to produce small amounts of ozone by certain 
chemical reactions, in reality there is  no alternative to using electrical 
discharges for the generation of larger ozone quantities. Glow discharges 
(Sabadil et al., 1980), corona discharges (Peyrous and  Millot, 1981; LCcu- 
iller  and  Goldman, 1988), pulsed  high pressure discharges (Hosselet, 1973; 
Salge et al., 1980; Rosocha  and  Fitzsimmons, 1981), special  double  dis- 
charge  techniques  (Yamabe et al., 1987) as well as electron-beam con- 
trolled  discharges (Fournier et al., 1979) and surface discharges (Masuda 
et al., 1988) have  been  investigated. A fairly recent proposition  with sur- 
prisingly  high ozone-generating  efficiency is the use of a low-temperature 
glow discharge  (Masuda et al., 1988; Chang  and  Masuda, 1988). It is oper- 
ated  at  cryogenic temperatures at which ozone is extracted in  liquid or 
solid  form. 

Today’s  industrial ozone production  is  exclusively  based  on  silent  dis- 
charges. For a detailed  discussion of the older literature the reader is 
referred to the  Gmelin Handbook article (1960) and to Lunt (1959). More 
recent scientific literature was  reviewed by Kogelschatz (1983,  1988) and 
by Eliasson et al. (1987,  1991a,b) as well as in the two  Russian  books by 
Filippov et al. (1987) and  Samoilovich et al. (1989). More  technical aspects 
are addressed in the Handbook of Ozone Technology and Applications 
edited by Rice  and Netzer (1982,  1984), in a book  entitled Ozone by Hor- 
vhth et al. (1985), and in Ozone Science and Engineering, the journal of 
the International  Ozone Association, which first appeared in 1979. 

A. The  Silent  Discharge  Configuration 

The historical  experiment of Siemens consisted of two  coaxial  glass tubes 
forming  an  annular  discharge  gap. An alternating electric field  was  applied 
through the glass  walls  between external cylindrical electrodes. Air or 
oxygen  passing  through the annular discharge space in the axial  direction 
was  subjected  to the action of the silent  discharge  and  was  partially con- 
verted to ozone. 
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In  today’s  technical ozone generators a simpler  configuration just em- 
ploying  one  dielectric barrier is used  (Fig. 1). The feed gas, oxygen or 
dried air, flows  through a narrow  discharge  gap of about 1-2 mm in width. 
One  side of the gap  is  formed by a metal electrode at ground potential, 
the other by a dielectric, normally glass, in contact with the high-voltage 
electrode. An alternating high voltage is applied to this  configuration. The 
resulting  alternating electric field in the discharge space must  be  high 
enough to cause electrical breakdown. Since ozonizers operate at pres- 
sures of a few bars, peak  voltages of several kV are required to ignite the 
discharge. 

B. Microdischarge Properties 

From  analyzing current oscillograms  (Klemenc et al., 1937; Suzuki and 
Naito, 1952; Gobrecht et al., 1964), Lichtenberg figures (Buss, 1932; Bert- 
ein,  1973),  and  image  intensifier  recordings (Tanaka et al., 1978; Heuser, 
1985),  it  was  established that silent discharges under these conditions ex- 
hibit a discrete structure. The current flows across the gap  through a large 
number of microdischarges or current filaments of typically  nanosecond 
duration. Each microdischarge consists of a thin  cylindrical conductive 
plasma  column  and spreads into a surface discharge at the dielectric 
boundary.  Figure 2 shows a Lichtenberg figure  obtained by  placing a 
photographic  plate into a small  plate ozonizer with the emulsion  facing 
the discharge space. After  running the discharge for one half-wave, the 
plate  was  developed to show the “footprints” of  individual  microd- 
ischarges.  Figure 2 clearly demonstrates the discrete nature of the silent 
discharge. 

.................................................................................... .................................................................................... - ground electrode 

Figure 1 Electrode configuration of the silent discharge or dielectric barrier 
discharge. 
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Figure 2 Photographic Lichtenberg figure showing the "footprints" of individ- 
ual microdischarges (original size 7 x 10 cm). (From Kogelschatz, 1988.) 
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Detailed  investigations into the properties of microdischarges  have 
been  carried out in recent years (Hirth, 1981 ; Drimal et al., 1987;  Samoi- 
lovich et al., 1989; Mechtersheimer, 1989; Eliasson  and Kogelschatz, 
1991). The order of magnitude of different  microdischarge parameters is 
listed in Table 1. 

Knowledge of the plasma  conditions  inside the microdischarge  columns 
is  of eminent  importance for modeling the reaction  kinetics of ozone for- 
mation. The electrons generated in a microdischarge  have certain mean 
energies  and  initiate  all  chemical reactions. They excite the neutral  mole- 
cules  leading  e.g.  through  dissociation to atomic species that subsequently 
form  ozone.  The  generation of the final product, ozone, can  be  optimized 
by  influencing the plasma parameters in the microdischarges.  This can be 
achieved by adjusting the operating parameters pressure and/or gap  width 
as well as the properties of the dielectric barrier (permittivity, thickness). 
We can summarize the most  important characteristics by stating that the 
microdischarges  stay in a state of weakly  ionized  plasma  with  mean  elec- 
tron  energies of a few  eV  while their gas temperature is  close to the average 
temperature in the discharge  gap. 

The electron energy  distribution  and the mean electron energy are de- 
termined  by the reduced electrical field E h .  At  breakdown its value  is 
given  by the Paschen curve (about 100-150 Td, 1 Townsend = 10"' V 
cm2). It is a function of the product nd (particle density times  gap  spacing) 
and  can  be  influenced  by  changing the pressure and the geometry.  As 
long as current flows  through the microdischarge,  charge  is  accumulated 
on the dielectric. The charge generates an electrical field  opposed to the 
original  field and, after a few nanoseconds, results in the choking of the 
current flow at this  location.  As  long as the external voltage is rising, 
additional  microdischarges will occur at different locations. Thus the die- 
lectric serves two functions. It limits the amount of charge and  energy 
that goes  into  an  individual  microdischarge  and it distributes the micro- 

Table 1 Characteristic Microdischarge Properties 

Duration 
Filament radius 
Peak  current 
Current density 
Total charge 
Electron density 
Electron energy 
Gas temperature 

~ 

1-10 ns 
0.1 mm 
0.1 A 
100-1000 A/cm2 
100-1000 p c  
10'4-iO'5 cm-3 
1-10 eV 
25-100°C 
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discharges over the entire electrode area. Changing the thickness of the 
dielectric or its permittivity will have a direct influence  on  microdischarge 
properties.  Humidity  changes the surface conductivity of the dielectric 
and  also  has a drastic influence  on the microdischarges. 

C. Average Quantities and Power  Formula 

Although the current flows in a large  number of individual  microd- 
ischarges, the overall  electrical  behavior of the discharge  can be described 
quite  adequately by average quantities. We introduce the discharge  volt- 
age UDis as the average  voltage across the discharge  gap  during the active 
phases of the discharge  and relate it to the power P .  

P = f loT UI dt = - UDis I dt AT 

where AT is the time  interval  during  which the discharge  is active and 
the second  integral  is  extended over the two active phases of the cycle, 
I is the discharge current and T the period of the applied  alternating  volt- 
age. If CD and C, are the capacitances of the dielectric barrier and the 
discharge gap, respectively, f = T" is the applied frequency, and 0 is 
the  peak  voltage,  then the dissipated  power  is  given by 

This  power  formula  is  valid for 0 2 UDis(CD + CE)C6 and  was first 
derived  by  Manley (1943). Since UDis cannot be  measured directly, it  is 
sometimes  advantageous  to express the power P by measurable quantities. 

where &in is the minimum external voltage  necessary to sustain the 
discharge. At the moment UMin is reached, microdischarge  activity starts 
and continues until the peak  voltage  is  reached  (Fig. 3). This  is  repeated 
in  analogous  fashion  in  the  negative  half-wave. 

All important quantities can be derived  from a voltage-charge  Lissajous 
figure (U-Q diagram),  which  is a useful  tool in ozonizer research and 
development  (Fig. 4). The U-Q diagram of a well  designed ozonizer is an 
almost  ideal  parallelogram.  During  one  period  we see two  passive phases 
(1 2, 3 + 4) in  which there is  no  discharge  and the slope corresponds 
to the total capacitance CtOt = (C; * + CO')". 

During the active phases (2 + 3, 4 + l ) ,  the  discharge  voltage  is UDis 
and the slope corresponds to the capacitance of the dielectric CD. The 
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Figure 3 Schematic  presentation of driving  voltage  and  microdischarge  ac- 
tivity. 

area inside the parallelogram is  proportional  to  the  power  dissipated  during 
one  cycle. 

Such a discharge  can  be  represented by a simple  equivalent  circuit  (Fig. 
5 )  with  two antiparallel Zener  diodes limiting the  gap  voltage  to k ClDis. 

As long as the  external  voltage  is below UM~", the  device  behaves like  a 

U 

Figure 4 Voltage-charge  Lissajous  figure (U-Q diagram) of a laboratory  ozon- 
izer.  (From  Kogelschatz, 1988.) 
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Figure 5 Simple  equivalent  circuit of a  silent  discharge  configuration. 

pure capacitance C,,, and  no  power is dissipated  (passive phases). During 
the time  when U > UM~,, the gap  voltage is fixed  at A UDis and the power 
is  given  by the discharge current multiplied by UDis (active phases). The 
active  phase  is  always  terminated  at the extreme values of the external 
voltage.  At these points dUldt = 0 and there is no  displacement current 
across the dielectric. 

From the power  formula Eq. 2 some  important conclusions can be 
drawn. 

For a given  geometry (CD, C,) the power depends only  on the frequency 
f ,  the peak  voltage 0, and the discharge  voltage UDis. The shape of 
the feeding  voltage  is irrelevant. 

For a fixed  peak  voltage  and a given  discharge  configuration the power 
is  strictly  proportional to the frequency. 

The  discharge  voltage  is a derived quantity that can be  calculated once 
UMin is  measured. depends on the nature of the feed gas, the gap 
spacing,  and the pressure. 

111. CHEMISTRY OF OZONE FORMATION 
A. Electron  Kinetics in Oxygen and Air 

Local electrical breakdown  and  microdischarge  formation leads to the 
creation of a short current pulse. Detailed calculations of the electronic 
and  ionic  collision processes and reactions show that mainly the electrons 
are important for ozone formation  (Gibalov et al., 1981 ; Eliasson et  al., 
1987; Braun et al., 1991). The electron energy  distribution for a given 
reduced electric field E h  and the rate coefficients for the different  pro- 
cesses can be calculated once the collision cross-sections of the different 
feed  gas  components are known. 

The first step toward ozone formation  is the generation of oxygen 
atoms.  In  pure  oxygen,  dissociation of O2 molecules proceeds via two 
excited states. 
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e + 0 2 + e  + 02(A3X,’)-,e + O(3P) + O(3P) (4a) 
+ e + 0 2  (B32;) + e + 0 (3P) + 0 (‘D) (4b) 

The energy thresholds for these reactions to occur amount to 6 eV  and 
8.4 eV, respectively (Kogelschatz, 1983). 

If air is  used as a feed gas, the nitrogen  molecules cannot be regarded 
as a passive carrier gas. Electrons in the above-mentioned  energy  range 
can excite nitrogen  molecules to their triplet states, which are capable of 
dissociating  oxygen  molecules. 

e + NZ+ e + N2 (A3%) 
+ e + N2 (B311,) 

NZ (A, B) + 0 2  + N2 + 2 0  
+ N20 + 0 

Also  dissociation  of N2 molecules  by electron impact  and subsequent 
nitrogen  atom reactions add to ozone formation (Eliasson et al., 1984). 

e + NZ-, e + 2N 
N + 0 2 + N O  + 0 
N + NO+N2 + 0 

In  air  about half  of the ozone formed can be traced to reactions with 
excited  nitrogen  molecules  and  nitrogen atoms. 

Electron  kinetics in oxygen  and  in air has  been treated by several au- 
thors (Yagi  and Tanaka, 1979; Bonnet et al., 1980;  Penkin et al., 1982; 
Eliasson et al., 1984,  1986,  1987; Rutscher and  Wagner, 1985; Yoshida 
and  Tagashira,  1986;  Okazaki et al., 1988; Peyrous et al., 1989).  Most 
models treat the reactions following a short electron pulse  in a homogene- 
ous medium.  More  advanced  model calculations treat the temporal  and 
spatial  development of different particle species during the formation of 
a microdischarge  (Eliasson  and Kogelschatz, 1991a,b;  Braun et al., 1991; 
Gibalov et al., 1991). 

Predictions of the maximum  efficiency can be  given for the limiting 
case of small  atom concentrations. In this case practically every oxygen 
atom reacts to form  an ozone molecule. The efficiency of ozone formation 
is  normally  related to the enthalpy of formation of  1.48 eV/03 molecule 
or 0.82  kWh/kg ozone. An efficiency of  100%  would consequently corre- 
spond to 0.68 O3 molecules per eV or 1.22  kg/kWh.  Figure 6 gives theoreti- 
cal  upper  limits for the ozone formation  efficiency in  oxygen  and  in air. 
The curves suggest that in oxygen,  reduced  fields above 50 Td are re- 
quired, while  in air  higher  reduced  fields above 150 Td are desirable. The 
theoretically  achievable  efficiencies correspond to 33%  (400  g/kWh)  in 
oxygen  and 17% (200 g/kWh) in air. 
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Figure 6 Theoretical prediction of maximum ozone generating efficiency in 
oxygen and air. 1 Td = 10"' V cm2.  (Oxygen from Eliasson et  al., 1987; air from 
Braun et  al., 1991.) 

The  upper curve of Fig. 6 can be  obtained  from a simple  approximation 
(Eliasson  and Kogelschatz, 1981 ; Kogelschatz, 1983): 

where the efficiency q is given as the number of oxygen atoms produced 
per eV, pD is the total dissociation rate coefficient (4a + 4b),  e is the 
charge of  an electron, and vd is the electron drift  velocity. The flat part 
in the efficiency curve results from the fact that the dissociation rate coeffi- 
cient PD has  approximately the same dependence on the electron energy 
as the product vdEln. 

Calculations  with a comprehensive set of 70 rate equations (Eliasson 
et al., 1987) in oxygen  show that the approximation Eq. 10 agrees within 
a few  percent  with the complete  solution as long as the atom concentration 
is  small ([Olln < lou4) and  energy losses due to  ions  can be neglected. 
The  lower curve for the maximum  efficiency  in air was  taken  from  Braun 
et al. (1991). 
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B. Free Radical Chemistry of Ozone Formation 

While the electrons in a microdischarge attach within nanoseconds, some 
excited  and  atomic species can persist for much  longer  times. Another 
important  difference  is that electron collisions are mainly  two-body  reac- 
tions  with rate coefficients  depending  on electron energy. Neutral particle 
reactions  can  be either two-body or three-body reactions, which  implies 
that their  relative  importance depends on pressure. Their rate coefficients 
can  also  show a strong dependence on the gas temperature. 

The main ozone formation process is the three-body  reaction 

where M is a third particle that is  not  changed in the reaction  but  is  partici- 
pating in the energy  and  momentum transfer. In ozonizers M can stand 
for 02, N2, or 03. 03 is a transient excited ozone molecule, the initial 
reaction product. The ozone formation  reaction Eq. l1 is favored over 
two-body reactions at higher pressures. This  is one of the reasons why 
low pressure glow discharges are normally  not  used for ozone generation. 

In  oxygen at about atmospheric pressure, reaction Eq. 11 takes about 
10 p,s. In air it takes about twice that time  (Sugimitsu  and Okazaki, 1982; 
Eliasson et al., 1984). During  this  time  oxygen atoms are present and  can 
perform  undesired  side reactions like  recombining to form O2 molecules. 

This  side  reaction puts an upper limit  on the useful instantaneous atom 
concentration in a microdischarge.  Since the 0 concentration enters qua- 
dratically in reaction Eq. 12 and  only  linearly in the ozone formation 
reaction Eq. 11, lowering the 0 concentration reduces the effect of recom- 
bination. Consequently, larger ozone concentrations have to be  built  up 
by a large  number of relatively  weak  microdischarges. 

As soon as there is a background ozone concentration the efficiency 
of ozone  formation decreases because electrons, atoms, and  excited spe- 
cies can destroy previously  generated ozone molecules. With  rising ozone 
concentration a monotonic decrease of efficiency  is observed until,  at the 
saturation concentration, the efficiency approaches zero. At this stage 
each  subsequent  microdischarge destroys as much ozone as it creates. 
This  equilibrium state depends strongly on the temperature in the dis- 
charge  gap.  Higher temperatures lead  to  lower saturation concentrations. 

For practical purposes a normalized  efficiency versus concentration 
curve can  yield a meaningful description of ozonizer performance (Fig. 
7). The efficiency  is  normalized  by the maximum  obtainable  efficiency 
q(0) at  vanishing ozone concentration, and the concentration axis is nor- 
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Figure 7 Normalized efficiency versus concentration  curve of ozonizers. 
(From Kogelschatz, 1988.) 

malized  by the saturation concentration cs representing the maximum at- 
tainable ozone concentration for the given  geometry  and operating condi- 
tions.  The curve in  Fig. 7 was  calculated by solving a large system of 
differential equations describing  ozone formation and ozone destruction 
processes in a large sequence of microdischarges  in  pure  oxygen.  Mea- 
surements follow the calculated curve closely. 

The shape of the curve can be approximated by the following  formula 
based  on a simple  plug  flow  model first proposed by  Wassiljew et al. (1936) 
and later used  by  Filippov  and  Emel’yanov (1961): 

where cs is the saturation concentration and T(c) is the efficiency of an 
ozonizer  with  an output ozone concentration c. 

Ozonizers  with  different  geometries  and  different  operating  conditions 
can  have  vastly  different  efficiencies q(0) and saturation concentrations 
cs. Nevertheless, the normalized  efficiency curve Eq. 13 will represent 
the  performance  with  reasonable  approximation (Kogelschatz, 1983). 
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C. Nitrogen  Oxides 

When a silent  discharge  is  running in air, traces of nitrogen oxides are 
also  formed.  Under  typical ozonizer conditions  nitrous  oxide N20 and 
dinitrogen  pentoxide N205 can be detected in the output at concentrations 
that lie  two orders of magnitude  below the ozone concentration. For most 
applications,  especially in water treatment, these concentrations are of 
no concern. 

Reactions  involving  nitrogen oxides have  become a major research goal 
in connection  with atmospheric chemistry, smog situations, and  flue  gas 
cleaning processes. If ozonizers are operated at higher temperatures or 
higher  specific  energies  (power/mass flow), NOx concentrations increase, 
and  finally ozone production breaks down  completely. This state is re- 
ferred to as “ozoneless mode” or “discharge poisoning.” In the interme- 
diate range, the nitrogen oxides NzO, NO, N02, NO,, and N205 could be 
detected (Yagi et al., 1979; Gibalov et al., 1985; Kogelschatz and Baessler, 
1987; Eliasson  and Kogelschatz, 1987) and  simulated by  model  calcula- 
tions  (Samoilovich  and  Gibalov, 1986; Eliasson  and Kogelschatz, 1986, 
1987; Braun et al., 1988). At  higher NOX concentrations catalytic cycles 
involving  oxygen atoms and O3 molecules, also known  from stratospheric 
chemistry, become important. 

0 + N O  + M-*NO2 + M NO + 03+NOz + 0 2  
0 + NO2 +NO + 0 2  0 + NO2-NO + 0 2  (14) 

o + o  -* 0 2  0 + 0 3  + 202 

The  left cycle results in enhanced “catalytic” recombination of oxygen 
atoms; the right  cycle results in enhanced ozone destruction. The effect 
is  quite  dramatic  and can easily be demonstrated in an ozonizer. Adding 
0.1% of NO or NO2 to the feed gas, air or oxygen, will completely  inhibit 
ozone formation  (Yagi et al., 1977; Hirth, 1981; Kogelschatz, 1983) irres- 
pective of the applied  power. 

W .  TECHNICAL  OZONE  GENERATORS 

A. Design  Aspects 

Most technical ozone generators make use of cylindrical  discharge tubes 
of about 20-50 mm diameter  and 1-2 m length.  Glass tubes are mounted 
inside  stainless  steel tubes to  form a discharge  gap of 1-2 mm spacing 
(Fig. 8). The high  voltage electrode is  formed by a conductive coating, 
e.g., a thin  aluminum film on the inside of the glass tubes. The preferred 
dielectric  material  is  borosilicate  glass (Pyrex, Duran). Other dielectrics, 
for instance  ceramic tubes or enamel coatings on steel tubes, have  found 
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Figure 8 Schematic  diagram of discharge tubes, gas flow, and cooling  water 
flow in technical ozone generators  (not  drawn  to scale). 

only  minor acceptance. Layered  enamel  coatings  with  optimized dielectric 
characteristics are under consideration again to meet the special  require- 
ments of ozone generators for pulp  bleaching processes (high ozone con- 
centrations at high pressure). 

In many cases the discharge tubes are protected by  individual  high- 
voltage fuses placed  on the tube  axis in the lead to the specially  formed 
brush contacts (Figs. 8 and 9). In case of a tube failure the fuse blows 
and disconnects the faulty  part  while the rest of the ozone generator stays 
in operation. Larger ozone generators have  several  hundred  discharge 
tubes in one  steel  tank to provide  enough electrode area for mass ozone 
production.  The steel tubes are welded  between  two  end  plates thus form- 
ing a hermetically  sealed  cooling compartment. They are submersed in 
water for efficient  heat  removal in a cross-flow  heat  exchanger  configura- 
tion  (Fig. 8). 

The desired  narrow  width of the annular discharge  gap puts stringent 
requirements  on the tolerances of steel  and  glass tubes as well as on their 
mounting procedures. Any  variation in the gap  spacing will have  an influ- 
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Figure 9 Entrance section of a medium-sized ozone generator with partially 
mounted glass tubes and high-voltage fuses. 
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ence on the electrical parameters (&is, power density), on the heat trans- 
port, and on the gas  flow. 

B. Heat Balance 
Ozone decomposes rapidly at elevated temperatures, and  some of the  rate 
coefficients  describing ozone formation  and destruction depend  crucially 
on the gas temperature. Therefore it is essential that the heat generated 
by the discharge be  removed in an  efficient  way.  In the narrow annular 
gap  after a few  cm of entry length stationary radial  profiles of the velocity 
and temperature distributions are established. The average increase of gas 
temperature AT, is determined  by a balance of the power  not  used for 
ozone  formation-unfortunately the major  part-and  heat  removal  by 
radial  heat  conduction to the cooled steel electrode (Filippov  and  Emel'ya- 
nov, 1962; Pol10 et al., 1985; Eliasson et al., 1987): 

where d is the gap  spacing, A the heat  conductivity of the feed gas, PIF 
the power  density  referred to the electrode area, and q the efficiency of 
ozone  generation. If the power, on a time average, is  evenly  dissipated 
in the gap  volume, the resulting  radial temperature distribution  is a half- 
parabola with its peak  value  at the (uncooled) glass tube. The wall  temper- 
ature T,  of the steel  tube  is  determined by the cooling water. The average 
temperature in the discharge  gap  is  given  by 

1 d P  
Tg = T ,  + ATg = T ,  + 3 ~ ~ ( 1  - q) 

With typical  values for the operating parameters ( T ,  = 2OoC, d = 2 x 
m, A = 2.5 x W/mK, PIF = 2 kW/mz, q = lo%), we arrive 

at  an  average temperature of about 70°C in the gap. The peak  value at 
the glass tube reaches approximately 90°C. According to Eq. 16, lowering 
T ,  and  using  narrower  discharge  gaps will reduce the gas temperature. 
The  most  effective  way of cooling the gap is the introduction of a second 
cooling  circuit for the glass tube, which  would reduce A TB by a factor of 
four. Since  this requires cooling  of the high-voltage electrode, it is  rarely 
done in technical ozone generators. 

C. Power Supply Units 
Traditionally, ozone generators were operated at  line frequency. To in- 
crease the power, step-up transformers were  used to raise the voltage to 
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about 20 kV. For smaller  low-cost ozone installations  this technique is 
still  used.  During the past decade modern  high-power ozone generators 
switched to thyristor-controlled frequency convertors operating at fre- 
quencies  between 0.5 and 5 kHz.  According to the power  formula  Eq.2, 
the applied  power  is  directly  proportional to the driving frequency. Thus 
it  was  even  possible to reduce the voltage to the range of 10 kV and  still 
get a remarkable increase in power density. Typical  values now reach 1-5 
kW/mz  of electrode area, which  led to a drastic reduction in the size of 
ozone  generating  equipment. The lower  voltages  allow a much  wider 
safety  margin  on the dielectric stress of the glass tubes, so that tube  failure 
has  become a rare event with  well-designed  medium-frequency ozone gen- 
erators. A lower  limit for the operating voltage  is  given  by the requirement 
that the electric field in the gap  be  high  enough to cause breakdown. 
This  value depends on gap  spacing  and operating pressure. The preferred 
feeding  circuits  impress a square-wave current, in contrast to the sinusoi- 
dal  feeding  voltage  used  with  line-frequency ozone generators. The higher 
frequencies  brought the advantages of fast turn-off  in case of emergency 
and  less  energy stored in the system. In addition, power  supply  units 
employing  modern  power electronics are more  easily  integrated  into  pro- 
cess automation  and control systems. 

D. Performance of Modern Ozone Generators 
Modern ozone generators have  profited  from the better understanding of 
the ozone formation process in silent  discharges  and  ways to influence 
microdischarge properties. The technical  aim  was  attaining  higher  power 
densities, higher ozone generating  efficiencies,  and  higher ozone concen- 
trations. 

For laboratory experiments the highest  efficiencies at low ozone con- 
centrations reach 8% (100 g/kWh) in air and 20% (250 g/kWh)  in  oxygen. 
Ozone concentrations as high as 6% (wt) in air  and 20% in  oxygen  have 
been  reported (Kogelschatz, 1988). These are, of course, extreme values 
reached in  specially  designed laboratory equipment  and  certainly do not 
correspond to economical operating conditions. 

Typical  figures for large ozone installations are given in Table 2. 
The figures in Table 2 were taken from a comparison  published by Erni 

et al. (1985). The numbers for the specific energy  consumption  include 
the preparation of the feed  gas  and  auxiliary equipment. 

Some  points  should  be  kept in  mind.  Ozonizers  working  with air operate 
at  lower  ozone concentrations and  higher  specific  energies  and corre- 
sponding  cooling water requirements. Systems running  on  oxygen operate 
at higher ozone concentrations, have  lower  energy  and  cooling water re- 
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Table 2 Comparison of Ozone Generating Systems (300 kg ozone/h) 

Feed gas Air  Oxygen 

Ozone concentration 2-3% 6% 
Energy  consumption per kg ozone 18-20 kwh 13-15 kwh 
Cooling water consumption per kg ozone 2.5-3 m3 1.5-2 m3 

Source: Erni et al., 1985. 

quirements, but require about 50% higher investment costs  to pay for 
the cryogenic air separation unit. The accuracy of such outlays has been 
demonstrated by the power evaluation of the Los Angeles  oxygen-fed 
ozone system (Rakness and Stolarik, 1990). The ozone system has a capac- 
ity of 149 kg/h  and  has a tested specific energy consumption of 14.3 kwh/ 
kg ozone in the concentration range of 5-6% (wt). Roughly  half  of this 
energy  is spent on  supplying the oxygen  and the other half on the ozone 
generators. Figure 10 shows a photograph of the ozone generators. Since 

Figure 10 Ozone generators in the Los Angeles Aqueduct Filtration Plant. Six 
ozone generators are installed, each of which can produce 37.5 kg ozone per hour. 
(From Klein, 1990.) 
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oxygen  is a considerable cost factor and  only 5-6% is converted to ozone, 
more  complex systems have  been proposed that recycle the unconverted 
oxygen.  This  can  be  achieved either by recycling the off-gas,  which  nor- 
mally requires a purification step, or by separating the oxygen  from the 
ozone  at the output of the ozone generators. This  can  be  achieved in a 
pressure swing adsorption-desorption system in which ozone is  preferen- 
tially  adsorbed in silica  gel  columns at elevated pressure. Desorption  is 
accomplished by depressurizing the saturated adsorber and  using  nitrogen 
from the cryogenic  air separation stage as a carrier gas. During  this.pro- 
cess, the ozone concentration can  be  raised to about 8%. Readers inter- 
ested in the economics of ozone generating systems of various sizes (1-100 
kg/h)  and  different  degrees of complexity are referred to Merz  and  Gaia 
(1990) and to Schulhof (1991). 

Perhaps a remark is appropriate explaining why the simplest  system 
producing ozone from air needs a feed  gas preparation unit. The air fed 
into  an ozone generator has to be free of dust and free of hydrocarbons 
and  moisture.  In the air preparation unit the dew  point  is  lowered to about 
- 60 or even - 65"C, which corresponds to less  than 5 ppm H20. Humidity 
interferes with the proper functioning of the dielectric as well as with the 
reaction  kinetics by introducing  additional  species: HzO, H, OH, H02, 
H202,  HN02,  HN03 (Peyrous, 1990). It leads to a drastic reduction of 
ozone generating  efficiency  and  endangers the glass tubes by  causing  ex- 
tremely strong microdischarges. 

Large ozone installations produce some  hundred kg ozone per  hour  at 
a power  consumption of several  megawatts. The capacity of one individual 
ozone generator operating  at  medium frequencies is  today of the order of 
30-50 kglh and  is  likely to increase to a few  hundred kg/h in the near 
future. 

V. OZONE APPLICATIONS 
A. Applications in  Water  Treatment 
Ozone  is a potent germicide  and one of the strongest oxidants available. 
It is surpassed only  by fluorine in its oxidizing  power.  Ozone  molecules are 
only  moderately stable and  decay  within a few days at room temperature. 
Elevated temperatures, ultraviolet radiation, or the presence of catalysts 
can accelerate this decay considerably. The natural decay products O2 
and, in the presence of organic compounds, also CO2 cause no environ- 
mental  problems.  In addition, oxidation  with ozone leaves no  toxic  resi- 
dues that would have to be separated or disposed  of. 
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Purification  of  drinking water has  remained the major  field  of ozone 
application ever since its introduction at the beginning of this century. A 
recent  survey (Tate, 1991) mentions  more  than 2000 water treatment plants 
using ozone worldwide,  especially in Europe. The North American conti- 
nent, due  to its strong inclination  toward  chlorine  disinfection, is lagging 
behind,  with  only  about 90 ozone installations.  This  situation is changing 
rapidly as utilities are faced  with the requirements of the Surface Water 
Treatment  Rule, the Safe  Drinking  Water Act, and the impending  Disinfec- 
tion  By-products  (DBP) Rule, as well as more  stringent  regulations for 
volatile  and synthetic organic  chemicals. The main targets for using ozone 
are disinfection, control of disinfection  by-products (trihalomethanes), 
color, taste, odors, pesticides, and the removal of iron  and  manganese. 
In  some cases pretreatment with ozone is reported to reduce turbidity 
and to result in higher  filtration rates. 

In  addition to drinking water purification, ozone can also be  used for 
the treatment of waste  water (disinfection, removal of color and odor), 
of industrial wastes (phenolic  and cyanide compounds), of contaminated 
ground  water  (volatile organics), and  of  cooling water circuits (control of 
microorganisms). 

B. Applications  in  Pollution  Control and Chemical 
Synthesis 

Another  important  application of ozone is the treatment of off-gases.  Due 
to its fast reaction rates even at  diluted concentrations, ozone is  used for 
the deodorization of gases containing  hydrogen sulfide, mercaptans, or 
formaldehyde.  Large-scale ozone applications  have  been  suggested for 
the removal of NO, from flue  gases (Erni et al., 1985; Simachev et al., 
1988; Klein, 1990; Saparov et al., 1990).  Since  nitric  oxide (NO), the main 
NO, component in flue gases, has a low  solubility in water and cannot 
be directly  removed by  wet scrubbing, ozone is  added to oxidize NO to 
NO2 or N205. These components can  be  washed out with  an  ammonia 
solution to yield  ammonium nitrate, which can be  used as a fertilizer. In 
a similar  way, SO2 can be converted to ammonium sulfate. 

Bleaching processes are other important  applications  where  large 
amounts of ozone are used.  Grey  clay  is  bleached to yield  white  kaolin 
for  making  china  and as an additive for high-quality  white paper. Other 
examples are textiles, wax, effluents, and  pulp.  It  has  been  suggested 
(Soteland, 1981; Klein, 1990; Sixta et al., 1991) that ozone can replace 
chlorine,  which  is  still  extensively  used for bleaching in the pulp  and paper 
industry.  This way the discharge of organic  chlorine  compounds  could  be 
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eliminated. By combining oxygen, ozone, and  hydrogen  peroxide 
bleaches,  pulp can be treated in a closed water circuit  without  using 
chlorine. 

Ozone  has  also  been  used  in  chemical synthesis for the oxidation of 
oleic  acid  and the production of hydrochinon, certain hormones, antibiot- 
ics, vitamins, flavors, perfumes,  and fragrances. 

In  all these applications ozone has  definite advantages over other oxi- 
dizing  agents.  Only  oxygen  is  added to the system  and  no  objectionable 
side  products or residues are formed. Ozone  not  used  up in the process 
is taken care of in an ozone destruction unit  which  is  based  on  thermal 
or catalytic ozone decomposition or a combination of both. As a conse- 
quence of its instability ozone is always  produced on the site at a rate 
dictated by the process. No storage or transport of potentially dangerous 
chemicals is involved  in ozone applications. As an  additional advantage, 
ozone can be generated in remote  locations or less developed countries 
wherever  electricity is available. 
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1. INTRODUCTION 

The total electric power  produced in 1990 has  been 11,700 TWh; 64% of 
this  electricity  was  produced by burning 1220 Mtoe  of coal, 340 Mtoe of 
fuel  oil,  and 460 Mtoe of natural gas, and  it  produced over 7200 million 
tons of C02, about 40 million  tons  of NOx, and a quantity of SO2 ranging 
from 70 to 90 million tons (Khatib and  Munasinghe, 1992). 

As far as S02 is concerned, only 50% of  worldwide  production  is  pres- 
ently removed, and there is a genera1,demand for a larger  reduction of 
emissions by adopting  desulphurization plants based  on several commer- 
cial processes. Such processes allow a removal  efficiency of about 80%, 
but  they  require  high investments, exhibit  large  operating costs, and  pro- 
duce by-products that need to be  safely allocated. 

The removal of NOx from  flue  gas is also  becoming important, and at 
present  it  is  achieved to a certain extent by  new combustion  technologies, 
by catalytic reduction reactors, or by a combination of both. 

Recently the possibility of removing  gaseous  noxious  emissions  with 
a pulse electrostatic technology  has  been  verified. The main interest in 
such  application is related to 

1. The possibility of the simultaneous  removal of NOx and SO2 by  means 
of a dry, relatively  simple, process 
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2. The  similarity of this  technology to the well-established electrostatic 

3. The  possibility of utilizing the end products, ammonium nitrates and 
precipitator technology 

sulphates, as fertilizers or soil conditioners 

II. BASIC  PHYSICAL PRINCIPLE 
The  effects of the irradiation of combustion  gases  were  occasionally  no- 
ticed  by several researchers (Palumbo,  and Fraas, 1971). The irradiation 
of a gas with electrons having  high  energy  was  deeply  investigated  by 
Kawamura et al. (1979) and  by  Tokunaga  and  Suzuki (1984). They stated 
that the irradiation produces ionized species and  radicals  capable of initiat- 
ing chemical reactions leading to the oxidation of  NOx  and SOz and, in 
the presence of ammonia, to the formation of  ammonium nitrates and 
sulphates. The irradiation  was first achieved  using electron beams; then 
it  was  experimentally  recognized that a corona discharge occurring in a 
high electric field  can  be a source of electrons with  enough  energy to 
produce active radicals  (Mizuno et al., 1986; Masuda  and Nakao, 1986; 
Civitano et al., 1986). 

It  is  well  known that the characteristics of a corona discharge  strongly 
depend  on the divergency of the electric field  produced by the electrode 
arrangement  and  on the rate of rise of the applied  voltage,  and that the 
evolution of the corona discharge into a spark  discharge depends on the 
duration of the applied  voltage  (Gallimberti, 1971). 

In order to increase the number of electrons with  higher energy, fast 
rising  and short duration  pulse  voltages  must  be  applied to electrode ar- 
rangements  leading to high divergent electric fields, such as rod-plane or 
wire-plane  geometries. The duration of the applied  voltage  must  be short 
enough to prevent the thermalization of the corona streamers. The greater 
the voltage rise, the greater will  be the electric field  when the corona 
streamers develop  and the higher  will  be the mean  energy  of the produced 
electrons. The role  played  by the geometry of the electrode arrangement 
is  manifold: the divergency of the electric field, other conditions  being 
equal, decreases the possibility  of  thermalization of the first corona 
streamers, but  it  is  supposed to decrease the region  where the first corona 
streamers develop in a high electric field. 

In  any case, only the first corona streamers are supposed to be effective 
in producing electrons with energy in the range 5 to 15 eV, able to interact 
with the gas  molecules  and to produce active radicals, while secondary 
corona streamers should  be considered as a source of energy loss. 

The  fraction of  energy absorbed by each gas component, when  ionizing 
radiation interacts with a multicomponent gas system, is  proportional to 
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its partial pressure. For a flue gas  composition of  68% N2, 15.5% 02, 
10.5% H20, and 6%  CO2 at 120°C, the primary processes have  been  sum- 
marized  by  Civitano et al. (1986) as in Table 1, in  which the number in 
parentheses represents the G value, normalized to 100 eV, of each species, 
i.e., the number of molecules  produced per 100 eV  of energy absorbed 
by the system. The G value is better defined  by 

dXi D - = G*- dt 100 N 

in  which dXildt represents the production rate of the primary species i 
with the irradiation dose D (V" S " ) ,  N is  Avogadro's  number. 

The secondary  chemical reactions that lead to the formation of ammo- 
nium nitrates and sulphates are further complicated  because of the pres- 
ence of ammonia;  they also depend  on the temperature and the presence 
of liquid  and  solid aerosol particles  (Chang, 1987,  1989). 

Some attempts have  been  made to model the complex electrical and 
physicochemical processes, but  they  have  had  little or no success in  pre- 
dicting the removal rate in specified  conditions  (Gallimberti, 1991). It  is 
believed that a deeper knowledge of the basic  physical  and  chemical  phe- 
nomena  is required, and a number of laboratory-scale  investigations are 
being  carried out with  this  purpose. 

111. BENCH SCALE TESTS 
Following  some  laboratory experiments carried out by Masuda et al. 
(1987),  which assessed the physical  feasibility of the process, bench scale 
tests have  been  run  with  real  gas. The greater bulk  of the experimental 
data came  from tests run in a test rig installed at the Marghera  power 
station of ENEL (the electric power authority in Italy) and  have  been 
reported by Civitano et al. (1987)  and  Dinelli  (1990).  The test rig  was 
installed in the slipstream of the flue gas duct from the outlet of the electro- 
static precipitator  installed  downstream of a coal  burner  boiler of 70 ther- 
mal  MW. 

Table 1 Basic  Processes 

N2 Ng(2.27) e-(2.96)  N+(0.69) . N(3.5) Nf(0.29) 

H20 - H20+(2.56) e-(3.23) H(4.07) O~(4.17) o(0.45)' 

0 2  Og(2.07) e-(3.30) 0+(1.23) O(1.41)  OT(0.29) 

c02 COg(2.24) e-(2.96) CO'(0.51)  O'(0.21)  O(0.38) 

loo CV 
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In  Fig. 1 the experimental  layout is presented and  with  special reference 
to the measuring system, while  in Table 2 the characteristics of the main 
reactors used are reported. 

The diameter of the emitting  wire  and the duct width are strongly corre- 
lated  with the value of the applied  voltage; 3 mm for the diameter of 
the  emitting  wires  and 200 mm for the duct width  proved to be a good 
compromise,  with a crest value of the applied  pulse  voltage  between 100 
and 150 kV. 
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Figure 1 Experimental layout. 
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Table 2 Main Characteristics of the Reactors Used 

TR100/1  TR100/2  TR100/3 

Reactor geometry parallel parallel cylindrical 
Channel  length  (m) 1.4 1 .S 1 .5 
Channel  width or diameter (mm) 200 200 200 

Total plate surface (m2) 8.4  12.0  8.5  13.2  15.1 
Total  volume (m3) 0.84  1.2  0.42  0.66  0.75 
Number of emitting  wires 14 20 9 14  15 
Distance between wires  (mm) 200  200 
Emitting  wire active length (m) 1.5  2.0 1 .5 
Number of channels 2  2  9 14  15 

In the case of parallel  plate reactors it  has  been  remarked that the 
corona streamers fill less than 20% of the total volume,  while in case of 
the cylindrical reactor they fill all the volume. 

In  Table 3 the main flue gas experimental conditions are reported. The 
ammonia  was  injected  upstream of the reactor, and  it  was  from 0.7 to 0.8 
times the molar ratio of NOx plus S02. 

The  removal of S02 appeared to be  governed  mainly  by the thermo- 
chemical  reaction  with  ammonia, thus ensuring a rapid  removal of SO2 

Table 3 Main Flue Gas Experimental Conditions 

TRlOOO/l TR  1 000/2  TR1000/3 

Flow rate (Nm3/h) 
Temperature (“C) 
Gas residence  time (S) 

Input NO, (mg(N02)/Nm3) 
(PPmv) 

Input S02 

Solid particles (mg/Nm3) 
Ammonia over (NO, + S021 

Gas content N2 (%) 
Gas content C02 (%) 
Gas content 0 2  (%) 
Gas content H20 (%) 

molar ratio (%) 

600 
100 & 70 

3.7 
880 i 1130 

430 f 550 
1030 i 1430 
360 i 550 

150 
0.7 

470 & 600 
100 

5.4 & 6.9 
615 f 1130 
300 + 550 

1285 
450 

150 . 
0.8 

73 
13 
6 
8 

500 
80 + 100 

3.4 & 7.0 & 5.4 
1030 i 1130 
500 f 550 

lo00 f 1140 
350 i 400 
80 i 120 

0.8 
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even  without  energization  of the gas; it is however  enhanced by the pulse 
corona energization,  which ensures by  itself  (without  ammonia  injection) 
a removal rate of  up to 20%. The SO2 removal  with  ammonia  injection 
and  pulse corona energization  was about 75% at a gas temperature of 
100°C and  about 90% at a gas temperature of 70°C. 

In  Fig. 2a,b the removal of NOX is plotted versus the specific  energy 
input  to the gas for different reactors and  different  initial NOx input con- 
centrations. 

It appears very clear that the removed quantity of NOx depends on 
the energy  absorbed by the gas as a consequence of the corona discharge. 
Thus the removal  efficiency decreases as the initial NOx concentration 
decreases. 

Tests were also carried out with  hydrated  lime  injection  instead of am- 
monia  injection; the results however  indicated a much  lower  removal  effi- 
ciency. 

IV. TECHNICAL  AND ECONOMIC PROJECTION 

After the described  preliminary tests, a technical  projection  was  tried  by 
Rea  (1991),  who  suggested that an  energy  yield of about 14 Wh/Nm3  would 
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Figure 2 NO, removal rate versus specific energy input  (a) for different reactors 
and (b) for different  input concentrations. 
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be  required in order to reach a NOx  removal  efficiency of 70%. Assuming 
an  energy  density of 2.4 J per meter of wire  and per pulse, and a pulse 
repetition rate of 300 Hz, the power transfer would  become 18 kW/m3, 
and  this  would  mean, for a 320 MW power station, a reactor volume of 
about 800 m3. 

Also  an  economic  projection  was  made  considering the following  items: 

Capital costs Operating costs 

Land Ammonia consumption 
Reactor Electric energy consumption 
Ammonia injection system Maintenance 
Pulse power supplies 

The land cost, although  difficult to determine, should  not be considered 
a penalizing factor, even in the case of retrofitting applications, because 
the reactor size  is  equal to or smaller  than the size of the ESP installed 
for the removal of p-articulate matter. Also the reactor cost can be esti- 
mated  on the basis of the cost of an  equal-size precipitator, taking  into 
account  an increase of corrosion prevention criteria. 

The cost of the pulse  power  supplies  was  very  difficult to estimate 
because  it  involves  new  technologies.  Assuming the worst case, it  was 
estimated as the scale-up  of the cost of the experimental  pulse generator. 
Also the cost of ammonia  consumption  was  evaluated  pessimistically to 
be on the order of  $0.60/kg. 

The estimation of the electric energy cost implies the estimation of the 
pulse  voltage generator efficiency.  Although the efficiency of the experi- 
mental  pulse  voltage generator was  lower, a figure of0.75 was  considered 
adequate. This  means a need of electric power of 19 W/(Nm3/h),  which 
corresponds to 20 MW for a 320 MW coal  unit. 

The  preliminary analysis, as illustrated in Table 4, indicates, with  refer- 
ence to a power station of 320 electrical MW burning a low-sulfur coal, 
a capital  investment  lower than $10 million  and an incidence cost in the 
order of 7 millslkWh. 

V. RECENT  DEVELOPMENTS 
The bench  experiments  described  showed the need to optimize the process 
in order 
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Table 4 Tentative  Economic  Projection 

Size of the  boiler  (MWe) 
NO, concentration (mg/Nm3) 
SO2 concentration (mg/Nm3) 
Reactor  volume (m3) 
Electrical  power  (MW) 
Ammonia consumption (K@) 
Investment costs ($ million) 

mechanical ($ million) 
power  generators ($ million) 
additional ($ million) 

Levelized  operational costs ($ 
million) 

energy ($ million) 
ammonia ($ million) 

Specific cost ofplant ($/Kw) 
Incidence on energy cost (millskwh) 

320 
1200 
2000 
2400 

18 
1550 

23.8 
1.7 

20.0 
2.1 
8.8 

3.5 
5.3 

5.0 
74 

To prevent any  possible  ammonia  leakage 
To reduce  ammonia  consumption 
To increase the SO2 and NOx removal  efficiency  with  higher temperature, 

To reduce the production of ozone and toxic by-products 
To increase the collection  efficiency of the ultrafine  solid particles pro- 

It was  recognized that a deeper knowledge of basic  phenomena  was  re- 
quired;  several laboratory-scale and  bench-scale experiments have  been 
started. 

A better understanding of the chemical  phenomena  suggested a possible 
interaction  between the oxidation of the sulphur and  nitrogen oxides, and 
experimental evidence has  been obtained, as reported by Civitano (1992), 
that a proper injection of oxygenated water at a given  stage of the process 
would reduce to zero any  ammonia  leakage  and increase the removal 
efficiency of NOx at a given  energization. 

Also, a possible  synergic  effect is suspected and  is  presently  being 
investigated  between the plasma catalysis produced by corona discharge 
and a chemical catalysis produced by such elements as manganese  and 
vanadium,  which  may  exhibit  different  oxygen  bonds. 

A better understanding of the pulse corona discharge  showed that the 
electrons produced by the first streamers, which  develop in a few tens of 

Y 

lower  energization,  and  lower  humidity 

duced  by the process 
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nanoseconds,  have  mean  energies  between 1Q and 14 eV  while the elec- 
trons produced  by the secondary streamers have  much  lower  mean ener- 
gies.  This  suggests the use of corona discharges produced by very short 
voltage  pulses,  and the techniques for producing,  with high energy effi- 
ciency,  high-voltage  pulses that last a few hundreds of  ns and  have dV1 
dt of on the order of lOI3 VIS are now  being  investigated. A technique 
that has  given  good results is to superimpose the voltage pulses on a dc 
base  voltage;  using  this  technique it was  possible to produce pulse corona 
discharges  with  an  energy  efficiency of  up to 90% (Rea and  Yan, 1992). 

The technical  feasibility of the process will  be further investigated 
through the design  and construction of  pilot  plants that will represent 
scale-ups of the bench experiment. In  Italy ENEL is planning to set up 
a 10.000 Nm3/h  pilot plant, while  in Japan Ebara is  planning to set up two 
pilot plants, one of 2000 Nm3h supplied  with flue gas from  fossil  fuel 
combustion  and the other of 200.000 Nm31h supplied  from a municipal 
refuse incinerator. 

Further study is required for the industrial  utilization of the process 
and  is  now  in  progress. Of great importance will  be the qualification of 
the by-products  in respect of the admissible content of solid particles; 
should the process  installed for the cleaning of the flue  gas  from  coal be 
burners, and  should the content of  heavy  metals  in the fly ash  be  low 
enough,  it  has  been  suggested to employ a mixture of fly ash and  ammo- 
nium sulphates and nitrates as a soil softener for compact  basic soils. 

VI. OTHER APPLICATIONS 
Although DeN0,/DeS02 is  thought to be the largest  possible  application 
of pulse corona discharges, other applications  have  been  investigated by 
Masuda et al. (1987). An application  receiving  great interest is the possibil- 
ity  of  decomposing  volatile  organic matter (VOC):  cryogenic gases such 
as freon  and  organic solvents such as benzol, toluol, etc. (Chang et al., 
1991; Yamamoto et al., 1992). 

For a long  time  now  nonequilibrium  plasmas  obtained at low pressure 
with  radiofrequency  voltages  have  been  used for special surface treatment 
of dielectric  materials;  recently  Masuda et al. (1991) successfully  used 
pulse corona discharges for similar treatments at normal air pressure on 
wider  surfaces. 
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1. FAIR-WEATHER  ELECTRIC  FIELDS 
A. Conductivity in the Atmosphere 

The atmosphere may extend up to 30,000 km,  but  it is defined here as the 
space between the ionosphere and the ground. This region is composed 
of the troposphere, the stratosphere, and the mesosphere. 

In  discussing atmospheric electricity in fair weather it  is necessary First 
to review the conductivity distribution in the atmosphere where the elec- 
tricity will occur and  propagate. The atmosphere is ionized by radioactiv- 
ity, mainly a rays from the earth’s crust, and  by  cosmic rays from space. 
Both electrons and  primary  positive  ions thus produced react with  atmo- 
spheric  gases. The reactions continue until  reaching the terminal  negative 
and  positive ions, respectively, within a few  microseconds.  Number  densi- 
ties of these ions are several lWO/cm3 at ground level. 

Ionic  composition  varies  with altitude. From the ground  level  up to 
about 30 km, the major  positive  ions are composed of proton core ions 
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H+ and attached water  molecules  (H20)n.  They are cluster ions of the 
type H30+ (H20),,  which are called proton-hydrate ions. A portion of 
the water  molecules in the ions may be substituted by acetonitrile 
(CH3CN). Near the ground, below about 6 km,  NI€.+ (H20), may  be the 
major  ions (Eisele and  McDaniel, 1986; Ziereis  and  Arnold, 1986). 

The negative  ions are composed of  NOT core ions  and the attached 
(HNOs),  and water molecules,  below the 30 km level.  Above that level 
the core ions HS04 and the attached (H2S04)n  become  dominant. In Fig. 
1 are shown the principal  ions  and  mean  ion  masses  derived  from  models 
(Brasseur and  Chatel, 1983; Swider, 1984; Arijs  and Brasseur, 1986) and 
mass spectrometric data from  ground  level to 70 km (from Swider, 1988). 

The atmospheric electric conductivity U is given  by 

= CQkiqi (1) 
i 

where the index i expresses the kind  of ions and ni is the number density 
of the i kind  of ions. pi is the ion  mobility. 4i is the ionic charge that the 

CO; 

NO; * H20 

60 - I 
I \  - 

H30+* (CH3 CN). (H201n A HSOZ(H SO *(HN03), k 

[Swider, 1984]\, 
E 

\ \  \[Brasscur and Chalel  19831 
x 

W n 40-  
',\A ' '  \\ 

13 \ A '\ AA HSO,'.(H2SO4In 

2 30- \ W/' 
\ 
\ A 

[Arijs and Brosseur] 1 
20 - 1986 I I NO? 't'c (HNO,), 

1 A 

10- 

NH:.(H,OI, -4- N05(HNO3)n;(H.&)),, 

I I 1 1 1 1  I I I * I , , ,  

IO 100 1000 
MEAN ION MASS (amp)  

Figure 1 Atmospheric  principal ions and  mean ion masses as derived  from 
models  and mass spectrometric  data  from  ground level to 70 km. (After Russell 
and Swider, 1991.) 
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ion carries and  is  given  by 2Zi le\, where Zi is the number of elementary 
charges. 

The  ion  mobility  is the velocity of the charged  particle that moves  in 
the electric field of unit strength. The mobility pi is  given  by 

(2) 

where mi is the mass of the charged particle and vi is the collision fre- 
quency of the charged  particle  with the other kinds of coexisting particles. 

The altitude profile of the atmospheric electrical conductivity  was first 
calculated by  using Eqs. 1 and 2 by  Cole  and  Pierce (1965), and the derived 
profiles for day  and  night  have  been  used  by  many authors. Then the 
measurements of conductivity by  using  balloons  and rockets became  pop- 
ular, and the results of recent measurements under various  geophysical 
conditions are given  in  Fig. 2. In Fig. 2 is also given the scale of relaxation 
time 

where ereO is permittivity of the air. It is clear in  Fig. 2 that the conductivity 
increases exponentially  with altitude. It may be expressed by several ex- 
ponential  functions in the altitude ranges 0-5 km, 5-20 km, 20-40 km, 
40-60 km,  and 60-85 km, the lower  boundary of the ionosphere, respec- 
tively.  The  conductivity  changes  from  S/m at the ground  level to 

S/m at the 85 km level. The earth’s surface, the lower  boundary of 
the atmosphere, has a conductivity on the order of 10-3-10-2 Wm. 

The conductivity in the altitude range  up to 40  km is directly measured 
by  using airplanes  and  balloons.  Above that level  it  is  measured  by  using 
rockets. 

B. Mapping Theory 
Electric fields are produced  not  only  within  but also outside the atmo- 
sphere, namely  in the ionosphere and the magnetosphere, and  in the 
earth’s crust. The electric fields  produced in various places in the earth 
medium  propagate  through the atmosphere. They are observed far from 
those origins. The propagation of the electric fields depends on the electric 
conductivity  distribution that was discussed in Sec. I.A. The theory to 
estimate the order of attenuation of electric fields in the earth medium  is. 
called  mapping theory. The quantitative order of attenuation is  called the 
mapping factor. The larger  is the field scale size, the smaller is the attenua- 
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Figure 2 Atmospheric electrical conductivity and relaxation time  under various 
geophysical conditions. (After Hale, 1984.) 

tion  of the electric fields. This is proved  theoretically in the following. 
Isotropic conductivity is assumed here, but a similar consideration is  pos- 
sible for the atmosphere of anisotropic conductivity. 

Here the atmospheric conductivity u is  simply  assumed to increase 
exponentially  from the ground, i.e. 

u = uo exp(i) 

where uo is the conductivity at  the ground  level  and CY is the conductivity 
scale  height. The three fundamental equations of the electric field 



ATMOSPHERIC  ELECTRICITY 623 

are solved  together in the cylindrical coordinates ( r ,  8,z ) .  The electrostatic 
potential Q, is  obtained as 

W, z )  = JO (krr){A exp(mlz) + B exp(m2z)) (8) 

From Eq. 8 the vertical  and  horizontal electric fields are derived respec- 
tively as 

E&, z )  = -Jo(k,r){mlA  exp(m1z) + m2B exp(m2z)) (9) 

Er(r, z )  = Jdk~)k,(A exp(mlz) + B exp(m2z)) ( 10) 
where Jo and J1 are the Bessel functions of the first kind  of order 0 and 
1, respectively. m1 and m2 are given respectively by 

where k, is the wave  number. It is interesting to see in Eqs. 9-1 1 that the 
electric  fields do not  depend on the conductivity  value  but  only  on the 
conductivity scale height a. When  we  examine the signs of ml and m2, it 
is  known that m1 is  negative  and m2 is positive. Therefore the value of 
the first  term  on the right-hand side in Eqs. 9 and 10 decreases with  height, 
and the second  term increases with  height.  From this fact the source of 
the first term of Eqs. 9 and 10 is in the atmosphere lower than a point of 
concern or inside the earth. The source of the second  term is in the upper 
atmosphere above a point of concern or in space. If  we consider the strato- 
sphere or the mesosphere, the former may have  thundercloud charges 
and the latter may come from,the ionosphere, magnetosphere, or space. 

The mapping factor calculated  with a source at altitude 150  km is shown 
in  Fig. 3, where the parameter X is the wavelength  given  by 2 d k , .  It is 
clear in  Fig. 3 that the ionospheric electric field, the wavelength of which 
is larger  than 200 km,  maps in the lower atmosphere with  little attenuation. 
This fact becomes the basis of the balloon  measurement in the stratosphere 
of the horizontal electric field of ionospheric  origin. 

If  we use the spherical coordinates ( r ,  8 ,  +), the mechanism of the 
atmospheric electric field  mapping  around the earth’s surface can be 
understood. The atmospheric electric potential @(U, 8 ,  +) is  given  by the 
next  equation (Hays and  Roble, 1979). 

m n  

@(U, e ,  +) = C C [ ( ~ ~ , , , ~ ( - l + c n ) ~  + ~ ~ , , , , ~ ( - ~ - c ~ ) / ~ } C , m ( e ,  +) 
n=O m=O 

+ { ~ ~ , ~ ~ ( - - ~ + c n ) / *  + ~ ~ ~ , , , ~ ( - ~ - c n ) / ~ ) s ; ; ; ; ; < e ,  +)I (12) 
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MAPPING FACTOR 

Figure 3 Mapping factor of the  ionospheric  horizontal electric field at 150 km 
with selected spatial wavelengths on  a  quiet  night. (Park  and  Dejnakarintra, 1977.) 

where  the  variable U is used instead of r.  c,, is given by 

where ro is the  radius of the earth. CA,,,,, , CB,,,, , SA,,,,, SB,,,, are the  con- 
stants that  must be determined from the boundary conditions. C,,,,,, S,, 
in Eq. 12 are given respectively by 
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The P:: (cos 0) in Eq. 16 is the associated Legendre function. The electric 
fields at a height in the atmosphere in  any latitude (90" - 0) and  longitude 
+ are calculated by taking the differential of the electric potential @(U, 0, 
+) in Eq. 12. In the calculation the orographic features of the globe surface 
can  be  included. 

C. Large-scale Electric Fields 
Thunderstorms are the largest source of atmospheric electric fields. 
Charge  generation  and  charge separation in thunderstorm clouds will  be 
discussed in the following section. The positive  and  negative charges gen- 
erated are distributed in a cloud so that positive  charges are in  higher 
regions  and  negative  charges  in a lower  regions in the cloud.  This type 
of charge  distribution is usual in thunderstorm clouds  and  is  called the 
dipole  distribution of positive  polarity. In actual clouds a small pocket of 
positive  charge occurs at the bottoms of the clouds. The electric field/ 
current from  such  cloud  charge distributions can be calculated. A model 
fieldlcurrent  distribution near a cloud is shown in Fig. 4, in  which  only 
the electric  field/current  direction is shown to see how the electric current 
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flows out from a cloud into the atmosphere of real conductivity distribu- 
tion.  In  this  thundercloud  model the positive  and  negative  charges of + 66 
C and - 100 C were assumed at 8.5 km and 6.0 km from the ground, 
respectively. The conductivity scale height  was  assumed to be 6.0 km. 
The electric fieldhrrent vector that was  calculated every 5 km points 
upward in layers higher  than 10 km.  If the ionospheric potential of 300 
kV is  considered as an  effect of  all other global thunderstorm cloud 
charges, the electric field  distribution near the cloud turns to be as shown 
in  Fig. 5. It is clear in  Fig. 5 that the direct effect of one average thunder- 
storm  cloud spreads into the upper atmosphere but is confined  within 
about 100 km distance from the cloud. 

The  mapping  theory indicates that the higher  is the thunderstorm cloud 
top, the larger  is the rate of degree of the electric field  mapping into the 
upper atmosphere. Such giant thunderstorms occur in tropical  regions. 
One to two thousands of thunderclouds may be active simultaneously 
over the entire globe. Satellite experiments to measure this thunderstorm 
activity are under operation. An example of the result of experiments is 
shown in Fig. 6. This  figure  shows  positions of  lightning  measured  on a 
U.S. satellite DMSP. As had  been supposed, the thunderstorm activity 

ALTITUDE 
CKMJ 

Figure 5 Electric  current  distribution  from  the  model  thunderstorm  cloud  as 
in Fig. 4 but  assuming  an ionospheric  potential  of 300 kV. (Makino et al., 1980.) 
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Figure 6 Occurrence of lightning as observed  from  a  satellite DMSP September 
10 through  October 11 ,  1977. (After  Edgar, 1978.) 

was  higher near the tropical zone, and  more active on land  than over 
ocean. 

Using these data of  lightning distribution, the global thunderstorm ac- 
tivity  (charge distribution) is modeled. Then the global distributions of 
the atmospheric electric field  and current were calculated  based on the 
global electric circuit  model.  They are shown in Figs. 7 and 8 ,  respectively. 
These results agree  with the electric fields and currents that had  been 
observed at various  places on the ground. Thus the global circuit hypothe- 
sis  proposed by  Whipple  and Scrase (1936), in  which the atmospheric 
electric field  was  produced  by  global thunderstorm cloud charges, has 
been  proved to be true. 

The atmospheric electric field  measured on the ground changes in  time 
of various scales. A field  amplitude to the period/frequency  diagram  is 
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Figure 7 Global  distribution of atmospheric electric field at  ground level in V/ 
m  calculated every 4 h  with  model  thunderstorm activity. (Makino  and Ogawa, 
1984.) 

shown  in  Fig. 9 (Ogawa, 1973). The period/frequency  ranges  from 11 
years, the solar cycle, to 100 MHz. The recognized  amplitude of the solar 
cycle  variation  is  on the order of 10 V/m, one tenth of the normal  fair- 
weather electric field. The most apparent and clear variation is the diurnal 
variation. There are two kinds of diurnal variations, one in universal  time 
and the other in local  time. The universal  time  variation as shown  in (a) 
of  Fig. 10 (Parkinson  and Torreson, 1931; Sverdrup, 1927) is of large scale 
and  is  caused  by the global thunderstorm electrical activity as shown in 
(b) of Fig. 10 (Whipple  and Scrase, 1936) and  has  been discussed above. 
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Figure 8 Global  distribution of air-earth  current in A/m2 calculated every 4 h 
with the same  model  thunderstorm  activity as in Fig. 7. (Makino and Ogawa, 
1984.) 

Large  vertical electric fields  were observed within the lower  meso- 
sphere by  using  rocket-borne  field  mills  (Bragin et al., 1974; Tyutin, 1976). 
The order of the electric field strength is  V/m. As to these unexpectedly 
large electric fields, many  following experiments and discussions have 
been  made  and  they are continuing  (Goldberg  and Holtzworth, 1991). 

D. Small-Scale  Electric Fields 

The  local  time  variation  of the electric field as shown  in  Fig. 11 is of small 
scale  and  is  caused  by  changes of conductivity in the atmosphere. The 
relation  between the conductivity  and the electric field is given  by  Ohm’s 
law, that is, 

J = uE (17) 

where J is the air earth current density that is also expressed by 

V 
J = E  
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Figure 9 Atmospheric electric  fields as a function of periodlfrequency. (Ogawa, 
1973.) 

where V is the ionospheric electric potential and R is the air columnar 
resistance. From Eqs. 17 and 18 we obtain 

V 
UR 

E = -  

The atmospheric electric field is proportional to the ionospheric potential 
V and  inversely  proportional to both the local conductivity U and the air 
columnar resistance R .  R is the integrated resistance from the ground to 
the ionosphere of the air column  with  unit cross-section. Variability of R 
is smaller  than U. The electric field  measured in an  urban area depends 
more on the local  conductivity  than  on the columnar resistance (Ogawa, 
1960a,  1960b). 

Two  maxima of the electric field  in the morning  and in the evening in 
Fig. 11 are caused by the conductivity decreases due to increases in aero- 
sol  particles  by  human activity in  an urban area. The depression of the 
electric field  in  midday  is caused by  diffusion  of  such aerosol particles by 
daytime  air  convection. 

The electric field  variations of short periods of an order of 10 min are 
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Figure 10 Diurnal  variation of atmospheric electric field in  universal  time as 
observed  (a) on board “Carnegie” and  “Maud” on oceans. (After  Parkinson  and 
Torreson, 1931;  Sverdrup,  1927).  (b)  Thunder  areas  for each continent and  the 
world.  (After  Whipple  and Scrase, 1936.) 

caused by irregular distribution of space charges near the ground. The 
space  charge p and the electric field E have the relation 

p = E,JE,.VE (20) 

The space charges are produced  from  various  human activities. Those 
well  known are from factory chimnies,  various fires, and exhaust gases 
from  vehicles. The space charges decay during the flow  with  wind  within 
the relaxation  time T (Eq. 3). The relaxation  time of the air dear the ground 
is 500-1000 S .  The exhaust gases SO2 and NO, react with atmospheric 
gases  and glow to heavy  gases. They finally convert to atmospheric parti- 
cles  and  affect the electric field. 

There are direct charge generations in the atmosphere. Their mecha- 
nisms  may  be triboelectricity, the induction effect, and breakup charging, 
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just as in thunderstorm clouds. These mechanisms will  be discussed in 
the following section. 

Breakup  charging  is a common phenomenon, and  an  example  is seen 
near a waterfall. A similar  phenomenon is also seen in rain. When water 
drops hit the ground, the drops are broken  into pieces and  smaller  frag- 
ments are spread  into the atmosphere. In  this process the smaller  frag- 
ments of the water drops are charged  negatively  and the larger ones posi- 
tively.  The  former are lighter  than the latter and  raised  higher in the 
atmosphere. The size of the negative water fragments distributes in  wide 
range  extending  to  molecular  size. These become  ions in the atmosphere. 
The  conductivity  meter of the Gerdien type operating near the ground 
measures  such  negative ions, and the conductivity increases above the 
normal  level.  This causes variations of the electric field. 

Various  firing processes are not  only a cause of ionization of the air 
but also a cause of the production of gases that convert to aerosol particles 
as described above. 

A particular direct production of electricity is a corona discharge  from 
high-tension  power cables. Corona discharge produces space charges. 
This  effect  is  enhanced  during disturbed weather and observed downwind. 

Volcanic ashes from  volcanos  have  much electricity, and  lightning 
flashes occur between ash clouds.  This  phenomenon may  be  caused  by 
the triboelectricity  between  different types of ash. It was demonstrated by 
a laboratory  experiment that larger  and  smaller  ash  particles  have  different 
signs  of electric charges. 

The  effects of nuclear  explosions  were observed. The electric field 
decreased  from the normal  level  by about 50% many thousands of kilo- 
meters  downwind near the westerly jet stream. 

E. Electric  Fields  from  Outside the Atmosphere 
Large-scale electric fields that occur outside the atmosphere are also sub- 
ject to atmospheric electricity, because those electric fields map  into the 
atmosphere. Such electric fields are Sq, L, S:, DP1, and DP2 (Nishida, 
1978). 

Since the seventeenth century the earth’s magnetic  fields  have  been 
measured at many stations on the ground.  About 200 observatories are 
working. In addition to these ground observations an onboard satellite 
magnetometer  measures  magnetic  fields in space. 

The earth’s magnetic  fields  change  in  time of various scales. Geomag- 
netic  daily  variations are caused by the ionospheric electric currents, 
which are driven by dynamo action of the fluid  plasma in the ionosphere 
by solar heating  and  tidal  effects of the sun and the moon. These electric 
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current systems are called  Sq  and L, respectively. S means sun, q quiet, 
and L lunar. The diurnal  variations can be detected only  during  quiet 
periods of  geomagnetic activity. The dynamo current occurs at about 105 
km of the ionosphere, where the Hall conductivity is the largest among 
the tensor components of conductivity. The electric field E is given  in the 
equation 

(21) J = (a) (E + V x B) 
where J is the ionospheric current, (a) the tensor conductivity, v the iono- 
spheric wind velocity,  and B the geomagnetic flux density. The ionospheric 
electric current J can be estimated by  measuring the geomagnetic  field 
variation on the ground. The conductivity (a) is  estimated  from the iono- 
spheric electron density measured by rocket experiments. The plasma  tidal 
velocity v is  estimated by various experimental as well as theoretical meth- 
ods. The electric field  strength thus estimated is on the order of a few 
mV/m. Such  an electric field  is of global scale. Average  ionospheric  elec- 
trostatic potential as a function of magnetic  local  time  is  shown in Fig. 
12. The  total  potential is estimated to be about 5 kV. According to the 
mapping  theory  described  in Sec. I.A, this kind  of large-scale electric field 
maps  down  with  small attenuation in the stratosphere where a balloon 
measurement is possible.  Such an electric field  has  not  exactly  been  mea- 
sured by previous  balloon experiments. Instead an incoherent scatter 
radar at the equatorial  region estimated electric fields  by  measuring the 
drift  motion of the conductive fluid  in the ionosphere.  Such drift velocity 
is given  by 

E x B  
B* 

v = -  

An electric field occurs in the magnetosphere. The electric field is pro- 
duced  in interplanetary space by the solar wind interacting with the inter- 
planetary  magnetic  field  and  maps in the magnetosphere. In such infinitely 
conductive space the relation 

E + ( v X B ) = O  (23) 

holds,  where v is the solar wind velocity and B the interplanetary magnetic 
flux  density. The magnetospheric electric field  points  westward in the 
equatorial  plane. By this  large-scale electric field a magnetospheric  plasma 
convection occurs, by  which the plasma drifts toward the earth. This  drift 
motion  velocity  is  given  by the same expression as Eq. 22 that is equivalent 
to Eq. 23. Therefore it  is  not  possible to determine  which is the cause, 
the electric field or the plasma  motion,  and  which is the effect. 
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Figure 12 Average Sq electrostatic  potential  at 300 km altitude  as a function 
of magnetic  local time. (After  Richmond et al., 1980.) 

The magnetospheric electric field  is  mapped in the polar cap ionosphere 
through  geomagnetic  field  lines. By this westward electric field the iono- 
spheric  plasma drifts beyond the pole  from the day side to the night side 
(Eq. 22). In the equilibrium state, the drifted  plasma in the night side 
auroral  zone turns eastward in the morning side and  westward in the 
evening side; then the plasmas  meet at the subsolar point.  This  twin vortex 
plasma  convection (Fig. 13) results in the polar cap ionospheric electric 
current. The current occurs inversely to the plasma convection under the 
influence of smaller electron collision frequencies with  neutral gas parti- 
cles  than those of ions.  This current system observed only  during a geo- 
magnetically  quiet  period is called S; (Nagata and Kokubun, 1962),  simi- 
larly  named to Sq. In the auroral zone of the ionosphere the corresponding 
electric field  is  toward the equator in the morning side and  toward the 
poles in the evening  side. These ionospheric electric fields  map  down in 
the polar atmosphere, which can be  measured  again in the stratosphere 
by  using  balloons.  During a geomagnetically disturbed period, the S; can- 
not  be seen, and  polar  ionospheric  phenomena are all enhanced and  dis- 
turbed. An enhanced current system  during such disturbed period is called 
DP2 (polar disturbance 2). The disturbed polar  ionosphere  is  more  com- 
mon than the quiet one. Mozer  and Luct (1974) observed the horizontal 
electric fields  covering one full  day  using  six  balloons  successively at the 
northern  auroral zone; see Fig.  14, where the fields were mapped  in the 
magnetospheric equatorial plane  along the geomagnetic  field  lines. The 
electric field  strength in the magnetosphere  is on the order of 1 mV/m. 
The total magnetospheric  potential  is estimated to be about 60 kV. 
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Figure 13 Schematic diagram of the polar ionospheric-convection and the auro- 
ral oval. Total electric potential is estimated to be on the order of 8 kV. (After 
Burch,  1977; Richmond, 1986.) ' 

During a period of high auroral activity in the polar  night  region, two 
kinds of strong electric currents occur in the auroral zone ionosphere. 
The stronger current is  westward near the midnight  zone  and the other 
current is eastward near the dusk-to-midnight zone. They are called the 
westward  and eastward auroral electrojets, respectively. These jet cur- 
rents are caused by the Hall effect. The currents are driven by the equa- 
torward  and  poleward electric fields, respectively. These electric fields 
can  be  measured by  using stratospheric balloons as well as rockets. The 
electric fields are on the order of 10 mV/m and are called  DPI (polar 
disturbance 1) fields. In Fig. 15 is shown a model of auroral zone jet 
current system  and  geomagnetic  field  aligned currents connected to the 
magnetospheric  equatorial current. The Sq current system  is also shown 
in  Fig. 15. 

F. AC Electric  Fields in Fair Weather 
The  quasi-dc components of the atmospheric electric fields  have  been 
discussed in the previous subsections, but a variety of ac phenomena can 
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Figure 14 Magnetospheric equatorial electric fields as mapped  from the polar 
stratosphere where the balloon  measurements  were  made.  (Mozer  and Luct, 1974.) 

also be observed in fair weather. A source of these ac phenomena is 
lightning  discharges. A lightning  channel of length 5-10 km  may be a 
complex of a large  number of radiation antennas with  long  and short wave- 
lengths.  Such a lightning  channel radiates electromagnetic  waves of var- 
ious  frequencies  corresponding to the channel components. The tortosity 
of the lightning  channel  gives also a complex  combination of radiations. 
The radiated frequencies may extend from ELF (3 Hz-3 kHz) to UHF 
(300 MHz-3000 MHz). 
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Figure 15 Schematic  diagram of ionospheric  electric  currents  (auroral elec- 
trojet, Sq current,  and  equatorial  electrojet)  and  magnetic  field  aligned  currents. 
(Richmond, 1986.) 

There have  been observed several interesting electromagnetic  global 
phenomena.  Schumann resonances are resonances in the spherical cavity 
between the lower  boundary of the ionosphere and the earth’s surface. 
Resonances can be seen for the first seven resonance modes. The first 
three resonance frequencies are 7.7,  14.1, and 20.3 Hz  (Ogawa et  al., 
1968). The Q factors of these resonances are 3.3,4.5, and 4.9 (Ogawa  and 
Tanaka, 1970). The remaining resonance frequencies are seen at about 
26,  33,  39, and 45 Hz (Ogawa et al., 1979). An example of Schumann 
resonances displayed on the frequency-time  diagram  (sonogram) is shown 
in Fig. 16. 

Tweeks are the waveguide  mode waves that propagate reflecting both 
at the lower  boundary of the ionosphere and at the ground  (Yano et al., 
1989). The short dispersions of waves can be seen at about 2 kHz, 4 kHz, 
6 kHz, etc. Examples of tweek atmospherics are given in Fig. 17. 

Whistlers are phenomena of VLF waves  propagating  along  geomag- 
netic  field  lines  between the opposite hemispheres  (Helliwell, 1965). Long 
frequency  dispersion can be seen. Whistlers are observed in the evening 
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Figure 16 Schumann resonances as observed at 9 UT on July 16,1967 in Kyoto 
displayed on sonogram. 
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Figure 17 Waveguide mode tweek atmospherics as observed in Kochi dis- 
played on sonogram. 

and in early  morning  during the winter season (the summer season in the 
source region).  Examples of whistlers are shown in  Fig. 18. 

Electromagnetic radiations are expected to occur from earthquakes. 
This is a related  phenomenon to  the breakup charging  described in Sec. 
I.A. A model  experiment  was  made to demonstratetemission from  rock 
by  hitting  and  breaking  various  kinds of rock in a laboratory (Ogawa et 
al., 1985; Ogawa, 1992). Breakup charging is one of the most  important  and 
interesting subjects in atmospheric electricity, and its physical  mechanism 
should be investigated  more  carefully in the future. 
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Figure 18 Whistler  atmospherics as observed in Kochi  displayed on sonogram. 

II. THUNDERSTORM ELECTRICITY 

A. Introduction 
The thunderstorm is the most active electrical phenomenon in the natural 
world,  and  it  has  already  been  studied for more  than  two centuries. In 
spite of such a long  history of thunderstorm research, the thunderstorm 
is  still  an  object of research, especially that for protection against  lightning 
damage. Electric fields are caused by the charge in the thundercloud  and 
by  lightning.  The  intensity or polarity of the electric field caused by the 
charge in a thundercloud  changes  slowly  and that by  lightning  changes 
very fast. 

B. Instruments 

Many instruments other than electric ones are used in thunderstorm re- 
search. However, those instruments are not  within our interest here. 

1. Instruments for Slow Field Changes 
Slow electric field  changes are generally  measured  with  two instruments, 
a field  mill  and an  instrument for a point corona discharge current mea- 
surement.  Though  many types of  field  mill have been reported, every 
field  mill is composed of some  number of electrodes connected to a high 
resistance and the shielding  metal plate over the electrodes. Fig 19 shows 
two  examples of a field  mill. Either the electrodes or the shielding  plate 
are rotated; then the electrodes are repeated the exposure and  shield to 
the electric field.  During the exposure to the field, the charge  proportional 
to the field  intensity  is  induced  through the high resistance on the elec- 
trodes. Following the exposure, the electrodes are shielded  from the field 
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Figure 19 Examples of field  mills (S = shielding plate; e =  electrodes). 

by the shielding plate; then the induced  charges  on the electrodes are 
removed  through  high resistance. This process results in alternative volt- 
age  proportional to the field  intensity across the resistance. The voltage 
proportional to the field  intensity  is  rectified  synchronously to the expo- 
sure phase to indicate the sign  and  intensity  of the field, and those are 
recorded  with a pen recorder, etc. The field  mill can measure  from station- 
ary electric fields to fast field changes. The time response of the mill is 
limited  by the number  of electrodes and the rotation velocity. 

The field  mill can precisely  measure the electric field, but the long 
term of operation might occasionally result in some trouble by the rotary 
device. For this reason, the measurement of point  discharge current is 
often  applied  instead  of the field  mill,  though the relationship  between the 
electric field  intensity  and the point  discharge current is  not so precise as 
with the field  mill, as shown in Fig. 20. For example, Sakurano et al. 
(1989) have  applied this corona current measurement for multisite  mea- 
surements of the field  during  winter thunderstorms in Japan. They used 
nickel  needles to keep these from rust. The radius of curvature of the 
needle  point  was 0.15 mm,  and the needle  was  mounted on top of a pole 
with  height of 5 m. The currents passed  through a 10 K resistance to the 
ground  and  were  recorded on battery operated pen recorders. 
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Figure 20 The  relationship  between the point  discharge  current and the  electric 
field on the ground.  (Courtesy Y. Kitoh,  Nagoya  University,  Japan.) 

2. Instruments  for  Fast Field Changes 
Fast field  changes are measured  with  many types of antenna, but  most 
of the equivalent circuits of the antennas are similar to the circuit shown 
in  Fig.  21. The upper  limit of the frequency range of the instrument de- 
pends  on the frequency range of the amplifier connected to the antenna 
circuit. The lower  limit depends on the time constant CR of the antenna. 
C and R are the input capacity and the input resistance of the antenna, 
as shown in Fig. 21, respectively. The antenna gain G is 

where he and C, are the effective  height  and stray capacity of the antenna, 
respectively. The gain  of the instrument is  controlled by  changing the 
combination CR, as shown in  Fig.  21. 

Disturbance by corona discharge  from  an antenna under a very inten- 
sive  field  can  be  eliminated  by the special  configuration of Fig. 22. The 
frequency  range of the instrument will  be  determined  by the recording 
system. The field  change  up to about 1 MHz can be recorded  with a 
modified  video tape recorder. The field  change in  higher frequency ranges 
can  be  recorded by a transient memory  with  triggering  circuit  triggered 
by the electromagnetic  field  change caused by the lightning.  This requires 
a larger  memory to record for a sufficient duration. 
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Figure 21 The  equivalent  circuit of the  antenna  for  the  measurement of  fast 
field  change. 
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Figure 22 The  antennae to eliminate  corona  discharge. 

3. Measurement in Space 
Electric fields  caused by thunderstorms are generally  measured  on the 
ground. However, measurements in  and  around a thundercloud are also 
important for the study of thunderstorms. The fields are measured by 
instruments  mounted on aircraft, rockets and balloons.  Field  mills on an 
aircraft  should  be  mounted  on  multiple  places to avoid the effect of the 
charge of the aircraft  itself. A field mill under a captive or free balloon 
should  be  suspended  by a long string to avoid the effect of,the charge  on 
the balloon surface. Fig. 23 is a field  mill  mounted  ahead  of a rocket for 
winter thunderstorm observation in Japan (Tatsuoka et al., 1991). The 
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Figure 23 The field mill mounted on a rocket. 
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results obtained  with  both the balloon  and the rocket are stored in a record- 
ing  instrument  on  board or are sent by telemeter to the observation site. 

C. Electric  Fields Caused by Thunderstorms 
Electric fields caused by thunderstorms are divided into two groups as 
described  in Sec. 1I.A: electric fields caused by the charges in thunder- 
clouds  and those caused  by  lightning. The former change  slowly  and the 
latter fast. 

1. Electric  Fields  Caused by the  Charges  in  Thunderclouds 
The  typical  charge  distribution in the summer  thundercloud  is the electric 
dipole  composed of an upper positive and a lower  negative as shown in 
Fig. 24. There are some reports on the additional  small  positive charge 
under the main  negative one. As the typical  summer  thundercloud passes 
through just above the observation site, a W type electric field as shown 
in  Fig. 25 is occasionally recorded at  the site. This seems to be evidence 
of an  upper  positive  dipole  with  small  positive charge. The charge distribu- 
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Figure 25 The  W-type electric  field by passage of the  summer  thundercloud 
over  the  observation site. 

tion  in the winter  thundercloud  is  thought to be an upper positive  dipole, 
as in the summer cloud, but the dipole  axis  is  not vertical. We are not 
sure in the winter  cloud about the existence of a small positive charge 
under the main  negative one. The electric field  intensity on the ground 
just under the summer  thundercloud attains up to about 10,000 V/m,  and 
that under the winter  thundercloud  up to 20,000-30,000 V/m because of 
lower  charge  location  compared  with the location in summer. Electric 
fields in thunderclouds are more intensive than those on the ground, as 
shown in Table 1. 

2. Electric Fields  Caused by Lightning  Discharges 
The frequency range of the electric field  changes caused by  lightning  dis- 
charges extends from about 0.1 Hz to about 100 GHz. The upper limit of 
the frequency  range is subject to other radio noises  such as thermal  noise 
of the instrument, cosmic noise, artificial noise, etc. 

The fast field  change caused by  lightning is followed  by a rather slow 

Table 1 Electric  Fields in Thunderclouds 

Observer  Typical  value  Max.  value X 105 V/m Method 

Winn et al. 0.5-0.8 
Winn et al. - 
Rust  et al. 1.5 
Kasemir  et al. 1 
Imyanitov et al. 1 
Fitzgerald  2-4 

2 Rocket 
1.4 Balloon 
3.0 Aircraft 
2.8 Aircraft 
2.5 Aircraft 
8 Aircraft 
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field  change, a linear or an  exponential change, ranging  between 1 and 10 
seconds.  This is caused by regeneration of the charge in the thundercloud 
after the lightning,  and  it  is  called the recovery change. The rate of change 
is dependent on the distance between the lightning and the observation 
site, that is, there is a faster change for a closer lightning discharge. 

The typical  field  change  caused  by an individual  cloud  discharge  is a 
slow  change  between  0.1  and 1 superimposed  on a fast change. It will  be 
discussed  here  only for the slow  change. The charge distribution in the 
thundercloud is assumed as a vertical dipole, upper positive  with  height 
hl and  lower  negative  with  height h2;  d is  defined as the distance between 
the observation site and the projection  point of the dipole  axis on the 
ground. If d is less than r ,  where 

r = h!”h3/3(h:’3 + hY3) (25) 

the net field  change  should be positive, and  vice versa. 
Actually, the net  slow  changes caused by  cloud  discharge in a summer 

thunderstorm are generally  positive for close discharges and negative for 
distant ones, coincident  with the above discussion. 

Amplitude  of the net  slow  field  change EV/m caused by  cloud  discharge 
can  be  roughly  estimated  by the following equation, assuming d>>hl and 
d<<h2. h l ,  h*, and d are in  km and Q is  in  coulombs. 

A E ~  = 2 X 1 0 4 ~ ~  h1 - h2 

Es observed in summer in Germany  were  roughly  between 1000 V/m 
and 10,OOO Vlm for very  close discharges and  between 300 V/m and 3000 
V/m for discharges at about 10 km from the observation site (Takeuti, 
1987). 

The ground  discharges are divided into two groups, natural discharges 
and  triggered ones. The triggered discharges are discharges starting from 
a high mast, a high  building, etc., on the ground or those from aircraft, 
etc., in space. The natural discharge starts from the thundercloud as a 
stepped  leader. If the leader starts from a negative  charge  region in the 
thundercloud,  it  is  called a negative  ground discharge, and if it starts from 
the positive  charge  region,  it  is  called a positive one. The most frequent 
ground  discharge  is the negative natural discharge, so that the discussion 
will  be  limited  to  this  discharge  here. 

Fig.  26 shows the typical process of the negative  natural  ground  dis- 
charge,  and  Fig. 27 shows the field  change  corresponding to the negative 
natural  ground  discharge in a closed  place. 

The stepped leader starts down  from the cloud to the ground  emitting 



ATMOSPHERIC ELECTRICITY 647 

Stepped Leader Return  Stroke 

y T T I  Dart Leader  Subsequent  Return  Stroke 

Figure 26 The  time sequence of the  typical  negative  natural  ground  discharge. 

Subsequent 
Stroke 

f Preliminary 
Breakdown Return 

\ 
Stepped leader 

Figure 27 The  field  change caused by  negative  natural  ground  discharge  in  a 
closed place. 
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very fast regular  electromagnetic  pulses.  When the leader arrives at the 
ground, a very  bright return stroke from the ground arises and traces the 
channel  ionized  by the leader. The return stroke results in the fast electric 
field  change.  Some  discharges  finish the process at the arrival of the return 
stroke to the cloud, but  in  most cases the dart leader emitting  regular 
pulses starts again  from the cloud after the amval of the first return stroke. 
When the dark leader arrives at the ground  again, the second return stroke 
starts to the cloud. Such a process is repeated two to about ten  times. 

The most  important  and  well discussed part of the field  change caused 
by  ground  discharge  is the change caused by the return stroke. Figure 28 
is an  example of electric field  change caused by the first return stroke 
occurring  within 5 km from the observation site. It is clear from  Fig. 28 
that the transition part can be divided into two groups, the fast transition 
part  and the slow one. The rise  time  of the fast transition part of the 
field  change  with  very  high frequency component is important for the 
protection of a system from  lightning  damage. The return stroke current 
can  be  estimated  from the field change, assuming the model  of return 
stroke channel  and current. One of the famous  models is the transmission 
line  model  proposed  by  Uman et al.; however, it  is  not  introduced here 
because the current is  not  within our interest. 

The rise  time of the fast transition part of the field  change is dependent 
on the distance between the lightning  and the site by the propagation 
effect,  and  it is also dependent on the conductivity of the surface. How- 
ever, it is not dependent on the order of the return stroke. Table 2 shows 
10-90% rise  times of the fast transition part of the return strokes occurring 
at  different distances (Oishi et al., 1986). 

Table 3 shows the observed values of the electric field changes of the 
fast transition part caused by the return stroke (Oishi et al., 1986). 

0 Time 

Figure 28 Field  change  caused by the first  return stroke. 
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Table 2 1040% Rise  Times of the  Fast  Transition 
Part of the  Return  Stroke  Fields 

Distance (km)  Number of data  Rise  time (PS) 

2-10 5 
3-15 5 

10-20  10 
20-30  19 

0.345 
0.74 
1.37 
1.40 

Table 3 The  Electric  Field  Changes of the  Fast 
Transition  Part of the  Return  Stroke 

Lightning  number  Intensity (V/m) Distance (km) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

47 1 
37 1 
92 
99 

218 
141 
126 
372 
186 
23 1 
278 
93 

512 
164 
134 

1 .o 
1 .o 
3.3 
3.3 
1.6 
1.0 
3.0 
2.3 
3.0 
2.3 
2.0 
1 .o 
2.0 
3.3 
3.3 

D. Disturbances  and Damages by  Electric Fields 
Intense electric fields  by thunderstorms result in some disturbances and 
damages to electrical systems. 

1. Corona  Discharge 
Corona discharge  from the top of a receiving antenna mast by the intense 
electric fields  induces in the input of the receiver a continuous electric 
noise in the low frequency range. Such corona discharge can be eliminated 
by a metal  ball  decreasing the field  mounted on the top of the antenna. 
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2. Induction Field 
Most  damaging to power  transmission  lines  and  communications cables 
are direct lightning strikes. However, power lines  with  low  voltage  insula- 
tors and  communications cables are also damaged  by  induced  voltage  by 
the field  change  caused  by the return stroke. The induction  voltages on 
the line  and cable are dependent on the distance from the lightning  and 
the return stroke current. Such an  induction  field also gives disturbances 
to some electronic instruments with semiconductors. Arresters, surge ab- 
sorbers, shielding cases, etc.,  are recommended to avoid such damages 
and disturbances. 
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1. INTRODUCTION 
There are needs in biotechnology for the manipulation  of  small objects, 
such as cells,  chromosomes,  biological  membranes,  and  nucleic  acid  and 
protein  molecules.  Biological  cells  range in size from less than a microme- 
ter to several hundred micrometers, and molecules are even smaller, mea- 
sured in nanometers. Electrostatic forces, as has  been discussed in previ- 
ous chapters, are highly suitable for handling, characterization, and 
separation of these fine  particles.  With the use of electrostatic effects, 
these objects can be  manipulated  collectively or even individually. In addi- 
tion,  because electrostatic force is “surface force,” distributed around 
the surfaces of objects, it enables gentle  manipulation,  without  applying 
too much stress to the object. 

Another aspect of electrostatic effects is associated with the breakdown 
of membranes.  When a pulsed electric field of moderate magnitude  is 
applied, a cell  membrane breaks down  and  becomes permeable, but a 
resealing process follows due to the fluidity of the membrane.  This process 
is  called “reversible breakdown”  and is used for bringing  foreign  material 
into the cell interior. Especially  when this process is conducted in a DNA 
solution,  it can be used to inject  foreign  genes into the cells (transfection). 
Or, when a partial  breakdown occurs at the contact point of two cells, 
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they may fuse into one, to yield a hybrid  between these two  cells (electrical 
cell  fusion). On the other hand, if the pulse is too strong, irreversible 
breakdown takes place, and the cell  is destroyed. This  effect can be  used 
for sterilization. 

This chapter mainly deals with the application of such ac and  pulsed 
electric field effects to the manipulation  of  biological objects. Cell sorter 
technology,  probably the most  widely  used  application  of electrostatic 
methods at present, will  be treated in Sec. IV. No mention  will  be  made 
of dc field effects, such as conventional  gel electrophoresis, SDS electro- 
phoresis, or isoelectric  point electrophoresis, because there is  an abun- 
dance of literature on these well-established techniques. 

II. ELECTRICAL MODEL OF A CELL 

A cell consists of a cytoplasmic interior and the cell  membrane surround- 
ing  it. In the cytoplasm are suspended  organelles such as the nucleus, the 
mitochondria,  and the endoplasmic  reticula.  Some  cells,  such as bacterial, 
plant,  and  yeast cells, have  cell  walls outer to the cell  membrane,  while 
animal  cells do not. The cytoplasm contains ions, about 1% by weight, 
and its resistivity  is several tens of CR cm, so that, from an electrostatic 
point of view,  it  can  be  considered as a conductor. The cell  membrane is 
made  up  of a phospholipid  bilayer about 10 nm in thickness, which  is a 
fairly  good insulator, with a membrane capacitance of about 1 p,F/cm*. 
Therefore  animal  cells or protoplasts (cells  whose  cell  walls are enzymati- 
cally  removed) are modeled at first approximation by a conductive sphere 
covered by an insulating layer (Fig. l).  The cell  wall can be incorporated 
in such a model as an  additional layer with a certain conductivity, but 
due to the complex structure of the cell  wall its conductivity is difficult 

cell wall 

Cell membrane 

Figure 1 Electrical model of a cell. 
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to estimate accurately. In fact, the nature of the outermost layer is  often 
reflected in the dielectric property of a cell as detected by dielectropho- 
retic  measurements (Pohl, 1978; Pethig, 1979). 

111. MANIPULATION AND CHARACTERIZATION 

Because  biological objects, such as cells or DNA, are in a form of suspen- 
sion in aqueous  solutions in most cases, special precautions against  chemi- 
cal reactions at the electrode-water interface must be made.  Application 
of dc  voltage to the electrodes immersed  therein  will cause electrolytic 
dissociation, so that these electrodes must  somehow  be separated from 
the area where the objects are manipulated. The use of an ac field can 
alleviate such problems. The ac field effects that can be  used for the 
actuation of objects are summarized in Fig. 2. 

A. Dielectrophoresis 
Dielectrophoresis (DEP, Fig.  2(a)),  developed  and  named  by  Prof. H. Pohl 
(Pohl, 1978), is a nonuniform  field  effect that yields  translational  motion 
of objects. In  an electrostatic field, dielectric  material polarizes, as seen 
in the  figure,  and  equal amounts of positive  and  negative  polarization 
charge appear on upstream  and downstream sides of the particle.  Because 
the field  is  nonuniform, there is  an  imbalance in  Coulombic forces exerted 
on the polarization  charges of both  polarities, by  which translational mo- 
tion of the object  is  induced.  This is the mechanism of DEP, and as well 
as other field  effects  depicted in  Fig.  2,  it  is  effective  in ac fields also, 
because the polarity of the induced  dipole alternates with the alternation 
of applied  field. 

The DEP force can conveniently  be  calculated  by the “equivalent di- 
pole  moment”  method (Jones, 1979). The equivalent  dipole  moment  in- 
duced  on a spherical  particle of radius a in a uniform external field E is 
given  by 

pes = 4.ira3 €&*E (1) 

where 

K*(w) = * .P* - €& 

Ep + 26% 
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(b) 

Figure 2 ac field effects for biomanipulations. 

E,, E, being the dielectric constant of particle  and  medium; U,, urn the 
conductivity of particle  and  medium; and o the frequency of the applied 
field; so that the mathematical expression for DEP force becomes 

F d  = (Pecl.V)E = ~TU~E,R~[K*(W)]V(E&,,,) (4) 
This  equation states that 

1. If Re[K*(o)] > 0, Fd is directed parallel to VE2, i.e., the DEP force 
acts toward  where the field is stronger (positive  DEP). 
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2. If Re[K*(o)] < 0, Fd is directed antiparallel to VE2, i.e., the DEP 

3. If Re[K*(o)] = 0, i.e., €p* = e&, Fd = 0. 
force acts toward  where the field is weaker (negative DEP). 

Equation 2 is for the case when the particle is homogeneous  and repre- 
sented by only  two parameters, and up. For multilayered particles like 
cells, as shown  in  Fig. 3, the effective  complex dielectric constant E& can 
be  derived by  multiple use of the relation 

However, in actual living cells, in addition to the interfacial  polarization 
given  by Eq. 2 or Eq. 5 ,  many other polarization processes exist including 
that due to counterions. Therefore K*(w) shows  complicated  variation 
with the change in the frequency W, which  is  referred to as “dielectropho- 
retic spectrum.” In other words, the measurement of dielectrophoretic 
spectra gives  some  insight  into the polarization process and can be  used 
for characterizations of cells. 

DEP can be  measured  by the observation of particle motion  in  any 
nonuniform  field. Concentric cylinder or rod-to-plate electrodes can be 
used, but  major  problems  with  such  field  designs  is that DEP force drops 
rapidly  with distance. Isomotive  fields on the other hand  give  uniform 
magnitude of DEP force in the entire volume  between the electrodes (Pohl 
and  Pollock, 1978). 

Pohl  introduced the dielectrophoretic collection rate (DCR;  number of 
cells per pearl-chain  on a pin electrode) as  the measure of the magnitude 
of DEP  and  evaluated DEP force on various  biological  cells. He found that 
the DCR spectrum  changes  with the type of cells  and their physiological 
conditions  (Pohl  and Crane, 1971). He also demonstrated the separation 

El, G E1.G 

, a 2  

Figure 3 Equivalent  model for a multilayered particle. 
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of cells  according to the difference  in DEP force using  isomotive  field 
geometry  (Pohl  and Kaler, 1979). 

Pethig’s approach was to measure the DEP spectrum using a microfab- 
ricated  interdigital electrode system for generation  of a nonunifom field 
(Pethig, 1990; Price et al., 1990).  As DEP cell  collection occurs, the cell 
suspension  becomes  more transparent, so that DEP can be  measured  by 
monitoring the time course of changes in light  transmission. The advantage 
of the system is the simplicity  and the adaptability to full  automation  of 
the measurement. 

A system for the measurement of the DEP spectrum of the individual 
cell  has  been reported (Kaler and Jones 1990).  Their  method  employs a 
vertical  rod  against  horizontal  plate electrode and levitates a cell  therein 
with a feedback-controlled  voltage. If the cell  shows  positive DEP, the 
cell’s  position in the horizontal direction is stable, because DEP force is 
directed to the center line of the electrode system. However, it  is unstable 
vertically,  because DEP force increases if the cell is perturbed upward  and 
vice versa. Their  method  monitors the position of the cell  and computer 
controls the voltage  applied to the electrodes so that the cell is maintained 
at a predetermined  location  on the center line. The voltage  applied then 
becomes the measure of the DEP force, which  is in balance to the gravity 
on the cell.  When  negative DEP occurs, they  employ a double-frequency 
method,  where one frequency component is used for the measurement of 
DEP while the other frequency is chosen in the positive DEP region to 
stabilize the particle  with the feedback system. 

, There have  been attempts to use DEP phenomena for the manipulation 
of cells in microfabricated structures (Washizu et  al., 1990d). Figure 4 is 
a device  called a cell  shift  register. It consists of periodically  arranged 
insulator  walls  (A-E)  and electrodes (#l-#8) that are made  by a photo- 
lithographic  technique.  Applying  voltage  between electrodes #2 and #4, 
a field  maximum  is created at the tip of A, and if the frequency is chosen 
so that the cell  shows  positive DEP, the cell  is trapped here. To shift the 
cell one step to the right, the voltage  is  applied  between #3 and #5. 
This kind  of device, using electrostatic fields created in microfabricated 
structures for manipulation  of particles, was  named a fluid  integrated  cir- 
cuit (FIC) (Masuda et al., 1989). It should  be  noted that precise  design of 
the field pattern is essential in  such a device. If there exists an  unexpected 
field  maximum,  it  would trap the cell  and further cell  motion  would  be 
hampered. 

Figure 5 shows the method  of  cell transport and separation using the 
travelling  field,  developed  by Fuhr et al. (1991). The potential 4 traveling 
in the x direction 
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+ = exp( - k y )  cos(k.r - of) (6) 

yields a nonuniform  field  whose  magnitude decreases with increase in y, 
which at the same  time  is a rotating  field  when  it is seen at a fixed  point 
in the field. If the frequency is chosen so that cells in this field  show 
negative  DEP, the cells are held at some distance from the electrode where 
DEP force balances  gravity. Here, because of the delay in induced  dipole 
as shown  in the figure, DEP force acts in the negative x direction, and 
the cell  is transported. In other words, the in-phase  component of DEP 
force levitates the cell, while the out-phase component drives the cell 
horizontally.  Difference in DEP force can thus be  used for separation of 
cells. 

B. Orientation 
In  early  works by Teixeira-Pinto et al. (1960), it  was reported that a variety 
of  biological and  nonbiological particles showed orientation phenomena 
under a high-frequency  field.  The theoretical background of this  phenome- 
non  was developed, in relation to safety issues in electromagnetic fields 
(Saito et al., 1966; Schwartz et al., 1965), and later modified  by Jones 
(Jones, 1979; Miller  and Jones, 1987). 

Electrostatic orientation  (Fig.  2(b)) occurs on an object that does not 

#2 w#4 #6 6 
6 

#8 

Figure 4 Cell shift  register. 
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Figure 5 Transport of a cell in a  travelling field. (After Fuhr et al., 1991.) 

have  spherical  symmetry,  where  nonisotropicity in polarization  yields  ori- 
entation torque. For a spheroid  with the three semiaxes a, 6 ,  and c, the 
equivalent  dipole  is  given  analytically: 

where 

and the suffix i indicates the a,  b, or c direction; ri = a, b, or c; and the 
torque on the spheroid  is  given as 

T = p x E  (1 1) 

Equation 7 states that p is not  necessarily in  line  with E, so that the particle 
rotates until one of its three axes  becomes  parallel to the field  and p 11 E 
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holds.  All three orientations give T = 0; which of them  is  realized  must 
be  determined  by  stability  analysis. It is known that at the low  and  high 
frequency  limits, i.e., o 0 and W 03, the orientation with the longest 
axis  parallel to the field  is the stable orientation, and at W between these 
limits,  orientational  changes occur depending on o and E on and U of the 
particle  and the medium. 

A biological  application of this phenomenon to the orientation of  DNA 
has  been reported (Washizu  and Kurosawa, 1990a).  DNA is a long  flexible 
chainlike  molecule on which  genetic  information  is carried at the density 
of  2.9 kb  (kilobase)  per  pm. A DNA  molecule takes random  coiled  confor- 
mation due to thermal  agitation in a solution. However, it has been  shown 
that, with the application of ca. 1 MHz, 1 X lo6 V/m field, it can be 
stretched straight.  This is apparently because every part of the molecule 
tends to be  parallel to the field. The orientation in combination  with DEP 
can  be  used to position the stretched molecule to a predesigned  high-field 
region, for instance onto a sharp electrode edge. The molecular  size can 
be  determined by measuring thus stretched length, or it can be cut at an 
arbitrary position  with a sharp-focused laser beam. This method  may also 
provide a technique for specimen preparation when  biological  molecules 
are to be  observed  with  scanning  tunnelling  microscopes  (STM) or atomic 
force microscopes  (AFM). 

C. Rotation 
Electrorotation (Fig.  2(c))  is the rotation of an object in a rotating electric 
field.  Because K* in Eq. 1 or 7 is a complex constant, these equations 
show that there is a phase delay  in  induced  dipole  moment.  This  yields 
a rotational torque as shown in the figure. For a spherical particle in a 
rotating  field 

E, = EO cos(wt) Ey = EO sin(ot) (12) 

the torque becomes 

T, = - 4mz3~,Im[K*(w)] E; 

In  comparison  with Eq. 4, it is the real part of K*(o)  that determines DEP 
force, while the imaginary part of K*(w) determines the rotational torque. 

The physical interpretation of the delay in the induced  moment of a 
cell is that it takes the time constant 7 to charge the membrane capacitance 
through the resistivity of the suspension and the cytoplasm. Therefore 
the rotation is affected  by the properties of the membrane such as changes 
in  membrane area, so that the measurement of rotational speed against 
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the applied  frequency (rotational spectrum) can  be  used for the characteri- 
zation of the cell  membrane  (Amold et al., 1989; Arnold  and  Zimmermann, 
1988). 

The  application of electrorotation to cell separation has  been reported 
by Fuhr et al. (1985). In their method, a mixture of two types of cells  is 
placed  on the surface of an  agar plate, which  is  put  in a rotating  field. If 
the condition  is so chosen that cofield  and  counterfield rotation occurs 
for the two types of cells,  they  roll to different directions, and the separa- 
tion takes place.  Such a separation is according to the imaginary part of 
K*(o) ,  in contrast to that using the real part in DEP separation. 

Another  utilization of electric torque is  exampled  by the measurement 
of bacterial  motor characteristics (Washizu et al., 1993). Some  bacterial 
species, such as Salmonella or E. coli, swim  by means of flagella that are 
rotated  like a screw by the flagellar  motor at the root of each flagellum. 
The difficulty  with the measurement of its characteristics is the size; the 
bacterium  itself is only a few  micrometers  and the motor is 30 nm in 
diameter. The experiment  employs a conventional approach to motor 
characteristic measurement:  apply external torque and  measure the speed 
of rotation.  Electrical torque due to electrorotation is used as the external 
torque here. . 

It should  be  added that cellular rotation is often observed in  an alternat- 
ing  field,  in  such cases as pearl-chain  formation  prior to cell  fusion. This 
cannot  be  explained  merely by the above mathematical  mode1;;where  no 
torque  should appear under an alternating field. There have  been a few 
models  presented to explain the phenomenon.  One  is the model  of Holzap- 
fel et al. (1982), which attributes the rotation to the deformation of the 
field  by  adjacent cells, by  which  rotating  field  component  is  generated 
just  as in a shading  coil  motor. Another is Turcu's (1987) $€ability analysis 
which  shows that there is a region for a set of parameters €,'U, and W 

where the torque is zero for a cell at  rest, but once it starts rotation, more 
torque  is  generated to result in spontaneous rotation. This  mechanism  is 
that of a single-phase  induction  motor. There is also a model to attribute 
the  rotation to active ac dipole  moments  generated in  living  cells (Pohl, 
1983). 

D. Deformation 
: .  

Protoplasts or liposomes  (artificial  small  vesicles of  phospholipid  bilayer) 
are highly  deformable  vesicles that take spherical shape due to surface 
tension if there is no external stress. Animal  cells are relatively less de- 
formable  because of reinforcement structures (cytoskeltons), but  among 
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them erythrocytes are known to have high deformability,  which  makes 
them  able to pass through a capillary  smaller than the cell’s diameter. 

Under an electrostatic field, these objects can be  elongated (Fig. 2(d)) 
or flattened due to electrical stresses (Maxwell stress). The application 
of this  effect for desickling of sickled erythrocytes has been reported 
(Bogen et al., 1990; Ashe et al.,  1987). 

E. Chain Formation 

Chain  formation  (Fig.  2e), or pearl-chain formation, results from attractive 
force between  induced  dipole  moments  of  plural  cells.  Chains can be 
formed  in  both  uniform  and  nonuniform fields, whether the particles show 
positive or negative DEP. The chain is more  difficult to form for smaller 
particles  where  thermal  randomization  becomes  more eminent. The 
threshold  field  strength Eth required to form a chain  has  been  investigated 
by Schwan  and Sher with  its  implications for nonthermal effects of electro- 
magnetic  waves  (Schwan  and Sher, 1969). The most  important  application 
of chain  formation to biomedical  engineering  is  found in the electrical cell 
fusion protocol, which  we  shall discuss later in this chapter. 

F. Utilization of Optical Pressure 
When a laser beam is scattered by  an object, it imparts momentum’  and 
therefore force to the object by conservation of  momentum. The force is 
called  optical pressure or radiation pressure (Ashkin, 1970;  Ashkin  and 
Dziedzic, 1971). The force can be  divided  into  two components (Ashkin 
and  Dziedzic, 1989;  Mizuno et al., 1991a). The first is the scattering force. 
It points in the direction of the incident laser and is proportional to the 
power.  The other component  is the gradient force that exists in beams 
with  nonuniform  intensity. It is  proportional to  the gradient of the intensity 
and  points in the direction of the intensity  gradient. 

For Rayleigh-scattering  regime particles, the scattering force is  given 
by 

where P,,, is the Rayleigh scattered power, c the velocity of light, Io the 
incident intensity, A the wavelength, n the index of refraction of the parti- 
cle, and r radius of the particle. If a sphere is  placed in a beam  with 
an  intensity gradient, it then experiences the additional  gradient force 
component 
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a = P- n2 - I 
n2 + 2 

where a is the polarizability of the particle. Particles with  high refraction 
index (a >0) are pulled  into the high-intensity  region of the beam. The 
optical pressure for larger particles can be calculated  using the Mie scatter- 
ing equation. 

Figure 6 schematically shows the two components of the optical pres- 
sure. When a straight laser beam  of  Gaussian  intensity distribution is used, 
particles are confhed in the beam  and are transported toward the incident 
direction. When a laser beam  is  strongly  converged  by a microscope lens 
with a large  numerical aperture, the single-beam  gradient trap can be  made 
at a point  where Fgrad(z) balances  with Fscatcz). This is called laser trapping 
and  is  useful for the micromanipulation of cells or particles  (Ashkin et al., 
1986). 

Ashkin et al. applied laser trapping,  using the apparatus shown in Fig. 
7, for Es. coli, yeast cells, red  blood  cells  of  humans,  and  organelles  within 
individual  living  cells of Spirogyra. Using  an  infrared  red YAG laser, 
damage-free  trapping can be achieved  (Ashkin et al., 1987). 

The optical pressure can also be  used for transportation and sorting of 
single  cells  and  fine particles (Buican et al., 1987). Figure 8 shows the 
velocity  of optical transportation when an Ar  ion laser of 20 pm  beam 

Figure 6 Optical pressure. 
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Figure 7 Laser  trapping  (laser  tweezer). 
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diameter was used  (Mizuno et al., 1991a). Figure 9 shows a cell  sorting 
method  using  crossed laser beams.  Single  cells are transported by a laser 
beam  and sorted using another laser beam  with  higher  intensity  (Mizuno 
et  al., 1991b). 

The optical pressure provides a potential well for trapping  and transpor- 
tation of single  cells.  This is a distinctive property of the optical pressure, 
since the potential  well for confinement of charged particles cannot be 
made electrostatically. The combination of optical pressure and electro- 
static force, designated as optoelectrostatic micromanipulation,  provides 
a more  flexible  micromanipulation of cells  (Mizuno et al., 1991a). 

1. Single-cell  Feeding  Device 
Figure 10 shows the single-cell  feeding device. An insulating  slit separates 
the  cell  storage  chamber  and the manipulation  region.  Cells  usually  have 
negative charge, and  they cannot pass through the slit  and are confined 
in the cell  storage  chamber by electrophoretic force. A laser beam  is  intro- 
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Figure 10 Single  cell  feeding  device. 
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duced  through the slit to the manipulation  region.  Single  cells can be 
confined  and  pushed  by the laser beam  toward the manipulation  region 
when the optical pressure is  adjusted to be slightly  larger  than the elec- 
trophoretic force at the slit. 

2. Positioning of an  Injected  Particle  Inside a Cell 
A carrot protoplast was  fixed  on the electrode surface electrostatically 
using dielectrophoretic force as shown in  Fig. 11. Polystyrene latex parti- 
cles (PSL) were transported to the surface of the protoplast by the laser 
beam.  Pulsed  voltages  were then applied to inject the PSL into the proto- 
plast.  When the injection  was  made, the particles could  be  manipulated 
inside the protoplast using optical pressure. 

3. Measurement  and  Sorting of Nonspherical  Cells  by  Electrostatic 

For an accurate measurement of configuration of nonspherical  cells  and 
chromosomes, the electrode system  shown in Fig. 12 can be used.  Single 
cells can be  positioned at  the center of the electrode system by laser 
trapping  and  can be oriented toward the field direction. High-frequency 
voltage of 1 MHz was  used to form the electric field. The figure also 
shows the oriented yeast cell  and the E. coli cell. Since fragile  cells can 
be  positioned  and oriented by this method, configuration can be measured 
accurately. The trapped cell can then be sorted by optical transportation. 

4. Rotation of Optically  Trapped  Cell 
Using  a  photofabricated  microelectrode as shown in Fig. 13, a  cell can 
be rotated (Nishioka et al., 1991). The electrode system consists of three 

Orientation 

Electrode 

Protoplast 

Figure 11 Positioning of an injected  particle  inside a carrot protoplast. 
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Figure 12 Measuring  method  utilizing  laser  trapping  and  electrostatic  orienta- 
tion.  (a)  Electrode; (b) yeast  cell  (i) t = 0 sec, (ii) t = 0.6 sec, E = lOSV/m; (c) 
E.  coli (i) t = 0 sec, (ii)  t = 0.4 sec, E = 5 X 103V/m. 
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Figure 13 Microelectrode  for  rotation of a cell trapped by a  laser  beam. 

pairs of electrodes, to which an ac voltage is applied in succession. A 
nonspherical  cell  is  positioned at the center of the electrode system by 
laser  trapping.  Orientation of the trapped cell  follows the rotating electric 
field  direction.  When  an ac electric field  of 1 MHz and 2 X IO’ Vlm 
intensity, a live S. cerevisiae cell  could  be rotated up to 130 rpm. The 
maximum rotating  speed of a dead  cell  was  smaller  than that of a live  cell 
(Nishioka et al., 1991). 

IV. MEMBRANE ALTERNATION 

A. Electrical Cell Fusion 
Because the cell  membrane  is  made of insulating  lipid,  when a cell is 
placed  in a dc field, the voltage drop is concentrated on the cell  membrane, 
and if this  voltage exceeds the breakdown  voltage v b ,  the membrane  punc- 
tures. The cell  membrane  is  only 10 nm  in thickness, and about 1 V is 
required to break  down the membrane for most cells, whether natural or 
artificial,  plant or animal. If the voltage far exceeds v b  or is  maintained 
for a long  period of time, the puncture develops until  cell lysis occurs. 
However,  because the membrane is a “two-dimensional fluid” and lipid 
molecules are rather free to move laterally, if the voltage  is a short pulse 
slightly  exceeding v b ,  the membrane can reseal itself, a process called 
reversible  breakdown. 
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The membrane  voltage as a matter of fact does not  build  up instanta- 
neously.  When  an external field E is  applied stepwise at t = 0, the mem- 
brane voltage is given  by 

V,,,(@ = 1.5 a E cos 8 1 - exp -7 ( ')l 
where a is the cell radius, E is the magnitude  of the applied  field, 8 is the 
angle  between  radius  and field, and C ,  is the membrane capacitance in 
F/m2.  Equation 14 shows that V ,  is a maximum at the most  upstream  and 
downstream sides of the cell  (poles)  and  is zero at 8 = 90" (the equator). 
Therefore it is at the poles that membrane  breakdown takes place. 

Electrical  cell  fusion  makes  use of this reversible breakdown to create 
hybrids  between  two types of cells. The so-called  Zimmermann protocol 
(Zimmermann et al., 1982) starts with the pearl-chain  formation of the cell 
mixture  suspended in isotonic  nonionic  solution  (Fig. 14). Use of  ionic 
high-conductivity  solution is prohibitive because of the reduced DEP force 
in high-conductivity  medium  (cf. Eq. 2) and the high joule loss. When the 
cells in chains are in good contact to each other, a pulse  voltage is applied. 
If the pulse  amplitude is properly chosen, the reversible  breakdown oc- 
curs, and  during the resealing process the neighboring  cell  membranes 
fuse to form apocyte fusant. 

A drawback of such a protocol is that the two types of cells to be  fused 
are treated as a mixture,  and  how  many of which types of  cells fuse are 
unpredictable. To create exclusively aone-to-one hybrid, Sat0 et al. (1990) 
developed a system where two-dimensional arrays of microfusion  cham- 
bers are employed. The chambers are microfabricated by a photolitho- 

n 

Figure 14 Electrical cell fusion. 
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graphic  nonisotropic  etching  technique. Each chamber is  equipped  with 
a pair of electrodes, to which one cell  from each cell type is fed  using  an 
array of micropipets,  which are also  photolithographically fabricated so 
as to fit  into the array of fusion chambers. A pair of cells thus formed in 
each  chamber is fused by the Zimmermann  protocol to yield a one-to-one 
hybrid. 

Another approach to obtain a one-to-one  hybrid also uses  microfabrica- 
tion  techniques  (Masuda et al., 1989). The fusion is made  in the chamber 
depicted in Fig. 15. Cells of types A and B are sent to this area through 
the fluid  channel  by  micropumps  installed at the upstream side of each 
channel (not shown in the figure).  When  high-frequency  voltage  is  applied 
to the electrodes, field  lines  run  through the small  opening  made at the 
center between the electrodes as shown  in the figure, so that a field  maxi- 
mum is created here, and the cells are dielectrophoretically trapped here 
to form an AB pair, Then pulse  voltage is applied to initiate membrane 
fusion. The fusants are sent to the outlet by activating the micropumps 
again. 

B. Electroporation  and  Transfection 
Electroporation uses  membrane  breakdown,  not to fuse the membrane, 
but to allow the permeation of exogenous  material into the cell interior 
by  diffusion and/or electrophoresis. The method is just to apply  pulsed 

Fusion Product A-B 

Figure 15 Fluid  integrated  circuit (FIC) cell fusion device. 
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voltage to the cosuspension of the cell  and the particle or chemicals to 
be  brought  into the cell (Kinoshita and Tsong, 1977; Teissie  and Tsong, 
1981; Zimmermann  and  Arnold, 1988). The electrically  punctured pores 
are stable and can be sustained for on the order of one second. In  some 
cases, it  allows the passage of particles as large as a cellular  organelle. 
Therefore  it  could  be  caused  not  only by reversible breakdown  but also 
by local irreversible breakdown, in which case the cytoskeletal protein 
network supports the membrane structure until the slow  resealing process 
is  completed  (Chang  and Reese, 1990). 

Particularly  important  biochemical  application of electroporation is 
found in electric transfection, where  foreign  genes are inserted into cells 
(Wong  and  Newmann, 1982). 

C. Disinfection 
High electric fields can be  formed in liquids,  and electrolysis can be re- 
duced  using a short-width  pulsed  voltage. A cell  membrane breaks down 
when the voltage drop across the membrane exceeds 0.4-2 V,  and reversi- 
ble or irreversible  breakdown takes place. Electrical cell  fusion  utilizes 
reversible  breakdown. 

Sale et al.  and  Hamilton et al.  investigated the lethal  effect of  high 
electric fields  on  microorganisms.  Applying high  pulsed  voltages of  up to 
25 kV/cm  field  strength  and 40-100 ms pulse duration to suspensions of 
vegetative bacteria and yeasts in 0.85% NaCl solution, the authors have 
shown that death was  not due to heating or electrolysis but  was due to 
increased  membrane  potential that led to irreversible breakdown of the 
membrane structure (Sale et al., 1967; Hamilton et al., 1967). This  method 
can be  used for high-speed  sterilization or low temperature sterilization 
to reduce damage  by the medium.  More  detailed studies have  been  made 
on  effectiveness  and  energy  efficiency of this disinfection  method (Sakura- 
uchi et al., 1980; Mizuno  and Hori, 1988; Sato et al., 1990; Matsumoto et 
al., 1991; Jayaram et al., 1991). Test results of  high voltage  disinfection 
by Matsumoto et al. (1991) are described in the following.  Figure 16(a) 
shows a wire-cylinder electrode with a 20 mm inner diameter, a 110 mm 
length,  and a wire  diameter of 1 mm. Figure 16(b) shows the converged- 
electric-field  type electrode system. An insulating plate with  small  holes 
(thickness 1 mm,  hole diameter 1 mm)  is  placed  between the parallel disc 
electrodes. Sample  liquid  is  continuously  introduced into the vessel 
through the hole of the disc electrode. The inner  diameter of the vessel 
is 20 mm, and separation between the disc electrodes is 20 mm. In this 
electrode system electric current is converged  into the small  holes  of the 
insulating  plate  where the cell suspension flows.  Pulsed  high  voltages  were 
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generated  using a spark gap  switch as shown in Fig. 17. Pulsed  voltages 
with  width of 2-250 ps were used. 

The cells  were  suspended in phosphate buffer  solution. The initial  cell 
concentration  was  adjusted to be about lo7 celldcc. The conductivity of 
the sample  was 500 to 5000 pS/cm. S. cerevisiue, E.  coli, S. uureus, A .  
niger, and B. subtilis spores were tested. 

The energy  input to unit  volume of the sample P is 

P = 0.12 C v f / Q  (19) 

where V is the charging  voltage of the capacitance C (F) of the voltage 
generator, f is the frequency of the pulsed  voltage,  and Q is the sample 
flow rate. 

Figure 18 shows the survivability of S. cerevisiae when the wire-cylin- 
der electrode was  used. The survivability  was  measured at V = 20 kV 
and f = 25 Hz. The solid  line (A) in the figure  shows that the pulsed  high 
voltage  could destroy the cell, and the survivability decreased to less than 
1%  in a short time. However, the destruction performance deteriorated 
with decrease of survivability.  When the sample  was stirred, the surviva- 

r- -"" """_ 
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I 
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Figure 17 Schematic diagram of the  experimental setup. 
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Figure 18 Survivability of S. cerevisiae with the wire-cylinder electrode. 

bility decreased linearly. By continuous agitation of the  sample  liquid,  the 
cells were exposed to the  high electric field region  near  the  wire electrode. 

The converged-electric-field type electrode system was developed for 
continuous sterilization. Figure 19 shows the  survivability of S. cerevisiae 
and E.  coli. The survivability decreased almost linearly as an exponential 
function of input energy. 
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Figure 19 Survivability of S. cerevisiue and E.  coli with the converged-electric- 
field type  electrode. 

This  disinfection method, however, is  not  effective  on every species. 
B. subtilis spores could  not  be destroyed by pulsed  voltage  application. 
It was also reported by Matsumoto et al. that B.  subtilis spores could  easily 
be disinfected by  an intense ultraviolet  ray associated with  breakdown of 
liquid  by  pulsed  voltage  application. 

Figure 20 shows  photographs of S. cerevisiae cells  before  and after the 
pulsed  high  voltage  sterilization process (Hayamizu et al., 1989).  Almost 
all the cells  did  not  change shape, but their surfaces became  very  rough, 
and  fine debris was observed attaching to the cell surfaces. 

A synergistic  effect of temperature and  pulse treatment on the destruc- 
tion of L. brevis cells has been reported using a parallel plate electrode 
system  (Jarayam et al., 1991). The survivability of L. brevis as a function 
of field at elevated temperatures is  shown  in  Fig. 21. The destruction rate 
of cells  was  rapid  with  fields  up to 15 kV/cm; however, at  slightly  higher 
field strengths, higher  than 20 kV/cm, the destruction rate was  reduced 
at 30 and 45°C. When the temperature of the medium  was  raised to 60"C, 
the survivability  was  reduced. 
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Figure 20 Effect  of  temperature  for  the  destruction  of L. brevis cells. (a) Nor- 
mal S. cerevisiue. @) Destroyed cells. 
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Figure 21 Effect  of  temperature  for  the  destruction 
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V. CELL SORTER 
A. Principle 
The fundamental concept of a cell sorter based on flow cytometry is shown 
in  Fig. 22 (JASCO, 1984). 

Sample  flow  suspending  cells  and sheath flow are introduced to the 
nozzle  and are sprayed to form  uniform droplets. The sheath flow sur- 
rounds the sample  flow,  and  cells are aligned at the center of the flow  by 
hydrodynamic  focusing.  Cell concentration should be so adjusted that a 
droplet contains less  than one cell.  Actually  more than 10 vacant droplets 
should  be  formed  between each droplet containing a cell. 

The diameter of the nozzle  typically  ranges  from 50 to 150 pm, and 
a typical  velocity of the sprayed  liquid jet is about 10 d s .  The nozzle 
incorporates a piezotransducer that generates uniform droplets at a stable 
breaking  point. The droplet-forming frequency is  typically 20 to 50 kHz. 

- Signal Line "_ Control Line 

P:Photomultiplier 
A:Aperture 
C:Comparator 
Z:Amplifier 
CV:Charging  Voltage 
FG:Pressure  Gauge 
F1:Fluorescent  Filterlll 
F2:Fluorescent  Filter42 
F3:Fluorescent  Pilterfff 
FLt1:Fluorescencetl 
FL#Z:Fluorescencetz 
FLW3:Fluorescence!3 
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Figure 22 Fundamental concept of a  cell  sorter. 
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A laser beam is focused to the liquid jet at the outlet of the nozzle to 
measure  optical characteristics of cells.  Two or more lasers are used  when 
necessary. A transparent nozzle  can also be used, and the focal  point  of 
the laser is set inside the nozzle. Electrical cell  sizing apparatus can be 
incorporated in the nozzle.  Forward  and  side scattering light  intensity as 
well as fluorescence are usually measured. These light  signals are pro- 
cessed by comparing  them  with the reference value, and the droplet charg- 
ing  signal is generated  accordingly. 

The  droplet  charging  signal is applied  between  an electrode that con- 
tacts the fluid  in the nozzle  and a counterelectrode surrounding the flow 
jet (not  depicted in the figure). An electrostatic field  is  formed  between 
the  tip of the unbroken  fluid jet and the counterelectrode. Induced charge 
appears on the surface of the tip,  which  is  proportional to the charging 
voltage.  Charged droplets are formed as the jet breaks when the charging 
voltage  is  applied.  After  charging, the droplets pass through a deflection 
electrode.  The  charging  voltage  should  be  applied after a certain delay 
time  necessary for the cell to move from the signal detection point where 
the laser is focused to the breaking  point of the flow jet. Since the delay 
time  sometimes fluctuates within 1 or 2 droplet formation periods, usually 
two to four succeeding droplets are charged to sort one cell. In this case, 
the forward  charged droplet induces an opposite polarity charge on the 
tip  and  affects the droplet  charging. This interference should  be  compen- 
sated for by adjusting the waveform of the charging  voltage to obtain the 
same  deflection trajectory. A typical  value of the charging  voltage is 75 
to 150 V, and the deflection  voltage  is + and -2000 to 3000 V. 

At typical  operating conditions, a cell sorter can measure and sort about 
1000 cellds. The cell preparation technique is  very  important in the use 
of the cell sorter. For the sample, a suspension of  single  cells  should 
be prepared. To characterize the cell, usually fluorescence signals  and 
forwardhide-scattering signals are used.  Details of cell preparation and 
staining  methods are described by  Melamed et al. (1990). Other types of 
cell sorters are also described in the same reference. 

B. Cell Sorter  for Plant Protoplasts 
Techniques of flow cytometry and  sorting  were  initially  developed for 
animal  cells  with diameters in the 5 to 10 pm range.  In  bioengineering of 
plants, protoplasts are widely  used for cell fusion or transfection, and 
sorting of protoplasts has  been  needed.  Plant protoplasts have diameters 
in the 15 to 150 pm range,  and  they are very  fragile in comparison to 
animal  cells.  Conventional  cell sorters easily destroy plant protoplasts, 
mainly at the nozzle  where the flow  is  squeezed  and accelerates. Figure 23 
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Figure 23 Recovery rate of cabbage  protoplasts. 

indicates  an  example of the recovery rate of cabbage protoplasts (diameter 
range of  15 to 40 pm)  (Kawakami et al.,  1992). It was observed that the 
protoplasts with  larger diameters could be destroyed easily. 

Galbraith et al. (1988) have reported on the sorting of plant protoplasts 
using  nozzles  with  larger diameters, 100 to 200 pm, at reduced droplet 
formation frequency. It has  also  been reported that chilling  and  increased 
osmotic pressure could raise the recovering rate of viable protoplasts 
(Harkins et al., 1987). 

When a nozzle  with a large diameter is  used to achieve a higher  nondes- 
tructive rate, the droplet formation frequency decreases and the sorting 
speed reduces. The spray velocity  should  be decreased at the same  time. 
Decreased  spray  velocity also results in reduced frequency of droplet 
formation.  Figure 24 shows  an air sheath nozzle, in  which the flow jet is 
sprayed  from the 250 pm nozzle at 3 m/s and the flow jet is squeezed to 
150 pm diameter  and 8.3  m/s velocity. The droplet formation frequency 
can  be  raised  to 15 kHz. Fused protoplasts of cabbage  and  Chinese  cab- 
bage  could be sorted using  FITC fluorescent staining for cabbage  and 
fluorescent of Chinese  cabbage  chlorophyll. The recovery rate was about 
90%,  and the fusant was  condensed  from 2 to 95% (Kawakami et  al., 
1993). 

VI. CONCLUSION 
For micromanipulation  and  measurement of cells, genes, membrane, or 
molecules,  various  novel tools and schemes have  been  developed. Elec- 
trostatic force and  optical pressure, as mentioned  in  this chapter, are 
suitable  means to treat very  small objects. Micromanipulation  can  be  used 
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Piezo  Transducer 

Figure 24 The air-sheath nozzle. 

to  fix  single objects in order. This provides samples to be measured  by 
microscopes  with  very high resolution  such as scanning  tunnelling  micro- 
scopes or atomic force microscopes. 

Electrostatic methods  have  been  successfully  used for cell fusion, 
transfection, and  cell  sorting. For incubation of cells, biocontamination 
should  be  avoided.  Disinfection  and gas cleaning are important, and  elec- 
trostatic methods can also be  applied  in these fields. 
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1. INTRODUCTION 

ESD (electrostatic discharge)  is a significant cause of device failures at 
all  stages of device  and  equipment production, assembly, test, installation, 
and  field  use. Even though device designs  include protection circuitry, it 
is relatively  easy to generate static potentials during  handling  and  shipping 
that exceed the limits of the protection networks.  Damage  from  ESDs 
can cause either complete device failure  by parametric shifts or device 
weakness by  locally  heating,  melting or otherwise damaging oxides, junc- 
tions, or parts of devices such as the metallized conductors. Electronic 
components can vary  widely  in their susceptibility to damage by  ESD. 
Integrated circuits (ICs) in particular exhibit a delicate relationship  be- 
tween  device  design  and  ESD  susceptibility. IC devices manufactured by 
two  different  vendors  and  claimed to be  interchangeable may  vary  by 
a factor of 10 in their ESD  susceptibilities.  This chapter sets forth the 
fundamental  principles of ESD  in  relation to the handling of modem  elec- 
tronic  components. 

Section I1 discusses the effects ESD can produce upon electronic com- 
ponents, particularly ICs. Section I11 provides background on practical 
aspects of ESD  prevention  such as static retardant materials  and  ground- 
ing techniques. 

687 
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II. ESD  MODELS AND  TEST PARAMETERS 

There are three generalized scenarios of charging and discharging that can 
give  rise to damaging ESD events. 

1. A charged source such as a person, cart, machine part, or other con- 
ductor touches a device or circuit  board  and  discharges the stored 
charge to or through a device to ground. The human  body  model is 
a representation of one such scenario. 

2. The  device or circuit  board can store charge  on its conductive ele- 
ments.  Upon contact with  an  effective ground, the discharge  pulse 
can create damage. The charged device model is an example of this 
event. 

3. An electrostatic field  is  always associated with  charged objects. Very 
sensitive devices placed  in a particularly intense field can be damaged 
as a result of the potentials on junctions or oxides  exceeding their 
breakdown  potentials. However, a more  common  discharge event oc- 
curs when a device is grounded  while  in the presence of a field. This is 
an  inductive  discharge and falls under the heading  of the field  induced 
model. 

This  section describes these three primary  ESD scenarios, their electrical 
parameters, and several of the physical  failure  mechanisms  they  tend to 
cause in semiconductor devices. 

A. The Human Body Model 
Historically, the first type of event to be studied  was the human  body 
ESD,  which refers to charge transfer between a charged  human operator 
and  an IC device. The standard type of discharge in this case was  appropri- 
ately  called the human  body  model  (HBM).  Early  oscilloscope  measure- 
ments  revealed that the human  body ESD stressing waveform looks ap- 
proximately  like a decaying  exponential. The standard ESD simulator 
chosen to produce this ideal  HBM  waveform is an RC discharge circuit 
as shown in Figure 1. The high-voltage  power  supply  is  adjusted to the 
desired stress voltage  and  then  is  allowed to charge  slowly a standard 
capacitor through a high resistance (typically 10 megohms or more). The 
device  under test (DUT) is connected to the output terminals of the simula- 
tor, and the stress is  applied  by  energizing the relay, which discharges 
the capacitor into the DUT  through the standard resistor. Figure 1 also 
shows  an alternate load for the simulator circuit, which consists of a short 
circuit with a current probe. This alternate load is used for purposes of 
waveform  calibration  and standardization. Based  upon studies performed 
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Figure 1 Schematic  circuit  diagram of standard HBM ESD simulator. The cur- 
rent probe and short  circuit  termination  are used for  waveform  calibration. 

with a number of human volunteers, a value of 100 picofarads  was selected 
as the HBM circuit standard. With  this  value fixed, waveform observa- 
tions  enabled the determination of an average human resistance; and a 
value of 1500 ohms  was  selected for the HBM standard. These values 
give us a decaying  exponential  waveform  with a decay  time constant of 
150 nanoseconds.  Figure 2 shows the characteristics of the standardized 
HBM test waveform. Other equivalent electrical circuits are used to model 
a variety of capacitor discharge events such as discharges  from furniture 
and  machinery. 

B. The Charged  Device Model 
Some ESD failures were traced to stress events that occurred when IC 
devices  themselves  became  charged  and  then  rapidly  discharged.  This 
type of stress was consequently called  charged device ESD. A simulator 
was  developed to reproduce the charged device model (CDM) stress event 
under  controlled laboratory conditions. CDM stresses are simulated by 
slowly  charging the leads of a device or circuit  board  and then discharging 
a lead  through a low  impedance  path. 

The energy stored on the conductive elements of the device (leads, 
interconnects, etc.) is  discharged  through the pin under stress, creating 
a rapid  high-current event characteristic of a charged device ESD. The 
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Figure 2 The HBM ESD waveform at 1500 volts  stress. 

simulator  circuitry  must be  designed to minimize  any  parasitics that would 
attenuate the high frequency transients associated with a CDM discharge. 
This  then  provides the most  damaging, worst-case CDM event. An exam- 
ple  of a CDM waveform  is  shown in Figure 3. 

C. The Field  Induced Model 
The field  induced  model (FIM) refers to stress events in which the IC 
device interacts with an externally applied electric field to cause a dis- 
charge. The most  common type of  field  induced  ESD is by induction. This 
occurs when a device is placed  in  an electric field  and  is  brought into 
contact with a local  ground.  When this occurs, large transient currents can 
flow,  creating a CDM-like event. If the device is subsequently discharged, 
another CDM-like ESD event can occur. This creates a kind  of double 
jeopardy that can be  highly destructive to ESD-sensitive devices. FIM 
ESD  is the result of a combination of exposure to large  fields  and the 
grounding of the device  while so exposed. 

In  some extreme cases where the field is very  large  and the device has 
some  very sensitive junctions or very  thin dielectric films, the local  field 
at the device may  be  sufficient to cause dielectric or junction breakdown. 
In  most cases, however, the interconnection of many  elements on a circuit 
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Figure 3 CDM ESD stress  waveform.  Note the high peak current,  the  excur- 
sions into negative polarity, and the short duration. 

and the local parasitics mitigate  against  reaching  breakdown potentials on 
any one element. If required, devices and  circuit boards can be protected 
from  strong  fields by  placing  them in a package that screens out electric 
fields,  such as a metallized  package. Electric fields do not penetrate com- 
pletely  enclosed conductive containers. This is often  referred to as a 
shielded container or a Faraday cage. A sensitive IC or circuit  pack  placed 
within the shielded container will  not experience any electric field  and 
will therefore  be protected from  FIM  ESD  while  it is in the container. 

D. The Electrical Parameters of ESD Stress 
ESD causes the dissipation of modest  (by  macroscopic standards) 
amounts of energy  within  an IC device. However, since the physical  di- 
mensions of the circuit  elements that dissipate this energy are measured 
in microns, the energy  and  power densities produced are very large, in 
many instances  larger  than the electrical or thermal  limits of the materials 
used to fabricate IC devices. Before one can appreciate the impact of ESD 
on  modem ICs, it  is necessary to understand the electrical parameters of 
the stress. Such quantities as the peak current, total energy, rise  time, 
and  effective source impedance of the stress all exert an  impact  upon the 
failure  threshold  and  mechanisms of a given device. Table 1 lists typical 
values for the important parameters of  HBM and CDM ESD. The orders 
of magnitude  shown for the current and  time  should illustrate the large 
differences in electrical parameters among the three types of stress. The 
CDM event exhibits the shorter rise time  and duration and the larger 
current due to the very  low  impedance in the discharge path. 
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Table 1 ESD Stressing Parameters 

Parameter CDM HBM 

Stressing voltage 0-6,OOO 0-30,000 
Source impedance (ohms) < l  1500 
Total energy (ioules) 10-6-10-5 10-5-10-4 
Rise time (nanoseconds) 0.05-0.5 -10 
Duration (nanoseconds) 5 300 
Peak current (amperes) C100 <S 

E. ESD Failure Mechanisms 
When ESD currents enter or leave an IC device, they  follow the path 
of lowest  impedance  and tend to cause failure at the first weak  point 
encountered. The failure  mechanism  will  be a very sensitive function of 
the device  technology  and  most importantly, the device design  and layout. 
Furthermore, the HBM  and  CDMIFIM  models  tend  to produce different 
failure  mechanisms at different locations on the component. There are 
two  general categories of failure  mechanisms: those caused by  voltage or 
electric  field  and those caused by total energy deposited into a sensitive 
circuit. A number of well-known  mechanisms  have  been  produced  by 
ESD transients and are summarized as 

Gate  oxide  damage 
Junction  damage 
Metallization  damage 
Arcing 

The  mechanism  historically associated with ESD is gate  oxide  damage. 
Many  complex ICs employ  MOS  technology,  which requires the fabrica- 
tion of insulated  gate  field  effect transistors (IGFETs). In these devices, 
the impedance  between the source and the drain  terminals  is controlled 
by the voltage  applied to the gate terminal. The transistor gate  is a conduct- 
ing layer that is insulated  from the rest of the device by a very  thin layer 
(perhaps only 100 times the diameter of an atom) of  insulating  material 
such as silicon  dioxide (SOz). The very  small thickness of the oxide  means 
that a moderate  voltage of 5 V applied to the gate creates a very large 
electric field in the oxide. In fact, the transistor depends upon this field 
for its operation. Unfortunately the gate oxide, like  all insulators, will 
remain  undamaged  only if the applied electric field  is  less  than the maxi- 
mum field strength for the material.  Most dielectric oxides  break  down 
at field strengths of about 1 x IO’ Vkm.  This  means that the gate must 
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never  be  exposed to voltages  higher than about 20 V. If this voltage  is 
exceeded, the gate  oxide can be destroyed very  rapidly.  At  sufficiently 
high stress levels, oxide destruction can occur in about 1 ns (1 X 
seconds) or less, and the entire integrated circuit will then be permanently 
damaged. 

The high  voltage  levels encountered on charged  human operators or 
IC  devices are many times  larger  than the gate oxide  breakdown  voltage. 
Fortunately for the IC industry, much of this  voltage  usually gets divided 
down  and is dropped across the operator’s impedance or the parasitic 
capacitance between  an  IC  and  local  ground. As a result, the voltage 
actually  reaching the sensitive gate is some fraction of the original  voltage. 
Nevertheless, special circuits called protection networks are usually de- 
signed  into  modem ICs to protect the gate oxides. The design of these 
networks  is a very  difficult  challenge,  generally  requiring a delicate trade- 
off between  ESD protection and  required device operating speed. If these 
networks do not  sufficiently attenuate the stress or if the discharge  can 
circumvent the network, oxide  damage can and  will occur. Indeed, this 
mechanism is one of the leading causes of ESD  failure in complex IC 
devices. 

The next  important  failure  mechanism is p-n junction damage. Essen- 
tially all active semiconductor components contain  p-n junctions, and 
these junctions are susceptible to damage,  especially if the applied  voltage 
exceeds the reverse breakdown  limit. For most  modem IC devices, this 
limit  lies  between 10 and 100 volts. If a voltage  higher  than  this  limit is 
briefly  applied, part of the junction may  melt  and  then  resolidify  with a 
damaged crystal structure. This  damaged structure acts as an electrical 
leakage  path that degrades the performance of the IC. 

The  relation  between the time duration and  ESD stress current required 
to cause device  failure are described by the Wunsch-Bell equation, which 
models  heat transfer in one  spatial  dimension. Three distinct types of 
behavior are observed, each in its own  time  regime. For ESD stresses 
less  than 1 microsecond  in  length, the failure  threshold is inversely propor- 
tional to the stress duration. This  is  known as the adiabatic limit  and 
corresponds to the case in  which the device becomes  damaged before 
thermal  conduction can reduce the temperature at the failure site. For 
stresses in excess of 1 millisecond  in  length, the failure threshold  becomes 
relatively  independent of the stress duration. This occurs because the heat 
is  removed  from the failure site by thermal  conduction at approximately 
the same rate at which  it  is  generated  by electrical power  dissipation.  In 
the intermediate  region corresponding to stresses between l microsecond 
and 1 millisecond  in  length, the failure  threshold  varies  roughly as the 
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square  root of the stress duration. This corresponds to a case in  which 
the rate of heat  generation at the failure site is somewhat greater than the 
rate at which  heat can be conducted away. 

It  must  be  remembered that many  of these failure  mechanisms are cu- 
mulative  in nature. The cumulative nature of certain ESD failure  modes 
is  called  latency and is to some extent inherent in the ESD phenomenon. 
This  means that some  supposedly  good devices in the field can actually 
be “walking  wounded”  whose  functionality  may be unimpaired but which 
can  fail  during  use  with  little or no  additional stress. For these reasons, 
the topics of latency  and  cumulative  failure  mechanisms are of current 
interest for reliability  professionals. 

111. CONTROLLING ESD 
A. Grounding 
The most  expedient  method to minimize ESD damage  is to minimize or 
prevent charge  accumulation on devices or objects that may contact sensi- 
tive  devices. A primary source of charge is from the person handling or 
working on or with devices. Two techniques are commonly  available to 
prevent charge  accumulation on human operators: the use of wrist straps 
and the use of conductive flooring  in  conjunction  with conductive shoes. 

The wrist strap is one of the first lines of defense  against ESD damage. 
It is also one of the most cost effective countermeasures available to the 
electronics industry. When  properly used, the wrist strap can minimize 
personnel  voltages, thereby avoiding one of the most potent sources of 
ESD in the  work  environment. The wrist strap is composed of three com- 
ponents: the cuff, the strap, and the series resistor. The cuff is the compo- 
nent that is  placed  around the wrist  and  should  make  good electrical con- 
tact to the wrist. The strap is the component that connects the cuff  with 
ground  potential. The series resistor is included to provide personnel pro- 
tection  from  an electric shock hazard. 

Although  wrist straps are highly  effective  in  reducing HBM ESD, they 
are only part of a comprehensive ESD control effort.  While  manufacturing 
operators can  be  required to wear  wrist straps, other personnel may occa- 
sionally enter a manufacturing area without  taking  proper precautions. 
The use of conductive flooring or conductive mats may be an excellent 
backup  measure that can extend the protective zone beyond the reach of 
wrist straps. Topical floor treatments may also be effective in reducing 
charge  levels  within  an  existing  facility. Several types of topical floor 
treatments are commercially  available.  Conductive paints or coatings are 
basically  latex  paints or acrylic  materials that are loaded  with  finely  di- 
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vided  carbon  granules.  Topical antistats are also available for floor 
treatment. 

Charge  generation  while  walking is a function of the type of footware 
contacting the flooring. Shoe soles  and  heels that are made  of either thick 
rubber or crepe are excellent insulators that are also prone to charge 
generation. Leather and  some  composite  materials,  on the other hand, are 
much  less  active. However, to minimize charge generation on conductive 
flooring, a grounding  path  between the body  and  flooring  is required. It 
is  possible to install  commercially  available conductive heel straps on 
shoes to provide a conductive path from the operator's foot to the 
grounded  floor.  In addition, special shoes can be  purchased  with rivets 
or other conductive inserts installed in the heel or sole to provide the 
ground  path. 

B. Packaging Materials 
There are two primary requirements for packaging  materials to minimize 
the potential for ESD damage.  Packaging  materials  should be selected 
first, to minimize  any  charge  accumulation (a triboelectric property) and 
second, to dissipate  safely  any  charge that may be produced on the materi- 
als (a resistive or static dissipative property). This section discusses the 
materials  and their properties that are available as packaging for sensitive 
components  and  circuit packs. 

All  packaging  materials are divided  into three general classes based 
upon their surface or volume resistivity. Table 2 contains the types and 
defining  resistivity  ranges.  Materials  used to package electronic parts 
should  be  selected to have surface and  volume  resistivities in the dissipa- 
tive  range. That is, the inner and outer materials  should  be capable of 
bleeding  charge  in a safe, slow fashion. This will permit  any charge gener- 
ated  during  shipment or handling to dissipate safely  when grounded, prior 
to opening at the receiving end. If shielding  is desired, a buried  shielding 
layer  could be incorporated  but  should  not be permitted to contact the 

Table 2 Classifications of Packaging  Materials 

Surface  resistivity Volume resistivity 
Material class (ohmslsquare)  (ohm-cm) 

Shielding 
Conductive 
Dissipative 
Insulative 

104 or less 
l05 or less 
105-10'2 
greater  than lo'* 

100 or less 
lo4 or less 
104-10" 
greater  than 10" 



rotected. This will prevent any ossibility of a charged device 

dissipative materials can safely drain an applied charge to 
enough to avoid large and potentially damagin~ current 

pative materials can be used on static retardant work surfaces where 
can be adequately grounded or on the r layer of a laminated 
ture, provided that their tri s are favorable. These 

materials are well suited for u urfaces of automatic 
ponent handlers, because th ep the components discharged 
minimize the incidence of C 
here is a family of material 

an antistat that provides lubricious and conductive properties to the 
Such materials can be transparent, translucent , or 

n the base plastic material. The reliability and life 
strong function of the manufacturing process and can vary greatly 
different materials vendors. These materials typically consist of 
lating plastic such as polyethylene that has been treated with an 

an.tistat compound. These compou~ds are called surfactants and have the 
rty of being hygroscopic-that is, they attract water to the surface 

aterial. This water forms a thin film that provides two benefits. 
ates the surface, reducing friction and thus triboelectric 
the material contacts a surface. Second, the water 

a weak conductor with so ssipational capability9 gener- 
ally resulting in a sheet resistivity between lo9 and 1Ol2  ohms per square. 
These materials are an. attractive choice for use in direct contact with 
sensitive components or circuit packs and are frequently manufactured 

for circuit board protectio 
into the innermost layer of 
capability prevents condu 

vices while their favorable triboelec 

ere are other materials avail 

rgy to sensitive de- 
ent charge buildu 

rmanent antistatic 
proprietary9 for~ulations. 

inated, or extruded to form 

evention technologies 
in our arsenal against 

effectiveness can be limited in certain cases. For example, automated IC 
handling systems contain mechanical parts that move at high speed and 
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Figure 4 Probability of observing ESD stress events at voltages equal to or 
greater than the  horizontal  coordinate.  Several plots are shown,  each  correspond- 
ing to a different value of relative humidity. 

tend to collect  charge.  Sometimes,  nonconductive surfaces must be used 
because of their chemical properties or other considerations. Contactless 
charge  removal  is  required for best results in these cases. The best known 
examples of contactless charge  removal are humidity  and air ionization 
systems. 

Atmospheric  humidity tends to produce thin layers of  mildly conductive 
moisture  upon  most  solid objects. This layer can  provide a leakage  path 
that can slowly  drain  any  accumulated  charge to local  ground. It follows 
that the amount of moisture in this layer  is  critically dependent upon the 
relative  humidity. Studies cited  by  Mardiguian*  imply that the probability 
of encountering  an ESD event above any  given  voltage is a sensitive func- 
tion  of both the voltage ( V )  and the relative  humidity (RH).  The cumula- 
tive  probability  distribution function may  be expressed as 

A plot of this  function appears in Figure 4 and  allows the reader to appreci- 
ate the rate at which the risk of ESD damage increases as the humidity 
drops below 20%. 

The other primary  means for contactless removal of charge involves 

* Mardiguian, M. (1986). Elecfrosfafic Discharge: Understand, Simulate, andFix ESD Prob- 
lems. Interference  Control Technologies, Inc., p. 1.17. 
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the use of air ionizers. These systems generate large quantities of posi- 
tively  and  negatively  charged air ions.  When  ion  clouds surround a 
charged object, the ions  with opposite polarity are attracted to the object 
by the Coulomb force law, while the ions  with  identical  polarity are re- 
pelled.  The  oppositely  charged  ions  will then collide  with the object, trans- 
fer their charge to it  and thereby reduce or neutralize the charge on the 
object.  Commercially  available systems generally  utilize  one of two  meth- 
ods for ion  generation:  low-level radioactive emissions that ionize the 
surrounding  air  molecules  and  high-voltage  point discharges. 
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Static Electricity Hazards: 
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1. THE HAZARDS 
A. Basic Phenomena 
Materials are electrically neutral if charge carriers of both  positive  and 
negative  sign  in  equal quantities are distributed uniformly.  Any  disintegra- 
tion of this  neutral state, any  local  accumulation of unipolar particles, can 
result in electrostatic charging.  Almost  all of processes (both physical  and 
chemical)  in  industry  and  in everyday life can cause electrostatic charging 
(see Chaps. 2-5), and  depending on the circumstances more or less charge 
will  remain on the materials.  Charging in industrial electrostatics is always 
determined  by  two  simultaneous  phenomena: 

1. Charge separation and  accumulation 
2. Charge  dissipation or elimination 

The level of resultant charging is determined  by the ratio or the condition 
of equilibrium of these phenomena. 

There are two  main types of charging  according to the carrying  material: 

1. Continous  charging 
2. Partical  charging 

In the first case charge  accumulation takes place on the surface or 
inside of a continuous solid or liquid  material. That is why these materials 
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have to be either insulating or insulate 
ing level is much affected by the resisti 
The other main type, particle charging, is characteri 
streaming materials (powders or drops in a gas or a 
particles can become charged, but these charges can 
dently of the material carrying them. That is why in this case the resultant 

arging level is almost independent of the resistivity of these materials. 
.g., floating conductive particles can charge in this way.) Usually the 

two main types of charging occur simultaneously, and the effects of both 
chargings have to be superposed in industry. 

, e.g., both the buildup an 
erials, the electrical proper- 
ty pv [Rm], and permittivity 

owever the connec- 
tions between the charging phenomena and the above electrical properties 
are more complicated (Cross, 1987); the dissipation of charges is closely 
connected to the time constant 

I = p"E 

of the charge decay on the materials. (I is the time taken for the charge to 
reach approximately 37% of its initial value.) ased on the usual electrical 
de~nitions there are conductive and insulating materials. On conductive 
materials (e.g., copper, lo-* am;  graphite, low6 am), the movement of 
charge carriers (electrons) is completely free; that is why the surface of 
electric conductors is always equipotential. Insulators (e.g. glass, lo9 Rm; 
nylon, 10l2 Rm; amber, 1015 Rm; polyethylene, lo1* Rm) are materials that 
conduct no charge or almost no charge in practical cases. In industrial 
electrostatics one is interested in the movement of very small amounts of 
charge on the effect of relatively large voltages. That is why the ability 
of insulating materials to conduct slightly becomes extremely important. 

In volume resistivity, antistatic materials are between insulating and 
conducting materials (Fig. I). In the case of the usual charging phenomena 
in industry, or if the usual charge relaxation occurs, antistatic materials 
behave as electrostatic conductors. In case of discharges, when the move- 
ment of charge carriers is very fast (the time constant is well below 
s), antistatic materials behave as electrostatic insulators + This means that 
antistatic materials combine the advantages of insulating and conducting 
materials. 
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C. Unwanted  Effects 
The unwanted effects of electrostatic phenomena occur in various 
branches of industry. Besides several manufacturing  and  technological 
problems  (charged  materials attract or repel each other, etc.), electrostatic 
discharges (see Chap. 30) can result  in the most serious difficulties.  Dis- 
charges  can cause shocks or accidents or ignite  flammable  gases. In Fig. 
2, typical  energy  levels of different types of electrostatic discharges are 
compared to the minimum  ignition  energy (see Chap. 11) of gases, vapors, 
and  powders,  and the resultant human reactions are given. 

Corona  discharge  can  be  obtained on peaks or sharp edges of conduc- 
tors e.g., those with  radii of curvature less than 5 mm) in strong electric 
fields.  Because the energy density of corona discharges  both in space and 

Minimum 
ignition 
energy 

GASESIVAPORS I 
r------- 
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"_" - 

I 
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Figure 2 Hazards  caused  by  different  types of electrostatic  discharges. 
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in  time is very  low, the hazard is usually  negligible  (Gibson and Lloyd, 
1965). 

Brush  discharge is typical  in the case of charged  insulating surfaces 
approaching  grounded  metal electrodes (radius of curvature in the range 
5-50 mm). The surface charge density has to be above 3.10-6 C/m2  and 
the field  strength above 5 kV/cm. The discharged area can be about 
m2, and the energy  of the discharge  can reach 1-3 mJ (Maurer, 1979; 
Berta et al., 1981; Lovstrand, 1981). The variety of the charge density 
(both in values  and in polarities) observed on insulating surfaces can be 
explained as the effect of these discharges  spreading over a limited part 
of the insulating surface (Zichy, 1973; HorvAth  and Berta, 1975). 

Discharges  along the surface of a powder heap in large  silos  were  ob- 
served  and  examined by Maurer (1979) and  by Glor (1985). The conditions 
for this type of discharge are  as follows: continuous rapid  inflow of 
charged particulate material in the size range of 1-10 mm with a specific 
charge less than 3.10-3 C/kg (see Chap. 27.111). 

Sparks are typical  capacitive discharges obtained in the gap of two 
conducting  (usually  metal)  bodies. Sparks can come into existence if the 
potential of an  ungrounded electrode exceeds 325 V (after Gibson, 1983; 
usually 100 V is used as a margin  of safety). The energy of a spark is 
highly concentrated in space and  in  time in these discharges (breakdown 
in the air or flashover on  insulating surfaces leading  from one electrode 
to another). Because the energy  supply  is  limited  by the amount of the 
charges stored in the capacitance of the ungrounded electrode, arcs can 
never  be  formed  from electrostatic sparks. As in  all other electrostatic 
discharges, so in  sparks; electron avalanches  (collision  ionization), 
streamers (photoionization),  and leaders (heat ionization) are the basic 
physical  phenomena  (Kuffel  and  Zaengl, 1984). 

Propagating  brush  discharge can be  obtained on the surface of a charged 
thin  insulating  layer  backed  by a conductor. The thin  insulating layer acts 
like a large  distributed capacitor. The energy stored in this capacitor can 
be as high as several kJ/m2, so the energy  of the discharge, however 
distributed in space, can be  extremely  high. For getting brush discharges 
the surface charge density has to be  higher  than 2.5 x C/m2  and the 
thickness of the insulating layer less than 8 mm (Heidelberg, 1970; Blythe 
and Carr, 1981; Tolson, 1989). 

Lightning-like  discharges  in  industrial processes having never been  re- 
ported in the literature, experimental tests and calculations show that 
these discharges cannot occur, if the volume of a spherical space charge 
is less than 60 m3, or if the radius of a cylindrical space charge is less 
than 3 m (Boschung et al., 1977). 



There is no doubt that sparks from ungrounded charged conductors are 
responsible for more than 90% of electrostatic fires and explosions. 
Though these electrostatic conductors are metal bodies in many cases, 
especially large numbers of hazardous situations are created by electro- 
statically conducting human bodies. People can be significantly charged 
by walking on an insulating floor, wearing nylon clothing, or moving 
among charged objects or touching them. During these processes the po- 
tential of a human body can reach 10-15 kV, and the energy of a possible 
spark is several mJ. (The peak value of the current in t 
channel is 10-100 A, but the spark lasts only 10-*-109 s.) 
these values to the minimum ignition energy of gases or v 
sensitivity of electronic devices (see Chap. 30), the hazard can be easily 
recognized. As moving and only occasionally grounded conducting bod- 
ies, vehicles also have to be mentioned. Constant and effective grounding 
(or at least discharging) of these objects is especially difficult for aircraft 
and spaceships (Taillet, 1991). 

The second type of hazardous situation occurs on the surfaces of highly 
insulating materials, both solid and liquid (see Chap. 32). The hazard can 
reach an extre~ely high value if intensive charge generation and accumu- 
lation are present. Intensive generation can appear, e.g., because of high 
moving velocities, and accumulation on large surface capacitances can 

into existence, e.g., in case of very thin insulating layers on metal 
es. (A similar situation can appear on the inside surfaces of large 

silos because of the anticorrosive coating.) 
Last but not least, gases have to be examined. Though the movement 

of pure gases or gas mixtures creates little if any static electricity, electro- 
static charges can be carried on liquid or solid particles moved by the gas. 
The particles in this two-phase streaming material can be either extraneous 
matter (rust or water droplets) or a condensed phase of the gas itself 

“snow,” liquefied gas mists or droplets in wet steam). Charges can 
accum~late either on ungrounded conductors or on the surfaces of insula- 
tors both inside the system and outside in the vicinity (SS 5958, 1991). 

After recognizing the electrostatic nuisances and hazards, protection is 
essential. There are no methods of protection that can be generally used, 
because of the variation in conditions leading to electrostatic charging. 
The method of protection that can be most effectively applied must suit 
the particular problem to be solved (Table 1). 
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Table 1 Protection Against Electrostatic Charging  and 
Accompanying Hazards 

Prevention of Prevention of hazardous 
charge semration Reduction of  charging consequences 

Grounding of conductors Prevention of incendiary 

Drainage of charges  from Prevention of flammable 
sparks 

insulators atmosphere 
Decreasing  velocity 
Increasing  humidity 
Antistatic materials 

Neutralization of charges 

Generally, static charging  can  hardly  be avoided, and  prevention of 
incendiary sparks or flammable atmospheres is of uncertain effectiveness 
or very  expensive. The most  effective  methods  seem to be the reduction 
of charging  by  grounding  and  drainage or neutralization of charges. 

A. Grounding 
One of the main rules of static hazard  prevention is to ensure good  ground- 
ing of electrostatic conductors and antistatic materials. (Insulators cannot 
be grounded.)  In  Fig. 3 the simplified  circuit  diagram of the charging of 
a conductor is shown. In this schematic outline, C is the capacitance of 
the conductor, R is  its leakage resistance, and S is the spark gap, where 

(a) ( W  

Figure 3 Equivalent electrical circuit for a conductor (a) and its voltage as a 
function of time  while  charging (b). 
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a discharge  can appear. If the leakage current iL is  equal to the charging 
current ic, the maximum  potential  of the conductor can be determined as 

U,,, = iL R 

The order of magnitude of the charging current in  industry is generally 
about A and  it exceeds A only  in extreme cases. This  way 
of thinking  gives the possibility for the limitation of the potential of the 
conductor. If the aim  is to avoid sparking, the recommended safe upper 
limit is 100 V, and the commonly  used threshold value of electrostatic 
grounding lo6 R is obtained. As is  shown  by  Davies (1985), most sensitive 
devices can also be protected using this limitation (see Chap. 30). 

If a spark can appear from an insulated  conducting  object to the sur- 
roundings, the entire energy of the conductor is  discharged  and its poten- 
tial decreases to zero. The energy of the spark can be  calculated as 

The  lower the grounding resistance, the lower the energy of the spark. 
Grounding is especially  important in case of high charging currents and 
objects of  high capacitance (Table 2). Based  on the given  minimum  ignition 
energy of the surroundings  and the capacitance of the conductive object, 
the threshold  value of the leakage resistance can be  theoretically deter- 
mined (Fig. 4). One can see in the figure that IO6 R, the commonly  used 
maximum value of the leakage resistance, can be accepted even for very 
large capacitances (lo-* F) and  in the presence of very sensitive atmo- 
spheres J). Similarly to the aforesaid, estimating the order ofmagni- 
tude of the breakdown  voltage (lo4 V), the charging current A), and 
the permittivity of the material (1 5 E 5 2), and  knowing the minimum 
ignition  energy of the surroundings, a threshold  value  can be determined 
for the materials. This threshold value  means that in the presence of the 
given  flammable atmosphere, materials  with lower resistivity can be  safely 
used  (Fig. 5). 

Table 2 Ground Capacitance of Typical 
Objects (pF) 

Needlepoint 1 
Hand tool 10 
Human body 150 
Car  500 
Tank car 1000 
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B. Resistivity and Velocity 

One  of the most  important  charging  phenomena  is contacting and parting 
of materials.  During contact, exchange of charge carriers occurs, and 
when  materials separate, part of the charge carriers attempt to flow back. 
If both of the objects are conducting, the neutral state will be removed. 
If at least one of the objects is insulating, the exchange of charges can 
remain to a certain extent. In  case of continuous charging, the charge 
carriers can  flow  back to the earth either through the material or on its 
surface. That is why the surface and  volume resistivity of the materials 
are determining factors of the charging  phenomena. It is apparent that the 
parting  velocity of the materials is an important factor, too. If this velocity 
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W, mJ 

Figure 5 Resistivity  threshold  determined by the minimum ignition energy of 
the surroundings. 

is  low, there is more  time for draining the charges. The relationship be- 
tween the parting  velocity  and the draining  velocity  (closely connected 
to surface and  volume  resistivity  of the materials) determines whether the 
insulators  remain  charged after contacting and  parting or not (Berta et al., 
1987). In case of particle charging there is no  possibility for removal of 
charges after parting. Conductive particles (e.g., powder  metal) can be 
charged  when  in contact with  and  parting  from  an  insulating  material, 
because after parting their charge cannot be  drained  through the medium 
(e.g.,  air) carrying the particles. 

Models of typical  charging  and relaxation are to be seen in  Fig. 6. In 
(a) a moving continuous material  becomes  charged  and the charges are 
drained  through the volume of the material.  In  (b) the surface decay of 
the charges is predominant. In (c) particle charging can be seen. 

The equivalent electrical circuit and  computed  charging  threshold for 
bulk  decay of charges is given  in  Fig. 7. A typical  example of the simultane- 
ous  importance of the velocity and the surface resistivity of the materials 
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Figure 6 Bulk (a)  and surface (b) decay of the charges compared with  (c) parti- 
cle  charging. 

can be the case of insulating  films  passing  by  grounded  metal rollers (Hor- 
v6th  and Berta, 1975; Hughes et al., 1979; Ji et al., 1989). The equivalent 
circuit  and the computed  and  measured  charging  threshold is given in 
Fig. 8. 

One of the most  common  methods for draining  charges  in industry is 
to increase the humidity of the air. It is important to mention that in spite 
of the common  misconception,  when  humidity  is increased, electrostatic 
charges  leak  away  not  through the air, but  through the moisture  film  ab- 
sorbed  on the charged surface. 

One of the most  important solutions to prevent electrostatic hazards 
(technological  problems or fires and explosions) is the use of antistatic 
materials. As was  shown in  Fig. 1 (see Sec. I), antistatic materials  combine 
the advantages of insulating  and  conducting  materials.  This  means that 
antistatic materials can be grounded, and  they can be  used for earthing 
conducting objects, too (Fig. 9). The other important advantage of anti- 
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Figure 8 Equivalent  electrical  circuit (a) and  charging  threshold (b) for single 
filmholler  contact. 

static materials can be understood if discharges occur. A single spark 
generally  discharges  only a small part of the surface of a charged  insulator 
(Berta and Gastanek, 1979), but  it  discharges  practically  all of the charges 
of an  ungrounded conductor. Supposing the same conditions, a discharge 
derived  from a charged conductor produces a more serious hazard  than 
that derived  from a charged insulator. As is shown in  Fig. 9, the energy 
WA derived  from  an  ungrounded,  charged antistatic body is also signifi- 
cantly  lower  than the energy W, got  from a similarly  charged conductor. 
So antistatic materials are easy to handle (they can be grounded, unlike 
insulators)  and produce far less  hazard even if they are ungrounded  (in 
comparison  with conductors). This  is the explanation for the urgent  need 
and  wide  use of antistatic materials  both in flammable atmospheres and 
in the presence of sensitive electronic elements everywhere in industry. 

C. Neutralization 
Electrostatic charges can be  neutralized  by  eliminators  (Table 3), produc- 
ing charge carriers and  neutralizing surface charges on  solid  materials or 
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Table 3 Main Types  of  Eliminators 

Passive  Radioactive 
r-"l 

L a P 

Line frequency High frequency 

space charges of two-phase  streaming  materials  (contaminated  gases or 
liquids). The simplest type of eliminator, the passive, i.e., induction,  elimi- 
nator  (grounded  peaks or thin  wires  placed in the vicinity of the charges) 
produces charge carriers by  means of corona discharges created by the 
charges to be neutralized. In case of active, i.e., high-voltage,  eliminators 
(peaks or wires connected to a high  voltage  power  supply  and  placed near 
the charges), the charge carriers are produced by the corona discharge 
coming into existence by virtue of the outer power  supply.  In  radioactive 
eliminators (radioactive materials in safe  metal  housing  placed  facing the 
charges), the charge carriers are produced  mostly  by CL or p rays. 

The neutralizing  efficiency of eliminators can be  determined as 

q = (1 - l$ 100% 

where ui is the initial  and ur is the residual  charge density (before and 
after the eliminator). If all of the charges are neutralized (ur = 0), the 
efficiency of the eliminator is 100%. If the eliminator neutralizes only 
some  of the initial  charges (ur/ui 0), or if opposite charging,  so-called 
overcompensation, occurs (ur/ui < 0), q is less than 100%. 

Induction  eliminators are superior to other types in their simplicity  of 
mounting,  functioning,  and  reliability.  They  need neither power  supply 
nor  radioactive  material.  They can operate only if static charging exceeds 
a special  threshold level, and  they cannot reduce the charge  density to 
zero. These eliminators  can  be  successfully  used where high velocities 
produce  considerable  charging. 

Active  eliminators can be  easily  controlled (dc eliminators  must  be 
controlled),  and their efficiency is higher  than that of any other type (the 
efficiency decreases with  increasing frequency). They can be used for 
complete  elimination  of intense static charging.  Using  high-voltage  elimi- 
nators, protection against electric shock  and  explosion  hazard  is essential. 

Radioactive  eliminators are simple  and robust, and their shapes and 
dimensions  can  be  changed  easily.  They  must  be strictly observed and 
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systematically  renewed. They can  be  used for the complete  neutralizing 
of moderate  charging (rather low  velocities) and are safe  in  flammable 
atmospheres, too. 

For using the advantages of different types of the eliminators, combined 
eliminators (passive/active, passive/radioactive etc.) have  been created. 
To give  perfect  neutralization of surface charges, in  many cases charge 
carriers of both  polarities  have to be produced. To avoid  recombination 
of these charge carriers (instead of elimination of static charges) the pro- 
duction of charge carriers of different  polarities  has  to be separated in 
space  and in time.  In practice the conditions for elimination  always 
change.  This is why measuring  and  controlling systems are used  (Fig. 10). 
Eliminators  should be rugged,  reliable,  and effective. They  have to be 
designed  and chosen to be safe in flammable surroundings, grounded con- 
tinuously,  and  located correctly. They  must  be  carefully operated and 
regularly  maintained to achieve maximum effectiveness (Horv&th and 
Berta, 1982). 

111. RISK 
The different  nuisances  and hazards of electrostatic origin (see Chap. 30) 
have  increased in recent years because of 

1. The widespread  use of flammable  and explosive materials 
2. The spread of sensitive electronic equipment 

One  has to recognize that the accumulation, the maximum level, and 
the dissipation of charges are affected by several conditions of processes 
(materials,  contamination,  speed of motion, etc.) and the surroundings 
(humidity, temperature, ion concentration, etc.). Some of these data are 
well-known, fixed, and monitored, but  some  conditions are not  controlled 
or even  unknown. That is  why  charging  phenomena  have to be handled 
as stochastic processes, and the charge  level,  varying in space and  in time, 
must be treated using the methods of mathematical statistics. 

The  probability of fires and explosions can be  discussed  via  Fig. 11. 
The  independent  probabilities of the formation of a flammable atmosphere 
P(A)  and of the electrostatic charging P(B)  can be estimated for a certain 
technology. The conditional  probability of sparking P(C/B) represents the 
probability of discharges if charging  has occurred and the charges  have 
accumulated. The probability of incendiary discharges P(C/BC) is  again 
aconditional probability  supposing that the spark.energy exceeds the mini- 
mum ignition  energy of the surrounding atmosphere. The resultant proba- 
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bility of occurrence of a fire or an explosion can be determined according 
to the theory of probability: 

) = P(A)*P(~/BC).P(C/B).t)(B) 

According to the aforesaid, a similar scheme can be drawn for determining 
the probability of failures or electrostatic damages of sensitive electronic 
devices and for all of the nuisances and hazards of electrostatic origin. 

Practice can be complicated (e.g., the atmosphere can contain both 
gases and powders, several charging and discharging possibilities can be 
present), so the probability of occurrence of these single events cannot 
easily be measured, calculated, or estimated, and the probability of explo- 
sion or damage can be determined only in special situations. Regulatio~s 
and standards (e.g., BS 5958, 1991; Richtlinien, 1989.) usually use a 
method of classification based on probabilities (Table 4). 

In order to choose a method of avoiding electrostatic nuisances and 
hazards that shall be the most suitable, i.e., optimized both technically 
and economically, the electrostatic risk has to be determined. The risk is 
considered to be the harmful consequences of an optional strategy taking 
into account the probability of its appearance. The risk can be identified 
by the loss to be expected. This makes it possible to choose the static 
control strategy that is the most suitable for the practical problem at hand. 

Classification of Hazardous Areas 

Zone 0 

Zone 1 

Zone 2 

Explosive gas-air mixture is continuously present, or present for long 

Explosive gas-air mixture is likely to occur in normal operation. 

Explosive gas-air mixture is not likely to occur in normal operation, 

periods. 

and if it occurs it will exist for only a short time. 
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Electrostatic Hazards During Liquid 

Transport and Spraying 
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1. INTRODUCTION 

Sea spray, waterfall spray, the spray from a domestic shower, or indeed 
any  spray of liquid, either naturally or artificially generated, consists of 
electrically  charged drops. Some of the earliest recorded observations of 
natural  spray  electrification  were  made by Elster and  Geitel  (1890),  who 
detected considerable  charge in the vicinity  of  waterfalls. It is  believed 
that the charged spray and  ions  emanating  from the oceans of the world 
contribute significantly to the electrification of the atmosphere. In a num- 
ber of industrial situations jets or sprays of various  liquids are used to 
clean  down  equipment,  including the insides of storage and cargo tanks. 
During  tank  cleaning a residual  amount of the previously stored product 
is  usually present and may produce significant quantities of flammable 
vapor that can be  ignited  by electrostatic discharges of quite  low energy. 
For example, a propane/air mixture, which  may  be present in a fuel  oil 
tank, has a minimum  ignition  energy (MIE) of about 0.4 mJ, while naphtha 
may  be  ignited  by  discharges of energy of about half this value.  When 
using  liquid jets and sprays from  nozzles  it is therefore important to have 
an awareness of certain factors that tend to promote spray charging, so 
that this can  be  minimized if necessary. 

Post et al. (1989) sprayed different  liquids  through  simple  nozzles  at 
pressures up to 500 bar and  measured the resultant spray electrification 
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by means of a field meter adjacent to the emergent jet. The charged sprays 
were collected in a vessel insulated from ground so that total charge 
“sprayed” as a function of time was monitored. The recorded electric 
field strengths ranged from less than 1 kV m-’ for sprayed toluene and 
acetone to about 10 kV m-’ for deionized water and up to about 90 kV 
m- for xylene containing particles of SiOz. Relatively high charging was 
observed when emulsions such as water in toluene or two-phase mixtures 
of solid particles suspended in liquid were sprayed. Whether or not 
charged sprays lead to conditions enabling discharges to occur depends 
not only upon the spray liquid and spraying parameters but also on the 
geometry of the spray zone; during tank cleaning tank size is especially 
important, as larger tanks may contain a relatively large volume of charged 
spray, which results in high space potentials and fields, thus increasing 
the probability of discharges. 

An industrial situation in which intense electrification may arise during 
spraying occurs during the water-jet washing of the oil cargo tanks of very 
large crude carriers (VLCCs). In 1969 three VLCCs exploded during tank 
washing operations. Powerful water jets, which are used to hose down 
the tank inner surfaces, generate a considerable amount of fine charged 
mist, which settles under gravity only very slowly. ~ i t h i n  the tanks, which 
have capacities of approximately 24,000 cubic meters , space charge densi- 
ties of Cm-3 occur, leading to space potentials of several thousand 
volts and electric fields at tank walls of up to 30 kV m-’. The question 
that arose was “Are electrostatic discharges of sufficient energy to ignite 
the residual crude oil vapor possible?” The posing of this question illus- 
trated a situation that often pertains after an explosion, Le., the cause is 
unknown and electrostatic discharge is one of several possible causes. 
The systematic work that led to an answer to the preceding question illus- 
trates very well a number of basic electrostatic principles. 

rior to 1969, water washing of cargo tanks had been carried out safely 
for many years using portable washing machines. Jets of water at a pres- 
sure of 3000 kP were produced from 1.5 cm diameter nozzles at a flow 
rate of about 15 m3 per hour. The machines were normally suspended into 
the tanks by hoses, several being required per washing operation. The 
explosions in 1969 occurred when new washing machines and procedures 
were being used. The new machines were designed to cope with the excep- 
tionally large tank volumes of VLCCs and had throughputs of 175 m3 per 
hour from 4 cm diameter nozzles. They were permanently mounted in the 
tanks and operated with recirculated water, i.e. water contaminated with 
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oil droplets. It was  shown that several of these factors acting together 
may have  led to the explosions. 

From  gas.  samples  taken  from a VLCC, the predominant  gases  were 
found  to be propane  and the isomers of butane, gases that have a minimum 
ignition  energy of about 0.2 mJ. A coordinated experimental  program  was 
set up by  Shell in 1970 with  work  being  undertaken  at laboratories in 
Amsterdam, the Thornton  Research Centre in the UK, and the University 
of Southampton, UK. Studies on the safety of water washing  were also 
supported by the International Chamber of Shipping (ICs) and the Ameri- 
can  Petroleum Institute (API). A primary  objective  was to determine 
whether  any  discharges of energy > 0.2 mJ could occur during  tank  wash- 
ing operations. Laboratory experiments were  small  scale  but sea trials 
were  also conducted. An interesting observation by  Bustin (1972) was 
that the potentials  observed in tanks of various sizes during  washing  did 
not  differ  significantly.  This  finding correlated with the observation that 
the space charge  density decreased in larger tanks as shown in Table 1 .  
It  should  be  noted that the space potential at the center of a tank depends 
upon the square of the tank  radius  (assuming a spherical tank), while the 
electric field  at the tank  wall depends only  on the radius. 

An experimental test tank of 2 X 2 X 3 m3 which  was  approximately 
U2000 scale  was set up  at Southampton (Hughes et al., 1973). To achieve 
a space  potential of -40 kV and a field of -13 kV m-], which  were  of 
similar  magnitudes to the values  possible in a VLCC,  it  was necessary to 
inject a charged  spray of density C m-3 into the test tank. Prelimi- 
nary  investigations  were concerned with the incendivity of discharges 
from  charged  mists to grounded objects. Neither spark  nor  lightninglike 
discharges  were recorded under  any conditions. However, the high  field 
set up  by the mist space charge  was  able to set up corona discharges  on 
sharp grounded protrusions within the mist or at the edge of a tank. Van 

Table 1 Space Charge Density in Tanks of Different Sizes 

Max. charge density 
Vessel Tank volume (m3) (nC m - 9  

Shore tank 240  67 
Small  tanker 880 35 

1950  30 
Large  tanker 4640 15 

5300  17 

26000  3.8 
VLCC 13000  10.7 
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de  Weerd  (1971) tested the incendivity of corona discharges at the end of 
aprobe lowered into a 12,000 m3 tank  where the space potential  was  raised 
to 40 kV by steam  injection.  Propane  gas  seeped  through  holes  at the 
surface of the probe, but the corona discharges that were  readily detected 
did  not  ignite the gas.  Since that time  many  ignition tests with corona 
discharges  have  proved that they are the most feeble type of discharge 
and are normally  incapable of  igniting dusts and vapors. 

The  experimental  work at Southampton proceeded, after corona dis- 
charges  had  been  ruled out as an  ignition source, to consider whether  an 
isolated  piece of  metal or slug of water passing  through the charged  mist 
might acquire charge, to be  then  discharged  when  passing  close to a 
grounded  protrusion  from the tank wall.  This  possibility  followed  from 
experiments  carried out by  van de  Weerd  and  van Laar (1973)  of Shell. 
In these experiments a slug  of water dropped out of a vertical  pipe  and 
fell  through a cylindrical  metal  cage  maintained at  a high potential. The 
field  from  this  cage  polarized the slug,  i.e., charge separation between its 
ends  was  induced. As the end of the slug  passed  close by a grounded 
probe a spark occurred that had  sufficient  energy to ignite a local  propane/ 
air  mixture. A water slug  could  conceivably  fall  from the roof  of a tank 
or be  formed  directly  by the new water washing  machines. Tests were 
carried out in  which the whole test chamber  contained a propane/air 
mixture. 

The  Southampton tests were conducted with 10 cm  long  metal cylinders 
and  water  slugs of  35 cm3  volume.  Both types, after falling  through the 
charged  mist,  caused  sparking to a grounded probe, which  ignited the 
propane/air  environment. The water slugs tested were  always of the same 
volume,  but  elongation  during the free fall to the probe occurred due to 
polarization forces in the space charge field.  Elongation to about 35  cm 
was typical. 

Even after having demonstrated that a conducting  slug of water can 
initiate  incendive discharges, the precise mechanisms  leading  up to dis- 
charge are complex  and  difficult to quantify. A volume of water falling 
through  charged  mist  will intercept charged drops and so will charge ac- 
cording  to the volume of mist  swept  through. Estimates of this charge, 
made  by Hughes et al.  (1973),  give a value of approximately 2 nC,  which 
is  significantly less than the 40-50 nC  of charge transfer from the slug to 
probe  recorded  experimentally.  In fact, of various  charging  mechanisms 
considered, the only one that could  explain the high charge transfers was 
induction  charging. Induction charging  is dependent upon the shape of 
the object  being charged; an  elongated  slug  polarizes  much  more  strongly 
than the same  mass of material in a spherical shape. A polarized  slug  may 
have a portion of its  polarized  charge at one end  discharged as a spark if 
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the end passes close to a grounded probe, provided that the process occurs 
while the slug  remains  polarized in a local field. Alternatively, a slug  falling 
from the roof of a tank, or being  ejected  from the nozzle of a washing 
machine,  would  take  up a net  charge  by  field  induction  and  could subse- 
quently  discharge to a grounded  probe even in a field free region. 

The systematic investigations of electrostatic phenomena  during  tank 
washing operations proved that discharges of sufficient  energy to cause 
an  explosion in the “empty” tank of a VLCC  could occur. The precise 
mechanism that caused the VLCC  explosions  was  not  proved  but  almost 
certainly  was electrostatic in origin. It is  interesting to note that the conclu- 
sions of API, after thorough  investigations,  were that the probability that 
electrostatics was the cause was not necessarily higher than the probabil- 
i ty  of ignition from other  causes  such as human error or mechanical 
impact. 

111. ELECTROSTATIC CHARGING DURING FUEL  FLOW 

Whenever a liquid  flows  along a pipe, shearing of the electrical double 
layer at the liquid/wall interface causes charge of one polarity to be en- 
trained in the liquid  flow  and leaves opposite charge on the pipe  wall. 
Whether or not  this  effect  is  significant  and  leads to appreciable electro- 
static charging depends upon several factors including  pipe  material  (metal 
or insulator),  liquid conductivity, flow rate, pipe diameter, and  tempera- 
ture. Liquid  conductivity is extremely important, and  only  insulating  liq- 
uids  such as gasoline, kerosene, and others having a conductivity less 
than  about 50 PS m-l  generate sufficient  charge that a fire or explosion 
risk  may arise unless appropriate measures are taken. In the following 
sections the operation of loading  insulating  fuel  into a metal  road or rail 
tanker is  discussed  and serves to illustrate a number of electrostatic haz- 
ards that may arise from incorrect system design  and inappropriate operat- 
ing procedures. 

Insulating  liquid  pumped  from a pipe  into a tank will be charged accord- 
ing to the following  equation  by Schon (1965): 

i = 3.7.10-6 8 v* 1 - exp - [ ( 4 1  
where i = streaming current, d = pipe diameter, U = flow  velocity, 1 = 
pipe  length,  and T = fuel  relaxation  time. All units are S.I. 

The streaming current represents the coulombs per second transferred 
by the liquid  into the tank and is equal  and opposite to the current flowing 
to ground  from the pipe,  assuming  it to be metal. The equation shows 
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that if a pipe is sufficiently long the streaming current rises to a constant 
lateau value depending only on &u2. Charging may be appreciably higher 

than indicated by the Schon equation if equipment such as a pump or 
strainer is present especially near the pipe outlet. Very fine particle filters 
(<5 pm), for example, can be prolific charge generators, yielding charge 
densities in the range of 10-5000 Gm-39 depending on flow velocity. 

hen charged liquid is loaded into a tank, a fire/explosion risk may 
arise if the criteria illustrated in Fig. 1 are satisfied. Tanks may be filled 
in different ways, some being more hazardous than others. Filling is nor- 
mally by the feed pipe connected to the bottom of the tank, or alternatively 
the pipe protrudes into the tank from the top. With top filling, the pipe 
should extend to the bottom of the tank for safety reasons. To minimize 
charge accumulation on the liquid surface during filling, the flow rate 
should not be too high, and a central conductor or metal web from the 
top to the bottom of the tank will ensure that the potential is zero in the 
center region. With top filling, the conducting fill pipe, lowered to the 
tank bottom, serves this purpose. With bottom filling and no such central 
grounding object, liquid surface potentials can rise significantly higher 
than for top loading at the same rate. In addition, with any loading, splash- 
ing and foaming should be avoided, as charging levels are then increased. 

In Fig. 1, the block at the top poses the question “Does charging 
occur?” From the foregoing it is clear that the answer to this question 
may be affirmative but dependent upon several parameters. This depen- 
dence may be illustrated by considering the guidance provided in national 
standards. Providing a liquid is conducting enough , charge accumulation 

Criteria that may lead to an electrostatic ignition. 
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does not occur, and standards generally  specify that it  is  only for fuels 
of conductivity <25 or 50 PS m-' that precautions are required. The 
importance of  good grounding of all  conducting parts of a system is empha- 
sized. Electrostatic hazards may arise during  loading,  gauging,  and  sam- 
pling. The latter two operations involve personnel who  may  be  charged. 
When  loading a single-phase  liquid it is  recommended in European stan- 
dards that the pipe  flow  velocity  should never exceed 7 ms". A second 
condition  includes  pipe diameter d (in meters). Flow  velocity  should  not 
exceed a value  given  by U = N/d where the constant N = 0.5 m2 S" 
when U is  larger  than 5 PS m-', but if U <5 PS m-', N = 0.5 in the UK 
but 0.38 in other standards. The more hazardous situations of two-phase 
liquids  such as oils  containing water or liquids  containing particles or 
sediment in tanks are also considered in standards, and greater constraints 
on  loading operations are specified. 

The second  block of  Fig. 1 is concerned with charge accumulation. 
Liquid  must  be  insulating for charge to accumulate.  During  loading  an 
equilibrium is established  between rate of charge  accumulation in the liq- 
uid in the tank and the dissipation rate due to charge relaxation to the 
conducting  tank  walls. The time constant of the exponential relaxation 
process is inversely  proportional to liquid conductivity. Antistatic addi- 
tives may be used to increase liquid conductivity to  say 50 PS m" so 
that significant  charge  accumulation does not occur. In large tanks, filled 
at the same rate as smaller tanks, the liquid surface level rises more  slowly, 
giving  more  time for charge  relaxation to occur before the surface reaches 
a critical  level  where a discharge  could occur. For this reason it is  possible 
to fill larger tanks at a greater rate provided the flow  velocity is kept  below 
7 ms". 

The surface  potentials that develop on a liquid  during  loading  give a 
direct  indication of charge  accumulation and hence  possible hazard. Wal- 
msley (1990) has  monitored potentials during  normal  and  splash top load- 
ing  of fuel  into a tank as shown in Fig. 2. Bottom  and  normal top loading 
(pipe to bottom of tank) show  similar  potential  rises  during  loading.  During 
the bottom  loading a central conductor was present; otherwise bottom 
loading potentials would have been greater. Splash  loading surface poten- 
tials  were 80% higher  than  nonsplash  loading,  illustrating the hazard of 
not  lowering the fill  pipe  sufficiently.  Walmsley (1990) also investigated 
the operating procedure of starting the tank  filling  slowly,  until the liquid 
level  had  risen so that splashing  was  minimized,  followed  by  an increase 
in  filling rate. This  was  compared  with  filling entirely at the higher rate. 
Although  potentials  were  maintained  very  low  during the slow start (less 
than 1 kV), final potentials were the same for  the two procedures (about 
30 kV). 
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Space potentials within a tank during liquid filling. (From Walrnsley, 
1990.) 

block of Fig. 1 is concerned with the probability of incendive 
discharges. A discussion of the various types of discharge that can occur 
during liquid transfer to a tank is beyond the scope of this article. Nonin- 
cendive corona discharges may occur, and incendive discharges of the 

ck of Fig. 1 poses a more difficult question than might 
t hydrocarbon liquids, when in e~uilibrium with their 

vapors, produce vapor concentrations outside the flammable range. Low 
nt products such as gasoline produce an overrich vapor in a closed 
wever, at the start of a filling operation into a vapor-free tank 

rapidly becomes incendive and the vaporlair mixture may 
ammable range many minutes into the operation; it will 

eventually become overrich except possibly in the vicinity of air vents, 
etc. Some products such as toluene produce vapor within the ~ammable 
range even under equilibriu~ conditions. Liquids such as diesel fuel and 
heating oils have a high flash point, producing lean vaporlair mixtures in 
equilibrium. Despite this apparently safe situation, many fires and explo- 
sions have occurred during loading of these products. The problems gener- 
ally arise when the practice of switch loading is carried out. Switch loading 
is the operation of loading an “empty” tank, which previously contained 

brush type occur unless precautions are taken, 
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a low  flash  point  product  such as gasoline,  with a high flash  point product 
such as diesel  oil. The empty  tank  is  likely to contain  residual quantities 
of gasoline,  and  butane will be present in the tank atmosphere, which  is 
likely to be overrich. During the subsequent loading, butane dissolves in 
the incoming  product  and the atmosphere enters the flammable  range 
where  it may  remain for much  of the filling operation. 

Very  many incidents  have arisen during  switch  loading,  and in conclud- 
ing this  section  an  example of an industrial accident is given.  Bond  (1991) 
cites a case in which  an  explosion occurred when kerosene was  being 
bottom  loaded  into a road tanker that had  previously  contained  gasoline. 
The  filling rate was  97 m3 h" through a 7.5  cm diameter (3 in.) hose. 
This  is  equivalent to a flow  velocity of 6 ms". The conductivity of the 
kerosene  was  less  than 10 PS m-'. As U > 5 PS m", the flow  velocity 
should  not  have  exceeded 6.6 ms-'. At the operational flow  velocity of 
6 ms" the operation  should  have  been  safe. However, a microfilter  was 
present in the pipeline  and  raised the charge to a dangerous level. It is 
not  normal  practice to use a microfilter in the line  during  road tanker 
loading.  Aviation fuels, on the other hand, are normally  filtered  during 
loading,  and due to this practice fuel conductivity should  be  increased  to 
25 or 50 PS m" or the fuel  flow rate kept  down to a relatively low level. 
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Electrostatic Charge Elimination 
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1. IMPORTANCE OF STATIC ELIMINATION 
The management  of electrical charge is critical to the success of electronic 
component  manufacturing  and  assembly  and to many  general  industrial 
processes. The problems  usually arise from static charge on  insulating 
materials. The electric field  from these charge distributions can induce 
electrical  charge separation on conductive objects, leading to secondary 
processes that may  aid static elimination or introduce charge control re- 
quirements in themselves. 

High static charge  levels may trigger electrical discharges, provide  elec- 
trical forces that attract particulate contaminants, or cause materials to 
stick  together in undesirable ways. Electrical discharges, for 'example, 
can  damage electronic devices and circuits, expose photographic  film, 
or yield explosion- or accident-related safety hazards around  industrial 
machinery. Particulate contaminants that are electrostatically drawn to 
sheets, film, or other insulating objects are troublesome in the photo- 
graphic,  packaging,  printing, textile, and plastic products industries. High 
charge  levels  on sheets and  films also cause these materials to be attracted 
to surfaces and rollers, causing  difficulty  in their handling.  Pneumatically 
conveyed  edge-trim  fragments  from  web  handling operations are particu- 
larly  troublesome,  leading to blinding of end-of-line cyclones, receiving 
vessels,  and  baling  equipment. 

733 
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Techniques to manage charge on insulating materials will be discussed 
in this chapter. We begin with ways to modify the conductivity of materials 
for those instances where such modification is com~ercially possible. 
Then, methods to ionize gases will be considered. Ionization gives free, 
mobile charge that can be drawn to electrostatically charged sudaces 
where recombination and neutralization can occur. Various generic equip- 
ment options for the neutralization of static charge will be discussed, as 
well as hazards and cautions that should be exercised in the electrostatic 
environment of industry. 

Electrical charge can accumulate to disturbing levels when the rate of 
charge separation exceeds its rate of recombination. Charge relaxation or 
redistribution is generally controlled by the electrical conductivity of the 
material itself and the material’s bonding to ground. It is therefore natural 
to associate electrostatic processes with insulating materials, at least in a 
qualitative sense. The degree of conductivity associated with electrostatic 
processes is arbitrary, but it is loosely related to the speed of mechanical 
actions that might separate charge in the specific process. For example, 
electrostatic hazards are more likely to be present in high speed printing 
or film converting processes than in low speed ones. 

Additives can sometimes be found to increase the conductivity of mate- 
rials sufficiently to achieve charge recombination in a time scale that mat- 
ters. These antistats may yield temporary static control or become an 
inherent part of the final product. Additives are available for solid (often 
fibrous), liquid, granular, and powder materials. Their use is limited to 
commercial requirements for the process and final product (Wilder, 1989; 

odern Plastics Encyclopedia, 1993). 

. 
Conditioning agents (topical antistats) and other treatments are used to 
modify the sur€ace of materials so that they will conduct electrical charge. 
They are also sometimes added to liquids such as fuels to assure safe 
handling and to transformer oil (Radwan et al., 1992) to prevent insulation 
breakdown. Fly ash conditioni~g with moisture., a~monia ,  or alkali (espe- 
cially sodium) compounds increases conductivity of dust deposits, making 
electrostatic precipitation feasible for pollution control or process material 
recovery (White., 1963). 
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Extrinsic  additives  directly  provide  conductivity to an  insulating  mate- 
rial,  without  materially  altering the insulator itself.  They take the form of 
coatings  and conductive additives to the material.  Additives  and treat- 
ments that increase lubricity  stand out as key options for decreasing  charg- 
ing  in the first place (Klein, 1991). Others bind moisture to the surface of 
the materials to improve surface conductivity and  aid static control. The 
addition of moisture  (humidity  modification) for static control, by itself, 
is  seldom a permanent  solution.  Humidity is, however,  an  important factor 
in static control (Kolyer and Rushworth, 1990). 

1. Liquids 
The  resistivity of liquids  can  often  be  controlled  by  doping  them  with  mild 
electrolytes or their  dissociated  components (Horvath and Berta, 1982). 
In  some cases, polar  liquids that are easily  dissociated can be  used as 
antistatic additives.  This  method  is  complicated  and requires detailed  in- 
vestigation,  particularly  when  materials are used to produce pharmaceuti- 
cal or food products. 

2. Powders 
As solid  material is divided  into  smaller  and  smaller parts, more surface 
area is exposed. Powders therefore offer the most severe test for the 
influence of antistats on surface conduction. Figure 1 shows  an  example 
of the electrical  resistivity of a powder as a function of temperature and 
moisture content. The antistatic additive introduces surface electronic 
states that  allow  charge transfer between particles. These same surface 
electronic states are active in the enhancement of conductivity and  cohe- 
sion  within deposits. One is often  troubled by changes in  handling aspects 
of powders  when  introducing  conditioning agents for static control. The 
additives  also  can  become contaminants to the process or product. 

3. Textiles 
Antistatic  additives are widely  used  in the textile industry, both to make 
certain manufacturing operations easier and to control uncomfortable  nui- 
sances from  final  products. Antistatic detergents, sprays, and dusters/ 
brushes (containing antistatic additives) are commercially  available.  Anti- 
static additives for use with  celluloSe  (Hellsten et al., 1989),  wool (Brown 
afid Pailthrope, 1988a,  1988b,  1988c), polyethylene terephthalate (PET) 
(Uchida et al., 1991; Abdul-Kadir et al.,  1988),  and  acrylic fibers (Park et 
al., 1991), for example, are described in the literature. 

Metallic  and other conductive fibers are added to textiles to gain  perma- 
nent  conductivity. The resulting  materials are used to make garments for 
use  where electronic components are manufactured  (clean rooms, packag- 
ing)  and computer rooms. Others are used for electromagnetic interference 
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I) shielding (~archini, 1991). Still others are used as filtration media 
in gas cleaning equipment. 

f decreasing the surface resistivity of insulati~g materi- 
als is the deposition of thin metallic films. This method of charge control 
is widely used, e.g., on aircraft windshields, in cathode ray tubes (Rijnders 
and Van Der Voort, 1990; Van Den Eeden and Sluyterman, 1990), and in 
solar technology and electronics (Demchishin et al., 1988). It is rather 
difficult to protect these conductive films from damage. The same problem 
appears if conductive paints are used for surface treatments. Vapor phase 
photografting and chemical grafting have been used to add conductive 
layers to the surface on polypropylene ( orra et al., 1992). 

At the present time organic and inorganic materials are widely used 
for antistatic floor coatings. To reduce the electrical resistance of coatings 
on such floors, it is possible to treat the surface with surface-active agents. 
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5. Solids 
Conductive  additives can be used to lower the volume electrical resistivity 
of insulators.  Metal  particles  and carbon granules or filaments  have  been 
used.  Threshold  levels for conductivity  enhancement are observed, be- 
cause these additives act by direct contact conduction through the bulk 
of the material. 

The decay of electrical  charge  from the surface of such a material de- 
pends on the method of charging.  Charging  with electrodes at the surface 
probes the conduction of the conductive component of the composite 
only, whereas  charging  with a corona results in two  distinct processes: a 
screening of trapped charges by the conductive component  and  charge 
dissipation of the matrix  (Ansermet  and Kuttler, 1992). 

A glycerine ester derivative, graphite, a metal powder, a metal  oxide 
(Jando et al., 1989), and even ion  beam  radiation (Liu et al., 1989) have 
been  shown to increase conductivity of polyvinyl  chloride  (PVC).  Non- 
crosslinked high density expanded polypropylene  doped  with conductive 
carbon  has  been  produced to offer  cushioning,  rigidity,  and stable anti- 
static properties for cases and partitions used  in  packaging of electronic 
components  and  assemblies  (Nojiri et al., 1991). 

B. Intrinsically  Conductive Materials 

Intrinsic or internal antistatic additives are generally  added  chemically 
to the material  and are an  indistinguishable  component of it.  Materials 
containing these additives can resist even strong influences  (wetting,  rub- 
bing,  washing, or cleaning),  and  they are less inclined to age. The choice 
of an  internal antistatic agent to provide  resistivity control depends on 
the chemical structure of the antistat, the polymer type, polarity, and 
crystal structure, the type and concentration of other additives in the 
resin, and the fabrication  and storage conditions of the resulting  material 
(e.g., temperature and  time) (Trotoir, 1988). Electroactive polymers 
(EAP) are also  beginning to appear as conductive packaging  materials. 

111. USE OF BIPOLAR IONIZATION TO NEUTRALIZE 
STATIC CHARGE 

Much  effort  has  been  expended  toward  developing  materials that .are elec- 
trically conductive, or treatments for materials to speed  up charge recom- 
bination.  Often  such  materials  and treatments are inappropriate for a pro- 
cess or product, and one must  find other methods to neutralize electric 
charge  distributions  on insulators. 
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The next  consideration  is the use  of  bipolar  ionization.  From  bipolar 
ionizers,  ions are distributed in the air or other gas  surrounding the 
charged insulator. Coulomb forces attract those ions  from the gas stream 
to neutralize the charge  on the insulator and  repel opposite polarity  ions. 
There are usually  grounded enclosures or other conductive objects around 
to capture the opposite polarity  ions that are repelled  during the recombi- 
nation  process.  Bipolar  ionizers  eliminate static charge, not  by material 
conductivity,  but rather by the higher  mobility of ionic  charge in the gas 
stream, under the electric field  of the charged insulator. 

There are two factors that guide  ionizer  design  and  performance  evalua- 
tions.  The first is  charge  balance: the condition  when the net free charge 
on a object  equals zero in the presence of  bipolar ionization.from the 
ionizer. The second  is  charge  decay  time: the time for a static charge to 
be reduced to a given percentage of the charge's original  level.  Bipolar 
ionizers are usually  rated  by the time  required to neutralize 90% of the 
charge  on  an  isolated 20 picofarad  metal  plate  from  an  initial  potential  of 
either 1 kV or 5 kV. The initial  charge  on  this plate, of course, is the 
product of its capacitance and electric potential. 

The performance of ionizers  is  reduced if the charge  on an object does 
not  produce electric field components directed toward the bipolar  ioniza- 
tion.  The terms field suppression and  proximity  effect are used to describe 
the observed reduction in electric field  away  from  an object when the 
object  is  brought near a grounded or large  polarizable object. The reduc- 
tion  in electric field  is the result of an increase in capacitance between 
the charged  object  and  ground  with constant electrical charge on the ob- 
ject. The electric field  lines are repositioned  from  radiating  outward to 
image  charges in the grou'nded or other polarizable object. 

Most  commercial  ionizers  depend  upon electrical corona to produce 
bipolar  ionization. The corona electrodes are driven with alternating po- 
tential  (usually at line frequency, 50-60 Hz) or with a train of positive 
and  negative  square-wave  potentials. The former are called AC ionizers 
and the latter pulse-DC ionizers. There are also double-DC  ionizers that 
have  continuously operating DC corona of each polarity. 

An asymmetrical  gap  (e.g.,  needle-plate,  wire-tube, etc.) is used to form 
corona electrodes in static eliminators. Either electrode may  be  fixed to 
ground potential, or both may float  with a potential  difference  between 
them. The potential  difference  between the electrodes is  raised to a level 
to  produce  electrical corona of alternating positive  and  negative  polarity 
on the electrode with  small  radius of curvature. 

Most static elimination is done in the air environment. In air, positive 
ions are formed by stripping electrons from atomic and  molecular species 
and  negative  ions  by electron attachment. Some gases such as nitrogen 



ELECTROSTATIC CHARGE  ELIMINATION  TECHNIQUES 739 

do not attach electrons easily, and therefore negative corona in these gases 
is  unstable.  Corona type ionizers can operate unpredictably or not  at  all 
in these environments. The coating of the passive electrode with  insulation 
will sometimes  make AC ionizers operate in gases that are not electron 
attaching. 

Gases containing  oxygen,  carbon  dioxide,  and water vapor will attach 
electrons and  form stable negative  ions  and  negative corona. High purity 
nitrogen, argon, and  helium do not attach free electrons and do not  form 
stable  negative corona. In  gases that are not electron attaching and in some 
other applications  (possibly  where  intrinsic safety is required), radioactive 
sources are used.  Charge  neutralization  is  achieved by the electric field 
between the ions or free electrons and the charged object. Polonium-210, 
an  alpha emitter, is the most  common  nuclear source for ionization  prod- 
ucts in the USA.  Alpha  radiation sources produce  strong  ionization in a 
well-defined space close to the radioactive source. Their penetration 
power  through  solid  materials  is also low. 

IV.  FIELD  DRIVEN  STATIC ELIMINATORS 
There are two  primary types of static eliminators: those using the electric 
field to move  ions  from the source to the charged  object  and those using 
flowing  gases to move a bipolar  ion  cloud to the vicinity of the charged 
object, where the electric field  will select ions to achieve static elimination. 
There are a few  ionizers that use  both  mechanisms  to achieve static 
control. 

A. Induction Ionizers 
When a sharp, grounded  needle  point  is  brought near a highly  charged 
surface, it  has  induced  in  it a charge opposite that of the surface. If the 
charge concentration near the needle’s tip is high enough, the surrounding 
air will break  down. Ions will  be  injected  toward the charged object of 
the essential  polarity to neutralize the charge. The typical action of an 
induction bar is  illustrated in Figure 2. 

Induction  ionizers are also known as passive eliminators  since  they do 
not  have a power  supply to elevate the minimum electrode potential to 
above the corona onset point.  In particular, ionization will  not  be produced 
to neutralize a charged object, unless  sufficient  charge  is  induced on the 
needle electrode to initiate corona. 

Induction  ionizers are constructed as simple  needle electrodes, arrays 
of needles (static bars), or brushes and  tinsel. 
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Figure 2 Ion  injection from typical  static  bars. 

In  web  processing  (polymer  films, for example), overcompensation can 
occur if the initial  charge density on the web  is  high or the static eliminator 
is  very  close to the charged surface (Horvath and Berta, 1982). In over- 
compensation, the charged surface becomes  oppositely  charged after the 
supposed  charge  elimination.  This occurs because some of the electric 
field  lines of force from the eliminator to the charges on the surface inter- 
sect the surface where  it  is  already  discharged.  Charge carriers following 
these electric lines of force reach the already  discharged surface and 
charge  it  oppositely. 

To avoid overcompensation, the electric field  should  be decreased at 
the eliminator by increasing the distance between the web  and the elimina- 
tor, thus  decreasing the number of lines of force intersecting the dis- 
charged surface. 

B. Static Bars 
The  term static bar  is  usually  applied to arrays of (corona or nuclear- 
element)  ionizers that provide a source of ions for attraction to charged 
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objects. The purpose of the static bar is to inject  ions  even  when the 
charge  on the object  is  smaller  than  needed to produce ionization by induc- 
tion.  The ion injection current as a function of object  charge  is  illustrated 
in Fig. 2 for a typical electrical (active) static eliminator. 

Overcompensation can occur with these bars as with  induction  ionizers. 
Static bars are available in various  lengths  and in circular, square, hexago- 
nal,  and other shapes. 

1. AC Static  Bars 
The main components of an AC static bar  installation are the bar  itself, 
the cable, and the power  unit. 

Typical AC static bars can have the needle electrodes directly coupled 
(hot bars), individually  capacitively  coupled (shockless bars), or individ- 
ually  resistively  coupled (shockless bars) to the high  voltage  terminal. 
Directly  coupled bars are referred to as hot bars, while the resistively  and 
capacitively  coupled bars are shockless  and in some cases safe for hazard- 
ous  work areas. 

The electric cable  used to energize high  voltage  AC static eliminators 
is  sometimes  shielded.  This prevents the radiation of  AC electric fields. 
Strong AC electric fields can be  troublesome to delicate electronic cir- 
cuits, such as computer lines.  Corona-free  shielded cable is used at times. 
It consists of a metal core, a conducting  silicone layer, an  insulating  sili- 
cone layer, a conductive paint layer, a metallic  braid layer, and a plastic 
sheath. The conducting  silicone  and conductive paint layers provide  uni- 
form,  large-diameter surfaces that are most  likely to be free from corona. 
The braid  gives  flexible  shielding  from electromagnetic interference and 
a sure ground contact for the paint. 

Capacitive  loading can be a problem  with static eliminators that have 
long  lengths  of  shielded cable or long  lengths of  high voltage cable in 
conduit.  In  capacitive  loading, the capacitive reactance exceeds the induc- 
tive reactance, and the load draws the leading current. The excessive 
capacitive  load  can cause the operating voltage to rise or fall  depending 
on circumstances of installation. If the operating voltage rises above ac- 
ceptable limits,  it can cause burnout of equipment. If the operating voltage 
falls  below acceptable limits,  it will reduce the ion output of the 
equipment. 

Improved  load  regulation can be  obtained by  using a ferroresonant 
transformer as the power source. A ferroresonant transformer is a satura- 
ble  device  that  regulates for changes in the magnitude  of the input  voltage. 
Ferroresonant transformers regulate the average value  of the output volt- 
age. Core saturation introduces waveform distortion that varies with the 



input voltage. The rms value of the output voltage may therefore vary 
while the average value is held constant. 

As the speed of webs increases, the use of line-driven (50-60 Hz) static 
eliminators becomes less acceptable, since ionization is produced only 
during a portion of the waveform. By placing bars in series across a web 
and operating them out of phase, the maximum web speed for static elimi- 
nation can be increased from about 800 to 1500 ftlmin. 

The simultaneous use of steady DC of both polarities in a static eliminator 
allows use of static bars to web speeds of at least 2500 ftlmin. Typically, 
the positive and negative corona ionizers are placed in series with the 
web’s path. There are some static bar designs that have positive and nega- 
tive ionizers placed alternately in a line along the length of the bar. 

It is generally more efficient to attract ions directly from an ionizer to a 
charged object than to project them to a surface by a gas flow. 
there are many cases with space restrictions and with many charged, 
stationary objects or work surfaces that require the transport of bipolar 
ionization by gas currents. 

ozzles and guns are used in processing of insulating components and 
packaging to displace contaminants and prevent them from being attracted 
again to the work. Blow-off e~uipment  is available for electronic assembly 
in Class 10 clean rooms, paint preparation rooms and tunnels, and the 
factory floor. 

Larger work areas require blowers with electrostatic augmentation. Units 
for electronic assembly often contain heaters to warm the air stream. 
ionizing air blowers of this type have adjustable air speeds, built-in brushes 
for cleaning the electrodes, and either self-balance or electronic adjust- 
ment for charge balance in the air stream. ~qu ipmen t  is available for 
workbenches and industrial environments. There are even units that 
mount above the workbench blowing ionizing air down to the assembly 
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area, and  grid  units that mount to the outlet of HEPA filters in clean 
rooms. 

C. Air Assisted  Static Bars 

It is often  desirable to project a bipolar air stream as a sheet to form  an 
ionized  air curtain. The air curtain is  used to blow particulate matter from 
work, or just to project  ions  where a static bar cannot be  conveniently 
mounted.  In these cases, static bars are fitted with tubes with  equally 
spaced  holes  (air bars) or with air knives.  Air  knives eject high velocity 
sheets of air from a slit, thereby inducing a larger air flow. The air knife 
is  also  called  an air amplifier because of the induced air flow. 

VI. STATIC ELIMINATION IN CLEANING PROCESSES 

Objects that are electrically  charged will attract particulate matter by Cou- 
lomb or dipolar forces. Neutralization of this charge  aids in cleaning  and 
in maintaining the cleanliness of a surface. 

A. Surface Cleaning 

Surfaces  can be cleaned by brushes or  by gas streams that flow at speeds 
above the saltation  and  conveying  velocities of the contaminants to be 
removed.  Conductive  (grounded) brushes with attached bipolar  ionizers 
and  ionized air guns are commonly  used to displace particulate matter in 
manually operated systems. Other  applications  use  nozzles  and air knifes 
that are augmented  with  bipolar  ionization. 

B. Film  and  Web Cleaning 

Films  and  webs are two dimensional,  making  them  relatively easy to clean. 
Ionized  air and/or brushes are used to dislodge contaminants from the 
film.  The  contaminants are then  drawn by  vacuum to a dust collector 
through  an aperture placed above or below the film  or  web. Contaminants 
as small as 35 microns are removed  by  this equipment. Other cleaners 
combine static elimination  with  vacuum  and  wiping action. 

C. Granule  and  Small Parts Cleaning 

Pellets,  granules,  and  small parts that are handled as bulk  materials  pose 
special  cleaning  problems. As bulk  materials  they  contain a large  amount 
of surface area, and those surfaces are for the most part hidden.  One 
method of cleaning these materials is to suspend  them in a fluidized  bed 



or elutriation column of bipolar ionized air. These cleaners separate shav- 
ings, fines, dust, and debris from granular material. 

The control of static charge in electronic assembly areas is discussed at 
oxleitner, 1988; Greason, 198’7, 1992; Lacy, 
teer, 1990; and Sclater, 1990). There is also 

useful guidance in th ards and proceedings of the Electrostatic 
charge Association ( soc., 1993). Only brief comments will be made 
here to direct workers to the broad goals of static eliminatiQn in electronic 
assembly. 

eneral, the goal is to prevent static charge from accumulating on work- 
tools, and electronic ~omponents. This is done by using materials 

that dissipate charge rapidly and by grounding workers. The method of 
round in^ should include resistive coupling, so that workers coming into 
ontact with voltages in the assembly area are not directly connected to 

typically include guidance for clothing, work 
, and shoes. 

ground. 

he use of bipolar ionization for static elimination at the workstation was 
discussed in Sec. V 

As the work are ecomes larger, recombination of ions becomes a 
critical issue. For this reason, many laminar-flow stations and room-area 
systems use pulsed- C ionizers to inject successively layers of positive 

the room. These are chosen over alternating current 
because of the longer time between pulses of ions of 

opposite polarity. 
Some clean spaces demand very low levels of contaminants, and espe- 

cially low levels of metallic contaminants. In these applications, the ioniz- 
ing electrodes might be purged with dry air to prevent the formation of 
ammo~ium nitrates or be fabricated from nonmetal~ic materials. The latter 
materials might also be insulating to prevent spark discharge. 
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C. Packaging  and  Handling of Electronic Items 
There are many types of static-shielding  packaging  available for transport- 
ing electronic items. The most  common are conductive totes (rigid  pack- 
ages)  and  bags.  In general, a conductive enclosure is  formed that serves 
as a Faraday  cage to protect the enclosed components and assemblies. 

VIII. SPECIAL  CONSIDERATIONS 
A. Safety in Classified (Hazardous)  Environments 

Static elimination  equipment  is  often  purchased in industry to prevent 
spark discharges that might  ignite vapors and  fine particulate matter. 
Equipment  especially  designed for this purpose is tested in accordance 
with the requirements of the National  Electrical  Code (Earley et al., 1993). 

B. Electrical  Shock Hazards 
Electrical  ionization  equipment  typically operates in the voltage  range 
from 4,000 to 7,000 V. This  voltage is adequate to drive currents through 
the body far in excess of 0.5 mA, a level  associated  with perception of 
shock. To prevent  shock hazards, some  form of current limiting is neces- 
sary. Three methods are commonly  used: current limited  power sources, 
capacitive  coupling to ionizers, and resistive coupling to ionizers. 

Shockless static eliminating  equipment  employs current limiting  at each 
emitting electrode. The short circuit current is  generally  limited to about 
20 microamperes.  This results in very  little or no shock sensation when 
the electrodes are touched. The most  common  form  of shockless equip- 
ment  uses  alternating current and  capacitive  coupling to individual  needle 
electrodes. The high voltage cable is surrounded by a cylindrical  metal 
annulus that contacts a single needle-electrode. Alternatively, resistors 
can  be  placed  between the high  voltage conductor and the individual 
needle-electrodes. 

The high  voltage electrodes can also be current limited for some control 
of shock  hazard.  This approach is less costly  than shockless design  and 
is adequate for static neutralizers with  few corona electrodes. Generally, 
the output from the power source is connected to the corona electrodes 
through a current limiting resistor. The short circuit current is  typically 
limited to a few  hundred  microamperes. The main concern at this current 
level  is surprise, a reaction that may startle a person, causing an accident. 
Current  limiting extends the useful  life  of electrodes and reduces the possi- 
bility of arcing  and RFI emissions. 



tatic eliminating equipment is said to be hot when the ionizing elec- 
es are connected directly to the output of the high voltage transformer. 

his design yields high levels of ion output at a low cost. The current 
available at the ionizing point is whatever the high voltage transformer 
can deliver, typically a maximum of 5 milliamperes. This current level 
produces a very strong shock sensation. For this reason it is advisable to 
locate hot static eliminators where the operator cannot contact them or 
provide the static eliminators with guards and interlocks. The use of hot 
static eliminators is usuall~ limited to industrial processes that operate at 
high speed, where guarding is mandatory for other than shock hazards. 
In these installations, operation of the static controls is interlocked with 
the operation of the machinery. 

here are several environmental issues su~ounding static elimination: 
ozone generation, radiation from nuclear ionizers , and e~ectroma~netic 

zone is produced by electrical corona in air. ~ l t h o ~ g h  the levels pro- 
duced by air ionizers are low, one should consider their appro~riateness 
for use in confined work areas. Ozone is a powerful oxidant that can affect 
materials in the work area and become an irritant to workers. Its pungent 
odor can be sensed at 10-20 ppb, a level well below the hazardous concen- 
tration of 100 ppb. Concentrations in the outdoor environment can exceed 
the levels found indoors around ionizers. 

uclear ionizers produce ionizing radiation. They emit particles or pho- 
tons that have sufficient energy to produce ionization directly in their 
passage through air. Nuclear ionizers are licensed to a site where they 
are used. The user must periodically exchange ionizing ~adiation sources 
and renew license agreements. 

Electrical ionizers operate under conditions of controlled electrical dis- 
charge. Careful control of the discharge is essential to prevent transient 
fields that produce broad-spectrum electro~agnetic inte~erence. Corona- 
free high voltage cables , welded/rounded terminations, and shield in^ are 
used in static eliminators to reduce e~ectromagnetic interference. 

., R. €3. Ihrnayid, and A. S. Saadoon (1988). Electrostatics in 
~olyethylene terphalate fibers. ~lectrical and ~ l e c t ~ o n i c s  ~ n ~ i n e e ~ i n ~ ,  17 n 4, 
37-47. 

Ansermet, J.-Ph., and A. Kuttler (1992). Charge screening in antistatic compos- 
ites. Journal of ~leetrostatics, 27 n 3,  259-266. 
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Auroral zone jet current, 636 
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Automatic voltage control, 458 
Avalanche, 68, 72, 78 
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Charge relaxation, 312,  704, 

Charge separation, 703 
Charge storage mechanisms, 
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342,  414,  424,  475 
Charge transfer, 185 

time constant, 421 
Charged device model, 689 
Charged droplet, 422,  680 
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laminar, 142 
turbulent, 143 
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diffusion, 445-457 
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by dielectrophoresis, 390 
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by intermolecular bonds, 389 
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462,471 
performance, 45 1, 453 
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Conduction of dust 
electrolytic, 457 
ionic, 455 
repulsion, 1 12 
surface, 455, 457 
volume, 455 

Conductivity, 8, 9, 123, 619, 

Conservation laws, 140 
Contact electrification, 33 1 
Contactless charge removal, 

Contact potential, 332 

Continuum diffusion model, 484 

Convection (see also 
Electroconvection) 
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length scale 135 
manifest, 132-134 
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onset potential, 492 
origin of name, 152 
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Current, 8, 124, 125, 133 

convective, 134- 1 37 
space charge limited, 137 
transient, 130, 139 

Coulomb 

285-288 

Dark discharge, 309 
Dart leader, 647 
DC high voltage generation, 

200 
alton circuit, 203 

delatron circuit, 205, 206 
electrostatic generators, 207, 

208 
Felici, 208 
van de Craaff, 207, 208 
variable capacitance, 208 

grading ring, 208 
high voltage electrode, 208 
rectifiers, 200, 201 

full-wave, 200, 201 
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[DC  high  voltage generation] 
half-wave, 200,  201 

regulation, 203,  205 
ripple factor, 201-203 
tandem acclerator, 207 
voltage doubler, 202 
voltage  multiplier, 204,  205 

De-excitation reactions, 176 
Degree of segregation, 528 
Depolarization, 519 
Detachment, 187 
Deutsch  number, 490 
Dielectric, 57,  60,  69 

barrier discharge, 581 
constant, 3,272,  277,  280, 

28 1 
nonpolar, 56 
polar, 58 

Dielectrophoresis, 60,  655 
Dielectrophoretic  collection 

Dielectrophoretic force, 10 
Dielectrophoretic spectrum, 657 
Differential type anemometer, 

250 
Diffuse layer, 84 
Diffusion, 167-170,498 

ambipolar, 168,  170 
Bronian, 500 
charged particles, 167 
charging, 40,  484 

coalescence, 391 
moment, 11 

Dirichlet  problem, 89 
Discharge, high pressure, 149 
Displacement, 4 

current, 588 
Dissociation, 63 

reactions, 176 
Dithering, 300 
Drift  velocity, 166 

rate, 657 

Dipole 

Droplets, 543 
Drops, 108 
Dust 

adehesion  and cohesion, 462 
adehesivity, 474 
area-loading, 473 
cohesivity, 459,  466,  474 
mass-loading, 452,  472 
resistivity, 453 
seal, 460 

Dynamo current, 634 

Earliness of mixing, 528 
Effect 

of field-enhanced absorption, 
70 

Effective  charging  time 
diffusion  charging, 447 
field  charging, 445 

Effective saturation charge 
diffusion  charging, 447 

EHD (see also 
Electrohydrodynamics) 

augmentation, 568 
condenser, 557,  569,  572 
convection, 564,  566 
devices, 434 
enhanced  mixing, 529 
extraction, 556,  569,  571 
flow, 537, 550 
forces, 529,  541 
heat transfer enhancement, 

liquid jet, 556, 564 
liquid extraction, 568 
method, 419 
pseudo-dropwise 

pumps, 110 
surface granulation, 569 
surface instabilities, 558,  566 
technology, 556 

577 

condensation, 556,  569 
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instein’$ relationship, 167 
lastic cQlli$ions? 162 

filters, 513 
headphone? 517 
high-voltage generator, 5 18 

388 

135-137 

lectric transfection, 673 

l~ctrQaerodynamics, 14 1 
1ectrQcapillary number, 105 
1ectrQconvectiQn (see also 

~QnvectiQn) 108, 133, 
135, 138, 529 

cylindrical geometry, 138 
planar geQmetry, 138 
transient conditions , 138? 139 
lectroconvective mobility, 108 
1ectrQcQnvective number, 1 12 

collecting, 443, 444, 449, 453, 
ElectrQde, 281, 288 

459, 460, 461, 462, 464 

[Electrode] 

461, 462, 465 
plastic made, 468 
ring-type, 277, 281, 289 
strip-type, 281, 289 

Electroluminescent displays, 

Electromagnetic interference, 

Electron, 157 
as intermediaries, 185 
beams, 608 
energy, 585 
impact iQnization, 179 

Electrofiltration, 546 
Electro~uidized beds , 548 
Electrography , 306 
Electrogravity number, 103 
ElectrohydrQdynamics, 99, 121 , 

357 

74 1 

49 1 
atomization, 435 
augmentation, 556 
forces, 540 

Electrohydrostatics, 102 
Electro-inertial number, 107 
Electrolytic dissociation? 655 
Electromagnetic interference? 

Electromechanical cQu~ling 

Electrophoresis, 382-384, 654 
ElectrophotQgraphic process , 

Electrophotography, 5 13 
ElectrQporation, 672 
Electro~uasistatics? 122 
Electrorheological effect, 399 

field strength, 399 
ElectrorheQlogical fluids, 410 

bi-viscosity ? 408 
compression, 410 

746 

factors, 522 

295 
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[Electrorheological fluids] 
doubling temperature, 401 
particulate, 399 
shear, 401,  408 
tension, 410 
viscosity, 401, 408 
yield stress, 401, 408 

Electrorotation, 661 
Electrostatic devices, 291 

Geiger-mueller tubes, 291 
ionization chamber, 272, 291 
photomultiplier tube, 291 
proportional counter, 291 
vidicon tube, 291 

Electrostatic augmentation, 
413,462 

Electrostatic cohesion force, 
454 

Electrostatic cohesivity, 459 
Electrostatic control, 37 
Electrostatic damages, 720 
Electrostatic discharge, 281, 

687,707, 723 
Electrostatic filters, 498 

HEPA filters, 469 
Electrostatic force, 498 
Electrostatic generator, 523 
Electrostatic induction, 432 

Electrostatic motors, 523 
Electrostatic orientation, 659, 

Electrostatic phase transitions, 

Electrostatic Preagglomerator, 

Electrostatic precipitators, 141, 

voltage, 518 

668 

30 

460 

481,  608, 609 
air cleaning, 468 
cylinder type, 442 
dry, 459 

[Electrostatic precipitators] 
horizontal type, 462 
hot, 457 
industrial, 461, 462 
multi-tube type, 462 
one-stage type, 448,  452, 462 
two-stage type, 448,  452,  457, 

vertical type, 462 
wet, 458,  460,  462, 464 
wide, 462 

Electrostatically augumented 

Electrostatic separation 
application, 365-385 
coal industry use, 372-374 
food industry use, 375-377 
general separation method, 

mining industry use, 367-372 
solid-liquid separation, 

waste processing industry 

468 

membrane filter, 471 

365-367 

382-383 

use, 377-382 
Electrostatic spraying, 429 
Electrostriction, 60 

Electroviscous effect, 139 
Elecroviscous number, 109 
Emitter assembly, 265 
Emulsion 

force, 126,  558,  565 

breaking, 388 
coalescence, 546 
phase contactor, 546 

Entrance length, 133 
Equilibrium theory, 343 
Equivalent dipole  moment, 655 
ESD stress, 691, 697 ' 

Euler method, 91 
Excessive sparking, 453,  465 
Exchange reactions, 176 
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Excitation reactions, 175 
Extrinsically conductive 

materials, 734 

alling film columns, 534, 538 
araday cage, 334, 691 

Faraday shield, 280 

rging, 46, 445, 457, 

effective, 42 

mill, 228, 641, 643 
static eliminators, 739 
stripping theory, 342 

lat panel display, 352 
looding phenomena, 538 

pressure drop, 407 
servomechanism, 407 

Flow electrification, 85 

Flow con~rol, 407 

of attraction, 388 

Couette, 133 
in~uence on convection 

attern, 133 
oiseuille, 133, 144 

Galerkin method, 94 
Gas 

conditioning, 457, 460 
cooling, 458 
discharge, low pressure, 

distri~ution, 460 
driven static eliminators, 742 
humidification, 457 
kinetics, 160 

148- 149 

Gassing, 80 
Gate oxide damage, 692 
Gauss-Seidel method, 97 
Geiger tube, 152 
Glow 

corona, 152 
discharge, 148-149, 582 

charged particle density, 
149 

dc, 148 
degree of ionization, 149 
electron temperature, 149 

luminous zones, 148 
microwave, 149 
negative glow, 149 
off-axis maxima, 149 
positive column, 1149 

Gradient force, 444,461 
Gravity pressure, 102 
Gravity-capillary number, 102 
Ground discharge, 646 
Grounding, 708 

alftoning, 300 
eat transfer coefficients, 555 
elmholtz free energy, 556 
ermstein’s glow, 454 
igh resistivity, 454 
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High  voltage  power supply, 

Hopper, 444, 459,462,  464 
Hopping, 460 

Human  body  model, 688 
Humidity, 455 

443,454 

conductivity, 27 

Image-intensifier, 473 
Impact  charging, 32 
Impedance, 271,  277,  280,  290 
Impulse generators, 208,  212, 

217 
analysis, 213 
chopped  impulses, 210 
control, front and  tail  time, 

definition, description, 

impulse generators 
single stage, 212 
multi-stage, 217 

213 

208-212 

Laplace transform, 214 
lightning  impulses, 209,  210 
Marx generator, 217 
maximum transferred energy, 

213 
multi-stage  impulse generator 

(see Marx generator) 
resistors 

charging, 217 
damping, discharge, 213, 

217 
surge  impedance, 209 
switching surge, 212 
time 

front-time, 210,  212 
tail-time, 21 1-213 

trigatron, 217 
triggering,  tripping, 218,  219 
virtual  origin, 210 
voltage  efficiency, 213 

Indoor air toxics, 471 
Induced corona, 426 
Inductance, 276,  277 
Induction charging, 421,  726 
Induction ionizers, 739 
Inductive technique, 285,  287 
Inelastic collisions, 163 
Inertial impaction, 498 
Inertial pressures, 106 
Inertial-viscous  number 107 
Injection, 61,  66, 125, 127,  128, 

140 
autonomous, 129 
mechanisms 

127 
electrochemical process, 

electronic process, 127 
parameter C, 125 

printer, 109 
printing, 295,  303 

Ink jet, 312 

In-situ  resistivity cell, 473 
Instability 

criteria, 129-  133 
linear, 128,  129,  133 
nonlinear 130 
transient conditions, 132 
voltage, 129. 

apparent, 13 1 
Integrated air purifier, 444, 471 
Interception, 498 
Interfacial area, 534,  540,  542, 

546 
instabilities, 536 
velocity, 538 

Intermittent energization, 458 
Intrinsically conductive 

Ion 
materials, 737 

atom interchange, 185 
bombardment, 445 
depletion layer, 457 
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anemometer, 247 

impact ionization, 179 
version processes, 

onization, 67, 176, 633, 697, 

autoionization, 18 1 
bipolar, 737 
by excited particles, 181 
electron impact, 149, 179 

~onizers 

field, 623, 635 
potential, 630 

Ion-transit time, 248 
Ion-transit type anemometer, 

rreversible breakdown, 673 
265 

Jet, 108 

Junction damage, 692 
ahbeck effect, 454 

elvin-Helmholtz instability, 
536 

Laminar flow, 85,449 
Laplace’s equation, 5 
Laser doppler anemometer, 450 
Laser trapping, 664 
Leaders, 77 
Leakage resistance, 710 
Leaking effects, 28 
LED electro~hotographic 

printers, 301, 308 
Leeward air stream, 256 
Lichtenberg figure, 584 
Light~ing 626, 633, 637, 640, 

642, 707 

Lipschitz condition, 90 
Liquid crystal displays, 360 
Liquid-liquid 

coalescence, 387, 388 
dispersion, 387, 389 
emulsions , 388 
extraction, 387, 388, 396, 

540, 542 
Liquid membrane, 388, 396 
Lissajous figure, 586 
Load cell, 474 
Local thermodynamic 

equilibrium, 15 1 
Losses, 68, 69 

discharges, 645 

conduction, 69 
dielectric, 61, 68 

Low resistivity, 454 

Magnet, 510 
agnetic brush, 341 
agnetic field charging, 49 
agnetohydrodynamics, 123 
agnetosphere, 634 
electric field, 635 
plasma, 634 
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Mass transfer, 528,  534, 540 
Matrix-addressed flat panel 

Maxwell’s equations, 123,  559 
Maxwell-Boltzmann 

Maxwell stress, 558, 567,  574, 

Mean free path, 162,448,  457 
Measurement for ESP, 471 
Mesosphere, 619 
Metallization  damage, 692 
Microdischarge, 583,  589 
Mie scattering, 664 
Migration  velocity, 447,  449, 

display, 359 

distribution function, 164 

663 

495 
apparent, 471,  472 
effective, 449,  450 
theoretical, 448,  449,  451 

Millikan cell, 473 
Mineral crystals, 465 
Minimum  fluidizing  velocity, 

549 
Minimum  ignition energy, 706, 

708,  711,723 
Mobility, 9, 62,  108,  125,  131, 

166,  167,  310,  422,  484, 
488,  621 

apparent, 13 1 
steady state, 137,  138 
transient regime, 139 

hydrodynamic, 127,  134 
ion, 125,  131 
parameter M, 127,  134,  ,140 
small particles, 134 

Modified Deutsch equation, 451 
Molecule 

energy levels, 159 
structure, 159 

MOSFET  field  sensing 

Multi-collector electrode, 256 
technique, 239 

Multiphase flow, 271-291 
film thickness, 286,  288-289 
flow  regime, 273-275, 

gas-liquid  flow, 271-289 
gas-solid  flow, 272-275,  281, 

interfacial area, 288-290 
phase distribution, 272,  281 
phase fraction, 271-289 
phase  velocity, 271-273, 

281-285,  288 

286-288 

285-289,  291 
Multiplication 

of charge carriers, 68 
Mutual neutralization, 187 

Navier-Stokes equation, 126, 
482,  558,565 

Nematic phase, 361 
Neutral reactions, 175 
Neutralization, 424,  715 

of charges, 709 
by  collision  with  wall, 192 
efficiency, 717 
of static charge, 734 

Neutrons, 157 
labelled marker particle, 474 

Nitrogen oxides, 593,  614 
Nonequilibrium discharge, 581 
Nonequilibrium  plasma, 615 
Nonimpact  printing, 295 

Ohm’s law, 123,  629 
Optical pressure, 664 
Optoelectrostatic 

Ozone, 444,469, 581, 588,  596, 

Ozonizers, 583,  591,  597, 599 

micromanipulation, 666 

‘614 

Packed beds, 547 
Packed columns, 534 
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type anemometer, 

artial discharges, 70, 79, 156 
Particle 

flux density, 165 
penetration, 500 

aschen, 70, 73 
breakdown, 32 
curve, 585 
effect, 101 

auli exclusion principle , 158 
eclet number, 39, 45 
enning effect, 181 
e~ormance line, 45 1 
ermittivity, 2, 3, 55 

Phase coalescence, 387 
Phase separation, 546 

hotodissociation, 185 
hotoindu~ed discharge, 3 10 

P~otoionization, 176, 707 
Photo- simulat ed discharge 

current (PSDC), 510 
Piezo-electric , 272, 290, 520 

complex, 58 

element, 513 
lasma, 585, 633 
average thermal energy, 147 
de~nition, 147 
electron 

density, 156 
temperature , 147, 154 

fourth state of matter, 147 
gas temperature, 147, 156 
parameters, 156 
sheath, 164 
thermal equilibrium, 147 

~-junctions, 32 
oisson’s equation, 5, 96, 550 
olar cap ionosphere, 635 

Plasma  isp plays, 354 

Polarization, 30, 54, 60, 360, 
510, 519, 655 

Polarization catastrophy ~ 30 
Polarization charges, 560 
Polaron effect, 3 1 
Positive ion sheath, 454 
Positive streamer, 154 
Potential, 5 
Powder cloud theory, 343 
Praegglomeration, 452, 453 

interfacial, 657 

electrastatic, 452 
sonic, 452 

Prebreakdown, 74, 76 
Precharging, 457 
Preduster, 452, 453 
Pressure, 99 

mechanical, 126 
electrostrictive, 126 

Pressure drop, 139 
Probe, 276, 280, 285, 286, 289 

capacitance probe, 280 
double resistivity probe, 285, 

flush-wire probe, 289 
impedance probe, 280, 289 

289 

Protons, 152 
Pulse application, 220 
Pulse corona discharges, 615 
Pulse energization, 458 
Pulse high voltage, 458 
Pulsed power supplies 

rotating spark-gap (RSG), 22 1 
Thryatron switched, 222 
Thyristor switched, 222 

Pulseless corona, 152 
Pyroelectricity , 520 
Pyrosensor, 522 

~uantum numbers, 158 
~uasineutr~ity , 166 
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Radiation measurement, 290 
Radiative 

attachment, 181 
recombination, 187 

Radioactivity, 619 
Rapping, 444, 458,459,460, 

461 
Rapture disk, 466 
Rayleigh charge limit, 424 
Rayleigh  instability, 434,  437 
Rayleigh  limit, 316 
Rayleigh-Ritz method, 94 
Rayleigh-scattering, 663 
Reaction rate coefficients, 172 
Reaction rates, 170 
Recombination, 62,  63,  165,  176 

dissociative, 187 
radiative, 187 
three-body  ion-ion, 185 
volume, 185 

Re-entrainment, 452,  454,  458, 
459,462,474,483,493 

flow, 460 
rapping, 459 
resistivity, 460 

Registration, 301 
Relaxation, 57 
Residence  time, 534 

distribution  (RTD), 528 
Resistivity, 285,  286,  289 

cell, 472 
contral, 737 

Return stroke, 647, 648 
Reversible  breakdown, 653,  670 
Reynolds number, Re, 107,  127 

electric, 124 
forced flow, 133, 139,  144 
transition, 135 

Rigidity, 71,  78 
Rotary  spark switch, 457 
Runge-Kutta method, 90 

Safety vent, 466 
Saturation charge, 445,  455 

of field  charging, 445 
SCL (see Space charge, 

Schumann resonances, 638 
Segregations, 55 1 
Separatrix, 133 
Sieve tray columns, 534 
Silent discharge, 156,  581,  582 
Single fiber efficiency, 502 
Slip  motion, 448 
Slurry, 464 
Smart materials, 37 
Sneakage, 483,493 
Solvent extraction, 546 
Soundwave measurement, 290 
Sources of ions, 176 
Space charge, 242,  486 

limited) 

decay, 11 1 
density, 83,424,452,472 
force field, 417 
limited (SCL), 129,  135 
current, 452 

Spacecraft, 105 
Space potential, 474,724 
Spark, 458,  462,  488,  707, 726 

definition, 154 
discharge, 152  ,154-156 
electron density, 156 

temperature, 156 
gas temperature, 156 
voltage, 443,  454 

Specific collection area, 451 
Speed ratio, 47 
Spontaneous symmetry 

spray 
breaking, 3 1 

charging, 4 18 
columns, 534 
penetration forces, 415 
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Stability 
parameter T, 129 
time, 132 

tatic bars, 740 
AC, 741 
air as , 743 
doubl 742 
dual-phase, 742 

Static charge, 738 
elimination, 733, 738 

Stepped leader, 647 
Stokes flow, 45 
Stratosphere, 619 
Stray capacitance, 28 1 
Streamers, 77, 453, 608 

crona, 152 
positive, 453 
space, 453 
sudace, 453 

Streaming current, 727 
Stress tensor, 12 
Sub-critical bifurcation, 130 
Successive overrelaxation 

method, 97 
Suction Faraday cage, 472 
Sumoto effects, 104 
Surface 

charge density, 308, 707 
charging, 28 
chemistry of dust, 456 
discharges, 582 
force, 653 
tension, 102 

 witching reactions, 185 

Taylor series, 92 
~emperature, 46, 455 
Thermal charging, 509 
Thermal-electret9 5 10 
Thermaluminesce~ce, 5 19 
Thermo~horesis, 165 

Three-body 
attachment, 183 
collisions, 170 
ion-ion recombination, 185 

Thunderclouds 626, 643 , 644 
Thunderstorms, 625, 640 

electricity, 640 
Toner, 326, 339 

charging, 329 
Torque transmission, 409 

zero-field viscosity, 409 
Total cross section, 163 
Townshend, 73 
Toxic by-products, 614 
Trajectory of an emitted ion, 

Transducer, 272, 276-288, 289 
254 

capacitance transducer, 

conductance tra~sducer , 276, 

peizo-electric transducer, 

277-281, 286, 287, 289 

289 

272, 290 
Transmission line, 458 

Transport equations, 165 
Travelling wave, 458 
Treeing, 80 
T~boelectricity, 63 1 
Triboelectric series, 35 
Triboelectrification, 32, 33 1 
Trichel pulse corona, 152 
Trihalomethanes, 600 
Troposphere, 6 19 
Turbulence (see also 

model, 648 

Convection, inertially 
dominated) 

fully developed, 137-139, 140 
Turbulent flow, 85, 449 
Tuft corona, 488 
Tunneling currents 334 
Two-body collisions, 170 
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Two-dimensional detection of 

Two-phase  flow, 549 
wind, 256 

UHF aerial, 473 
Ultrafine particles, 47 
Unipolar conduction, 8 
Unipolar  injection (see 

Injection) 

Vacuum, 75 
van der Waals force, 341 
Velocity 

fluctuations, 129,  134 
ion drift, 125 
liquid, 124 
meter, 285 
sound, 126 

Vibration  damping, 405,  409 
engine mount, 405 
resonance, 405 
shock absorber, 407 

Viscous pressure, 107 
Volatile organics, 600,  615 
Volta-Helmholtz hypothesis, 

Voltmeters, 226,  234 
Volume  charge density, 308 

33 

Walden’s rule, 127,  129 
Water-in-oil  (w/o)  emulsions, 

388,  389 
Water treatment, 599 
Whistlers, 638 
Wind velocity, 247 
Work function, 333, 335, 352 
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