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EEIC 2011 Preface 

The present book includes extended and revised versions of a set of selected papers 
from the International Conference on Electric and Electronics (EEIC 2011), held on 
June 20-22 , 2011, which is jointly organized by Nanchang University, Springer, and 
IEEE IAS Nanchang Chapter. 

The goal of EEIC 2011 is to bring together the researchers from academia and 
industry as well as practitioners to share ideas, problems and solutions relating to the 
multifaceted aspects of Electric and Electronics. 

Being crucial for the development of Electric and Electronics, our conference 
encompasses a large number of research topics and applications: from Circuits and 
Systems to Computers and Information Technology; from Communication Systems to 
Signal Processing and other related topics are included in the scope of this 
conference. In order to ensure high-quality of our international conference, we have 
high-quality reviewing course, our reviewing experts are from home and abroad and 
low-quality papers have been refused. All accepted papers will be published by 
Lecture Notes in Electrical Engineering (Springer). 

EEIC 2011 is sponsored by Nanchang University, China. Nanchang University is a 
comprehensive university which characterized by "Penetration of Arts, Science, 
Engineering and Medicine subjects, Combination of studying, research and 
production". It is one of the national "211" Project key universities that jointly 
constructed by the People's Government of Jiangxi Province and the Ministry of 
Education. It is also an important base of talents cultivation�scientific researching 
and transferring of the researching accomplishment into practical use for both Jiangxi 
Province and the country. 

Welcome to Nanchang, China. Nanchang is a beautiful city with the Gan River, the 
mother river of local people, traversing through the whole city. Water is her soul or in 
other words water carries all her beauty. Lakes and rivers in or around Nanchang 
bring a special kind of charm to the city. Nanchang is honored as 'a green pearl in the 
southern part of China' thanks to its clear water, fresh air and great inner city 
virescence. Long and splendid history endows Nanchang with many cultural relics, 
among which the Tengwang Pavilion is the most famous. It is no exaggeration to say 
that Tengwang Pavilion is the pride of all the locals in Nanchang. Many men of letters 
left their handwritings here which tremendously enhance its classical charm. 

Noting can be done without the help of the program chairs, organization staff, and 
the members of the program committees. Thank you. 

EEIC 2011 will be the most comprehensive Conference focused on the various 
aspects of advances in Electric and Electronics. Our Conference provides a chance for 
academic and industry professionals to discuss recent progress in the area of Electric 
and Electronics. We are confident that the conference program will give you detailed 
insight into the new trends, and we are looking forward to meeting you at this world-
class event in Nanchang. 
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Abstract. In this paper, equivalent circuit of short wave length coplanar waveguide 
employing Periodic Ground Structure on Silicon (PGSS) were investigated using 
theoretical analysis. Equivalent circuits for the PGSS cell were extracted, and all 
lumped circuit parameters were expressed by closed form equation. A fairly good 
agreement between calculated and measured results were observed from 0 to 25 
GHz. Above results indicate that the proposed equivalent circuit can be efficiently 
used up to K band. 

Keywords: Coplanar waveguide, PGSS, Silicon, RFIC, LED. 

1   Introduction 

With the evolution of silicon CMOS device process technology, demands for fully-
integrated CMOS RFIC, including all matching components, have increased in the 
wireless communication systems market [1]-[7]. However, bulky passive components 
such as conventional impedance transformers and dividers have been fabricated 
outside of RFIC owing to their large sizes, because the conventional RF transmission 
line shows long wavelength [2], [6]. To solve this problem, several papers dealing 
with short wavelength of periodic structure have been published on silicon and GaAs 
substrate [8]-[12]. However, an extensive investigation of equivalent circuit of 
periodic structure on silicon substrate has not been performed yet. 

In this paper, using theoretical and experimental analysis, basic characteristics of 
the coplanar waveguide employing PGSS was investigated for application to a 
development of miniaturized on-chip passive components. In addition, for 
simplification of circuit design process, equivalent circuits for the PGSS cell were 
extracted, and all lumped circuit parameters were expressed by closed-form equation.      
For application to miniaturized on-chip component, Wilkinson power divider and 
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impedance transformer were developed using coplanar waveguide employing PGSS. 
Using the PGSS, they were highly miniaturized compared with conventional ones. 

2   Structure of Coplanar Waveguide Employing PGSS 

Fig.1 shows a top view and corresponds to a cross-sectional view of the coplanar 
waveguide employing PGSS. As shown in Fig.1, PGSS exists at the interface between 
the SiO2 film and the silicon substrate, and it was electrically connected to top-side 
ground planes (GND planes) through the contacts. Therefore, PGSS was grounded 
through GND planes. As is well known, a conventional coplanar waveguide without 
PGSS has only a periodical capacitance Ca per unit length, while the coplanar 
waveguide employing PGSS has an additional capacitance, Cb as well as Ca, owing to 
PGSS. As shown in this figure, Cb is capacitance between the line and PGSS. 
Therefore, we can see that the coplanar waveguide with PGSS exhibits much lower 
characteristic impedance(Z0) and shorter guided-wavelength(λg) than conventional 
one, because Z0 and λg are inversely proportional to the periodical capacitance, in 
other words, Z0=(L/C)0.5 and λg=1/[f•(LC)0.5][13].   

 

Fig. 1. Structure of coplanar waveguide employing PGSS  

3   Equivalent Circuit Analysis of Coplanar Waveguide Employing 
PGSS 

Fig. 2 shows the equivalent circuit of unit cell (small square box), which corresponds 
to the equivalent circuit of the Nth unit section of the periodic structure surrounded by 
square box. Cb corresponds to the capacitance between top line and PGSS, which is 
shown in Fig. 2, and it is proportional to the cross area W•T of line of line and PGSS 
(As shown in Fig. 2, W and T are the width of top lines and the periodic strips of 
PGSS, respectively). Rg and Lg are resistance and inductance originating from the 
loss and current flow of the periodic strip of PGSS with width T, respectively. Cf 
corresponds to the capacitance between PGSS and silicon substrate. RS is the loss 
resistance of silicon substrate. Ca is coupling capacitance between line and top ground 
metal. RL and Lind are resistance and inductance originating from original coplanar 
waveguide’s top line. 
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Fig. 2. Equivalent circuit for a unit cell of coplanar waveguide employing PGSS  

 

 

Fig. 3. Equivalent circuit for coplanar waveguide employing PGSS  

Equivalent circuit for single cell of coupled CPW employing PGSS is shown in 
Fig. 2, and the whole equivalent circuit is shown in Fig. 3. As shown in Fig. 3, a 
number of the equivalent circuits of unit section are connected to each other. Closed 
form equation for all lumped elements of equivalent circuit shown in Fig. 3 can be 
given by, 
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Where, di and ds are thickness of SiO2 film and thickness of semiconducting substrate. 
Also ls and G are length of PGSS strip and length of between line and ground. 

3.1   Measured and Calculated Insertion Loss S21 for Coplanar Waveguide 
Employing PGSS  

Note that di = 100nm, ds = 600μm, ls = 284μm, G = 132μm, RL = 0.0683 Ω , RS = 
100 Ω , respectively. 

 
 

 

Fig. 4. Measured and calculated S21 for coplanar waveguide employing PGSS(T=5μm)  
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Fig. 5. Measured and calculated S21 for coplanar waveguide employing PGSS(T=10μm) 

 

Fig. 6. Measured and calculated S21 for coplanar waveguide employing PGSS(T=20μm) 
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Fig. 5 and 6 show the measured and calculated data for insertion loss S21 for 
coplanar waveguide employing PGSS with various T values. For the calculation 
result, equivalent circuit of Fig. 3 and closed form equations of (1)-(6) were used. As 
shown in these figures, we can observe a fairly good agreement between calculated 
and measured results from 0 to 25 GHz. 

4   Conclusion 

In this work, equivalent circuits of coplanar waveguide employing PGSS were studied 
using theoretical analysis. Concretely, equivalent circuits for the PGSS cell were 
extracted, and all lumped circuit parameters were expressed by closed-form equation. 
The calculated results showed a fairly good agreement with measured ones. 
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Abstract. The faults of rolling bearings frequently occur in rotary machinery, 
therefore the rolling bearings fault diagnosis is a very important research 
project. In this paper, a method of pattern recognition for fault diagnosis of 
rolling bearing is proposed, which is based on wavelet packet transformation 
combined with Statistics. Firstly, the wavelet packet analysis is utilized to 
divide the dynamic signal of rolling bearings, and the features information of 
rolling bearing's dynamic signal is picked up, secondly, the extracted features 
are classified into several categories, and databases are built for each category. 
Finally, the new picked-up signals are compared with the standard signals in 
database, and then whether the rolling bearings have defects is diagnosed. 

Keywords: Rolling bearings; Fault diagnosis; Vibration signal; Wavelet packet. 

1   Introduction 

Rolling bearings are the most applied components in vast majority of rotating 
machines, and they have the function of load and load transfer. According to 
statistics, many of the railway rotating machinery faults are caused by bearing failure 
[1]. Once the bearing has fault, it may cause heavy economic loss. So the study of the 
rolling bearings condition monitoring and fault diagnosis is essential. There are many 
methods for fault diagnosis of rolling bearing, in which vibration signal detection 
analysis is a very broadly application, such as spectrum analysis, resonance 
demodulation method, and so on [2-5]. 

Wavelet analysis came forth in the 1980s. Since then, people began to use wavelet 
analysis to deal with vibration signals and achieved some favorable effects [6-8]. Yet 
wavelet packet analysis is the promotion of multi-resolution analysis. It is a much 
more sophisticated than the wavelet analysis method. Wavelet packet analysis carries 
on the frequency band to multi-level divisions, and analyzes the high-frequency unit 
which wavelet analysis doesn’t do. It can improve the time-frequency resolution, so it 
is widely used in signal processing [9]. 

In this paper, wavelet packet analysis and statistical methods are combined to 
diagnose rolling bearings fault. First, we use the wavelet packet analysis to carry on 
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the division of the rolling bearing's dynamic signal, then by statistics knowledge, we 
sum up the proportion of the energy of various frequency band of eligible rolling 
bearings account for total energy, make the corresponding form, regard it as standard 
data. Finally, we compare the testing bearing's energy spectrum with the standard 
data, and determine whether the bearing has fault. 

2   Wavelet Packet Transformation 

We use the accelerometer to get the bearing vibration acceleration signal. Since 
bearing failure makes the energy of vibration signals decreases in some frequency 
bands, and increases in others, the bearing fault could be analyzed according to the 
energy of the frequency components which could be acquired from bearing vibration 
signal. 

As the wavelet packet analysis has the feature of multi-resolution, it is used to 
decompose bearing vibration signals in this paper, and then, we can get the energy of 
different frequency bands of the bearing vibration signal. The course of wavelet 
packet decomposition is shown in Fig.1. 
 

 
 
 
 
 
 
 

 

Fig. 1. Decomposition tree of wavelet packet 

In Fig.1, A denotes low frequency, B denotes high frequency, and the subscript 
number is the level of wavelet packet decomposition. 

The specific algorithm of wavelet packet which is used to pick-up the 
characteristics of rolling bearings fault is as follows: 

1. Using wavelet packet to decompose vibration signal of bearing into 6 layers, the 
original signal is expressed by S, (i,j) denotes the j-th node of the i-th layer, the 
decomposition coefficient is expressed as X, and (1,0) is represented by Xଵ, the 
rest can be deduced by analogy. 

2. We may use the function S=Wprcoef(t,N) to reconstruct wavelet decomposition 
coefficients [10]. N denotes the reconstructed nodes. Then the total signal can be 
expressed as: 

   S＝S(6,0)+ S(6,1）+ …+ S(6,62）+ S(6,63）                    (1) 
Assuming the lowest frequency component in the vibration signal is 0, the 

highest one is 1, then the frequency area of picked-up signal S(6,j) (j=0,1…63) 
can be stated as: S60:0～1/64; S61:1/64～2/64; S62:2/64～3/64…S63:63/64～1. 

3. Calculate the total energy of each frequency band signal: 

      E୨ ൌ หsଷ୨ሺtሻหଶdt ൌ ∑ หx୨୩หଶ୬୩ୀଵ                                (2) 

……………………

S 

A1 
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D1 
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    x୨୩ (j=0,1…,63,k=1,…,n) denotes values of discrete points of reconstructed 
signalS୨. 
4. Construct eigenvector. If the system has failure, it would greatly affect the signal 

energy of various frequency bands. Therefore, the energy is taken as the elements 
to construct an eigenvector T: 

           T＝ൣEሺ,ሻ, Eሺ,ଵሻ, Eሺ,ଶሻ … , Eሺ,ଶሻ, Eሺ,ଷሻ൧                         (3) 

While the energy is big, Eሺ,୨ሻሺj ൌ 0,1,2 … 63ሻ is usually a big numerical value, it 

will bring some discommodious place in data processing. So the normalization 

processing is used here to make an improvement to the eigenvector T.  

          E＝∑ หEሺ,୨ሻหଷ୨ୀ                                      (4) 

          T′ ൌ ൣEሺ,ሻ/E, Eሺ,ଵሻ/E, Eሺ,ଶሻ/E … , Eሺ,ଶሻ/E, Eሺ,ଷሻ/E൧          (5) T′ is the normalized eigenvector in equation(5). 

5. Using the method of system identification, the eigenvalues of eigenvectors are 
confirmed whether they are in normal or failure mode, and the math model is 
built with the knowledge of statistics. 

6. Establish the mapping relationship between energy changes and the physical 
components. 

3   Experiments and Result Analysis 

The eligible and faulty rolling bearings are analyzed in this paper, based on the theory 
above, according to a large number of experiments, the frequency - energy diagrams 
can be calculated, as follows: 

 

Fig. 2. Energy-spectrum graph of the eligible rolling bearing 
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Fig. 3. Energy-spectrum graph of the faulty rolling bearing 

Fig.2 and Fig.3 reflect energy distribution in each frequency band of the eligible 
and faulty bearings. In order to distinguish the two types of bearings, the energy of 
them are compared in each corresponding frequency band, and the frequency band in 
which the energy has changed biggest to analyze. There are two main reasons for 
selecting the frequency band mentioned above. Firstly, it may contain more fault 
information. Secondly, there are more differences in these frequency bands, we can 
distinguish the two types of bearings more distinctly. 

From Fig.2 and Fig.3, we can see that the biggest change is in the 9-th frequency 
band. In the experiments, the percent that the energy of the 9-th frequency band 
accounts for total energy is shown as follows: 

Table 1. Data of the eligible rolling bearing 

n Percent account for total energy(12 groups) 

9 
4.4521 4.5874 4.7723 4.4327 
4.3893 4.5014 4.2985 4.3857 
4.6346 4.2654 4.3632 4.7523 

Table 2. Data of the fault rolling bearing 

n Percent account for total energy(12 groups) 
 

9 
7.5732 7.8743 7.6237 7.4785 
8.2016 7.0143 7.4052 6.8528 
7.7546 7.4894 7.5236 7.3428 

According to Tab.1, we can calculate the arithmetic mean of the energy percent of 
the 9-th frequency band accounting for total energy about eligible bearings: xଽഥ ൌ ∑ ୶భమసభ୬ ൌ ସ.ସହଶଵା ସ.ହ଼ସାڮାସ.ହଶଷଵଶ ൌ 4.4862                    (6) 
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By Bessel formula, we can calculate the standard deviation of the energy percent of 
the 9-th frequency band about eligible bearings: 

σଽ ൌ ට∑ ሺ୶ି୶వതതതതሻమభమసభ୬ିଵ ൌ ටሺସ.ସହଶଵିସ.ସ଼ଶሻమାڮାሺସ.ହ଼ସିସ.ସ଼ଶሻమଵଶିଵ ൌ 0.1673    (7) 

According to Tab.2, we can get the two values about fault bearings as the same: xଽഥ ′ ൌ ∑ ୶భమసభ୬ ൌ .ହଷଶା .଼ସଷାڮା.ଷସଶ଼ଵଶ ൌ 7.5112                    (8) 

  σଽ′ ൌ ට∑ ሺ୶ି୶వതതതതሻమభమసభ୬ିଵ ൌ ටሺ.ହଷଶି.ହଵଵଶሻమାڮାሺ.ଷସଶ଼ି.ହଵଵଶሻమଵଶିଵ ൌ 0.3575    (9) 

For the same bearing, the result of each measurement may be different. The change 
can be accepted if it is in a certain range, and this range is called the tolerance range. 

     ቚ୶ି୶ത
σ

ቚ  k                                                   (10) 

When k=2(that is 4σ ), the tolerance range of the energy percent of the 9-th 
frequency band accounting for total energy about eligible bearings is 
4.1516%～4.8208%, and the tolerance range about the faulty bearings is 
6.7962%～8.2262%.  

4   Conclusion 

The rolling bearings fault diagnosis is a very important research project, in this paper, 
the method of wavelet packet transform and statistical methods is presented to 
diagnose rolling bearings faults. When the picked-up information changes, the energy 
of vibration signal changes as well, this can be indicated accurately by the 
eigenvectors which is composed of wavelet packet frequency decomposition signals. 
The eigenvectors is put into classifier to recognize and classify. This method is a new 
approach to the intelligent diagnosis technology of rolling bearings.  
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Abstract. The main reason for the deterioration of electrical equipment 
insulation is the high- voltage discharge. So, real-time monitoring of electrical 
equipment discharge is the key to ensure the safe operation of equipment. Using 
the UV signal in solar blind area as characteristic parameter, this paper designs 
the Optical Fiber Sensor and analyze its spectral response characteristics. The 
lens coupling system is designed to improve the detection of light coupling 
efficiency. The efficiency is improved by the simulation and optimization of 
ZEMAX. Simulation detecting tests on needle plate discharge is carried out in 
the laboratory, and it presents that the detection system can accurately detect the 
UV radiation of the discharge and the strength of the discharge to linear response. 
The detection system has high sensitivity, and strong anti-interference. It can be 
used for online real-time monitoring of high voltage discharge. 

Keywords: high voltage discharge, Optical Fiber Sensor, UV detection, lens 
coupling. 

1   Introduction 

The main reason for the deterioration of electrical equipment insulation is the 
high-voltage discharge. According to the statistics, in the accidents of the entire power 
system, the insulation accident next to the thunderbolt accident had accounted for the 
second place. The insulation accident, which involves a wide range and causes huge 
economic losses and power cut for a long time, is a major threat to the safe supply of 
electric power, as in [1-3]. Therefore, making timely and accurate judgments to the 
insulation condition of equipment is the key to ensure the safe operation of electrical 
equipment. 

The primary assessment mean of the insulation condition is to detect the discharge 
strength of electrical device. The main methods of high-voltage discharge detection are 
the pulse current method, UV imaging method, infrared imaging method, radio 
frequency detection method and ultrasound method. The pulse current method is 
commonly used to detect discharge, which is produced by detecting the pulse current of 
discharge to judge discharge condition. But the detecting device, which can't be 
completely isolated, can be influenced by the external disturbances in practice, as in 
[4-8]. In recent years, some scholars use the UV signal as characteristic quantity to 
detect discharge and have achieved certain results, as in [9-11]. But the research on 
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improving UV light intensity of the discharge is little, and pulses in the UV pulse 
method depend on the incident intensity of UV light. This paper designs the Optical 
Fiber Sensor, and uses UV Optical Fiber for signal transmission. The lens coupling 
system is designed to improve the efficiency of UV detection. 

2   The UV Detection Principle of High-Voltage Discharge   

According to the corona discharge mechanism of electrical equipment, the process of 
high-voltage discharge will radiate light waves, sound waves, ozone and UV radiation 
etc. Most of the wavelength of UV light are in the range of 280nm-400nm by analyzing 
the spectral of corona discharge[12-13]. There is a small part of the wavelength in 
240nm-280nm, the range of which is called solar blind area, while the ozone in the 
atmosphere absorb the UV wavelength less than 280nm in sunlight. Therefore, using 
the particular UV sensor can detect the UV signal at solar blind area, and remove the 
interference of UV light in sunlight. The UV light produced by the high-voltage 
equipment is detected to determine the discharge strength, early forecast the insulation 
down, tear, dirty development of the equipment, and ensure the safe operation of 
electrical equipment. 

The UV sensor acquires the UV light signals and converts them into current signal. 
Then, the amplification of the current signals are compared with a predetermined 
number to obtain pulses. Analyzing the intensive degree of pulses is to determine the 
strength of the discharge, which is called UV-pulse method. The essence of UV 
detection is to detect the discharge energy of parts of insulation damage. It can be 
drawn the formula as follows by calculating the formula Boltzman in Plasma physics 
and the formula Debye shielding, as in [13]. 

dVT1057.1 e
240 zndVPP ehz ∫∫ −×==  . (1)

Where:    

)/exp( ee Tenn φ∞=  . (2)
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P  is the bremsstrahlung power during the air discharge of the surface of insulator, en  is 

the electron density, ∞n  is the electron density far from the insulator,φ  is the space 

potential, 0φ  is the potential of the insulator, Dλ  is the Debye length, x  is the distance 

between the point of the space charge and insulator, V is the profile of all the UV 
radiation points. 

It is reflected the energy of the partial discharge by detecting UV pulses. When the 
insulation of high-voltage equipment is aging or damage, the corona discharge 
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increase, thus affecting the discharge pulses at the position of insulation aging or 
damaged. As the pulse signals are changing, it can be detected for judging the 
insulation condition of equipment. 

3   The Overall Design of Detection System to High-Voltage 
Discharge 

According to the principle of UV pulse method, the detection system to high-voltage 
discharge consists of the Optical Fiber Sensor, the signal processing circuit, the datas 
acquisition. etc, of which, the Optical Fiber Sensor includes the ray filter, lens, the UV 
Optical Fiber and photomultiplier tube(PMT). The UV signals are produced by the 
high-voltage discharge of the power equipment, and then received by the Optical Fiber 
Sensor. The UV signals are converted into current signals. After amplification and 
filtering, the current signals are carried on A/D conversion, and the required datas are 
collected by data acquisition card and sent to PC. As the signal transmission channel, 
the UV Optical Fiber has the advantages of a low loss, light weight, free from 
electromagnetic interference, good insulation and so on. Therefore, the detection 
device has the characteristics of more fast and intuitive, remote and non-contact 
measurement, strong anti-interference, and high sensitivity. The diagram of the 
detection system of high-voltage discharge is shown in Figure 1. 

 

Fig. 1. The principle diagram of the detection system of high-voltage discharge 

4   The Design and Characteristic Analysis of the Transmission 
System of the Optical Fiber 

4.1   The Selection of the Ray Filter and Sensor 

If the UV light in the sun enter the detector, it will cause interference and impact on the 
test result. So we need to add a ray filter matched the wavelength of the detector to 
eliminate the interference from other frequencies of light. When a ray filter is selected, 
it's taken into account the spectral range of the required UV light and the UV light of the 
interference resource. According to the experimental request, the homemade HB285 
about narrowband UV filter is used in this experiment. Its light transmissivity is  
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10%～20% within the entire scope of luminous flux. The center wavelength is 254nm, 
right in the solar blind region, and the semi-Wave width is 20nm. 

PMT, which based on the photoelectric effect, is photoelectric detector. The main 
characteristics of it are high sensitivity, good stability, fast response and low noise, 
especially for detecting weak light. In this experiment, the HAMAMATSU R7154 
PMT is used, and its response wavelength are 160~320 nm, the maximum response 
wavelength of 254nm. But it does not fully meet the requirements of detecting 
spectrum, because the response wavelength has the part of more than 280nm. 
Therefore, the front should add the ray filter to change its response range for working at 
solar blind area. 

4.2   The Characteristic Analysis of the Optical Fiber Sensor  

The characteristic of the Optical Fiber Sensor is mainly decided by the characteristic 
parameters of the ray filter and PMT themselves. The light response coefficient of the 

sensor is defined Sλ λγ = τ . Sλ is the spectral sensitivity of PMT. λτ is the light 

transmissivity of the ray filter. According to the measured light transmissivity of the ray 
filter and the spectral response parameter of PMT, the values are acquired to 5nm 
interval point by point, and then the corresponding parameters multiplied for obtaining 
the actual response curve at the entirely spectral, as shown in Figure 2. As the response 
curve shown, the range of 242nm~270nm is a narrow rectangular window. For this 
band of incident light, the output of sensor is approximately linear. The sensor are not 
reflected for the other wavelengths. Therefore, the design of the Optical Fiber Sensor 
can filter out UV light in sunlight, and accurately detect the UV light at solar blind area. 
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Fig. 2. The response curve of the Optical Fiber Sensor 

5   The Design and Optimization of the Lens Coupling System 

5.1   The Design of Coupled System 

In order to improve the light intensity of the incident UV light, the optical coupling 
efficiency need to be improved. Generally, the ways of the optical fiber coupling have the 
direct coupling, single-lens coupling and lens coupling, etc. The efficiency of direct 
coupling and single-lens coupling is very low. The design uses the coupling system of 
combining a inverted telescope by Galileo and single-lens coupling, as shown in Figure 3. 
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Fig. 3. The coupling system diagram of the spatial light and the optical fiber 

5.2   The ZEMAX Simulation and Optimization of the Coupled System 

The initial datas of the coupling lens are input to the optical design software ZEMAX. 
The incident wavelength select the UV light of 240nm-280nm. By adjusting parameter 
structure, the coupled system is optimized to obtain the two-dimensional imaging map, 
as shown in Figure 4. From figure 4, we can see that the aberration have been 
significantly improved and the focus is more effective, after optimized. 

 

 

Fig. 4. The two-dimensional images of the before and after optimization 

The plotdiagram of the before and after optimization to the imaging is simulated by 
ZEMAX, as shown in Figure 5. It can be seen from the figure, the number of the light 
spot at the center is small and the diffuse plaque is large before the system is 
optimizied. After optimizied, most of the light spot assembly reach the central point. 
The diffuse plaque become small. The light intensity of imaging at the center has been 
greatly improved. For the optimized coupled system, the coupling efficiency can be 
calculated by ZEMAX. The core diameter of the used UV fiber is 56 mμ . calculated 

By ZEMAX The coupling efficiency is %5.91=T . 
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Fig. 5. The plotdiagram of the before and after optimization to the imaging 

6   The Test and Analysis Needle Plate Discharge 

The schematic diagram of the experiment is shown in Figure 6. In the experiment, the 
distance between the needle and the plate electrode is 5cm. The needle electrode is 
semicircle of 1mm diameter. The plate electrode is circular steel plate of 25cm diameter 
and the surface and the edges of it is smooth. When discharge pulses are counted, the 
counting time is set 1s, continuously for counting 1 minute and taking an average to get 
pulses of 1s. For detecting the UV pulses, the Optical Fiber should be aligned the 
discharge location near the needle electrode. The UV pulses are detected by adjusting 
the distance d between the discharge location and the ray filter. The measurement 
results are shown in Table 1. 

 

 
 

Fig. 6. The schematic diagram of discharge test to the needle plate 

The test datas in table 1 are simulated to get the fitting curve. According to the curve, 
it can be known that the pulses of UV discharge and detecting distance are 
approximately the inversely-proportional relationship. With increasing the detecting 
distance, the pulses reduce and the energy of UV radiation decrease significantly. 
When the distance is more than 2m, the discharge energy drop obviously. Therefore, 
the detection will be better, when the distance is below 1m. 
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Table 1. Test datas 
 

Distance(m) 
Pulses 1 2 3 4 5 6 7 8 

The first measurement 571 144 58 37 25 15 11 8 

The second measurement 579 149 64 41 27 19 15 10 

The third measurement 569 142 55 35 23 14 10 6 
The average measurement 573 145 59 38 25 16 12 8 
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Fig. 7. The relationship between the discharge pulses and discharge distance 
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Fig. 8. The amplitude relationship of the UV light pulses and electrical pulses 

We use Tektronix DPO3052 Digital Oscilloscope to measure the voltage to the 
100Ω resistor with no sense. The voltage can indirectly reflect the pulse current of the 
discharge. The signal of electrical pulses and light pulses are simultaneously acquired, 
as shown in Figure 8. According to the figure, the amplitude of the light pulses and 
electric pulses has a good corresponding linear relationship. Detecting the light pulses 
can well reflect the variation of the current pulses. So, the detection of light pulses can 
have a good reflection to the discharge strength. 
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7   Conclusion 

The paper designs the Optical Fiber Sensor to detect the UV light in solar blind area. 
The UV Optical Fiber as the signal transmission channel and the UV pulse method are 
used to detect the high-voltage discharge. In the laboratory, simulation detecting tests 
on needle plate discharge is carried out, and it presents that the detection system can 
accurately detect the UV radiation of the discharge and the strength of the discharge to 
linear response. It has high sensitivity, and strong anti-interference. It can be used for 
online real-time monitoring of high voltage discharge. 
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Abstract. Robust kidney segmentation from MR images is a very difficult task due 
to the especially gray level similarity of adjacent organs, partial volume effects and 
injection of contrast media. In addition to different image characteristics with 
different MR scanners, the variations of the kidney shapes, gray levels and 
positions make the identification and segmentation task even harder. In this paper, 
we propose an automatic kidney segmentation approach using Gaussian mixture 
model (GMM) that adapts all parameters according to each MR image dataset to 
handle all these challenging problems. The efficiency in terms of the segmentation 
performance is achieved by the estimation of the GMM parameters using the 
Expectation Maximization (EM) method. The segmentation approach is compared 
to k-means method. The results show that the model based probabilistic 
segmentation technique gives better performance for both low contrast images and 
atypical kidney shapes where several algorithms fail on abdominal MR images.  

Keywords: Kidney segmentation, MRI, Gaussian mixture model.  

1   Introduction 

Kidney segmentation is a challenging task in MR datasets because of the partial volume 
problem, intensity inhomogenity, leakage of contrast agent to adjacent organs, high 
signal to noise rate, more artifacts and a low gradient response. In literature, kidney 
segmentation methods using CT images can be classified into four main groups. The 
first group is knowledge based methods. Kobashi and Shapiro [1] have proposed a 
knowledge based identification using the CT image properties and anatomical 
information. The second group is region growing based methods. One of them has been 
explained in [2]. The authors have obtained the left and right kidney regions coarsely as 
ROIs, applied an adaptive region growing using initial seed points and a threshold value 
and then they have done region modification for accurate segmentation. Pohle and 
Tönnies [3], [4], [5] have proposed a region growing method that automatically 
optimizes the homogeneity criterion using the characteristics of the area to be 
segmented. Yan and Wang [6] have developed another region growing method by 
estimating kidney position, using labeling algorithm and obtaining seeds with 
mathematical morphology to extract the kidney regions. The third group is shape based 
approaches that are generally with active contours. A non-rigid registration based active 
shape model has been proposed for kidney segmentation in [7]. Another shape based 
level set method has been developed by applying the Chen-Vese level set model and the 
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connected component analysis to get separated components and then the size feature has 
been used to find the kidneys [8]. Finally, the fourth group of methods for kidney 
segmentation is deformable model based approaches. Tsagaan and Shimizu have 
proposed a B-spline based deformable model by incorporating mean and variation of the 
organ into the objective function in order to fit the model [9], [10].  

When we search for kidney segmentation methods using MR images, we see that a 
shape aided kidney extraction method by matching a co-focus elliptical model to a 
binary mask using optimization in the parametric space has been proposed in MR 
urography by Yang Tang [11]. Another method is again a shape based and has been 
performed using level sets [15]. The authors have used Dynamic Contrast Enhanced 
Magnetic Resonance Imaging (DCE-MRI) and obtained a mean shape model for 
kidneys using extracted kidney shapes with level set functions as the first step. The 
second step in the proposed approach is to obtain an intensity model using several initial 
curve functions on the test images and to perform the registration of the intensity model 
and the shape model. Although this approach seems successful, the accuracy of the 
result depends on the estimated model shapes by using the training datasets. 

Gray level values of the liver that is the adjacent organ of the right kidney are very 
similar. This similarity and noises reduces the performance of the thresholding methods. 
Gradient based approaches are vulnerable for weak edges. The accuracy of the region 
growing based methods depends on the seed point location and similarity metrics. 
Different modality settings and contrast media injection cause not only the kidneys but 
also all other organs to have different gray level values for different image sequences or 
even in different slices of the same patient data set. In addition to this difficulty, the 
anatomical structures of the kidneys in different image slices are different and their shapes 
can vary for each patient. Therefore, the shape based kidney segmentation may not always 
be sufficient. Although the method in [7] seems to be effective, the training of active shape 
models is required to model the expected shape so the obtained results depend on the 
training datasets. Therefore, a robust and efficient method that is GMM [12] based 
segmentation using the EM [13] algorithm on MR image sequences for healthy kidney 
segmentation is proposed in this paper. Mathematical binary morphologic operations are 
used for boundary refinement. Segmentation of each slice is performed iteratively for each 
patient rather than using a common parameter from all patient data sets because parameter 
values are different for each patient. The robustness and efficiency of the method is due to 
the capability of dealing with the contrast variations and different shaped kidney regions. 
These capabilities are provided by the iterative processing of each slice, the better 
segmentation performance of the GMM fitting approach than traditional thresholding and 
k-means based methods. There is not any method in literature that uses this approach to 
get handle all challenging difficulties mentioned above to our knowledge. 

The remaining of this paper is organized as follows. Section 2 presents the 
properties of the patient data sets. Section 3 describes the proposed method for kidney 
segmentation on MR image sequences. Section 4 gives the experimental results and 
discussions. Finally, conclusions are identified in Section 5. 

2   Dataset Descriptions 

In the present study, upper abdominal MRI datasets have been used which are 
obtained from 3 different patients using a 1.5 Tesla MRI device (Gyroscan Intera, 
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Philips, ACS-NT, Best, The Netherlands) located in Dokuz Eylül University 
Radiology Department. The examined 16 bit DICOM images are fat suppressed T2-
weighted (TR/TE, 1600/70 ms; flip angle, 90°; slice thickness, 8 mm) SPIR images in 
the axial plane with a resolution of 256x256. 

3   Proposed Method 

In our approach, the kidney image segmentation is performed by fitting a mixture model 
that is a composition form of several Gaussian distributions to intensity histograms. 
Model fitting is known as the procedure for estimating the unknown parameters. The 
first step to apply this approach to our MRI datasets is to select an initial kidney image. 
The initial kidney image is selected in which the kidneys are identified easily and they 
are seemed clearer so that the separation of them from other adjacent organs is easier 
(Fig. 1.a). The initial kidney image is generally the middle slice of the MRI sequence. 
The kidney segmentation process continues from the initial kidney image to the 
beginning of the dataset and from the initial kidney image to the end of the dataset by 
detecting kidney regions on each slice. Because, in addition to the visualization 
difficulties due to patients movements and breathing  during the scanning, the intensity 
similarities and unclear boundaries between the adjacent organs and kidneys make the 
kidney detection and segmentation more difficult (Fig. 1.b). Therefore, the information, 
which is obtained from the initial kidney slice, is used to extract kidney from the next 
slice and this iterative process is applied for all slices.  
 

        
 

Fig. 1. Example initial kidney slice, where the border is very clear (a), and another slice where 
the border between the liver and the right kidney is not clear (b) 

 
The initial kidney image is segmented automatically into five clusters using the 

probabilistic model based unsupervised clustering method. Each component of the 
mixture model corresponds to a different organ. Thresholds are determined as intensity 
values between the peaks of the intensity distributions of the organs as intensity values 
at which the probability distributions of the organs are equal. The intensity ranges 
between successive thresholds determine the intensity ranges of the corresponding 
organs. The pixels are clustered according to the intensity range in which they fall. The 
process in the GMM fitting approach is to estimate the GMM parameters, which are the 
prior probabilities, mean vectors and covariance matrices, so that the estimated 
Gaussian distribution follows the histogram as closely as possible. 
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It is seemed that the kidney regions are always clustered together with the spine 
and the bright parts of other organs into the brightest cluster when the GMM is fitted 
to image intensity histograms (Fig.2.b). Therefore, we use prior anatomic knowledge 
to find kidney locations. Kidneys are inside the ribs and located in the bottom-left and 
bottom-right side of abdominal images.  After the detection of the image boundaries, 
the horizontal and vertical axis lengths are calculated and then the spine is used as a 
landmark to find kidney positions. To identify the right and left kidney, seed regions, 
which include some part of the kidneys, are selected at the right and left hand side of 
the spine after the spine position is detected. Then, binary morphological image 
reconstruction is applied by using the selected seed regions as the marker (Fig.2.a) 
and the initial kidney image as the mask (Fig.2.b). The output of this process gives us 
the segmented kidneys from the image (Fig.2.c). 

 

 

Fig. 2. Initial marker images (seed regions) in the red frames for image reconstruction (a); 
Initial mask image obtained by EM based GMM clustering of the original slice in Fig. 1.a (b);  
Segmented kidneys (c); Skeletons of the segmented kidneys used as markers for the next slice 
(d); Next slice as the next mask image (e) 

Kidneys are segmented on each slice after the skeletonization step of the 
segmented kidney image. The skeletonization process is a thinning technique to 
reduce all other objects by removing boundaries in an image, but does not break 
objects apart, obtains lines without changing the essential structure of the image [16]. 
The skeleton of this segmented kidney is used as the new marker to segment kidneys 
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from both the next and previous slice. The skeleton image of the previously 
segmented kidney image is used as the marker for each preceding slice. The necessary 
mask images for each slice are the brightest regions of their own, which are obtained 
automatically using the model based segmentation. Similarly, the skeleton image of 
the next segmented kidney image is used as the marker for each next slice. The image 
reconstruction process continues iteratively for other slices to detect and segment 
kidneys.  The iteration ends automatically if the slice to be processed has not any 
kidney. Because each slice is clustered into five clusters, therefore if a slice without 
kidney comes then it can not be clustered into five clusters and the iteration ends. 

4   Results and Discussions 

Example results are shown with the original images (Fig. 3.a), when the proposed 
approach is applied using k-means method (Fig. 3.b) and using the EM based GMM 
method (Fig. 3.c). 

 

 

   
 

   
 

   
 

Fig. 3. Original slice (a); Result by using k-means (b); Result by using EM based GMM 
clustering (c) 
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It can be seen from the above results that the proposed segmentation method has 
the ability to classify to outline the anatomical structures on the used datasets. The 
results of k-means method have some misclassification areas because of the 
inhomogeneous regions of the acquisitions and the partial volume effects. K-means 
makes hard decisions since each data point is assigned to a single cluster. The GMM 
makes soft decisions since each data point can yield a posterior probability, which 
indicates that each data point has some probability of belonging to each cluster. 

In the original k-means algorithm, the distance is calculated using each data 
element and center for each iteration. Therefore, the required computational time of 
this algorithm depends on the number of data elements, number of iterations and 
number of clusters so this method is computationally expensive. 

Although the EM algorithm yields the ML solution, the drawback of the EM 
algorithm is its sensitivity to the selection of the initial parameters. In addition, the 
resulting mixture depends on the number of selected components. We have used a 
fixed kernel number for our abdominal SPIR images. In order to generalize the 
application and find the optimum number of components of the mixture for other 
kinds of input datasets, the entropy of the probability density function associated to 
each kernel can be estimated to check the Gaussianity of the underlying probability 
density function.  

The GMM parameters are recomputed iteratively starting with initial values until 
convergence. The accuracy of the proposed segmentation algorithm depends on how 
much close the probabilistic model to the intensity distributions. 

5   Conclusions 

Abdominal MR image segmentation is performed using GMM fitting to intensity 
histograms with the EM algorithm in order to segment kidney regions. An advantage 
of the Gaussian model based clustering is to provide a rigorous approach to assess the 
cluster numbers and the role of each variable in the clustering process. Experiments 
on different abdominal MR images showed that this GMM approach is less affected 
by noise, more appropriate than k-means clustering and gives better classification 
results.  
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Abstract. A power controller for the Lundell automotive alternator is proposed 
with load current sensing. The power controller determines exactly how much 
power the alternator will need to generate, based on the actual load current 
measurement and the programmable battery charging profile. To validate the 
effectiveness of the proposed power controller, experiments are performed 
under the conditions that the battery charging current can be controlled to zero 
and to a uniform charge level. 

Keywords: Lundell automotive alternator, power controller, current sensing. 

1   Introduction 

Higher bus voltage requirements and more power demands in hybrid/electric vehicles 
have recently motivated the development of new automotive alternator designs.  For 
example, a 42-V, 3.4-kW Lundell alternator with switched-mode rectifier (SMR) was 
developed in [1] and a 200V, 4-kW interior permanent-magnet alternator with SMR 
was investigated in [2]. The SMR improves the power capability and efficiency of the 
alternator by matching the alternator output voltage to the actual output voltage so 
that the maximum possible power is always obtained from the alternator [3].   

Most commercial automotive alternators in the present markets, however, are 
conventional 14-V Lundell-type altenators. In addition, the control capability of the 
built-in bridge rectifier and voltage regulator included with the Lundell alternator as 
shown in Fig. 1 are far from achieving the maximum possible power. This is because 
the bridge rectifier has nearly fixed the alternator output voltage to the actual output 
voltage [4]. 

The Lundell alternator is a wound-field three-phase synchronous generator with 
claw-pole rotor design [5]. A simple equivalent circuit model for the Lundell 
alternator is shown in Fig. 2. In a wound-field generator, the output voltage or current 
can be controlled by varying the field current ( ) that in turn varies the line-to-
neutral voltage back emf magnitude  which can be written as  

 . (1) 

where  is the machine constant and  is the alternator speed. 
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Fig. 1. Rectifier and regulator included with the Lundell alternator. 

 

Fig. 2. A simple equivalent circuit model for the Lundell alternator. 

Over a wide range of speeds, the bus voltage ( ) must be regulated to stay 
within a specified variation, normally in the range of 11–16V [6].  The voltage 
regulation is achieved by applying a pulse-width modulated (PWM) voltage across 
the field winding to weaken the average value of , thus restraining  from 
exceeding its upper limit at high speeds. 

The bridge rectifier has advantages over the SMR in terms of simplicity and low 
cost.  However, because of the lack of power control capability of the voltage 
regulator, the conventional Lundell alternator cannot avoid generating excessive or 
insufficient supply to the load.  In this paper, a power controller is proposed for the 
Lundell alternator with current detection, thus enabling the power control capability 
to be accomplished. 

This paper is organized as follows.  The proposed power control 
system for the Lundell alternator is designed and implemented in 

Section 2.  In Section 3, experimental results are presented to 

verify the effectiveness of the proposed power control scheme.  

Finally, some conclusions are given about the overall design. 
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2   Design and Implementation 

The control system of the proposed power controller as shown Fig. 3 is composed of 
two PWM controllers: the voltage controller and the current controller. The controller 
outputs provide gate drive signals for two power MOSFETs connected in series with 
each other and the field winding of the alternator.  A battery for energy storage and a 
dc electrical load are connected in parallel with the dc bus. The free-wheeling diode 
allows the field current a circulating path when each transistor is turned off. 

In the diagram of Fig. 3, the voltage controller compares the bus voltage reference 
( ) with its actual value ( ).  The actual  is measured using a simple 
voltage divider circuit where as the reference  is the upper limit of the 14-V bus 
voltage.  Note that the function of this voltage controller is similar to that of the 
voltage regulator found in a conventional automotive charging system. 

To achieve power control capability, the current controller compares the alternator 
output current command ( ) with its measured counterpart ( ).  The measured 

 is actually the analog output voltage signal of the first Hall-effect current sensor 
attached to the dc bus.  Meanwhile, the desired level of output current  produced 
by the alternator is found using the following equation. 

 . (2) 

where  is the actual load current measured by the second Hall-effect current 
sensor and  is the preprogrammed battery charging current. 

 

Fig. 3. Control system diagram of the proposed power controller. 

In the schematic of Fig. 4, the aforementioned PWM controllers, MOSFETs, and 
Hall-effect current sensors are implemented with SG3524N [7], IRF540N [8], and 
ACS754SCB-200 [9], respectively.  
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Fig. 4. Schematic (a) and prototype photograph (b) of the proposed power controller. 

3   Experimental Verifications 

The prototype circuit in Fig. 4 was experimentally verified with a 14-V 500-W 
Lundell-type alternator used in compact passenger cars, a 12-V lead-acid battery, and 
a 150-W dc load. A set of experiments have been preformed for the proposed power 
controller in two charging cases: 0 A and 5A. The experimental results of the 
alternator output power ( ) and the average field current ( ) are plotted versus the 
alternator speed ( ) in Fig. 5 and Fig. 6.  Additional  and  data obtained 
from the same alternator with the conventional voltage regulator are also plotted for 
comparison in their corresponding figures. 

As can be observed in Fig. 5 and Fig. 6, the proposed control scheme offers an 
edge over the voltage regulation such as the produced power can be better utilized by 
the load in the case when the battery is fully charged and the battery lifetime can 
possibly be extended in a uniform charging profile. 

In view of the bus voltage variation, the experiment results of the alternator power 
versus alternator speed are plotted in Fig. 7 in the case when the bus voltage is 
unregulated and regulated at 13.5 V, 14.5 V, and 15.5 V.  It is evident from Fig. 7 
that the output power can increase/decrease significantly, although the bus voltage 
varies within a small range. 
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Fig. 5. Experimental results of the alternator power versus the alternator speed in the case when 
the voltage regulator is used and the power controller is used. 

 

Fig. 6. Experimental results of the average field current versus the alternator speed in the case 
when the voltage regulator is used and the power controller is used. 
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Fig. 7. Experimental results of the alternator power versus the alternator speed in the case when 
the bus voltage is unregulated and regulated at 13.5 V, 14.5 V, and 15.5 V. 

4   Conclusion 

A power control system for the Lundell alternator has been designed so that, over a 
wide range of speeds, the alternator can flexibly generate exact amount of output 
current to meet with the actual load current for a prescribed charging profile.  To 
validate the effectiveness of the proposed method, a prototype circuit has been 
developed and experimentally verified.  The use of proposed control scheme can 
ensure that excessive or insufficient power generation can possibly be well balanced 
by properly managing the charging profile. 
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Abstract. An improvement has been done in the sub-pixel interpolation algorithm 
proposed by Quine et al. by using iterative technique to obtain an accurate 
solution. Simulation results shows that the accuracy of the new iterative algorithm 
compared with the original one is significantly better.  

Keywords: Star centroid, Sub-pixel interpolation, Iteration, Image analysis. 

1   Introduction 

Although the Hubble Space Telescope (HST) is not affected from the atmosphere, but 
its imaging system still has diffraction limitation and relatively short focal length, the 
FWHM of stars in the image is less than 2 pixels, thus the image is under-sampled. 
This under-sampled image will cause system error in positional measurement of stars 
[1]. Under-sampled images also appear in space navigation, ground-based short focal 
length telescope imaging and other actual situations, and therefore research of high 
precision centering algorithm for under-sampled image is of practical significance.  

Anderson and King proposed ePSF method [1] to deal with the positional 
measurement of HST under-sampled images, but it was very complex. Quine et al. 
proposed a sub-pixel interpolation centroid algorithm [2]. Gray values of star were 
assumed to have a Gaussian distribution, and then a nonlinear equation could be 
derived by the brightest pixel and the next brightest neighboring pixel. The lower root 
of the equation was the center of the image. This method is simple, and it is a new 
way to solve the problem of high precision location in under-sampled image, but there 
still exits system error due to ignoring higher order terms.  

This paper proposed a new iterative algorithm based on the method of Quine et al. 
Section 2 is sub-pixel interpolation centering theory and section 3 is the simulation 
experiments and results. The last section is the conclusion. 
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2   Theory of Sub-pixel Interpolation Algorithm 

According to Quine et al. [1], it is assumed that a point source incident on the surface 
of CCD has a Gaussian intensity distribution, and the CCD pixels have an even 
intensity sensitivity across their active surface areas. Then the intensity reading of a 
particular pixel k  in the CCD may be expressed as the integral over the active pixel 
area K : 

2 2

0 0

2 2

( ) ( )
exp

2 2 2
k

x y x y

x x y yI
I dxdy

πσ σ σ σ

− −
= − −

⎧ ⎫
⎨ ⎬
⎩ ⎭

∫∫ , (1) 

where I  is the total intensity of light, 0 0( , )x y is the point-source center offset, and 

( , )x yσ σ  is the standard deviation of the 2D Gaussian (Gaussian width). Since the 

integration is over a rectangular area, it can be separated into a product:  
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then, 
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Where g  can be expressed as the difference between two error functions: 
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where 1x , 2x  are the pixel boundaries in x  direction, 0x  is the centroid location, and 

xσ  is the standard deviation of the incident light. The error function is written as: 
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3 5 7 92
( )

3 5 2! 7 3! 9 4!
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x x x x
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⋅ ⋅ ⋅
= . (6) 

The error function in Eq.(6) is absolutely convergent for all x , but requiring 1x <  to 
give good convergence within a few terms [3].  

Star centroid can be separated by axis. Take x -axis, for example, the intensity 
reading of two neighboring pixels are written as 1I , 2I : 

0 0 01 , , , ( , , , ) ( , , , )( )x y y

I
a b e f a bg y Mg yI g x σ

π
σ σ== , (7) 

0 0 02 , , , ( , , , ) ( , , , )( )x y y

I
c d e f c dg y Mg yI g x σ

π
σ σ== , (8) 

where , , ,a b c d are the two pixel boundaries in x -axis, and ,e f  the boundaries in  

y -axis. Because the y -axis integrations of the two pixels are equal, the two 

equations can be combined to eliminate M : 
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where 1 0( , , , )xg g x a bσ= and 2 0( , , , )xg g x c dσ= . Since g is expressed as the 

difference between two error functions, we can approximately write g as:  
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We can collate Eq.(10) as: 
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Each series of Eq.(11) is absolutely convergent. Similarly, we can also get 

0( , , , )xg x c dσ . Taking the results into Eq.(9) and truncating the expansion to the forth 

order in 0x , then Eq.(9) may be rewritten as: 

4 3 2
0 0 0 0 0Ax Bx Cx Dx E+ + + + = , (12) 

with coefficients, 

1 1 1 1 1
1 2 1 2 1 2 1 2 1 2

2 2 2 2 2

, , , ,
I I I I I

A A A B B B C C C D D D E E E
I I I I I

= − = − = − = − = − , (13) 

where 1 1 1 1 1, , , ,A B C D E are the expansion coefficient for the first pixel, and 

2 2 2 2 2, , , ,A B C D E  are the equivalent coefficients for the second pixel.  

The brightest pixel in the image is chosen as 2I , and 1I  is the next brightest 

neighboring pixel. Then if the third order and the forth order in Eq.(13) are ignored, 
solving the roots of the quadratic by formula, the lower quadratic root gives the 
centroid offset. This is the method of Quine et al. 

We improved the method above. Take the lower quadratic root into the higher 
terms 4 3Ax Bx+  and subtract it, the first iteration solution is obtained. Then take the 
solution into Eq.(12) and repeat, this is the iterative algorithm. In the implementation, 
the iteration will be terminated when the absolute values of deviations between two 
solutions is small then 0.0001 pixel.  

3   Simulation Experiments and Results 

3.1   Comparison of Quadratic Roots and Iterative Algorithm 

It is assumed that the point source incident on the surface of CCD has a Gaussian 
distribution, and the fill-ratio is 100%. By referring to Eq.(1) and Eq.(5), simulated 
data was generated using the error function, then we used sub-pixel interpolation of 
Quine et al. to find the center of a star. At the same time, the iterative algorithm was 
also implemented. In this paper, we took x direction for example. 

Since the fill-ratio of CCD is 100%, then the right edge b  of the first pixel and the 
left edge c of the second pixel are equal. The roots of quadratic by formula (called 
quadratic roots algorithm) and iteration (called iterative algorithm) were used to find 
the center respectively. The results of the two algorithms are showed in Fig.1. 
Obviously, if the star center is close to the pixel center (such as Centroid Offset  < 

0.1), the results of the two algorithms are equal, but when the deviation of the two 
centers are becomes larger (such as Centroid Offset  > 0.25), the result of iterative 

algorithm is significantly better. 
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Fig. 1. Results of the two algorithms in noise-free image when 1000I =  and ( )xσ σ=  has 

different values. 

3.2   Relationship between Light Intensity and Centering Accuracy  

Generally, the brighter the star is, the greater the signal to noise ratio (SNR) is. And 
then the centering accuracy should be higher. In order to study the relationship 
between the light intensity of the star and the sub-pixel interpolation centroid 
accuracy in actual situation, we added Poisson noise on noise-free data. Give σ a 
fixed value, and I takes different values. The results of centering by iterative 
algorithm are showed in Fig.2 when 0.5σ =  and I =100, 1000, 10000, 100000 are 
adopted respectively. Obviously, if the total light intensity is larger, the dispersion of 
centering is smaller, and there is no obvious systematic error. Fig.3 is the root mean 
square error corresponding to the centering error when I has different values. 

 

 

Fig. 2. Dispersion of finding center by iterative algorithm when 0.5σ =  and I =100, 1000, 
10000, 100000 are adopted. 
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Fig. 3. The root mean square error corresponding to the centering error when I  has different 
values. 

3.3   Results of wo Pixels and Two Rows of Pixels 

Similarly to the approach of Quine et al, in order to improve SNR, we accumulate all 
intensity of pixels of a row where the brightest pixel is and accumulate all intensity of 
pixels of the row next to it. Replacing the two pixels with the two cumulative sums, 
and then find the center using the two algorithms. Fig.4 shows the two integration 
regions. 

 

 

Fig. 4. (a) is integration over neighboring pixels , (b) is integration over rows of neighboring  
pixels. 

The iterative algorithm was used to find the star center. Fig.5 is the result of the 
two approaches dealing with the data without noise, where 1000I = , 0.5σ = . We 
can see that the errors of the two approaches are very small and exactly equal. But 
when the Poisson noise is added, accumulating pixels in a row is much better than 
using single pixel (Fig.6). Fig.7 is the root mean square error corresponding to the 
centering error when 0.5σ =  and I =100, 1000, 10000, 100000 are adopted 
respectively. 
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Fig. 5. Results from the two approaches when dealing with the data without noise, where 
1000I =  and 0.5σ = . 

 

Fig. 6. Results from the two approaches in the simulation when Poisson noise is added. 

 

Fig. 7. The root mean square error corresponding to the centering error when 0.5σ =  and 
I =100, 1000, 10000, 100000 are adopted. 
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4   Conclusions 

This paper described the basic theory of sub-pixel interpolation technique, and 
improves Quine’s solution algorithm. We proposed iterative technique. In order to 
study the accuracy of the new algorithm, we conducted simulation experiments and 
compared the centering errors of iterative algorithm and Quine’s algorithm. The 
results showed that the new iterative algorithm was more accurate than Quine’s.  

In addition, for the actual situation, in this paper we also discussed the impact of 
the Gaussian standard deviation and light intensity on the centering accuracy, and the 
accuracy of using two pixels and using pixels in two rows were compared. 
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Abstract. Electronic sealed-bid auctions are a method to establish the
price of goods through the internet while keeping the bids secret dur-
ing the bidding phase. In this paper, our concern is incoercibility of an
auction protocol. This paper gives the first security model of incoercible
sealed-bid auctions. By using undeniable signatures and deniable encryp-
tions as building blocks, an efficient sealed-bid auction protocol with in-
coercibility is also proposed. Furthermore, our construction is proven to
be secure in the random oracle model.

Keywords: Electronic Sealed-bid Auctions, Incoercibility, Undeniable
Signatures, Deniable Encryptions.

1 Introduction

Electronic sealed-bid auctions are a method to establish the price of goods
through the internet while keeping the bids secret during the bidding phase.
To-date, there have been many research works on the sealed-bid auctions [7, 9,
11,14,6,10,13,8,2]. Most of these works have focused on the secrecy, verifiability
and undeniability of the auction protocols. In this paper, our concern is inco-
ercibility. That is, we want the auction protocols remain secure while a coercer
can force a bidder show his random coins in the bidding phase. This paper gives
the first security model of incoercible sealed-bid auctions and also proposes an
efficient construction.

It is worth noting that the incoercibility in this paper is different from the
receipt-freeness in [1, 5]. Receipt-freeness is a property to prevent bid rigging.
The auction protocol with this property ensures that anyone, even if the bidder
himself, must not be able to prove any information about the bidding price to
any party. Receipt-freeness can be viewed as a kind of incoercibility because a
coercer can not obtain a proof of a bidder’s price. [1, 5] use interaction between
the auctioneer and bidders in the bidding phase to achieve the receipt-freeness.
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However, to achieve the incoercibility introduced in this paper, we need no in-
teraction in the bidding phase.

1.1 Organization

The rest of this paper is organized as follows. In Section 2, we give some prelim-
inaries. Section 3 gives the security model of electronic sealed-bid auctions with
incoercibility, and presents an efficient construction whose security is proven in
the random oracle model. Section 4 concludes the paper.

2 Preliminaries

Two main building blocks are used in our incoercible sealed-bid auction protocol.
They are undeniable signatures and deniable encryptions.

Undeniable Signature [4]. An undeniable signature scheme US = (GS , Sig, π)
is a tuple of algorithms, where

– GS is the key generation algorithm that takes a security parameter as input
and outputs a public/private key pair (pk, sk). We write the execution of this
algorithm as (pk, sk)← GS.

– Sig is the signing algorithm that takes a private key sk and a message m as
inputs, and outputs a signature σ. We write the execution of this algorithm
as σ ← Sigsk(m).

– π is a interactive verification protocol that takes a signature σ, a message
m, and a public key pk as inputs, and outputs 0 or 1 for reject or accept
respectively. We write the execution of this algorithm as b← π(σ, m, pk).

Properties: An undeniable signature scheme US should satisfy the following
properties. Unforgeability: The scheme should be existential unforgeable under
adaptive chosen message attacks. Invisibility: A cheating verifier, given only
a signer’s public key, a message, and an undeniable signature, cannot decide
whether the signature is valid for the message or not. Soundness: A cheating
signer cannot prove a valid signature invalid (nonrepudiation), or an invalid
signature valid (false claim of origin).

Deniable Encryption [3]. A δ-sender-deniable encryption scheme DE =
(GE , Enc, Dec, φ) is a tuple of algorithms, where

– GE is the key generation algorithm that takes a security parameter as input
and outputs a public/private key pair (pk, sk). We write the execution of this
algorithm as (pk, sk)← GE .

– Enc is the encryption algorithm that takes a public key pk, a plaintext m and a
random value r as inputs, and outputs a ciphertext c. We write the execution
of this algorithm as c← Encpk(m, r).

– Dec is the decryption algorithm that takes a private key sk and a ciphertext c
as inputs, and outputs a plaintext m. We write the execution of this algorithm
as m← Decsk(c).
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– φ is a faking algorithm, which takes a message m, a random value r and another
message m′ ( �= m) as inputs, outputs a string r′. We write the execution of
this algorithm as r′ ← φ(m, r, m′). Additionally, pk or sk may be required as
input to φ if they are needed.

Properties: A deniable encryption scheme DE should satisfy the following prop-
erties. Correctness: The receiver should be able to decrypt the correct value
(except, perhaps, with negligible probability of error). Security: the protocol
should be semantically secure against chosen ciphertext attacks. Deniability:
For any m0, m1 ∈ M where M is the plaintext space, let (pk, sk) ← GE , and
r, r0 are randomly chosen from the random input space. Let c = Encpk(m0, r),
r1 = φ(pk, m0, r, m1). The random variables

(m1, r1, c) and (m1, r0,Encpk(m1, r0))

are δ-close for any PPT(an abbreviation for “probabilistic polynomial-time”)
distinguisher A. More formally, We define an adversary A’s advantage breaking
the sender-deniability of DE as

AdvA,sd
DE =Pr

[
b = b′ : (pk, sk)← K; b← {0, 1}; r, r0 ← R; r1 ← φ(pk, m0, r, m1);
ch← (m1, rb, Encpk(m1, rb)); b

′ ← A(pk, m0, ch)

]
− 1

2
.

The deniable encryption scheme DE is δ-sender-deniable if for any PPT adver-
sary A, AdvA,sd

DE is less than δ.

Remark 1. Until now, the most efficient deniable encryption scheme expands 1
bit plaintext to a ciphertext message [3]. Exploring efficient and non-interactive
deniable encryption schemes with a short message expansion is still an open
problem.

3 Sealed-Bid Auctions with Incoercibility

3.1 Security Model

A sealed-bid auction protocol Σ, which has three phases, is executed among
some bidders and an auctioneer. We assume there are t bidders B1, B2, ..., Bt.

– The first is initializing phase, where the public parameters and keys of all par-
ties are generated. We write an execution of this phase as (PK, sk(i), skT )←
INI where PK includes all the public keys, sk(i) is party Bi’s private key and
skT is the auctioneer’s private key.

– The second is bidding phase, where all bidders set their (sealed) bidding price
and use some given steps to commit the price. We write an execution of this
phase as CMT (i) ← BID(PK, sk(i), tp(i), r(i)) where tp(i) is the party Bi’s true
bidding price, r(i) is Bi’s random input and CMT (i) is the commitment of his
bidding price.

– The third phase is opening phase. In this phase, the highest price is revealed
while other prices are still kept secret. We write an execution of this phase as
tp← OPEN where tp is the highest bidding price.
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A sealed-bid auction protocol must satisfy the following properties.

– Secrecy: All bidding prices except winning price must be kept secret even
from the auctioneer. Formally, We define an adversaryA’s advantage breaking
the secrecy of the auction protocol Σ as

AdvA,se
Σ = Pr

[
p′ < tp and p′ ∈ P : (PK, sk(i), skT )← INI;
CMT (i) ← BID(PK, sk(i), tp(i), r(i)); tp← OPEN; p′ ← A(st)

]

where P = {tp(1), ..., tp(t)} and st is all the transcripts obtained by A while
A watches the execution of the protocols INI, BID and OPEN. A sealed-bid
auction protocol Σ has the property of secrecy if for any PPT adversary A,
AdvA,se

Σ is negligible.
– Verifiability: Anyone must be able to verify the correctness of the auction.
– Undeniability: No bidder is able to deny his bidding price except for a neg-

ligible probability.

Furthermore, a δ-incoercible sealed-bid auction protocol with 2l-ambiguousness
must satisfy:

δ-Incoercibility(with 2l-ambiguousness, l ∈ N). Before opening, for any
bidder Bi, a coercer can not discriminate the true bidding price from other
2l − 1 “fake” prices, which are chosen by the bidder, except that the coercer
is the auctioneer. A coercer is a party who can coerce the bidder to show his
random coins used in the bidding step. Formally, for any i, the probability

Pr

[
p′(i) = tp(i) : (PK, sk(i), skT )← INI; CMT (i) ← BID(PK, sk(i), tp(i), r(i));

(t̃p
(i)

, r̃(i))← FORGE(PK, sk(i), tp(i), r(i)); p′(i) ← A(st, t̃p
(i)

, r̃(i))

]
− 1

2l

should be less than δ where st is all the transcripts obtained by A while A
watches the execution of the protocols INI,BID and (t̃p(i)

, r̃(i)) is consistent with
the transcript st.

3.2 Construction: A Sealed-Bid Auction Protocol with
2-Ambiguousness

Let A be an auctioneer and B1, B2, . . . , Bt be bidders. Let US = (GS ,Sig, π)
be an undeniable signature scheme whose message space is {0, 1}v, and DE =
(GE ,Enc, Dec, φ) be a deniable encryption scheme whose plaintext space is {0, 1}.
Let h : {0, 1}∗ → {0, 1}v be a collision free hash function.

Initialization. Let (pk
(i)
s , sk

(i)
s ) ← GS (i = 1, . . . , t), ant let (pke, ske) ← GE .

(pk
(1)
s , . . . , pk

(t)
s , pke) is the public key. sk

(i)
s is Bi’s private signature key, and

ske is A’s private decryption key.

Bidding. Assume xi is Bi’s bidding price for a good whose index is w.

(1) Bi chooses a fake price x′
i.
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(2) Bi randomly chooses ri, r
′
i as auxiliary random input, computes

e = Encpke(1, ri), σ = Sig
sk

(i)
s

(h(xi‖w‖e)), and e′ = Encpke(0, r′i), σ′ =
Sig

sk
(i)
s

(h(x′
i‖w‖e′)). Bi then publishes the two value σ‖e, σ′‖e′ in random

order. Without loss of generality, we assume Bi publishes σ0‖e0, σ1‖e1 where
{σ0, σ1} = {σ, σ′} and {e0, e1} = {e, e′}.

Remark 2. If Bi doesn’t want to commit to a fake price, he just chooses σ′ as a
random value.

Oppening. Auctioneer A and B1, B2, . . . , Bt iterate following steps for prices
j = n, n− 1, . . . , 1.

(1) A executes b
(j)
0 ← π(σ0, h(j‖w‖e0), pk

(i)
s ), b

(j)
1 ← π(σ1, h(j‖w‖e1), pk

(i)
s ) to-

gether with Bi.
(2) If b

(j)
k = 1, k ∈ {0, 1}, A executes dk ← Dec(ek). If dk = 1, A then announces

that the winning bidder is bidder Bi and winning price is j.
(3) In step 2, if b

(j)
k = 0, ∀k ∈ {0, 1} or no obtained dk equals to 1, A is convinced

that no bidder bids at price j. Then auctioneer decreases j by 1 and repeats
the above steps.

3.3 Security

– Secrecy: By the invisibility of the undeniable signature scheme US, a verifier
including the auctioneer can not know any other bidding price except the
winning price.

Formally, the property of secrecy is described in the following theorem.

Theorem 1. The incoercible auction protocol described above has the property
of secrecy in the random oracle model [12], provided that the utilized undeniable
signature scheme is invisible.

Proof. To prove the theorem, we will prove the following: “If there exists a PPT
algorithm A which breaks our protocol’s secrecy with advantage ε, then we can
construct an algorithm B which breaks the invisibility of an undeniable signature
scheme US with advantage ε/t .”

Suppose B is given pks, a public key generated by the key generation algorithm
of an undeniable signature scheme US.

Given (m, σ) as a challenge, B works as follows to determine whether σ is m’s
signature:

Setup: B randomly chooses a i ∈ {1, .., t} and sets up an auction protocol
as in the initializing phase of Section 3.2, except that the i-th auctioneer’s
public key is given by pks.
Challenge:
1) B simulates B1, .., Bt’s execution for a good w as in the bidding phase,
except that the simulation for Bi is as follows. B chooses tp(i) < max{tp(1),
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.., tp(i−1), tp(i+1), .., tp(t)}, computes e, e′ as in the bidding phase, and sets σ′

as a random value. B then publishes the two value σ‖e, σ′‖e′ in random order
on behalf of Bi. Without loss of generality, we also assume (σ0‖e0, σ1‖e1) is
published. Note that σ is obtained by B as his challenge and (σ0‖e0, σ1‖e1)
is distributed exactly as in a real auction protocol.
2) B simulates the opening phase. Note that since tp(i) <max{tp(1), .., tp(i−1),
tp(i+1), .., tp(t)}, B can perfectly complete the simulation even if he does not
know sks.
The simulation of hash oracle: When A submits his hash oracle queries
to h(·), B responds the queries as usual except responding h(tp(i)‖w‖e) as
m.
Guess: A outputs its price guess p′. If p′ = tp(i), then B outputs 1 indicating
that σ is a signature of m, otherwise B outputs 0.

Now we analyze the probability that B breaks the invisibility of the undeniable
signature scheme US. Because B selects i at random and simulates the execution
of the auction protocol perfectly, the probability of p′ = tp(i) equals to 1/t. Thus
the probability that B successfully outputs his guess is ε/t, which is also a non-
negligible probability. �

– Verifiability: Everyone can verify the signature (with the help of bidder), but
only the auctioneer can decrypt the encryption tags e0, e1. To achieve Verifi-
ability, after the step of opening, the private decryption key of the auctioneer
should be published. And once the private key of the auctioneer is published,
the auctioneer should immediately update his private key.

– Undeniability: By the nonreputation property of the undeniable signature,
and the correctness of the deniable encryption, the bidder can only deny his
bidding price except for a negligible probability.

– Incoercibility: The above scheme is 2-ambiguous. When a coercer forces the
bidder to show his random coins in the bidding step, the bidder can use the
faking algorithm of the deniable encryption to show the plaintext as 0 or 1 as
his will. Thus the coercer doesn’t know which price is the true bidding price.

Formally, we have the following theorem.

Theorem 2. The incoercible auction protocol described above is δ-incoercibility
with 2-ambiguousness, provided that the utilized deniable encryption scheme is
δ-sender-deniable.

Proof. To prove the theorem, we will prove the following: “If there exists a PPT
algorithmA which breaks our protocol’s incoercibility with advantage δ, then we
can construct an algorithm B which breaks the sender-deniability of a deniable
encryption scheme DE with advantage δ .”

Suppose B is given pke, a public key generated by the key generation algorithm
of a deniable encryption scheme DE .

Given (m0, m1, r̃, c) as a challenge where m0, m1 ∈ {0, 1} and c=Encpke(m1, r̃),
B works as follows to determine whether c is m0 or m1’s ciphertext.
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Setup: B sets up an auction protocol as in the initializing phase of Section
3.2, except that the auctioneer’s public key is given by pke.
Challenge:
1) B simulates B1, .., Bt’s execution for a good w as in the bidding phase,
except that the simulation for Bi is as follows. B chooses tp(i) and t̃p

(i)

for true price and fake price respectively. If m1 = 1, then let e = c and
compute e′ = Encpke(0, r′i) where r′i is randomly chosen, otherwise let e′ = c
and compute e = Encpke(1, ri) where ri is also randomly chosen. Then B
simulates the remaining bidding phase as in the real auction protocol.
2) When A coerces Bi to reveal his bidding price and random local input
used in the bidding phase, B just outputs (tp(i), 1, ri, e) and (t̃p(i)

, 0, r′i, e
′)

to show that tp(i) is the true bidding price.
Guess: A outputs its price guess p′. If p′ = tp(i), then B outputs 1 indicating
that c is a ciphertext of m1, otherwise B outputs 0.

It is easy to analyze that B’s success probability is the same with A’s success
probability. �

Extension to Sealed-bid Auction Protocols with 2l-ambiguousness. Ap-
plying a deniable encryption scheme whose plaintext space is {0, 1}l to the above
basic auction protocol, we get a sealed-bid auction protocol with 2l- ambiguous-
ness.

4 Conclusion

We introduce a new type of sealed-bid auctions with incoercibility, where a
coercer may force the bidders to show their random coins used in the bidding
phase. An efficient protocol satisfying the incoercibility is also proposed. Our
construction is proven to be secure in the random oracle model.
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false bids. In: Katsikas, S.K., López, J., Pernul, G. (eds.) TrustBus 2005. LNCS,
vol. 3592, pp. 274–287. Springer, Heidelberg (2005)

9. Harkavy, M., Tygar, J.D., Kikuchi, H.: Electronic auctions with private bids. In:
Proceedings of the 3rd USENIX Workshop on Electronic Commerce, pp. 61–74
(1998)

10. Juels, Szydlo: A two-server, sealed-bid auction protocol. In: Blaze, M. (ed.) FC
2002. LNCS, vol. 2357, Springer, Heidelberg (2003)

11. Kikuchi, H., Harkavy, M., Tygar, J.D.: Multi-round anonymous auction protocols.
In: Proceedings of the First IEEE Workshop on Dependable and Real-Time E-
Commerce Systems, pp. 62–69. Springer, Heidelberg (1998)

12. Kurosawa, K., Schmidt-Samoa, K.: New online/Offline signature schemes without
random oracles. In: Yung, M., Dodis, Y., Kiayias, A., Malkin, T. (eds.) PKC 2006.
LNCS, vol. 3958, pp. 330–346. Springer, Heidelberg (2006)

13. Peng, Boyd, Dawson: A multiplicative homomorphic sealed-bid auction based on
goldwasser-micali encryption. In: Won, D.H., Kim, S. (eds.) ICISC 2005. LNCS,
vol. 3935, Springer, Heidelberg (2006)

14. Suzuki, K., Kobayashi, K., Morita, H.: Efficient sealed-bid auction using hash chain.
In: Won, D. (ed.) ICISC 2000. LNCS, vol. 2015, p. 183. Springer, Heidelberg (2001)



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 55–61. 
springerlink.com                   © Springer-Verlag Berlin Heidelberg 2011 

Methods of Superior Design for the Full Scale Output of 
Piezoresistive Pressure Sensors 

Ruirui Han, Zhaohua Zhang, Tianling Ren, Huiwang Lin, and Bo Pang 

Institute of Microelectronics, Tsinghua University,  
Beijing, 100084, P.R.C 

Tsinghua National Laboratory for Information Science and Technology,  
Beijing 100084, P.R.C 

hrr09@mails.tsinghua.edu.cn, Rentl@tsinghua.edu.cn 

Abstract. Sensitivity is one of the most important parameters for piezoresistive 
pressure sensors. It is usually through superior design of the full scale output of 
pressure sensors to achieve high sensitivity of the devices and meet the 
requirement for certain application. Two kinds of methods of evaluating the full 
scale output of pressure sensors are discussed .Both of them are based on finite 
element analysis (FEA) and integration of stress difference with respect to 
certain path, which are realized by ANSYS. In addition, results of these two 
methods are coincident with each other. The full scale output of the pressure 
sensor by simulation is 42.996mv while the best result from experiment is 
43.112mv. For all the experiment results, relative errors are limited to 2.5%. 
Therefore the experiment results show good agreement with the simulation 
results. 

Keywords: piezoresistive pressure sensors, full scale output, finite element 
analysis (FEA), integration of stress difference. 

1   Introduction 

Piezoresistance effect and principles of thin-film mechanics are the major theories for 
design and fabrication of piezoresistive pressure sensors .However, it is impossible to 
calculate accurate stress values of all points on the surface of the film and then to 
deduce the resistance variation of the piezoresistors. Thanks to the methods of finite 
element analysis and the appearance of FEA tools. Such methods for obtaining the 
resistance variation of piezoresistors on the film of the pressure sensor have been 
provided by papers published previously[1][2], mostly based on the following formula: ∆RR ൌ π୪ ∑ σ୪୧ν୧  π୲ ∑ σ୲୧ν୧୬ଵ୬ଵ ∑ ν୧୬୧  

(1) 

where  ∆R is the deviation of the resistance, R is the zero-stress resistance, π୪  and π୲ are the longitudinal and transverse piezoresistance coefficient, ν୧ is the volume of 
the ड़th element, and σ୪୧ and σ୲୧ are the longitudinal and transverse stress of the ड़th 
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element respectively. Although this method has been already applied into practice 
during the design process of pressure sensors, it is somewhat tedious and therefore 
less efficient to accomplish such summation. 

In this paper two simple and reliable methods based on FEA and integral 
arithmetic are presented. With these methods, it is possible to achieve convenient and 
effective design of the full scale output of pressure sensors, making full use of the 
FEA software ANSYS. 

2   Design Theory 

2.1   The Output of Wheatstone Bridge Comprised of Piezoresistors 

Wheatstone bridge is applied to the network of pressure sensors in order to get high 
sensitivity and minor zero output, which is shown in Fig.1.Obviously, the output 
voltage of the network can be calculated with Eq. (2) when no pressure is applied on 
the square diaphragm. In the case when pressure is loaded, the output voltage can be 
expressed by Eq. (3). V ൌ RଶRସ െ RଵRଷሺRଵ  Rଶሻ ൈ ሺRଷ  Rସሻ V 

(2) 

V୭୳୲ ൌ ሺRଶ  ∆RଶሻሺRସ  ∆Rସሻ െ ሺRଵ  ∆RଵሻሺRଷ  ∆RଷሻሺRଵ  ∆Rଵ  Rଶ  ∆Rଶሻ ൈ ሺRଷ  ∆Rଷ  Rସ  ∆Rସሻ V 
(3) 

Assume that  Rଵ ൌ Rଶ ൌ Rଷ ൌ Rସ ൌ R  ,   ∆Rଶ ൌ െ∆Rଵ ൌ ∆Rସ ൌ െ∆Rଷ ൌ ∆R , 

Eq. (4) is obtained: 

V୭୳୲ ൌ ∆RR V 
(4) 

According to piezoresistance effect [3], and if the piezoresistor is located in [011] 

direction on [100] facet of p type silicon, then ∆R R⁄ ൌ 0.5πସସሺσ୪ െ σ୲ሻ and  v୭୳୲  

can also be expressed by Eq.(5) : 

V୭୳୲ ൌ ∆RR V ൌ 0.5πସସሺσ୪ െ σ୲ሻV 
(5) 

However, stress values vary at different points of the diaphragm, so it is necessary 
to find out the equivalent value for the stress difference across the whole diaphragm. 
Therefore, Eq. (5) is modified as Eq.(6): 

V୭୳୲ ൌ ∆RR V ൌ 0.5πସସሺσ୪ െ σ୲ሻV 
(6) 
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In conclusion, in order to evaluate the full scale output of the pressure sensor, it is 
critical to calculate either the resistance deviation of the piezoresistor or the 
equivalent value for the stress difference of the whole diaphragm when full scale 
pressure is applied on. 

 

Fig. 1. Schematic view of the sensor and its network   Fig. 2. The location of the piezoresistor 

2.2   Method to Calculate  ∆܀܀  

As is shown in Fig.2, a piezoresistor is located along the X direction in the XY plane. 
The thickness in the Z direction is ignored for its extremely minor value. The 
resistance of the piezoresistor is R and the sheet resistance is  R ᇝ. The longitudinal 
and transverse stress of the piezoresistor are σ୶ and σ୷.Compared with the length of 
the piezoresistor , the width is also very small; therefore we can assume that σ୶ and σ୷  change in the X direction rather than Y.So Eq.(7),(8)  are obtained: ∆RሺXሻ ൌ RᇝW ൫π୶σ୶  π୷ σ୷൯ dx (7) 

∆R ൌ RᇝW න ሺπ୶
 σ୶  π୷σ୷ሻ dx ൌ 0.5πସସRᇝW න ሺσ୶ െ σ୷ሻ dx

  (8) 

And R can be expressed as: 

R ൌ Rᇝ LW (9) 

So Eq.(10) is obtained: ∆RR ൌ πସସ2L න ሺσ୶ െ σ୷ሻ dx
  (10) 
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2.3   Method to Calculate ሺોܔ െ ોܜሻ 

The equivalent value for the stress difference can be the average of the stress 
difference distributed on the surface of the piezoresistor[4], which is calculated by the 
following formula: σ୪ െ σ୲ ൌ  ሺσ୶ െ σ୷ሻ dx L  (11) 

2.4   Relationship between the Two Methods 

Although these two kinds of methods to calculate the full scale output are obtained 
from different points of view, they are inherently the same; therefore the results are 
surely coincident with each other. 

Table 1. Simulation results of Re1, Re2 and Re3 

Re1 Re2 Re3 

0.23584E-03 0.14978E-02 0.17842E-02 

3   Simulation 

The simulation of the stress distribution on the surface of the diaphragm and the 
integration of stress difference with respect to certain path are both accomplished with 
the finite element analysis software ANSYS. The main steps of the simulation include 
modeling, meshing, applying loads and so on. Fig.3 shows the contour plot of the 
stress difference on the surface of the diaphragm from the simulation. 

 

  Fig. 3. Contour plot of the stress difference   Fig. 4. Layout of a pressure sensor unit 

As is shown in Fig. 4, the piezoresistors are usually designed into muti-strips in 
order to make full use of the high stress area of the diaphragm. Therefore it is 
necessary to accomplish integral operation along several paths. Based on the concrete 
data (including the size of the film, the location and the size of the piezoresistors, as 
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well as the full scale pressure loaded) in practice, we obtain the results of integration 
along three paths respectively: Reଵ, Reଶ and Reଷ, of which Reଶ is shown by ANSYS 
plot results and list results in Fig.5. All these data are summarized in Table1.  

Put these data into the formulas deduced previously with either of the two methods 
provided, πସସ  is determined by the surface ion concentration of the piezoresistors 
that can be simulated with related software and be controlled in the step of boron 
implanting during the fabrication process. Then we figure out the full scale output of 
the pressure sensor which is expressed as Eq.(12). The corresponding parameters are 
listed in Table2 and the voltage applied is 3V. During the process of simulation, one 
or several of these parameters can be adjusted in order to meet the requirement for the 
full scale output of the pressure sensor. V୭୳୲ ൌ ∆RR V ൌ 0.5πସସሺσ୪ െ σ୲ሻV ൌ 42.996mv 

(12) 

 
Fig. 5. Plot and list results of Re2 from ANSYS simulation 

Table 2. Parameters needed for the simulation 

parameter value 

 Thickness of the film 20um 
 Width of the square diaphragm 300um 
 Length of the piezoresistor 90um 
 Width of the piezoresistor 10um 
 Full scale pressure loaded 1MPa 
 Dose of the boron implanting 4e14cm-3 

 Energy of the boron implanting 80KeV 

4   Fabrication 

The fabrication process of the sensor is mainly based on the application of SOI wafers 
and ICP etching technics. The main steps of fabrication are: (1)Formation of the 
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piezoresistors  by p implanting,(2)Realization of a good ohmic contact between the 
piezoresistors and the aluminum layer by p+ implanting,(3)Deposition and etching of 
the aluminium to form the electrodes,(4)Formation of the pressure reference cavity 
from backside by ICP etching with automatic stop at the buried SiO2 layer,(5)Bonding 
of silicon and glass. 

5   Results and Discussion 

Each of the 10 sensor samples has been tested under the pressure from 0 to 1 MPa and 
then back from 1 to 0 MPa for three round voyages and the voltage applied is 3.00V. 
Output voltage of the sensors for several fixed pressure values are recorded and 
processed by MATLAB. Results for one of those sensors are shown in Fig.6. 
Parameters of this pressure sensor including full scale output, sensitivity, nonlinearity, 
hysteresis, repeatability and total precision are also calculated and listed in Table3, 
which helps to get a better understanding of the performance of the sensor. Statistics 
of the full scale output for all the 10 sensor samples are listed in Table4.The sensor 
numbered 4 has a full scale output of 43.112mv that is very close to the simulation 
result. Absolute errors for all the sensor samples are limited to1.075mv and relative 
errors to 2.5%.The full scale output of the sensor numbered 8 is a little higher for the 
following possible reasons: the film of this sensor is thinner than others; the surface 
ion concentration of the piezoresistors is lower; the size of the piezroresistors are 
different and so on. After all, process variation can’t be avoided. In conclusion, the 
experiment results are in good agreement with the simulation results; therefore the 
validity of the methods provided has been verified. 

Table 3. Parameters of the pressure sensor 

Full scale 
output(mv) 

Sensitivity 
(mv/KPa) 

Nonlinearity Hysteresis Repeatability 
Total 

precision 

42.860 0.0429 0.1393% 0.1091% 0.2522% 0.308% 

Table 4. Statistics of test results for all the pressure senor samples 

code Full scale output 
by experiment(mv) 

Full scale output 
by simulation(mv) 

Absolute error 
      (mv) 

Relative error 
 

1#  43.196  0.200 0.465% 
2# 42.264  0.732 1.702% 
3# 42.860  0.136 0.316% 
4# 43.112  0.116 0.270% 
5# 42.744 42.996 0.252 0.586% 
6# 42.163  0.833 1.937% 
7# 42.581  0.415 0.965% 
8# 44.071  1.075 2.500% 
9# 42.531  0.465 1.081% 
10# 42.545  0.451 1.049% 
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Fig. 6. Test results of the pressure sensor 

6   Conclusion 

Methods based on finite element analysis and mathematical integration are provided    
for evaluating the full scale output of the piezoresistive pressure sensor. With the 
methods, the simulation can be more accurate and easy to conduct and therefore be 
significantly helpful to realize the superior design of the pressure sensors. 
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Abstract. A acoustic cylinder array of passively omnibearing directivity is 
designed, including receiving element, transmission and control system, whose 
characters are: firstly there are MN ×  signal receiving elements in the array, 
and N linear arrays well-proportioned arrangement, meanwhile the first element 
of each array lain at the top of acoustic cylinder array constitute a M elements 
uniform circle array; Secondly, located in the same transversal surface array 
elements connect with the input ports of selecting switch electrocircuit, 
simultaneously the output ports of latter connected with receiver electrocircuit; 
At last, electrocircuit generating beam forming weights link to output terminus 
of receiver electrocircuit by multiplier, whose output data going to processor 
through data output bus. The design achieves the capability of acoustic target 
location omnidirectional and tridimensional. It overcomes the default of 
location accuracy low caused by array aperture restriction of acoustic detection 
equipment, furthermore improves the three-dimensiona accuracy on target 
detection. 

Keywords: acoustic, cylinder array, control system. 

1   Introduction 

In the underwater passive target location field, ship noise is broadband and mainly 
distributes between 100Hz and 5 kHz [1][2]. So the wave length is too long, as a result 
that the number of array elements is limited in the small volume detection equipment, 
and degrade the location precise of array. Under modern technical condition, array 
selected is relatively simple, which mainly adopts method of layout circular ring 
shape array in the front of the device to locate target. However, the plane array or 
volume array on the top usually lead detection field angle too small only as to detect 
in a certain area, thus limit its capability. In order to overcome the modern technical 
defaults due to precise degrading and limitation detection area, we designed an 
underwater acoustic cylinder with the omni-bearing location performance, which 
includes receiving, transmission and control system. It improves the target detection 
precise and realizes the omni-bearing location of vessel. 
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2   Structure Design of Small Aperture Cylinder Array 

This paper designs a kind omni-bearing location cylinder array, whose detailed part 
showed in figure 1. 

The cylinder array includes the receiving elements, transmission and control 
system, whose characteristic is that the cylinder array includes MN ×  signal receiving 
elements, where N  notes the number of linear arrays, and M  notes the elements 
number of each linear array. The N linear arrays homogeneous distribute along the 
circle of underwater mine outside wall, and the location of first element belonged to 
each linear array is on the top of underwater mine. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Array structure 
 

3   Transmission and Control System 

In figure 2, the transmission and control system includes digital signal processor, the 
total M one by N selected switch circuit, N channels parallel selected switch circuit, M 6 
channels parallel Analog to Digital Converters (ADC). The digital signal processor 
includes Beamforming weights generator, Target estimate direction and Channel 
controller. N elements belonged to N linear array and located at the identical cross 
section of mine body connect to the same input terminus one by N selected switch 
circuit. On the top of underwater mine, the N elements connect to one input terminus of 
N channels parallel selected switch circuit. The output terminus due to total M one by N 
selected switch circuit absolutely connects to M receiver circuit. Beamforming weight 
generator circuit connects to output terminus of receiver circuit through multiplier, and 
the output data of multiplier going to processor through data output bus. The output 

Top 
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terminus of processor connect the beamforming weight generator circuit with total M 
one by N selected switch circuit and input terminus controlled of N channels parallel 
selected switch circuit. The output terminus of N channels parallel selected switch 
circuit connects to input terminus of frontal N receiver circuit. Here something about 
connection need explanation is: all switch input Numbers link to the element in the 
same Numbers linear array in sequence. The connection relation between total M one by 
N selected switch circuit as well as N channels parallel selected switch circuit and 
elements of receiving array satisfy the matrix bellow: 

1 1 1 2 1

2 1 2 2 2

1 2

M

M
N M

N N N M

d d d

d d d
D

d d d

×

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (1) 

Where )0,0( MjNidij ≤<≤<  notes the j th element of i th row, and 1id notes the 

element due to the top of underwater mine. ijd  represents the element connect with 

the i th input port of the j th one by N selected switch. 1id  notes the element connect 

with the i th input port of N  channels parallel selected switch circuit, simultaneously 
the i th output port connect with input terminus of i  receiver circuit. Distance of each 
element below / 2λ , λ  notes the wave length corresponding to the smallest receiving 
signal frequency of whole array. Further more, 3≥N  and is smaller than or equals to 
M , 3≥M . 
 

 
 

Fig. 2. System design of small aperture cylinder array 
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4   Design Examples of Small Aperture Cylinder Array System 

4.1   Underwater Mine Volume Array Display 

Passive signal receiving volume array due to underwater mine detecting target own 
total 18 signal receiving elements, including each 6 elements homogenous distributed 
linear array belonged to 3 rows. The 6 elements homogenous distributed linear array 
display downwards from the mine top along the lateral generatrix direction of mine 
body. 3 rows linear array homogenous distribute outside the mine, and each 6 
homogenous linear elements due to mine top compose the plane array vertical to each 
row linear array. The cylinder of 6 homogenous distributed linear array belonged to 
each row divides to 3 parts, each row realize 120 degrees location about space area 
target pitch attitude. The display of array shows in figure 1. 

4.2   Control System of Underwater Mine Volume Array 

Underwater mine volume array control system consists of control circuit, plane array 
selected switch circuit, and linear array selected circuit and Beamforming weights 
generated circuit. The aperture realized in figure 1. Display array on the mine body 
due to figure 1, and the same number(1# showed) of each 6 elements homogenous 
distributed liner array due to 3 rows connect with one channel of dual 4-channel 
analog switch CD4052 to make up 1 by 3 circuit worked for outputting. 6 channels 
output signal through 3 pieces dual 4-channel analog switches CD4052 arrive at 6 
channels signal receivers, and the output signal of receivers go through weighted 
processor to the signal sample system of processor. The weighted processor 
controlled by Beamforming weight generated equipment of processor, in order to 
weight each channel’s signal. 

Simultaneously, each 1# element of every 6 homogenous linear elements due to 3 
rows connect with four double directions analog switches CD4066, and 3 output port 
of CD4066 isolate connect with receivers among 1~3. 

Six 1 by 3 selected switch circuits, three parallel selected switch circuits and the 
elements of receiving array satisfy the follow matrix: 

1 1 1 2 1 6

3 6 2 1 2 2 2 6

3 1 3 2 3 6

d d d

D d d d

d d d
×

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 (2) 

Where (0 3,0 6)ijd i j< ≤ < ≤  notes j  element of i  row, and 1id notes the element 

on the top of mine. ijd  represents the element connected with i  input port of j  1 by 

N  selected switch, and 1id notes the element connected with i  input port of total  
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N  channels parallel selected switch circuits, meanwhile the i  output terminus 
connected with input port of i  receiver. 

4.3   Location Working Model of Underwater Mine Volume Array 

The model shows in figure 3 and 4. Control signal INH=1, and 3 elements of plane 
array connect with receiver. The processor receives plane signal to evaluate the 
azimuth angle when target signal arrives. As 3 elements of plane array justify the area 
of appearing target, the control signal changes to INH=0, then disconnect the plane 
array and receiver. After that control AB signal, and select the 6 elements of linear 
array due to target area: AB=01, selecting 1# linear array; AB=10, selecting 2# linear 
array; AB=11, selecting 3# linear array. The processor receive signal selected by 
linear array, and evaluate pitch attitude if target signal arrive. Beamforming weight 
generated circuit produces optimum Beamforming weights through processor control 
included in the control system circuit. 

Control switch CD4066 includes 4 independent analog switches, and each analog 
swich owns input, output, control terminus, which the input terminus and output 
terminus can exchange. When control terminus set by high voltage, the switch 
connects, otherwise it disconnects. The resistance is about dozens of ohm as the 
switch connects. However, we consider incomplete circuit as large impedance when 
switch disconnects. The analog switch can transmit digital and analog signal, and the 
largest frequency of analog signal is 40MHz.Between each switch, the disturbance is 
small, whose typical value is -50dB. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Working mode 
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Fig. 4. Working process 

CD4052 equals to dual four-channel switch. Input address encode AB determine 
the channel connected with CD4052. The values show in table 1. 

 

Table 1. CD4052 truth table 

Input states 

INH B A 
Through channels 

0 0 0 “0”X、“0”Y 

0 0 1 “1”X、“1”Y 

0 1 0 “2”X、“2”Y 

0 1 1 “3”X、“3”Y 

1 φ φ No element is connected 

4.4   Measurement Performance of Small Aperture Cylinder Array 

Figure 5, and figure 6 respectively show beam results due to 6 elements homogenous 
linear array and 3 elements homogenous linear array. The 3dB beam width of 6 
elements is ±8°, respectively 26°of 3 elements.  
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Use 2kHz frequency as the basic point of element distance, and suppose the 
distance is 2λ=d , where fc=λ notes length of incident plane wave. Sound 

velocity c=1500 sm . Introduce MUSIC method to evaluate incident angel of signal 

received by 6 elements linear array, and the result shows in figure 7. It indicates: 
beam angel identical to array normal direction through measurement and correction of 
6 elements linear array distance, and width of 3dB beam angle controlled within ±8º 
by arithmetic compensation. 
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Fig. 5. Beamforming of 6 elements homogenous linear array at cylinder array lateral 

 
Fig. 4. Beamforming of 3 elements plane array on the cylinder array top 
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Fig. 7. Beam angle measurement of 6 elements homogenous linear array at cylinder array 
lateral 

5   Conclusion 

This paper proposes an omni-bearing location underwater mine volume array. For 
technology proposal adopting display array on lateral of underwater mine body, we 
realize underwater mine capability of omni-bearing, three-dimensional location to the 
underwater target. The design overcomes precise location default resulted from 
aperture displayed limitation on mine top, and improves the accurate target 
identification. So the acoustic cylinder array of passively omnibearing directivity has 
actual application and technical reference value. 
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Abstract. A multitarget passive recognition and location method which fuses 
SVM and blind signal processing technique is proposed in this paper. Its 
characters are: Sampling data via multitarget information receiving array at 
first; And then getting separated signal and matrix by blind signal separation 
(BSS) to these data; Completing classification of each separated signal by using 
decision tree support vector machine (SVM) multitarget recognition process to 
the separated signal; Obtaining direction information of each signal by blind 
deconvolution location algorithm based on array model to the separated matrix 
at the same time; Finally, realizing target recognition and location by 
synthesizing targets information of the classification and direction. This paper 
studies technique principle of this method, gives a detailed implement step and 
proves its validity by multitarget recognition and location experiment of 
measured ship-radiated noise. 

Keywords: SVM, Blind signal, Multitarget, Recognition, location. 

1   Introduction 

SVM is a recently developed novel general knowledge discovery method which has a 
good performance in classification. SVM is constructed on structural risk minimization 
principle of statistics learning theory. Its main idea is to find a super plane in higher 
dimensional space for the separation of two classes in order to guarantee a minimum 
classification error rate for classification problem of two classes. 

BSS is originated from a feedback neural network model and a learning algorithm 
based on Hebbian learning rule [1]. As the only hypothetical condition of BSS is the 
statistic independence of the source signals, which makes blind signal processing a 
widely used signal processing method [2][3]. Especially when it is difficult or even 
impossible to set up a transmission channel model between the source and the array, 
BSS becomes the only feasible signal processing method. It is of greater advantage to 
adopt blind signal processing technique for separation of multitarget from the same 
direction [4][5], it can utilize array to distinguish class or even direction of a target in 
underwater environment with multitarget at the same time. How to realize target 
                                                           
* BaiJun (1981.09 -), male, han, MinQin county, GanSu province of china. PhD, committed to 

underwater signal processing research. 
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recognition and location technique simultaneously is the key of technological 
application.  

In the existing techniques, SVM is mainly pure recognition of certain or multiple 
unknown targets, when multitarget signal are randomly mixed, it can not complete 
recognition mission[6][7]. As for the separated signal from blind signal, due to its 
uncertainty of separation, the separated signal and the source signal are usually not 
one-to-one correspondences. But the separation does not correspond to recognition. 
So it is meaningless to classification of passive target signal.  

In order to overcome the disadvantages of the existing technique, a multitarget 
passive recognition and location method which fuses SVM and blind signal 
processing technique is proposed in this paper. It combines SVM classification, 
recognition and blind separation, blind deconvolution location technique of 
multitarget, and realizes synchronized multitarget passive recognition and location.  

2   Multitarget Information Separation, Location and Recognition 
System 

This paper combines multitarget blind separation, blind deconvolution location 
technique of blind signal and SVM technique of targets classification, and realizes 
synchronizing targets recognition and location. The structure of this system is shown 
in figure 1: Sampling data via multitarget information receiving array at first; And 
then getting separated signal and matrix using these data through BSS; Completing 
classification of each separated signal using decision tree SVM multitarget 
recognition process to the separated signal; Obtaining direction information of each 
signal by blind deconvolution location algorithm based on array model to the 
separated matrix at the same time; Final, realizing target recognition and location by 
synthesizing targets information of the classification and direction. 
 

 

 
Fig. 1. Functional block diagram  

2.1   Blind Separation Multitarget Locating Technique Based on Constant 
Beamwidth Array Model 

The principle of an array receiving target radiated noise for locating is to estimate 
direction and distance of a target by distinguishing the time delay of a signal arriving 
at each element.  
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For an arbitrary array of M  elements which receives d  far field signals of 
frequency between [ ],l hf f , the outputs of the k th element at time t  is as follows:  

1

( ) ( ) ( ) [ ( )] ( )
d

k k i k i i k i k
i

x t f g s t n tω θ τ θ
=

= − +∑ , 1, 2, ,k M= ⋅ ⋅ ⋅  
(1) 

Where ( )k ifω  is the constant beamwidth weighting coefficient of the array, and it is a 

function of the incident frequency 
l i hf f f≤ ≤ . Make the beamwidth of the array 

adaptively constant in the frequency range [ ],l hf f  by weighting, so as to eliminate the 

error caused by different incident frequencies. ( )k iτ θ  is the time delay between the 

reference element and the k th element, 
iθ  is the parameter of ( )k iτ θ , and is the 

incident angle of each signal, and can be interpreted as target direction information of 
radiated signal. Transform equation (1), 

1

2

2 ( )
1 1

1
1

2 ( )
2 2 2

1

2 ( )

1

( ) ( ) ( )
( )

( ) ( ) ( ) ( )
( ) ( )

( )
( ) ( ) ( )

i i

i i

i M i

d
j f

i i i
i

d
j f

i i i
i i

Md
j f

M i M i i
i

f g s t e

n t

f g s t e n t
X t a

n t

f g s t e

π τ θ

π τ θ

π τ θ

ω θ

ω θ
θ

ω θ

−

=

−

=

−

=

⎡ ⎤
⎢ ⎥
⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= + =⎢ ⎥ ⎢ ⎥⋅ ⋅ ⋅ ⋅ ⋅ ⋅

               ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦

∑

∑

∑

1

( ) ( )
d

i
i

s t N t
=

+∑

 

(2) 

Where, 
1 22 ( ) 2 ( ) 2 ( )

1 1 2 2( ) [ ( ) ( ) , ( ) ( ) , , ( ) ( ) ]i i i i i M ij f j f j f T
i i i i i M i M ia f g e f g e f g eπ τ θ π τ θ π τ θθ ω θ ω θ ω θ− − −= ⋅⋅ ⋅  (3) 

It is obvious that time delay information of the signal, namely direction 
information is fully included in ( )ia θ , and ( )ia θ  is column vector of array manifold 

( )A Θ . So direction information in blind separation array model is converted from 

parameter of the source signal to parameter of ( )A Θ , finally the equation is 

( ) ( ) ( )X t A S t= Θ After doing complex blind separation to ( )X t , ( ) ( ) ( )Y t W X t= Θ . here, 

( )Y t  is complex restored signal and is analytic signal of the source signal with 

uncertainty of the arrange. It can be deduced that the product of plural order hybrid 
matrix ( )W Θ  and complex hybrid matrix ( )A Θ  is a permutation matrix. So it can be 

seen that the direction information is included in the inverse matrix of ( )W Θ  and also 

has uncertainty. Summarizing the above theory, a procedure of blind separation target 
direction estimation method based on array model is proposed:  
① Implement constant beamwidth weighting for each channel of the receiving 

array according to the frequency band range of the received signal;  
② Convert the received mixed signal to analytic signal and separate the analytic 

signal by utilizing instantaneous mixing complex value blind separation algorithm;  
③ Solve analytic signal of the source signal and complex solution mixed matrix by 

applying iterative algorithm;  
④ Obtain inverse matrix of the complex solution mixed matrix which includes 

direction information, and estimate direction of the signal according to different array 
manifold of the receiving array. 
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2.2   Technique of SVM Realizing Multi-mode Recognition 

SVM decision tree can classify multiple classes for multitarget. It firstly classifies all 
classes into two subclasses, and then divides the subclasses into two secondary 
subclasses; circulate until obtaining an individual class, then it can get an upside 
down binary classification tree. This paper mainly completes classification 
recognition of three classes of underwater targets, so we adopt the algorithm namely 
SVM decision tree method to realize underwater multitarget. The detailed method is 
to set up classification decision tree with two-stage SVM. The first stage SVM 
realizes classification of class I and class II, III. The second stage realizes 
classification recognition of class II and class III. It realizes classification recognition 
of 3 classes of underwater targets though this SVM classification decision tree. 
Combine all the contents above we can obtain flow chart of the classification 
procedure, see Figure 2.  
 
 
 
 
 
 
 
 
 
 

 
 
 
Different inner product kernel functions in SVM will form different algorithm, 

there are three kinds of kernel functions that are most frequently investigated. One is 
polynomial kernel function ( ) ( )[ ]qii xxxxK 1, +⋅= , q is the order, it has good global 

feature[8] and strong extrapolate ability, the lower order of the kernel function is, the 
stronger extrapolate ability it will have, but it does not mean that the higher the order 
is, the better the learning ability of the polynomial kernel function will be. As for the 
interpolation problem, when the order is high there may be runge phenomenon, i.e. 
comparatively large truncation error at either end of the interpolation region. Thus in 
the SVM, we must choose appropriate polynomial kernel function so as to get an 
SVM with good learning and extrapolate ability. The second one is radial basis 
function
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, this kind of kernel function has strong local 

feature, its interpolate ability decreases as parameter σ  increases. So, we also need to 
choose appropriate parameters to make the SVM have a good performance in 
practical applications. The third one take Sigmoid function as inner 
product, ( ) )tanh(),( cxxvxxK ii +⋅= , at this time realization of SVM is multilayer 

perceptron with a hidden layer, the number of nodes of the hidden layer is adaptively 
determined by the algorithm, and algorithm has no local minimum point problem 
which bothers the neural network method.  

SVM classifier

Class I Class II, III

Class II Class III

①

②

Fig. 2. Decision tree SVM classifier 
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The choice of all parameters in this paper is based on repeating experiment, and finally 
choose the one with the best experiment result. As for the choice of kernel function, ① 
choose Gaussian radial basis function, ② choose polynomial kernel function. 

2.3   Multitarget Information Separation, Positioning and Recognition Method 

This paper fuses SVM and blind signal processing technique and presents passive 
recognition and positioning method for multitarget, its procedure is as follows:  

 

Step 1: Received signal of N elements array is ( ) ( ) ( ) ( )X t A S t N t= Θ + , where 

1 2( ) [ ( ), ( ), , ( )]dA a a aθ θ θΘ = ⋅ ⋅ ⋅  is the receiving array manifold, 
1 22 ( ) 2 ( ) 2 ( )

1 2( ) [ ( ) , ( ) , , ( ) ]i i i i i M ij f j f j f T
i i i M ia g e g e g eπ τ θ π τ θ π τ θθ θ θ θ− − −= ⋅⋅⋅  is the directivity function. 

1 2( ) [ ( ), ( ), , ( )]T
dS t s t s t s t=  is d source signals, 

1 2( ) [ ( ), ( ), ( )]TMN t n t n t n t= ⋅⋅⋅  is the received 

noise; 
if  is the frequency of source signal si; gm is weight coefficient of the mth 

element, mτ  is time delay of 
is  arriving at the mth element, θi is its arriving angle;  

Step 2: Convert the received signal ( )X t  to complex signal matrix ( )X t  by Hilbert 

transformation;  
Step 3: Use blind separation model ( ) ( ) ( )Y t W X t= Θ  to convert matrix 

transposition in the blind signal processing natural gradient algorithm to conjugate 
transpose )()]())((I)[()()1( H kkkkkk WyygWW ++=+ μ . Do blind separation for the 

complex signal matrix ( )X t  and obtain analytic signal ( )Y t  of source signal ( )S t  and 

complex solution mixed plural matrix ( 1)k +W ; where the constructed iterative 

equation of learning factor is ( ) / tan( )k a kμ λ γ= , λ is the initial value of learning 

factor, γ is its final convergence value and k is the iteration number.  
Step 4: Take the real part of the analytic signal ( )Y t  from blind separation to get 

real signal testing sample data 
1 2( ) ( ), ( ), , ( )dY t y t y t y t= ;  

Step 5: Construct classifier for source signals sample data of all kinds of signals 

1 2( ), ( ), , ( )ds t s t s t  to the source signal 
1 2( ) [ ( ), ( ), , ( )]T

dS t s t s t s t= respectively by SVM 

classification method, and make identification for the test samples 
1 2( ), ( ), , ( )dy t y t y t  

obtained respectively With each classifier, complete the data sample classification; 
Step 6: Take the inverse of the complex solution mixing matrix ( 1)k +W  which 

contains direction information obtained from step 4, we can get mixing matrix ( )A Θ ;  

Step 7: Attain 
1 2( ), ( ), , ( )da a aθ θ θ⋅⋅⋅  corresponding to the mixing matrix ( )A Θ  by 

calculating according to array manifold 
1 2( ) [ ( ), ( ), , ( )]dA a a aθ θ θΘ = ⋅⋅⋅  of the receiving array. 

1 2, , , dθ θ θ⋅⋅⋅ are the arriving angles of the signal corresponding to
1 2( ), ( ), , ( )dy t y t y t ; 

Step 8: Synchronize the results of step 5 and 6 we can estimate class and 
corresponding arriving angle of the sources signal 

1 2( ) [ ( ), ( ), , ( )]T
dS t s t s t s t= .  

Procedures of the SVM classification method described in step 5 are:  

① Choose 1N  groups of data of the known source signal respectively, and obtain 
M-dimensional classification eigenvector set of each known source signal as training 
samples for target recognition. Utilize SVM to construct multitarget classifier;  
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②  Acquire M-dimensional classification eigenvector ),,( 21 MZZZ  of each 

separated signal after blind separation, and use them as training samples for the target. 
Adopt decision tree classification method, and use the obtained multitarget classifier 
to do recognition for the testing samples in turn, finally complete ship classification.  

3   Experimental Verification 

3.1   Multitarget Information Separation and Positioning  

Experiments are aimed real ship radiated noise and still choose three classes of targets 
in figure 6 which are ship, submarine and merchant ship from top to bottom 
respectively. Figure 7 shows analytic signal from the source signal by Hilbert 
transformation, lateral axis stands for its real part and vertical axis is its imaginary 
part. Figure 8 gives its power spectrum.  

Other experimental conditions are: complex mixing matrix 
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max5.0 λ=d ; data sample length is N=2000, the sample frequency is 2KHz=Sf , 

001.0=λ , 1.0=γ , 4000=N  is the iteration number, IW =)1( .  

Time domain waveform of three targets (ship, submarine and merchant ship each 
has one) is shown in Figure 3a, it is 5000 sample data taking form real ship radiated 
noise samples after down sampling. Use a uniform circle array as receiver, choose 
M=3, direction of arrivals of the targets are set to be 0°, 5° and 10°. Target location 
result of complex blind separation algorithm is shown in Figure 6, the estimated 
direction of arrivals are -0.220°, 5.232° and 10.278° respectively, its error to the ture 
values are 0.220°, 0.232° and 0.278°. Their order uncertainty is caused by the order 
uncertainty of blind separation.  

 

 

Fig. 3a. Source signals                         Fig. 3b. Source signal power spectrum 

 

 

Fig. 4a. Restore signals                          Fig. 4b. Restore signal power spectrum 
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Fig. 5. CMNG convergence mark quantity curve          Fig. 6. Direction estimation results  

It can be seen from figure 5-4 and 5-6 that the source signal and restored signal are 
one-to-one correspondences, they are 

31 sy → , 
22 sy →  and 

13 sy →  respectively. Further 

more, the similarity coefficients of the restored signal and source signal are 
0.0032 0.0078 0.4930

0.0263 0.7713 0.0128

1.0000 0.1324 0.1761

ρ
⎡ ⎤
⎢ ⎥= − −⎢ ⎥
⎢ ⎥−⎣ ⎦

.By such power spectrum similarity coefficients, we can 

also konw that 31 sy → , 22 sy →  and 
13 sy → . It is obvious that the source signals are 

well recovered, and at the same time we get accurate target direction estimation.  

3.2   Information Recognition of Multitarget Separation 

For recognition of ship radiated noise, this paper uses the following method for 
extraction of the classification eigenvector:  
 

① Calculate 1½-dimensional spectrum of the ship radiated noise bellow 2kHz, and 
divide it into M1 uniformly-spaced subbands. Integrate each subband respectively to 
get its energy, and finally obtain 1½-dimensional spectrum subband distribution 
eigenvector 

1

1 1 1
1 2( , , , )

M
Z Z Z  of M1 -dimensional ship radiated noise.  

② Calculate 2½-dimensional spectrum of the ship radiated noise bellow 2kHz, and 
divide it into M2 uniformly-spaced subbands. Integrate each subband respectively to 
get its energy, and finally obtain 2½-dimensional spectrum subband distribution 
eigenvector 

1

1 1 1
1 2( , , , )

M
Z Z Z  of M2-dimensional ship radiated noise.  

③ Implement level M3 wavelet decomposition to the ship radiated noise bellow 
2kHz, and calculate the spectrum energy of each subband respectively to obtain scale-
energy eigenvector 

3

3 3 3
1 2( , , , )

M
Z Z Z  of the ship radiated noise;  

④ Combine the subband energy distribution eigenvectors from step 1 to 3 to form 
a (M1+M2+M3) dimensional synthetic eigenvector of ship radiated noise: 

1 2 3

1 1 1 2 2 2 3 3 3
1 2 1 2 1 2( , , , , , , , , , , , )

M M M
Z Z Z Z Z Z Z Z Z ;  

⑤ Use correlation matrix of eigenvector 
1 2 3

1 1 1 2 2 2 3 3 3
1 2 1 2 1 2( , , , , , , , , , , , )

M M M
Z Z Z Z Z Z Z Z Z  as 

production matrix, carry out K-L transform for it to turn a (M1+M2+M3)-dimensional 
vector to a M-dimensional classification eigenvector 

1 2( , , , )MZ Z Z .  

The procedure of the aforementioned decision tree classification method is:  

Step a: Use the acquired class I ship target SVM classifier to recognize the testing 
sample. If it dose not below to class I then carry on step b;  
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Step b: Use the acquired class II ship target SVM classifier to recognize the testing 
sample. If it dose not below to class II then carry on step c;  

Step c: Use the acquired class III ship target SVM classifier to recognize the testing 
sample. If it dose not below to class III then it fail to recognize any class.  

 

Through experiment, we choose Gaussian radial basis function SVM for 
classification recognition between class I and class II,III, and choose polynomial 
kernel function SVM for classification recognition between class II and class III, it 
can get the best result. The optimal parameters for the time being are: the order of 
polynomial kernel function q=3, parameter of Gaussian radial basis function σ=0.5. 
Table 1 gives the experiment result:  

Table 1. Classification recognition result of SVM classification decision tree for 3 kind of 
targets (σ=0.5, q=3)  

Training sample set Testing sample set 
Sample  
classes Samples 

number 
Correct 

recognition 
number 

Recognition 
ratio 
(%) 

Samples 
number 

Correct 
recognition 

number 

Recognition 
ratio 
(%) 

Class I 15 15 100 50 41 82 
Class II 15 15 100 50 41 82 
Class III 15 15 100 50 41 88 

4   Conclusion 

This paper fuses the latest signal processing method of multitarget information 
separation, location and recognition effectively, and develops advantages of blind 
source separation, blind deconvolution location and SVM technique respectively, and 
proposes ship multitarget classification and location technique especially appropriate 
for the underwater environment. We study its principle and give a detailed implement 
procedure, and validate its effectiveness through real ship radiated noise. It is 
important to point out that blind signal processing technique has its inherent 
superiority which avoids complicated analysis of signal transmission problem come 
from the complex and unstable underwater channel, so it is an applicable underwater 
multitarget location technique and provides classification samples for multitarget 
recognition at the same time, and also has wide development prospect.  
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Abstract. A novel diimine ligand 9-(N-butyl)-4,5-diazafluoren(BADF) and 
corresponding rhenium tricarbonyl complex Re[(BADF)(CO)3Cl] (BADF-Re) 
have been synthesized. Photophysical behaviors are investigated by UV-vis 
absorption and fluorescence spectrometry. It is found that the triplet metal-to-
ligand charge-transfer dπ(Re)-π*(N-N) (3MLCT) emission of BADF-Re 
centered at around 563nm. Theoretical calculation revel that the energy gap 
between the HOMO and LUMO is 2.42 eV, wich is similar to that (2.43 eV) 
obtained from the optical absorption spectra. 

Keywords: Synthesis, Rhenium(I) complex, 4,5-diazafluoren, Theoretical sudy. 

1   Introduction 

During the past few decades, the coordination chemistry of rhenium has been 
intensively studied, mainly due to their versatile photophysical and photochemical 
properties. This class of complexes, with low-lying metal-to-ligand charge-transfer 
(MLCT) excited states and fairly long lifetimes, have been widely used as 
photosensitizers for a variety of reactions, including photoisomerization. Among the 
various Re(I) complexes reported in the literature[1-4], many researchers have 
focused on a particularly important class of complexes with the type of fac-
[Re(CO)3(N-N)(X)], where N-N = diimine and X =halides. The spectroscopic and 
redox behaviour of the Re(I) complexes are ligand dependent and can be tuned  
by varying the identity of their chelate ligands. Most attention has focussed on 
common chelating ligands such as bipyridine (bpy) and phenanthroline (phen) in 
which differences in electronic and steric properties of the ligands may lead to 
changes in the properties of their metal complexes. It is interesting to find that the 
synthetic rhenium complexes exhibited good photophysical and photochemical 
properties due to efficient sensitization by the ligand. Herein we synthesis a novel 
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ligand, 9-(N-butyl)-4,5-diazafluoren, and also its Re complex. The synthetic detail, 
spectroscopic and results are reported in this paper. 

2   Experimental 

2.1   Materials 

All solvents were reagent grade, except for photophysical and photochemical 
measurements. 1,10-phenanthroline(Phen), 4-toluenesulfonic acid(PTSA) and n-
butylamine were purchased from Aladdin-reagent Co. Rhenium pentacarbonyl 
chloride (Re(CO)5Cl) was purchased from Acros Chemical Co. 4,5-diazafluoren-9-
one(Dafo) was prepared using a reported procedure[5]. 

2.1.1   Synthesis of 9-(N-butyl)-4,5-Diazafluoren (BADF) 
A mixture of 4,5-diazafluoren-9-one(0.200g, 1mmol), n-butylamine(0.088g, 
1.2mmol) and 4-toluenesulfonic acid(PTSA) (0.019g, 0.1mmol) were dissolved in 
10mL toluene. The mixture was heated to reflux for 8 h. Most of the solvent was then 
removed in a water bath under reduced pressure, and the precipitate formed was 
filtered. The crude product was purified by recrystallization twice from toluene to 
give the desired product as a pale yellow solid. Yield: 0.166g (70%). 1H NMR (δ, 
CDCl3, 400MHz): 8.80-8.82 (t, 2H), 8.00(m, 2H), 7.36-7.38(t, 2H), 4.16-4.20(t, 2H), 
1.91-1.95(m, 2H), 1.55-1.56(m, 2H), 1.01-1.05(t, 3H). 

2.1.2   Synthesis of BADF-Re 
9-(N-butyl)-4,5-diazafluoren (0.066g, 0.276mmol), Re(CO)5Cl (0.100 g, 0.276mmol) 
and 10 mL toluene were heated to reflux under N2 for 9 h. After the mixture was 
cooled to RT, the solvent was removed in a water bath under reduced pressure. After 
removal of the solvent, the residue was triply recrystallized from toluene. Yield: 0.11g 
(73%). 1H NMR (δ, CDCl3, 400MHz): 8.86-8.88(t, 2H), 8.20-8.22(t, 2H)，7.65-
7.68(m, 2H), 4.23-4.25(t, 2H), 1.92-1.96(m, 2H), 1.55(m, 2H), 1.01-1.05(t, 3H). 

2.2   Physical Measurements 

1H NMR spectra were obtained on a 400 MHz Bruker system, using tetramethylsilane 
(TMS) as internal reference. CDCl3 was used as the solvents. UV-vis absorption spectra 
were measured using a Perkin Elmer Lambda-900 spectrophotometer. Fluorescence 
spectra were determined with a Hitachi F-4500 fluorescence spectrophotometer. 

3   Computational Details  

All calculations were performed with the Gaussian 03 program package employing 
the density functional theory (DFT)[6] with B3LYP  functional[7]. Re ion was  
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described with the LANL2DZ basis set, whereas 3-21G* basis set was used for C, H, 
N, O, and Cl atoms. 

 

 

Scheme 1. Synthesis route of the Re complex. 

4   Results and Discussion 

4.1   Synthesis 

The synthetic pathway of the Re-complex is as shown in Scheme 1. The diimine 
ligand  9-(N-butyl)-4,5-diazafluoren(BADF) was synthesized in two steps according 
to the modified literature procedure[8]. BADF-Re were prepared by the modified 
literature procedures[9]. The structures of the compounds were confirmed by  
1H NMR. 

Table 1. Absorption and emission spectra parameters of BADF and BADF-Re in CH2Cl2 
solution at RT. 

Compound medium 
Absorption 

(λ, nm) 
Emission 
λmax(nm) 

BADF CH2Cl2 245, 304, 317  

BADF-Re CH2Cl2 232, 323, 390 563 

 

4.2   Physical Chemistry 

The absorption spectra of compounds BADF and BADF-Re were measured, and the 
data were summarized in Table 1. As shown in Figure 1, the absorption spectra of 
compounds BADF and BADF-Re consist of several absorption bands in the 230-510 
nm spectral region. By comparison to the absorption of the free BADF ligand, The 
intense absorption band of the rhenium complex, related to intraligand (π-π*) 
transitions, are observed in the UV spectral region (<350 nm). The relatively weak  
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absorption bands in the range 350-510nm are tentatively attributed to an admixture of 
metal-to-ligand charge-transfer states, dπ(Re)-π*(N-N) (MLCT).  

The emission spectra of BADF-Re in CH2Cl2 is also shown in Figure 1. Upon 
irradiation with 366nm light, the complex of BADF-Re emit strong emission bands at 
around 563 nm in dichloromethane solutions, which can be predominantly assigned to 
radiative transitions from 3MLCT level [10]. 

 
Fig. 1. UV-vis spectra(A) of BADF-Re and BADF and emission spectra(B) of BADF-Re in 
CH2Cl2 solution at RT. 

4.3   Theoretical Calculation  

The partial molecular orbital diagram of BADF-Re with several highest occupied and 
lowest unoccupied molecular orbital contours are shown in Figure 2. The HOMO of 
the Re(І) complex is mainly composed of the d Re orbital and the π-orbital localized 
on CO and Cl moieties. The LUMO of the Re(І) complex is mainly composed of the 
π* orbital localized on the diimine ligand. The value of the energy separation between 
the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular 
orbital (LUMO) equals to 2.42 eV, which is close to that (2.43 eV) obtained from the 
optical absorption spectra. 
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Fig. 2. Calculated molecular orbital diagrams and electron density of selected molecular 
orbitals of BADF-Re. 
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5   Conclusions  

In summary, we reported the synthesis and characterization of a novel rhenium 
complex, BADF-Re, containing 4,5-diazafluoren derived ligand. It is found that 
BADF-Re present the triplet metal-to-ligand charge-transfer phosphorescent 
transitions (3MLCT) center at around 563nm. Theoretical calculation revel that the 
energy gap between the HOMO and LUMO is 2.42 eV, wich is similar to that (2.43 
eV) obtained from the optical absorption spectra. 
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Abstract. In this paper, we propose a novel data embedding method based on 
the pixel segmentation strategy with minimum distortion. The well-known 
exploring modification direction (EMD) embedding method achieves a high 
image quality; however, the corresponding embedding capacity is low. Some 
recent works extended the embedding capacity of EMD method by using 
various strategies. Inspired by Lee et al.’s work, the proposed method uses an 
indicator bit to improve the stego image quality under various payloads. The 
experimental results revealed that the proposed method not only greatly 
enhances the embedding capacity of EMD, but also maintains a very acceptable 
image quality. 

Keywords: EMD, Data Embedding, Embedding Capacity. 

1   Introduction 

Data hiding imperceptibly embeds data into a cover media so that messages can be 
delivered secretly [1]. Digital images are often used as carriers to deliver messages. A 
cover image is an image that is used to carry data, and a stego image is the image that 
carried data. Embedding distortion is occurred when data are embedded into a cover 
image [2]. Generally, the distortion caused by data embedding should be as small as 
possible. A low-distorted stego image not only provides better image quality but also 
has smaller chance from being detected [3].  

Based on the reversibility of the stego image, the data hiding method can be 
classified into reversible [4]-[7] and non-reversible [8]-[11]. Reversible data hiding 
methods offer the capability to recover the stego image to the original (cover) image. 
However, the embedding capacity is often smaller than those of non-reversible ones 
under the same payload. Therefore, when a large payload is crucial and the 
reversibility of the stego image is not required, the non-reversible methods can be 
applied to these applications.  

LSB replacement is a method that embeds data by replacing the least significant 
bits of image pixels with message bits. Although this method is easy to implement 
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and has low CPU cost, it is widely known that the produced stego image has 
relatively low quality and is vulnerable to the detection of LSB-based steganalysis 
tools [12],[13]. In 2004, Chan and Cheng [8] proposed an optimal pixel adjustment 
process (OPAP) to reduce the embedding distortion caused by LSB replacement and 
had a significant improvement in image quality under the same payload. Mielikainen 
[9] in 2006 proposed a LSB Matching Revisited method in which a pixel pair carries 
two bits and only modifies one pixel a grayscale value at most. Inspired by 
Mielikainen, Zhang and Wang [10] proposed the exploring modification direction 
(EMD) method to further enhance the image quality by reducing the embedding 
distortion. EMD embeds a digit in base 2 1m +  into m pixels by adding or subtracting 
one grayscale unit of a pixel at most. Lin et al. [11] in 2010 further extent Zhang and 
Wang’s work by calculating the best number of pixels as an embedding group for a 
given payload to minimize the image distortion, and had better image quality over 
EMD under the same payload. However, the maximum payload of EMD and Lin et 
al.’s works is only 1

22 log (2) bpp.  

To further extend the payload of EMD, several works have been proposed recently. 
Lee et al. [14] in 2008 proposed a high payload data hiding method by using pixel 
segment strategy (PSS). Chao et al. [15] also proposed a diamond encoding method 
(DE) to extent the payload of EMD by using a diamond-shape neighborhood set as 
the guide to embed data. In DE, a pixel pair is used to carry a digit in base 

22 2 1k k+ + , where k is the embedding parameter. When 1k = , the embedding 
performance is equivalent to that of EMD.  

In this paper, we modified Lee et al.’s method by redesigning PSS method. With 
the aid of an indicator bit, the embedding quality can be increased around 1.8 dB. The 
rest of this paper is organized as follows. In Section 2, Lee et al.’s method is briefly 
introduced. Section 3 describes the proposed method and gives a simple example to 
illustrate the proposed method. Section 4 presents the experimental results, and 
concluding remarks are made in the last section.  

2   Relative Works 

Lee et al. proposed a novel embedding method PSS that extends the payload of EMD 
efficiently by using pixel segmentation strategy. In EMD, a digit in base 2 1m +  can 
be carried by m pixels. PSS extends the payload of EMD by using a pixel pair as an 
embedding unit, and a digit in base 2 1n +  can be embedded into each embedding 
unit, where n is the total number of bits to be modified. 

In PSS, pixels in the embedding unit are segmented into two area; namely vector of 
coordinate area (VCA) and vector of modification area (VMA). An embedding unit 
consists of two pixels. The bits that correspond to VCA in the first and second pixel 
are denoted by vca1 and vca2, respectively. Similarly, the bits that correspond to 
VMA in the first and second pixel are denoted by vma1 and vma2, respectively. VCA 
of an embedding unit is obtained by concatenating vca1 and vca2, and VMA is 
obtained by concatenating vma1 and vma2, as shown in Fig. 1. The VCA is served as 
a seed for generating random integers using a hash function, and VMA is used as a 
guide to conceal data.      
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To embed data, VCA are hashed to generate random integers. VMA is then 
replaced by a bit string that is calculated by an extraction function using these random 
integers as an input argument. The stego pixels are then obtained by converting VCA 
and VMA back to 8-bit pixel pair. To extract the embedded digit, the VCA and VMA 
of the stego pixels are obtained, and the random integers generated by using the VCA 
as the seed are calculated and modified according to VMA. The embedded digit is 
then extracted by applying the extraction function to the modified random integers.  

3   The Proposed Method 

This paper proposed a method PSS-IB to extend PSS method by using an indicator bit 
to improve the image quality. Although PSS method significantly increases the 
payload of EMD, it also distorted the image quality considerably. To eliminate this 
problem, the proposed PSS-IB method segments an indicator bit form VCA. The 
indicator bit is flipped if required to enhance the image quality. The segmentation of 
VCA and VMA of the proposed method is shown in Fig. 2.  

 

 
 
 

Let I be an eight-bit grayscale image, 1v and 2v be the number of bits that are used to  
represent vma1 and vma2, respectively. In this case, a digit in base 1 22( ) 1v v+ +  is 
embedded into each pixel pair. The detailed embedding procedure is listed as follows. 
 
Step 1. Partition the cover image I into blocks of size 1 2× , and associate each n-

element logical outcome a bit string of length n, 1 2n v v= + . 

vca1 

First pixel 

vma1 vca2 vma2

Second pixel 

vca1 vma1vca2 vma2

VCA VMA indicator bit 

vca1 

First pixel 

vma1 vca2 vma2

Second pixel 

vca1 vma1vca2 vma2

VCA VMA 

Fig. 1. Bits segmentation of the first and second pixel of an embedding unit. 

Fig. 2. VCA and VMA of the proposed method. 
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Step 2. For each block, pixels are converted to their binary representation (totally 16 
bits), and then are segmented the bits into VCA, an indicator bit, and VMA.  

Step 3.  Use VCA as a seed and apply a hash function to generate n random integers 

1 2, , , ng g g .  

Step 4. Calculate ( ) ( )1 2 1 2, ,..., ( 1 2 ,..., ) mod 2 1f n nE f g g g g g g n n= = × + × + × + , 

where fE  is the extraction function.  

Step 5. If fE S= , set the logical outcome to be ( )1 2, ,..., ng g g . Otherwise, calculate 
( ) mod(2 1)fx S E n= − + and the logical outcome can be obtained by 

performing the following modification: If x n≤  the thx element of 
( )1 2, ,..., ng g g  is increased by one; otherwise, the th(2 1 )n S+ −  element of 
( )1 2, ,..., ng g g  is decreased by one.  

Step 6. The VMA of the embedding unit is replaced by the associated bit stream of 
the calculated outcome. 

Step 7.  Flip the indicator bit to check whether the result is closer to the original pixel 
value. If yes, the indicator bit is flipped.  

Step 8. Repeat Steps 2-7 until the entire secret data are embedded.  
 

To extract the embedded digits, the stego pixel pair is segmented and converted to 

VCA and VMA. The integers ( )1 2, ,..., ng g g′ ′ ′  is obtained by using the hash function 

with the seed VCA. According to VMA, the modified logical outcome 

( )1 2, ,..., ng g g′′ ′′ ′′ is determined. The embedded secret S can then be obtained by 

calculating ( ) ( )1 2 1 2, ,..., ( 1 2 ,..., ) mod 2 1n nS f g g g g g g n n′′ ′′ ′′ ′′ ′′ ′′= = × + × + × + .  
Here is a simple to illustrate the proposed method. Let the original pixel pair be 

(183,155) , 1 1v = 2 2v = , and 70S = . In this case, 3n =  and there are 7 possible 

logical outcomes. Suppose we associate logical outcomes 1 2 3( , , )g g g , 1 2 3( 1, , )g g g− , 

1 2 3( 1, , )g g g+ , , 1 2 3( , , 1)g g g +  with the bit streams ‘011’, ‘100’, ‘010’, ‘101’, 

‘001’, ‘110’, ‘000’, respectively. Firstly, we convert the pixel pair into their binary 
representation, and obtained 2(10110111,10011011) . The VCA of this embedding 

unit is 2(101101110011)  and VMA is 2(111) . Suppose a hash function is applied to 

VCA and obtains the random integers (57,197,33) . Because (57,197,33) 4f S= ≠ , 

we have (0 4) mod 7 3x = − = . Since x n≤ , the logical outcome is 1 2 3( , , 1)g g g +  

and the corresponding bit stream is ‘000’. Therefore, the VMA is replaced by ‘000’. 
The recovered binary representation of VCA and VMA is 2(10110110,10011000)  

and the decimal value is (182,152). However, if the indicator bit is flipped, the 
decimal value is (182,156), which is closer to the original value (183,155) . Therefore, 

we replace the (183,155)  by (182,156), and the digit 70S =  is embedded.  

To extract the embedded digit, The VCA 2(101101110011)  and VMA 2(000)  of 

the marked pixel pair (182,156) are obtained. The random integers (57,197,33)  are  
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calculated by using the hash function with the seed VCA. The associate logical 
outcome of VMA is 1 2 3( , , 1)g g g + ; therefore, the random integers are modified to 

(57,197,34) . Calculate ( )57,197,34ES f= , we obtain the embedded digit 70S = .  

4   Experimental Results 

In this section, several experiments were performed to demonstrate the embedding 
performance of the proposed method. Four standard test images obtained from USC-
SIPI image database [16] were used in the experiments, as shown in Fig. 3. These test 
images are 8-bit, and the size of each image is 512 512× . 

 

 
 

 
The embedded data were generated by using a pseudo random number generator 

(PRNG). The peak signal to noise ratio (PSNR) was used to measure the image 
quality. PSNR is defied as  

2

10
255

PSNR 10log
MSE

= , 

where MSE is the mean square error between the cover image and the stego image. A 
higher PSNR indicates that the stego image has better image quality. 

Table 1 shows the comparison of the proposed method and Lee et al.’s method 
under the same number of VMA bits. The numbers listed in the left column and top 
row are the number of bits used to represent vma1 and vma2, respectively.  

As can be seen in Table 1, the proposed method always has high PSNR under the 
same payload. The improvements are more significant when the payloads are higher. 
For example, at the payload 393,216 bits, the PSNRs of the proposed method and Lee 
et al.’s method are 48.05 dB and 46.38 dB, respectively. The improvement is 1.7 dB. 
However, when the payload is 655,360 bits, the PSNR improvement is 2.45 dB 
( 37.19 34.74− ). 
 
 

(a) Lena (b) Baboon (c) Jet (d) Peppers 

Fig. 3. Four test images. 
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Table 1. Embedding performance compassion of PSS method and PSS-IB methods.   

  1 2 3 4 
  PSS PSS-IB PSS PSS-IB PSS PSS-IB PSS PSS-IB 

PSNR 51.11 51.15 46.36 48.08 40.73 43.10 34.72 37.18 1 

Payload 262144 bits 393216 bits 524288 bits 655360 bits 
PSNR 46.38 48.05 44.14 46.26 46.38 48.05 44.14 46.26 2 

Payload 393216 bits 524288 bits 655360 bits 786432 bits 
PSNR 40.75 43.11 40.01 42.46 40.75 43.11 40.01 42.46 3 

Payload 524288 bits 655360 bits 786432 bits 917504 bits 
PSNR 34.74 37.19 34.56 37.00 34.74 37.19 34.56 37.00 4 

Payload 655360 bits 786432 bits 917504 bits 1048576 bits 

 
Figs. 4 (a) and (b) depict the payload versus PSNR of the Lena image of PSS and 

PSS-IB methods. In Fig. 4 (a), we set 1 1v =  and 2 2v = . In Fig. 4(b), 1 3v =  and 

2 4v = .  

 

 
 

 
Fig. 4 reveals that the proposed method always has image quality under various 

embedding rate. For example, when 1 1v = , 2 2v =  at 1 bpp, the image quality of the 

proposed PSS-IB method is around 48.08 dB, which is 2 dB higher than that of PSS 
method.  

5   Conclusions 

This paper proposed a modified version of Lee et al.’s method by inducing an 
indicator bit. The indicator bit is not part of VMA, and therefore does not join the 
hash process. Instead, the indicator is capable of providing a lower distortion to the 

(a) 1 1v = , 2 2v =  (b) 1 3v = , 2 4v =  

Fig. 4. Comparison of payload versus PSNR 
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cover image. Experimental results revealed that the proposed method effectively 
increases the image quality around 2 dB compared to Lee et al.’s method. Because 
our method produces a relatively high image quality, the proposed method can be 
used in applications where high quality stego image is demanded.  
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Abstract. This paper presents the design of wireless and motor control system for 
Amoeba-like robot based on the radio frequency chip of nRF24L01. Atmega16 is 
used as a micro-controller which is in charge of configuring nRF24L01 to fulfill 
the wireless transmitting and receiving control information. The wireless 
communication module transmits the information which is collected by the robot 
into the upper machine. After that the upper machine offers relevant control 
instructions to the robot in order to control the motors of the robot. These 
instructions accomplish the robot’s movement such as moving forwards and 
backward, turning the corner or entering the narrow hole and so on. 

Keywords: Amoeba-like robot, wireless communication, motor control. 

1   Introduction 

More and more natural disasters bring the search-and-rescue robot into people’s 
sights. The main task of the search-and-rescue robot can be described as locating the 
wounded by bringing the sensors into the relic or taking the place of rescue personnel 
or dogs to implement the rescue work. This requires the robot to acclimatize itself 
better and vary its mode with the change of the environment. 

Observed through a microscope, the amoeba has a granular cytoplasm or 
protoplasm in the body of the cell and a non-granular, hyaline region at the tip of an 
advancing pseudopod[7]. It works by way of an elongated toroid which turns itself 
inside out in a single continuous motion, effectively generating the overall motion of 
the cytoplasmic streaming cytoplasmic tube [8]. In other words, the amoeba 
movement mechanism is contraction of the tail and expansion of the front-end and it 
is illustrated in figure 1. The design of amoeba-like robot is based on this mechanism. 
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Fig. 1. The movement mechanism of amoeba[2] 

2   The Introduction of Amoeba-Like Robot 

In the macroscopic view, the implementation of cytoplasm turning inside out is 
difficult. Therefore, a kind of thin skin which is easy to bend is used and it is made 
into circle column shape. The liquid is injected into the cavity and this structure is 
called fluid filled toroid[9]. The appearance of robot is showed in figure 2. The robot 
is cylindrical when it is static and there are 16 driving rings fixed on the inner and 
outer skin of the robot. Each driving ring is made of anti-elastic ropes and used to 
compress the relative part of the skin. Every control loop has six nodes of framework 
and they are distributed respectively 30°, 90°, 150°, 210°, 270°, 330° with the motor 
shaft. These nodes are used for fixing the ropes and making the motor torque into the 
tangential force of the spherical body. Both ends of the open-loop non-elastic ropes 
fix at the front motor shaft and the rotation of the motors drives the non-elastic rope 
contracted. As figure 1 illustrated, the slender cycle skin can turn over continuously in 
the axial. During the process of turnover, the inner layer of skin turns into the outer or 
vice versa.  
 

 

Fig. 2. The appearance of the robot  
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The robot’s move is driven by the motors. The tail of skin is contracted by different 
degrees of contraction power from the constrictive anti-elastic ropes and this makes 
the flow endoplasm go forward along the direction of the least resistance. That means 
the tail shrinks into the inner surface which is low resistance. The convergent power 
from the non-elastic ropes force the inside and outside skins evert to make the robot 
go forward. This motion simulates the Amoeba movement mechanism effectively. 
Controlling the speed and direction of the motors can urge the robot to move forward, 
make a turn and go through the narrow gap and so on. The following briefly describes 
the control mechanism of moving forward. 

The ropes on the inner and outer surface are in a relaxed state when the robot is 
motionless. The motor’s whirling in positive direction of loop 1 which is near the 
edge of the tail pulls off its circle and spurs the loop 2 behind it. At this moment, loop 
2 also shrinks but the power from it is less than loop 1. When loop 2 comes to the 
circular boundary it repeats loop 1’s action. Meanwhile, the motor of the loop 1 
continues rolling till it comes into the relatively static area. Then the MCU gives the 
reverse voltage to the motor to make it roll back so that the non-elastic rope loosens 
for the front-end expansion. The control loops located in the inner radius of the robot 
expand in the proper order to make the robot moving. The steady and high-efficient 
moving of the robot needs the effective controlling to the motors of the front and tail. 

Based on the above analysis of the robot’s function and structure, the amoeba-like 
robot's wireless communication control and motor control is presented in details as 
follows. 

3   Control System 

In order to detect the environment outside to make sure whether there are obstacles or 
vital signs in front of the robot while the robot is moving, there are several kinds of 
sensors such as pressure sensor, location sensor and ultrasonic integrated in the robot. 
In most cases, the amoeba-like robot works in the anti-structure environment, the 
traditional wire transmission is not applicable. For that reason the wireless 
communication control is adopted. The wireless link between the robot and the user 
interface has been implemented by utilizing 2.4 GHz nRF24L01 radio transceiver. 
The control part of the sensors and wireless communication is based on the Atmel's 
ATmega16 microcontroller running at 8 MHz. The robot moves according to the 
relevant command which is suitable for the outside conditions and sent by the upper 
machine. The command is to control the continuous current dynamo connected with 
the anti-elastic ropes and make the anti-elastic ropes straining. Some part of the 
robot's soft skin is compressed by the constrictive anti-elastic to impel the robot to 
move. The control system consists of several modules including data acquisition 
module, wireless communication module, terminal receiver module and control 
module etc. Figure 3 displays the block diagram of the system. 

3.1   Design of the Wireless and Motor Control System 

The wireless communication is composed of RF chip nRF24L01 and Atmega16, 
connected via SPI interface. The SPI bus system is a kind of synchronous serial 
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peripheral interface using four lines such as serial clock line, master input or slave 
output, master output or slave input and active-low slave select line. 

Atmega16 is an 8-bit COMS micro-controller based on the structure of the 
enhanced low-power AVR RISC. The 16-bit timer can generate high-precision, 
correct phase and frequency PWM waveform. Phase and frequency correct PWM 
mode is based on dual-slope operation and the symmetry of the waveform is very 
suitable for the motor control. 
 

 

Fig. 3. Block diagram of the system 

The single chip radio transceiver nRF24L01 works in 2.4~2.5GHz ISM band, and 
its power supply range is 1.9V to 3.6V, work temperature range is -40~+85℃ , 
maximum data rate is 2Mbps. It has four work modes as follows power down mode, 
standby mode, ShockBurstTM mode and enhanced ShockBurstTM mode. Enhanced 
ShockBurstTM mode is a packet based data link layer. In a typical bidirectional link, 
one will let the terminating part acknowledge received packets from the originating 
part in order to make it possible to detect data loss. The features enable significant 
improvements of power efficiency for bi-directional and un-directional systems, 
without adding complexity on the host controller side. In the view of this easy and 
effective protocol, Enhanced ShockBurstTM mode is utilized in this paper. The 
connection of Atmega16 and nRF24L01 is showed in figure 4. 

As described above about the robot moving forward, only the driving ring’ s and 
shrinking area’s motors are working at each time of the moving process and the 
efficiency is very low. Thus it is necessary to drive the relative static area’s motor to 
achieve the efficient utilization. The motors’ speed is uniform during the process 
above mentioned. The wireless communication is used to select the mode of the 
motors’ running. It makes the robot running in the way of adapting to the external 
environments. 

Micro DC reducer motor GM12-N20VA is used in this paper, the driver of the 
motor is AE2501B which is provided with forward and reverse functions and is ideal 
as a driver circuit for a motor. AE2501B has pins of motor forward output and motor 
reverse output, these two pins are controlled by the pins of motor forward input and 
motor reverse input. The waveform of the pins is showed in figure 5. 
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Fig. 4. Connection of Atmega16 and nRF24L01 

 

Fig. 5. Waveform of the AE2501B 

Table 1. The correspondence of the received data and the way of robot moving 

Data received The way of robot moving 
“0x00” Stop run 
“0x01” Moving forward 
“0x10” Over obstacles 

3.2   Design of Communication Software of the System 

The single-chip Atmega16 of the robot is initialized and set the mode of nRF24L01 in 
the robot as PRX. Meanwhile the upper machine sets the nRF24L01 connected with it 
as PTX through one button on the user interface. The robot is static when it powers 
on. The sensors in the robot acquire the environmental information and send it to the 
upper machine. Then the upper machine sends a control commands according to the 
environment information to make the robot move. When the robot receives the control 
commands successfully, nRF24L01 of robot will be set as PTX by Atmega16 
automatically and nRF24L01 of upper machine will be set as PRX. In the course of 
the robot moving forward, the sensors acquire the environmental information in real-
time. In the process of information received, the interrupt IRQ informs Atmega16 



102 R. Qian, M. Luo, and B. Li 

when a valid address and payload is received respectively and then MCU can clock 
out the received payload from an nRF24L01 RX FIFO to the upper machine. There 
will be an interface designed in future displaying the information received. If the 
robot meets the balk, the robot stops and the mode of nRF24L01 turns to be PRX to 
receive the control messages. The observer decides the next action of the robot 
through the information which the robot sends. Meanwhile the observer presses the 
corresponding button on the interface. At the moment nRF24L01 of the upper 
machine turns to be PTX and sends the control information. Then it turns back to be 
PRX as soon as it receives the response message from the robot. When the robot 
receives the control messages, nRF24L01 is set back as PTX immediately and moving 
as the instructions. The software process of the system is showed in figure 6.  

 

 

Fig. 6. Software process of the system 

4   Experiments 

Based on the analysis, the program is loaded to the single-chip and the joint 
debugging of the hardware and software is conducted. The wireless communication is 
accomplished and the motors are controlled to make the robot move. During the 
process of the wireless communication test, the button of the sender is pressed to 
make the LED monitor display ‘1’ meanwhile the sender sends the data ‘01’ to the 
receiver. When the receiver receives the data ‘01’, the motor rotates in the positive 
direction. To the contrary, the motor rotates in the negative direction when receiving 
the data ‘10’ and the LED monitor of the sender displays ‘2’. It is demonstrated that 
the wireless communication control and the control of the robot moving work well. 
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5   Conclusion and Future Work 

The design of the wireless communication control system and mechanism of the robot 
movement are described in this paper. It approves that the robot of the flexible 
structure can move forward or turn around steadily through the experiment and 
simulation. Since the robot is a flexible structure, the ordinary rigid PCB circuits are 
no longer applicable. In the future work, the flexible circuit board will be planed to 
fabricate to accommodate the frame of the robot and the action of the robot will be 
further designed such as crossing the obstacles, drilling the holes and other activities. 
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Abstract. This paper presents a chip implementation of fast frame synchronous 
scheme for forward error correction (FEC) layer of 10 Gb/s Ethernet frame. The 
fast frame synchronous methodology is achieved by changing the endian mode, 
the improved error trapper circuit can work in both syndrome generator mode 
and error trapper mode. One is the current syndrome generator; the other is the 
improved error trapper which works in syndrome generator mode. The two 
syndrome generators can work in parallel. When frame is synchronized, the 
error trapper can return to its normal working mode. A kind of network device 
that realizes the FEC functions is designed and a test network topology is set up 
to test and evaluate the FEC method. Experimental result shows that the frame 
synchronizing speed is twice that of the conventional method, while the 
hardware overhead is very small.  

Keywords: Forward Error Correction (FEC), fast frame synchronous, endian 
mode, Ethernet. 

1   Introduction 

Ethernet is one of the most common digital networking technologies. Specified in the 
Institute of Electrical and Electronics Engineers (IEEE) standard 802.3, the technology 
has a large installed base of compatible network devices. Ethernet technology continues 
to evolve, with newer and faster variants, such as the Gigabit Ethernet, providing 
network speeds of 1 Gigabit per second [1-2]. Forward Error Correction (FEC) is one 
method for improving the bit error rate (BER) of a received signal with low signal to 
noise ratio [3-10]. FEC is a coding technique that uses additional, i.e. redundant 
symbols, as part of a transmission of a digital sequence through a physical channel. 
Because of the presence of redundancy, when errors corrupt the received signal, the 
receiver subsequently recognizes and corrects the errors without requesting data frame 
retransmission [11-12]. It is an error correction technique where in a receiving device 
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has the capability to detect and correct any block of symbols that contains fewer 
symbols than a predetermined number of error symbols [13]. Forward error correction 
layer of BASE-R physical sub-layer for 10 Gigabit Ethernet is proposed in IEEE 802.3-
2008. The FEC sub-layer standard decreases the BER rate from 10-7 to 10-12 [14]. This 
standard is also suitable for 40 G/100 G Ethernet. 

In order to compatible with different Ethernet application layers, the original head 
of FEC layer is compressed for FEC parity bits in this protocol, so that the frame 
length of this layer can be consistent with other application layers. The drawback is 
that it is very difficult to identify each frame boundary. In order to find out the frame 
boundaries, it will take a lot of time to synchronize with the transmit frames. 

Synchronizing controller needs to get the correct frame start position, so that the 
frame can finish the synchronization. The drawback of conventional method is that it 
can only detect one frame boundary at one time during the procedure of finding the 
frame start position. Under the application environment of carrier Ethernet, it is 
necessary to improve the transport performance of the Ethernet physical channel by 
using a special method. Based on the frame structure defined in IEEE 802.3-2008, 
this paper presents a novel structure which can detect two frame boundaries at one 
time. Thus it greatly improves the FEC decoding speed.  

In this paper, we propose a novel frame boundary detecting structure for forward 
error correction layer of 10 Gb/s Ethernet frame. By changing the endian mode, the 
improved error trapper circuit can work in both syndrome generator mode and error 
trapper mode. One is the current syndrome generator; the other is the improved error 
trapper which works in syndrome generator mode. The two syndrome generators can 
work in parallel by adding small hardware. When frame is synchronized, the error 
trapper can return to its normal working mode. So the frame boundary detecting speed 
can be accelerated by detecting two frame boundaries at one time, and the frame will 
be fast-synchronized. 

The remainder of this paper is organized as follows. Section 2 addresses the 
proposed FEC decoding structure. Section 3 presents experimental result. Section 4 
summarizes the conclusions from this paper. 

2   Proposed Fast Frame Synchronous FEC Decoding Structure 

In conventional scheme, due to pipelined structure in hardware, nearly half of frames 
will be given up, and the detecting time become longer as well as the frame 
synchronizing speed is very lower. This paper optimizes the FEC decoding structure 
and accelerates the frame synchronizing speed. 

2.1   The Conventional FEC Decoding Circuit Structure 

Fig.1 shows the conventional FEC decoding circuit structure. The common FEC 
decoder in chip implementation is composed of three parts: Syndrome Generator, 
Error Trapper module and Error Pattern Correction module. 
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Fig. 1. FEC decoding circuit structure 

 

Syndrome generator does mod operation for g(x), g(x) is the polynomial generated 
by FEC, and the remainder is the syndrome.g1-g31 are the polynomial coefficients. 
Since the FEC operation is in Galois field, all add/sub operation are related to exclusive-
OR operation. So the circuit of syndrome generator is equivalent to a shifting subtract 
division circuit, and the remainder is syndrome. If syndrome is ‘0’, there is no error of 
the input frame, and the parity checking is successful, then the data frame is 
synchronous. 

If syndrome is not ‘0’, then syndrome is sent to the error trapper. The error trapper 
realizes the ((.)/x) mod g(x) operation in Galois field. Each result will be compared 
with the FEC error pattern. If the comparison is correct, it means the error can be 
corrected. The error pattern and the error position will be recorded and sent to the 
error pattern correction block. The error pattern correction block reads the receiving 
data stored in cache and do exclusive-OR operation with the error pattern in error 
position. Thus decoding process is finished. 

Only syndrome is working before the frame is in synchronous state. The error trapper 
and the error pattern correction block will only be started after the frame 
synchronization. 

The syndrome generator includes 32 bit registers, 32 exclusive-OR gates and 31 
AND gates. The inputs of each AND gate are MSB bit D31 and related coefficient gx. 
The output of each AND gate is then exclusive-ORed with the lower bit register, the 
result is sent to higher bit register. So the syndrome generator circuit is a 32 stage linear 
feedback shift register (LFSR). After all frame data input to the syndrome generator, all 
register outputs are then input to error trapper. If data which input to the syndrome 
generator are all one frame data, then all register outputs are invalid. At the same time, 
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the syndrome generator also includes some other circuit which is not included in Fig. 1, 
and the circuits are used to generate syndrome control signal indicating whether current 
syndrome output is valid or not. 

Conventional error trapper circuit is composed of 32 bit register, 31 exclusive-OR 
gates, 31 AND gates and 32 multiplexes. The error trapper in Fig. 1 is also a 32-stage 
LFSR. 

This paper proposes a novel error trapper circuit which can work in both syndrome 
generator and error trapper modes by changing the endian mode. 

2.2   Proposed Error Trapper Circuit Structure 

Fig. 2 shows the proposed error trapper circuit structure. 
 

 

Fig. 2. Proposed error trapper circuit 

In Fig. 2, the switch of little endian mode and big endian mode is controlled by 
endian controller. Mode select signal determines whether coefficient gx or g(32-x) is 
input to the AND gate. 

When in normal mode, the mode select is set ‘0’, the error trapper operates in little 
endian mode. The circuit function equals to the conventional error trapper. It receives 
the syndrome generated by syndrome generator in the order that the MSB is D31 and 
LSB is D0. The error pattern is in the same order. 

When the mode select is set ‘1’, and syndrome input control is set ‘0’, the error 
trapper works in big endian mode. It realizes the function of syndrome generator. The 
error trapper’s equivalent circuit is shown in Fig. 3 when it works in big endian mode. 

 

 

Fig. 3. Error trapper equivalent circuit in big endian mode 

In Fig. 3, each parameter of AND gate node is inverted compared with that of 
normal mode. Codeword are input from the right side of LFSR. Syndromes are output 
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in parallel from D0:D31 when FEC parity checking is finished. The MSB bit of 
output order is in D0 and LSB bit is in D31.  

 

 

Fig. 4. Error trapper equivalent circuit in little endian mode 

2.3   FEC Receiving Layer Structure with Fast Frame Synchronous Methodology 

Fig. 5 shows the FEC receiving layer structure in different working mode with the 
modified error trapper integrated into the FEC decoder system. Fig. 5(a) is the 
structure when frame is not in synchronous state, and Fig. 5(b) is the structure when 
frame is in synchronous state. 
 

     
         (a) Before frame synchronization                  (b) After frame synchronization 

Fig. 5. The FEC fast frame synchronous structure 

In Fig. 5, the FEC receiving structure includes a data stream synchronous system 
for Ethernet forward error correction. Fig. 5 can be used for both one bit input and 
multi-bit input. In Fig. 5(a), the modified error trapper works in syndrome generator 
mode. When one frame and one bit data (2113 bits) input to the FEC receiving layer 
during frame synchronizing operation, bit (0,2111) will be sent to syndrome generator 
and do syndrome parity check after it does exclusive-OR operation with PN-2112 
sequence. Bit (1, 2112) will do exclusive-OR operation with one clock cycle delayed 
PN2112 sequence since it is one bit later than bit (0, 2111). Then it will be done 
syndrome check in error trapper which works in syndrome generator mode. After 
synchronization, as in Fig. 5(b), the error trapper restore to its normal working mode 
that is error pattern correction mode. It is the same as the current FEC decoding 
system. 
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The improved synchronous scheme is as following: 
 
Step 1. Detect two consecutive supposed frame boundary positions. Suppose a 

frame boundary by shifting register, and define the supposed frame boundary to be 
the initial frame F1, descrambling operation is done by PN-2112 sequence generated 
by PN-2112 generator. At the same time, shift one bit of F1 frame boundary and the 
new position is defined to be the other supposed frame boundary. Suppose the frame 
which starts from this position to be F2. Descrambling operation is done by the 
delayed PN-2112 sequence which delays 1 bit. Syndrome generator does FEC check 
for descrambled F1, and error trapper which works in syndrome generator mode does 
FEC check for F2. If the two results fail, then shift the candidate frame to skip 2 bit 
position and try again. 

Step 2. For a supposed frame boundary, the synchronizing controller will confirm 
the FEC check results of n consecutive frame according to the output results of 
syndrome generator. If the checking result of any one of the F1, F2 frame is correct, 
the synchronizing controller will trace the following n frames after the correct frame. 
If any one of the n frames has errors, the synchronizing controller will control the 
shift register to skip 2 bits, and then start the entire frame synchronizing process. If all 
FEC check results of the n consecutive frames are correct, then go to step 3. 

Step 3. The frame synchronizing controller will take the correct frame initial 
position as the frame initial position, and frame synchronization is established. The 
error trapper will switch to error diagnosis mode, and syndrome generator will 
continue to trace the frame check results of the receiving data. 

Step 4. If m consecutive blocks are received with bad parity, then drop frame 
synchronization and restart again. If n consecutive blocks are received with good 
parity, report ‘Frame Sync’. 

 
The two syndrome generators can work in parallel by adding small hardware. One 

is the current syndrome generator; the other is the improved error trapper which 
works in syndrome generator mode. When frame is synchronized, the error trapper 
can return to its normal working mode. 

3   Experimental Results 

The proposed structure is realized by Verilog HDL, and the chip has been fabricated in 
65 nm CMOS process. In order to verify the FEC method, a kind of network device is 
designed to carry out the FEC method. An E1 over Gigabit Ethernet system is realized 
in the network. First, non FEC end-to-end performance is tested. Then, end-to-end 
performance using the FEC method is also tested by setting up the FEC configuration. 
Test result shows that the fast frame synchronous FEC method improves the frame 
boundary detecting speed greatly. Compared to conventional method, two syndrome 
generators can work in parallel mode with only small extra hardware overhead. It only 
needs to shift 1055 times in worst case, the decoding system will detect the correct 
frame boundary. Table 1 shows the end-to-end performance comparison result.  
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Table 1. End–to-end performance comparison result 
 

Back ground flux input 622Mb/s 2.5Gb/s 10Gb/s 

Error code Few Many Many 

AIS light Blink Blink On 

Connection OK Fail Fail 

No 

FEC 

Method 

Voice Bad - - 

Error code Null Null Few 

AIS light Off Off Off 

Connection OK OK OK 

Using 

FEC 

Method 

Voice Good Good Good 

 
In Table 1, “Connection” represents whether the telephone connection can be built 

or not. “AIS” is the alarm indication signal light in the device, and “Voice” represents 
the voice quality. From Table 1, it is clearly that end-to-end performance is greatly 
improved using the fast frame synchronous FEC method. 

4   Conclusion 

This paper presented a novel forward error correction decoding structure for 10 Gb/s 
Ethernet networks. With the fast frame synchronous methodology, the synchronous 
time is only half that of conventional method. Test result shows that the FEC 
decoding method improves the Ethernet performance obviously. In the meantime, the 
hardware overhead brought by the FEC method is very small. 
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Abstract. Self organizing network (SON) techniques, algorithms and 
eventually standards are critical steps in long term evolution (LTE) femtocell 
deployments. Third generation partnership project (3GPP) standardizes self-
optimizing and self-organizing capabilities for LTE in order to provide the 
upcoming requirements of broadband mobility, development of SON, inter cell 
interference (ICI) elimination, fairness, and quality of service (QoS). The need 
of intelligent radio resource management (RRM) allows the network to have a 
full control over services and the physical radio blocks (PRBs). These features 
should be deeply studied under designing the signaling protocols and RRM 
algorithms. In this paper, important radio resource scheduling aspects are 
discussed.  New feedback scheme for channel quality information (CQI) and a 
new PRBs scheduling method using a priority list created by the RRM 
algorithm are introduced satisfying the predefined requirements of the RRM in 
3GPP LTE networks. 

Keywords: Self organizing network (SON) in long term evolution (LTE), 
Radio resource management (RRM), Decreasing time algorithm (DTA), Simple 
feedback. 

1   Introduction 

Recent increase in mobile data usage and a demand of new applications have 
motivated the third Generation Partnership Project (3GPP) to work on the Long-Term 
Evolution (LTE) as the latest standard in the mobile network technology. Future 
network architectures must be efficiently flexible to support scalability, as well as 
reconfigurable network elements, in order to provide the best resource management 
solutions in hand under effective network employment with low cost. The ultimate 
target is to increase the valuable spectrum efficiency using more flexible and effective 
spectrum allocation and radio scheduling scheme to optimize the QoS, maximize 
system capacity, and satisfy the self-organizing network (SON) requirements. 

Radio resources are scheduled every 1ms in 3GPP LTE network and different 
frequency bandwidths and/or aggregated bandwidths can be assigned to an individual user 
based on the channel condition and availability. Owing to rapidly and instantaneously 
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changing nature of radio channel quality, there must be a sufficiently fast scheduling 
algorithm to compensate the changing channel conditions. Before assigning the 
modulation technique and coding rate to user equipment (UE) by eNodeB (the base station 
(BS) in the LTE network) based on the transmission channel condition, there must be 
defined the physical radio resource blocks (PRBs). Thus, the task of scheduling and 
distribution of the PRBs in 3GPP LTE among users is a complicated process. This paper 
investigates the most important enabling technologies to support the radio resources 
scheduling and ICI cancelation such as frequency reuse and channel quality information 
(CQI), and presents a simple feedback concept form of the UE to the eNodeB, and also 
introduces a PRB scheduling method to be considered in the radio resource management 
(RRM) algorithm of LTE networks with the propose to achieve the balance or tradeoff 
between the simplicity, fairness, and ICI elimination. The rest of this paper is organized as 
follows: the system model and problem statement are discussed in Section 2. Section 3 
introduces the new simple feedback and related physical radio blocks scheduling scheme. 
The introduced scheduling general analysis and problems are presented in Section 4. The 
conclusion remarks are discussed in Section 5.  

2   The System Model and Problem Statement 

None PRBs scheduling algorithms can solve all existing problems associated with the 
maximum number of users with available transmission services, also the limited and 
imperfect channel information used at the BS, QoS, and fairness problems. The most 
important requirements are the accurate channel state information (CSI) at the BS that 
is not easy to obtain according to limited feedback channel capacity. Additionally a 
fairness providing is the common wireless networks problem. CSI has a strong impact 
on the network performance metrics, in particular, the delay, which determines the 
QoS for many applications. We assume that Kau is the total number of active users in 
the cell, that says us about a feedback quality which is sufficiently good to perform 
the down link transmission. Kfb is the number of users that does feedback and we call 
such user the basic-feedback user. Some scheduling algorithm is needed to choose Kch 
(the number of chosen users from the total number of users) to serve simultaneously. 
Evidently, the number of chosen users is between Kau and Kfb, i.e. 

           fbchau KKK <≤                                                  (1)
 

Different kinds of parameters will affect the decision of the scheduling algorithms 
to choose the number of users. Some parameters can serve as the indicator of the 
feedback quality and its threshold. Choice of the number of users to serve based on 
the feedback quality requires an optimal transmission environment and decreases the 
possible number of users with good feedback quality to be served from the total 
number of users that really do and send feedback to the BS. We can always assume 
that Kch is lesser Kfb in the current scheduling algorithms. The previous scenario works 
well against the fairness in the service and the maximum number of users that are 
under service. This means a default of the LTE system throughput and deterioration in 
spectral efficiency defined by the fixed number of feedback bits X, quality indicator ρ 
and its threshold δ. 

The main idea to employ a frequency reuse is to assign the same frequency band in 
different cells that are usually far from each other to avoid high interference between 
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neighboring cells. We can significantly improve the signal-to-interference-noise ratio 
(SINR) without using the same frequency band for neighboring cells [1]. Unfortunately, 
this improvement in SINR causes a reduction in the available spectrum per cell. The 
system capacity can be estimated using Shannon’s formula [2]:  

   ),1(log2 kk SINR
K

BW
TP +=                                          (2) 

where k is the reuse factor meaning that only 1/kth  part of the spectrum can be used 
by a single cell, BW is the LTE total bandwidth in Hz, SINRk is the SINR with reuse k. 
SINR is given by [3]: 
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where Pr is the received power density from the user, acellintrP  is the interference that 

comes from users inside the cell, rcellPinte  is the interference from neighboring cells, 

and N0 is the noise power. 
In order to have a beneficial frequency reuse, an appropriate tradeoff between the 

bandwidth and SINR is important to utilize the spectrum in efficient way by setting a 
frequency reuse factor to proper value and to maximize the cell/user throughput. The 
frequency reuse factor should be chosen according to intercell interference level that 
depends on the cell size. Powerful interference favors a high reuse factor and vice-
versa. In this paper, a soft frequency reuse (SFR) is used. This technique consist of 
splitting the bandwidth into two parts, namely, the full reuse (FR) and partial reuse 
(PR) parts. The FR part uses the reuse factor equal to 1 and the PR part is allocated to 
the cell edge-users. This structure allows us to have two level allocation scheme 
(TLA), where the first level is the cell-level resource allocation (CRA) and the second 
level is the user-level resource allocation (URA). It means that the cell users are 
divided into two categories, namely, the cell centre user (CCU) and cell edge user 
(CEU). This classification can be done using the geometry factor G:  
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where servingP  is the total power generated by the connected BS, servingnonP −  is the 

total power received from all BSs served as the interference sources, and N is the 
portion of the power from BSs that can be modeled as AWGN. 

SFR is the applying frequency reuse factor (FRF) of 1for CCUs and FRF of 3 to 
CEUs [4]. One third of the whole available bandwidth named the major segment can 
be used by CEUs where the packets should be sent with higher power. CCUs can 
access the entire physical radio resources with lower transmission power. To realize 
FRF of 3 for CEUs, the major segments among directly neighboring cells should be 
orthogonal (Fig.1). The power allocation for each type of users can be determined as: 
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where S is the total number of subchannels in LTE system, T is the number of 
available subchannels for the CEUs, α is the power ratio between the subchannel used 
by CEU to the subchannel used by CCU, and P is the reference power signifying the 
uniform transmit power used by each subchannel in a classical reuse-1 system. We 
can see that when α equals 1, PCCU is equal to PCEU, and the SFR is a reuse-1 system. 
As α → ∞, PCCU and PCEU will converge to 0 and 3P, respectively, and the SFR 
becomes a reuse-3 system. 

 

 

Fig. 1. Concept of the SFR scheme in LTE network.  

The introduced SFR scheme (also called reuse 1/3) has low complexity and good 
performance for CEUs. Additionally, it has two main drawbacks, namely, the 
signaling overhead and overall loss of throughput. In the next section, we try to 
overcome these drawbacks. 

3   The Limited Feedback and PRBs Scheduling Scheme  

3.1   The Feedback Scheme 

Since the channel quality information (CQI) has to be available at BS (eNodeB), the 
feedback information can be used for partitioning users. Another important topic here 
is the required number of feedback bits to cover and achieve optimal scenario for LTE 
system and, additionally, to reduce the signaling overhead problem. The number of 
feedback bits is the indicator of the feedback quality and is used by the BS 
(transmitter) to define the served users from the total number of users sending 
feedback to the BS. Based on the previous statement, we see that to apply any kind of 
scheduling scheme there is a need to evaluate the feedback quality and to decide  the  
user should be served or not. In this case, the less the number of the feedback bits the 
less complexity and the best stability in the scheduling model.  

In this case, each eNodeB receives only one bit from each user instead of full 
information about SINR (in the case of MIMO system, UE sends information about 
the SINR for the best beam of every antenna element and this feedback consists of 

rreal NN intege+  numbers). This bit indicates either SINR of the receive antenna is 

over a given value (threshold) or not. Now, the transmission by M beams of the BS 
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transmitter is carried out using a single bit of feedback from each user which 
measures the SINR and compares it with a predetermined constant threshold δ . The 
threshold δ  is considered as a network parameter known by the BS and all users. The 
only bit (“0” or “1”) as a feedback from the user can inform the BS either SINR 
exceeds the threshold value or not. For pre-introduced LTE system, this threshold can 
be adjusted to indicate the CCUs at SINR > δ (“0”), otherwise ‒ CEUs. Another 
scenario is to use two thresholds, 1δ in the case of “0” feedback bit and CCUs, and 

2δ in the case of “1” feedback bit and CEUs. After receiving the previous simple 

feedback from all users, the BS will schedule a radio resource block or blocks for 
each user. The presented method is simple and ensures an effectiveness to decrease 
the signaling complexity of the network. 

3.2   PRBs Scheduling Scheme 

For each transmission time interval (TTI) and in each cell, the BS scheduler assigns 
the PRBs to the UE that have to be served. LTE network uses adaptive coding and 
modulation (ACM) per resource block. Thus, the scheduler determines the 
modulation type for the PRBs assignment process. The proposed scheme can be 
implemented as a scheduling algorithm creating a priority list.  There are many 
possible strategies leading us to create the priority list.  We consider only the 
decreasing-time algorithm (DTA). This algorithm handles the BS to put all users with 
the feedback when SINR > δ  to be among CCUs, and with the feedback when 
SINR< δ  to be among CEUs in the priority list.  

DTA is based on a seemingly simple strategy, namely, at first, we should carry out 
the longer task transmission to a single user and save the shorter task in the last. DTA 
creates a priority of tasks in decreasing order of transmitting time, namely, the longest 
task is the first, and the shortest task is the last.  Tasks with equal transmitting time 
can be listed in any order in the list. The priority list created by DTA is often called 
the decreasing-time list. There is a need to think about a level of fairness for the PRBs 
scheduling process. Different kind of fairness concepts are introduced, such as, a 
multiplication between each user throughput and an individual proportional fair factor 
[5] and the optimization method [6]. DTA strategy keeps all the users in the cell of the 
priority list and assigns PRBs. This procedure guarantees a certain minimum rate for 
each user. By this way, the overall system throughput is maximized while assuring 
that none of the users gets more than a certain maximum rate determined before. To 
calculate the expected throughput of any user, we can use the optimization method 
[6]. This model introduces the binary user/resource block assignment variable x that is 
“1” if the user m obtains resource block r and “0” otherwise. The expected throughput 
of the user m using the block r depends on the expected SINR. The expected SINR is 
derived from the latest SINR measurement. Thus, the expected throughput can be 
presented in the following form: 

        ,)1(log ,2, rmrm INRSfTHR
∧∧

+Δ==                                   (7)            

where fΔ  is the resource block bandwidth. For the QoS criterion, we should take into 

account the guaranteed bit rate (GBR) as the only criterion under different services. 
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Based on user’s GBR and CSI, the required number of PRBs for each user can be 
determined as [7]: 

                                                     
  mPRB

m
m SBWM

GBR
N =                                        (8) 

),1(log2 mm SNIRS +=                                          (9) 

where mSNIR  is the average SINR for user m over whole frequency band, Sm is the 
spectral efficiency of the user m, BWPRB is the bandwidth of a PRB, M is the number 
of OFDM symbols in a PRB, and Nm is the required number of PRBs per TTI by the 
user m. The basic admission control criterion can be presented as the sum of PRBs per 
TTI required by new user requesting admission and the number of active users in the 
cell, and should be less than or equal to the total number of PRBs in the LTE system. 
This admission criterion can be presented in the following form: 
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4   The Scheduling Scheme General Analysis and Problems 

4.1   DTA Problem 

DTA ignores any information in the case if one or more users should be served 
earlier. For instance, if one or more users with long service time cannot begin the 
transmission process until the user with a very short service time is finished, then 
assigning the user with the short time will probably result in a shorter finishing time 
even though assigning the short time user violates the DTA. This problem can be 
solved by using the critical-path algorithm (CPA) that is based on a strategy similar to 
that of the DTA. This algorithm states: there is a need to serve the user with the 
largest critical serving time first and serve the user with shortest critical service time 
last. CPA creates the priority list by listing the users in decreasing order of critical 
service time. Users with equal critical service time can be listed in any order. 

4.2   LTE Network with Enabled MIMO Technology 

In the case of MIMO technology employment in LTE network, when the number of 
users equals to n with the fixed number of transmit antennas M and any number N 
receive antennas, and the beamforming of LTE system based on binary quantization 
of SINR, the system should achieve the typical scaling law of the sum rate 
(throughput) to use the proposed feedback scheme [8]. An important case should be 
considered in the scheme, namely, there is a small probability that at any time one 
beam (or PRB) is not requested from any user that means no user measures SINR on 
that beam. To solve this case we assume that the eNodeB assigns this unrequested 
beam with the purpose to establish a communication with a user picked up randomly 
from the total number of users in the cell. Let Pm be the probability of any beam m to 
be requested and be calculated by the following formula: 
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where δ is the network threshold, and F(x) is the cumulative distribution function of 
the SINR: 
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ρ is the quality indicator. Now we can define the available throughput R in the 
following form: 

[ ],)1log(  E δ>+≥ SSMPR m                                    (13)          

where S is the SINR identically distributed for all users and beams. 

4.3   SFR Scheme 

There are three major frequency reuse schemes that can be used in LTE networks to 
cancel ICI effects, namely, the hard frequency reuse (HFR) with the fixed frequency 
reuse factor (1 or 3 are popular); the partial frequency reuse (PFR); and the soft 
frequency reuse (SFR) that is a part of the discussed scheme in this paper. A simple 
LTE system level simulation shows us that the SFR has a good performance in terms 
of total throughput in the cell (Fig.2). 

 

 

Fig. 2. Comparison between the frequency reuse schemes. 

It is proposed in the 3GPP LTE networks that every 1 ms the radio resources in the 
cell should be scheduled. Thus, the way to speed up the scheduling process is very 
essential and important. SFR processing load is acceptable with good performance, 
especially for the cell edge users. Another frequency reuse schemes are introduced 
and some of them may have better performance than SFR, but there are some 
disadvantages in complexity and high processing load in the eNodeBs. 



120 M.S. Shbat, M.R. Rahaman Khan, and V. Tuzlukov 

5   Conclusion 

Based on engineering viewpoint, the best possible solution can be achieved only when 
elements of the radio network are properly configured and suitable radio resource 
management approaches/algorithms are applied for any PRBs scheduling scheme. In a 
multicell scenario, the intercell interference is the major limiting factor for the LTE 
system performance. This kind of interference becomes critical for the users that are 
near the cell-edge where the interference from neighboring cells is usually very high. 
SFR has a good performance in both the average cell throughput and cell edge user 
throughput. DTA and the simple feedback scheme work jointly to reduce the signaling 
overhead and speed up the scheduling process employing the simple feedback method 
instead of the geometry factor to distinguish the cell-center users (CCUs) and cell edge 
users (CEUs) between each other. Further improvement applying different PRBs 
assignment methods can be done in the form of semistatic versions of SFR. It means 
that the frequency resource configuration is adjusted on a time scale corresponding to 
definite interval, for example, some seconds or longer, that makes the resource partition 
adaptive to the traffic load variety. This procedure leads us to more complicated and 
more signaling and proceeding load in the system. For the proposed scheduling scheme, 
a deep analysis must be done to assure that we obtain an acceptable average scheduling 
delay, and are able to study the scheduling speed, the average throughput of the cell, and 
the achieved fairness level to evaluate the overall performance of the LTE system and 
find the weak points with the purpose to define appropriate scheduling scheme which 
can avoid these undesired problems. 
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Abstract. On the basis of the OTSU methods study, the paper introduced adaptive 
genetic algorithm to optimize algorithm and achieve image segmentation. 
Experiment shows that the speed of the algorithm improves and the quality of 
segmentation is better. Lay the foundation for image recognition in the following. 

Keywords: Image Segmentation, Adaptive Genetic Algorithm, OTSU Method. 

1   Introduction 

Image segmentation is pretreatment stage of pattern recognition. It is the key step from 
image processing to image analysis. Understanding in computer vision, including edge 
detection, feature extraction and target recognition, etc. all depends on image 
segmentation quality. The image processing and recognition effect is directly influenced 
by Image segmentation. Image segmentation is not only one of the most important 
problems in image processing, but also a typical problem in the study of computer 
vision. So far we have failed to find a general method to image segmentation, either an 
objective standard to judge the success of image segmentation [1]. 

Image segmentation is the process of dividing target into many regions of interest 
and extracting interested part of them. There are so many image segmentation 
methods, but it is hard to find a suitable method for each occasion. The segmentation 
methods commonly used include the threshold value method, edge detection and 
regional tracking method. The most commonly used method is the threshold value 
method. Threshold value method is to set a gray image threshold , the gray value 
which is less than the given threshold is set to 0, greater is set to 255. The 
transformation function expression of the threshold value method as follows: 
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Where,  t represents the specified threshold. 
Using threshold value method in combination with other algorithm can get good 

segmentation results. Genetic algorithm is a parallel, efficient and global searching 
method. It is very suitable for large-scale searching space optimization because of its 
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inherent robustness, parallelism and adaptability. It has been widely used in many 
subjects and engineering fields. The application of computer vision is being valued. 
Using genetic algorithm in image segmentation can greatly shorten the time interval 
to search for the threshold, more effective especially when the searching space is 
larger. 

This paper adopts the maximum infra-class variance method optimized by genetic 
algorithm to solve the threshold selection problem in image segmentation. 

2   Algorithm 

One of the most important problems in image segmentation is the selection of 
threshold value. Among the most commonly used threshold value selection methods 
such as the maximum infra-class variance method (OTSU method), the maximum 
histogram entropy method, the minimum error method, the gray histogram method, 
the occurrence matrix method, the correlation coefficient method and so on[2]. OTSU 
method is considered as one of the most outstanding method. 

2.1   OTSU Method 

The maximum infra-class variance method (OTSU method) put forward by OTSU in 
1978 is a threshold value method attracted much more attention. It is derived on the 
theory of the judgment analysis or least square method. Based on gray histogram, this 
algorithm divide the image into target and background, then confirm the image 
segmentation threshold through the maximum infra-class variance. 

According to the gray threshold value, pixel of image is divided into target and 
background parts. The pixel with gray value in the interval  [0,t] belongs to the target 
part, and the pixel with gray value in the interval   [t+1,L-1]belongs to the background 
part. Assume that   represents the sum of grey value and Pi represents the probability 
that the gray value is i .  Then: 
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The average gray of target and background is: 
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The average of the total pixels:  
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The optimal threshold is: 
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The expressions in brackets on the right side of the equation are actually infra-class 
variance. The target and background split out by the threshold t  are two parts which 
constitute the whole image. As the variance is a measure of gray distribution 
uniformity, maximum variance between the target and background means maximum 
difference and minimum rate of mistake, this is the essence of OTSU method [3]. 

2.2   Genetic Algorithm 

Genetic algorithm (GA) abstracted from the evolution of biology. Through the 
simulation of natural selection and genetic mechanism, it formed a kind of search 
algorithm with "generation + inspection" characteristics. GA is put forward earliest by 
professor Holland of Michigan University in 1962. Basic idea of GA is from Darwin's 
evolutionism and Mendel's genetic doctrine. Because of the global search ability, the 
more complex the problems needed to be solved is, the bigger superiority of GA is. In 
GA a problem resolution can be expressed as "chromosome". Particularly in standard 
genetic algorithm (SGA), it generally is expressed as binary code strings. The 
particular set of solution is called "population" and the variable of solution is called 
"gene". According to the survival of the fittest principle, it place the "population" in 
question "environment", then choose adaptive "chromosome" from the environment 
and produce new generation of "chromosome" group that is more adaptive through 
selection, crossover and mutation operation. Just like this, generation after generation, 
it finally comes out to the most adaptive individual of the environment and that is the 
optimal solution of the problem. 

For SGA Goldberg provided its pseudo-code describe as follows: [4] 
 

SGA Procedure  
Begin 
     T=0; 
 

The expressions in brackets on the right side of the equation are actually infra-class 
variance. The target and background split out by the threshold t  are two parts which 
constitute the whole image. As the variance is a measure of gray distribution 
uniformity, maximum variance between the target and background means maximum 
difference and minimum rate of mistake, this is the essence of OTSU method [3]. 
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2.3   Genetic Algorithm 

Genetic algorithm (GA) abstracted from the evolution of biology. Through the 
simulation of natural selection and genetic mechanism, it formed a kind of search 
algorithm with "generation + inspection" characteristics. GA is put forward earliest by 
professor Holland of Michigan University in 1962. Basic idea of GA is from Darwin's 
evolutionism and Mendel's genetic doctrine. Because of the global search ability, the 
more complex the problems needed to be solved is, the bigger superiority of GA is. In 
GA a problem resolution can be expressed as "chromosome". Particularly in standard 
genetic algorithm (SGA), it generally is expressed as binary code strings. The 
particular set of solution is called "population" and the variable of solution is called 
"gene". According to the survival of the fittest principle, it place the "population" in 
question "environment", then choose adaptive "chromosome" from the environment 
and produce new generation of "chromosome" group that is more adaptive through 
selection, crossover and mutation operation. Just like this, generation after generation, 
it finally comes out to the most adaptive individual of the environment and that is the 
optimal solution of the problem. 

For SGA Goldberg provided its pseudo-code describe as follows: [4] 

SGA Procedure  
Begin 
     T=0; 
Initialize P (t); 
     Evaluate P (t); 
     While not finished do 
     Begin  
          T=t+1; 
          Select P (t) form P (t-1); 
          Reproduce pairs in P (t); 
          Evaluate P (t); 
     End 
End 

The image segmentation problem can be defined as an optimization problem. Take 
advantage of high efficiency of GA, it can search out the optimal image segmentation 
threshold which can obtain the top-quality segmentation or separate the target and 
background well. 

2.4   Adaptive Genetic Algorithm Optimize OTSU Method 

Optimizing or improving existing OTSU method with the global search capability of 
GA, we can fix the threshold. In order to put GA into image threshold segmentation 
discussed in this paper, several key problems are discussed as follows: 
 

 Encode 
Adopt binary coding as the coding method. GA is not act directly on the 

question solution space, but on a coded representations space. Coding method will 
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have a dramatic influence on the performance and efficiency of the algorithm. Due 
to there is a total of 256 gray level in gray image, we use 8 bits binary numbers to 
represent the associated chromosome string of threshold. 

 Fitness Function 
Selected fitness function must be able to reflect the evolutionary degree that the 

individual may get or reach the optimum solution. It is the foundation of 
individual operation in GA and has a direct influence on the performance and 
efficiency of the algorithm. The paper adopts below formula as fitness function. It 
is equivalent to optimal threshold formula of OTSU method. The optimization of 
the OTSU algorithm is mainly represented here. 
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 Genetic Parameters 
In SGA it is easy to appear premature that algorithm converge to a local 

optimal solution but cannot converge to the global optimal solution. To solve this 
problem, we can adopt different tactics to improve SGA algorithm. For instance, 
make improvement on coding method, on selection, crossover and mutation 
operators in iterative process etc. The paper adopts an improved adaptive genetic 
algorithm (AGA) to optimize OTSU method. AGA uses adaptive crossover and 
mutation probability to take the place of fixed value 

 

Adopt the combination mechanism of ranking selection method and roulette selection 
method. Introduce the preliminary select mechanism which adds the optimal value of 
father generation into the competition of offspring generation. First put individuals in 
order. 

According to their fitness from large to small, then make choice by the roulette 
method.  

Define crossover probability cp and mutation probability mp as follows: [5] 
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In the formulas, mf  is the maximum fitness value; f is the maximum fitness 

value of each generation group; cf is the larger fitness value of the two individuals to 

crossover; f is the fitness value of the individual to variation. The value of 

coefficient 1l  2l  3l  4l  is in the interval [ ]1,0 . 
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2.5   Flowchart 

From the above, the flowchart of algorithm can be summed up as follows: 
 

 

Fig. 1. The flowchart 

3   Simulation 

In order to validate algorithm, testing experiment is carried out on Intel(R) Core(TM) 
2 2.00 GHz CPU. In the experiment, all programs are programmed with the C 
language and compiled by VC++6.0 software in windows 7 environment. In image 
segmentation experiments of 256×256 pixel grayscale Lena bitmap, OTSU method, 
OTSU method optimized by SGA (SGA OTSU method) and OTSU method 
optimized by AGA (AGA OTSU method) is used respectively. 

The main parameters of GA are chromosome's length, string's length, the population 
size, the population of current generation, individual fitness, crossover probability, 
mutation probability, maximum generation and so on. In the experiments, initial 
population size is 20, the individuals generate randomly. Chromosome's length is 8. 
Total number of iterations is 50, the conditions for the termination is iterative end. The 
crossover probability and mutation probability is determined adaptively. Fig. 2 is the 
image segmentation result of bitmap Lena. 

 

 

Fig. 2. The image segmentation 
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From left to right they are: original image, image segmentation by OTSU method, 
image segmentation by SGA OTSU method, image segmentation by AGA OTSU 
method. Table 1 shows the experiment parameters that can be used to examine 
algorithm quality: 

Table 1. Segmentation Results Evaluation 

 
OTSU SGA 

OTSU 
AGA 

OTSU 

threshold 101 106 116 

time(s) 0.063 0.002 0.014 

generation  13 24 

Experiments show that: 

 From Fig. 2, after segmentation by SGA OTSU method, contrast of the image is 
enhanced, the quality of segmentation is improved. 

 From Table 1, OTSU method requires more time. The kernel of OTSU method is 
calculating infra-class variance, so calculating infra-class variance is necessary 
every time. The reason for AGA OTSU method requires more time than SGA 
OTSU method is that the premature of SGA OTSU method. It converges to a local 
optimal value. 

 From Table 1, AGA OTSU method requires more iterations than SGA OTSU 
method. That is also because of the premature of SGA. Compare to SGA OTSU 
method, the convergence of AGA OTSU method is better, not easy to be 
premature. 

4   Paper Submission 

As a kind of optimized algorithm, GA is applied into image segmentation combine 
with OTSU method. It accelerates the convergence speed of algorithm, greatly 
shortens the threshold searching time and gets better segmentation quality. It 
improves segmentation algorithm efficiency and real-time. Because of the parallel 
processing ability and the global convergence characteristic, using GA in image 
segmentation provides a convenient for the follow-up image recognition. 
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Abstract. A new adaptive sliding mode control algorithm, based on the T-S 
fuzzy model, is proposed to deal with the problems of uncertainty and 
disturbances in networked control system (NCS) . There is variable time delay 
occurs between controller and actuator in the NCS. Firstly, Choosing the time 
delay as premise variables of the fuzzy system, the system with control time 
delay is transformed into the one without time delay based on the fuzzy fusion 
technology. And then, the global sliding surface is designed by the parallel 
distributed compensation technique. Adaptive reaching law and disturbances 
prediction methods are researched. Finally, with a certain variable time delay, 
the simulation results about DC motor illustrate that the proposed scheme is 
effective.  

Keywords: networked control systems(NCS), Takagi-Sugeno model, Discrete 
sliding mode control, Adaptive prediction. 

1   Introduction 

The concept of Networked Control System (NCS) have been proposed and cause 
people’s attention from the early 90s of last century. The characteristic of the system 
is that components (sensors, controllers, actuators) can exchange information through 
the network. Time delay, packet loss, packet transmission constraints and other issues 
of network related to control strategy would inevitably lead to changes. Many 
domestic and foreign scholars have done a lot of extensive and in-depth studies[1-4]. 
However, the literature considering the robustness when system has network variable 
time delay, uncertainty and and external interference simultaneity of the literature is 
not much. 

Variable structure control is a system integrated control method, the most 
important feature is that provides a powerful deterministic control system design 
methods and simple structure of the controller to the uncertain object, and ensure the 
system has strong robustness and adaptability[5]. Variable structure control applied to 
the network control system is a new research ideas to improve system robustness. 
Literature [6] designed sliding mode predictive controller based on discrete system 
model and state estimation. This method use the buffer to make the uncertainty of 
variable time delay into determined time delay. This artificial expansion of the delay 
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reduced the system control performance. Literature [7] designed robust predictor 
based on sliding mode controller for the uncertainty of variable time delay system. 
Literature [8] designed Sliding mode controller based on the linear quadratic optimal 
methods for a class of multi-state delay and uncertainty of single-input linear control 
system. In the literature [7-8] controller design are based on the continuous system 
model, which does not match with the actual NCS, so study the discrete model 
directly more naturally. Literature [9] used discrete state estimation to construct delay 
compensation sliding hyperplane, but the proposed variable conditions 

( 1) ( )s k s k+ ≤ can not reduce the chattering of sliding mode. 

For time-varying delay exists between controller and actuator, this paper use 
discrete random variable delay as a prerequisite and the probability distribution of 
delay as the membership function to obtain no-delay global model based on T-S fuzzy 
methods. And in this model we design discrete adaptive variable sliding mode control 
strategy[10], while ensuring the system robustness and less chattering. 

2   Model Established 

A typical structure of networked control system is shown in Figure 1. 

ku

kx
sc
kτca

kτ

 

Fig. 1. Block diagram of a networked control system 

Where scτ is the transmission delay of the sensor to the controller and caτ delay is the 

transmission delay of the controller to actuator. We assume that 0scτ = , such as sensor 
contains control unit the case. caτ  is Variable. The generalized state equation of the 

controlled object is 

( 1) ( ) ( ) ( )x k Ax k Bu k f kτ+ = + − +                                       (1) 

Where nx R∈ , mu R∈ , n nA R ×∈ , n mB R ×∈ , nf R∈ . f  represents the system uncertainties, 
including the system parameter uncertainty and external disturbances.  

In this paper, Takagi-Sugeno fuzzy model is used to study NCS. NCS is essentially 
a variable time delay system with random characteristics. If 0 Mhτ≤ ≤ , the variable time 
delay system can be decomposed into a switching subsystem. The Fuzzy rules is 
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( 1)

( 1) ( ) ( ) ( )

IF m h mh

THEN x k Ax k Bu k m f k

τ− < ≤

+ = + − +
                        (2) 

We use discrete random variable delay as a prerequisite and the probability 
distribution of delay as the membership function to fuzzy fuse the subsystem, global 
model obtained. 

[ ]( 1) ( ) ( ) ( )
1

M
x k Ax k Bu k m f km

m
υ+ = + − +∑

=
( ) ( ) ( )

1

M
Ax k Bu k m f km

m
υ= + − +∑

=
            (3) 

Where [( 1) ]P m h mhmυ τ= − < ≤ , so 

 1(0 1)
1

M
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m
υ υ= ≤ ≤∑

=
                                                (4) 

Introducing the transformation   
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= =
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= =
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Taking equation (3) into equation (6), 
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Noting ,
1

M mG A H A Bm
m

υ −= = ∑
=

 the above equation can be expressed as 

( 1) ( ) ( ) ( )z k Gz k Hu k f k+ = + +                                            (7) 

According to the principle of parallel distributed compensation, the f fuzzy rules for 
the subsystem m  is 

             
( 1)

( ) ( )

IF m h mh

THEN s k C z km m

τ− < ≤

=
                                            (8) 
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Fuzzy Fusing all the sliding surface to be globally 

           ( ) ( ) ( )
1

M
s k C z k Cz km m

m
υ= =∑

=
                                      (9) 

Where 
1

M
C Cm m

m
υ= ∑

=
. 

3   Design of the Sliding Mode Controller 

For system (7), using the following reaching law 

  
( ) sgn( ( )), ( )

( 1)
( ), ( )

s k T s k s k
s k

s k s k

μ ε
μ

⎧ − >Δ⎪+ =⎨− ≤Δ⎪⎩
                                  (10) 

where 0,0 1,
1

Tεε μ
μ

> < < Δ=
+

,Denoting 

( 1) ( ) sgn( ( ))s k s k s kα β+ = +                                           (11) 

To simplify the problem, we assume that the system (7) satisfies the matching 
condition ( ) ( )f k H d k= ⋅ . Since H is related with subsystem m , therefore ( )d k will 
change with mμ . 

From equation (9) and (11) we can obtain be dynamic sliding mode function  

( 1) ( 1) ( ) ( ) ( )s k Cz k CGz k CH u k d k⎡ ⎤⎣ ⎦+ = + = + +                                 (12) 

A global variable structure control law can be solved for the system (7) By equation 
(11) and (12).  

1
( ) ( ) ( ) [ ( ) ( ) sgn( ( ))]u k d k CH CGx k s k s kα β−= − − − +                       (13) 

Lemma 1.  For the discrete reaching law (11), with any initial value (0) 0s ≠ , when 

k→∞ , ( ) 0s k → . 

 

Proof. ① When ( )s k >Δ ,equation (11) becomes 

( 1) ( ) sgn( ( ))s k s k T s kμ ε+ = −                                            (14) 

So [ ( 1) ( )][ ( 1) ( )]s k s k s k s k+ + + − 2 2 2 2( 1) ( ) 2 ( )s k T s k Tμ με ε= − − +  

                    
2( 1)(| ( )| )( ( ) ) 0

1 1
T T

s k s k
ε εμ

μ μ
= − − + <

+ −
( 1) ( )s k s k⇒ + <  

② When ( )s k ≤Δ , at this time equation (11) becomes 

( 1) ( )s k s kμ+ = −
                                  (15) 

Obviously satisfied ( 1) ( )s k s k+ < . 



 Adaptive Sliding Mode Control of Networked Control Systems 135 

Comprehensive ①  and ② , equation (11) always satisfy the convergence 
conditions. Proposition is proved. 

Theorem 1. In the case of the control law (13) being realized, for any non-zero initial 
value (0)x , when k→∞ , the state trajectory of system (7) will reach and stabilize at a 
good sliding surface ( ) 0s x = . 
 

Proof. In the sliding surface, the system state should meet ( 1) ( ) 0s k s k+ = = , so the 
equivalent control can be obtained 

  1
( ) ( ) ( )u d k CH CGz keq

−= − −                                         (16) 

Taking equation (6) to (7) can obtain the system slide equations. 

        1
( 1) [ ( ) ] ( )z k I H CH C Gz k

−+ = −                                       (17) 

With the action of the control law (13) , motion equation of system (7) is 

               

1 1( 1) [ ( ) ] ( ) ( ) [ ( ) sgn( ( ))]z k I H CH C Gz k H CH s k s kα β− −+ = − + −   

      

1 1[ ( ) ] ( ) ( ) ( )I H CH C Gz k H CH Q k− −= − +                 (18) 

Obviously, ( )Q k  and the ideal reaching law (11) are equivalent. By the Lemma 1, 
when k→∞ , ( )Q k tends to zero. Then the system equations (18) and sliding equation 
(17) are equivalent. Proposition is proved. 

Theorem 1 shows that, control law (13) based on the reaching law (11) can make 
the system states reach the switching surface and converted to sliding movement. 
However the control law (13) can not be achieved with unknown items ( )d k . So we 
design the disturbance predictor as follow. 

ˆ ˆ( ) ( 1) ( 1) ( 1)d k d k d k d kλ= − + − + −                                  (19) 

where ˆ( ) ( ) ( )d k d k d k= −  represent estimation error of uncertain parts. The actual 
control law 

1ˆ( ) ( ) ( ) [ ( ) ( ) sgn( ( ))]u k d k CH CGx k s k s kα β−= − − − +            (20) 

Theorem 2. If The uncertain system (7) select the disturbance predictor (19) and 
control law (20), then the disturbance predictor meet 

1ˆ ˆ( ) ( 1) ( )( ) [ ( ) ( 1) sgn( ( 1))]d k d k I CH s k s k s kλ α β−= − + + − − + −           (21) 

Proof. Taking equation (20) into (7), closed-loop system dynamic equation can be 
obtained 

 1
( 1) ( ) ( ) ( ) [ ( ) ( ) sgn( ( ))]z k Gx k Hd k H CH CGx k s k s kα β−+ = + − − +         (22) 
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Both ends of The equation (22) left multiply matrix C  and simplification 

( 1) ( ) sgn( ( )) ( )s k s k s k CHd kα β+ = − +                                     (23) 

By equation (23) easy to get 

1( 1) ( ) [ ( ) ( 1) sgn( ( 1))]d k CH s k s k s kα β−− = − − + −                            (24) 

Taking it to equation (19), the equation (21) is obtained, the proposition is proved. 

4   Simulation Research 

A network DC servo motor control system, model such as (1), specific parameters are 
as follows. 

1.1 0.1 0
,

0 0.7 1
A B

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

,
0.1083

( ) ( )
0.7094

f k kω⎡ ⎤
=⎢ ⎥
⎣ ⎦

 

( ) 0.05 0.05sin(2 /50)k kω π= + (0) [1,0.6]Tx =  

Assuming 3M = , 1 2 3 1/3υ υ υ= = = . Within ternary sample period fuzzy fusing system.  
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Fig. 2. Simulation results of a networked servo system 
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Then 

-0.3248 -0.1445 -0.0433
( ) ( ) ( 1) ( 2) ( 3)

2.1283 1.1565 0.4762
z k x k u k u k u k

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= + − + − + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦
, 

1.1 0.1 -0.3248
,

0 0.7 2.1283
G H

⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

, ( ) 3 ( )d k kω=  

Take (0) [1,0.6]Tz = , [4,1]C= , 0.1μ= , the simulation results shown in Figure. 2. 
Horizontal axis in Figure 2. represent the number of steps. Vertical axis of Figure 2. 

followed by sliding surface, the disturbance estimation error, control volume and the 
size of the state. The figure shows that using this method system still has strong 
robustness when the time-varying delay in the network, the system parameter 
perturbation and external disturbance exists. And suppress the chattering of sliding 
mode control existence. 

5   Conclusions 

In this paper, adaptive sliding mode controller is design for a class of time-varying 
delay network system. The significant advantages of this method is that the global 
discrete random variables model based on T-S fuzzy model is lower conservative than 
deterministic control model. And adaptive sliding mode controller in the same time to 
ensure robust and effective reduce the chattering. Future research will focus on the 
optimal division of sub-systems for the actual network environment.  
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Abstract. Focusing on the defects of traditional contactless power transfer 
systems with an AC-DC-AC power transition type, a high-frequency bridge 
type bidirectional switch AC-AC direct converter was presented to generate the 
high-frequency current in the primary circuit. Applying the principle of energy 
injection and free oscillation, the operating state of IGBTS were designed and 
the high frequency current in the primary circuit was obtained. The operation 
principle and control strategy of the converter was further analyzed in detail by 
the ac impedance analysis method. The converter was simulated by the software 
of MATLAB/SIMULINK, and the simulation results verify the correctness of 
analysis and the feasibility of the control strategy. 

Keywords: Contactless Power Transfer, High frequency AC-AC Converter, 
Bridge Type Converter, SIMULINK simulation. 

1   Introduction 

The contactless power transmission(CPT)technology is a novel technology which is 
based on the principle of electromagnetic induction, and utilizes power electronics 
technology and control principle to realize electrical connection without wires[1-3]. 
To achieve high power transfer capability and efficiency, high frequency resonant 
circuits are often used in the CPT system [4]. The CPT system is composed of 
transmission devices, energy pick-up and control apparatus. A traditional structure of 
CPT systems is shown in Fig.1. In the traditional CPT system, the AC source powers 
electric equipments through rectification, high frequency inverter, loose coupling 
transformer and pick-up regulators. There are several shortcomings in the rectification 
stage, such as great power loss, high equipment cost and low reliability [5]. So, this 
paper proposed a new technology to resolve this problem. 

This paper represents the transformation model of primary circuit in the contactless 
power transfer system. The existing AC-AC converter technique of high frequency 
mainly includes cycloconverter technique [6], matrix converter technology, low/high-
frequency AC ring transform technique [7]. Because the output frequency of a 
cycloconverter is less than its input frequency, and the matrix converter technology  
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Fig. 1. The structure of traditional contactless power transfer system 

has no electrical isolation, these two technologies are not suitable for non-contact 
power transmission systems. Paper [8] presents a model of BOOST type AC-AC 
direct converter, but it only realizes the dynamic adjustment and optimization of 
output voltage waveforms, and fails to achieve the function of frequency conversion. 
Paper [9] proposed an AC-AC direct transform structure that convert a low frequency 
source to a high frequency source, but its high-frequency AC output is partly stable. 
Aimed at an AC-DC-AC conversion problem, this paper presents a high frequency 
bridge type AC-AC direct transform technique which produces a high frequency 
current output in the primary circuit. The circuit structure of the converter and control 
strategy are analyzed, and further simulated by MATLAB platform. 

2   Circuit Structure and Modeling Analysis 

2.1   Circuit Structure 

A circuit structure about high-frequency bridge type bidirectional switch AC - AC 
converter is shown in Fig. 2. It employs a AC power V1,  RLC series resonance loop 
and bridge type switch (IGBT1-8) with anti-parallel body diodes to achieve dual 
directional power flow and energy injection. V1 is the AC power with 50 Hz, the 
current of resonance loop is the output which is a high frequency alternating current 
in the CPT system. 

2.2   Modeling Analysis 

The referential positive direction of input voltage V1 and load current are shown in 
Fig. 2. According to the internal mechanism of soft switch resonant circuit [1], this 
paper adopts ac impedance analysis method to make system model. Linear elements 
of resonance circuit contain Rp、Cp、Lp , supposing the source V1 is a ideal sine 
power, Rp is equivalent resistance in the primacy circuit, which include reflected 
resistance in the secondary circuit . According to the circuit principle, the process is 
divided into two working mode: energy inject mode and free oscillation mode. 
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Fig. 2. Circuit of a high-frequency bridge type AC-AC direct converter 

 

(1) energy inject mode  
Energy injection process is divided into positive and reverse injection. In the initial 

condition, all switches are shut off, and the energy storage components in the resonant 
network are fully release. Energy begins forward direction inject when V1>0, 
switches 1,7 are both “on” or V1<0,and switches 4,6 are both “on”. Energy begins 
reverse direction inject when V1>0, switches 3,5 are both “on” or V1<0, and switches 
2,8 are both “on”. The equivalent circuit of energy injection mode in the primary 
circuit is shown in Fig. 3: 
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Fig. 3. The equivalent circuit of energy injection mode 

According to the circuit principle, the mathematical equations of energy inject 
model are set up:  

EUUU RLC =++  (1) 

According to ∫ =++ ERi
dt

di
Lidt

C

1  , in which tAE m ωsin= and 
td

dU
Ci = , We 

can get the equation (2) as below:  

EU
dt

dU
RC

dt

Ud =++
2

2

LC  (2) 
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Solve the above differential equation: supposing the original state: U(0)=uO, U′(0)=0 , 
the equation (2) can be equivalent to the below equation (3) on the base of series 

circuit oscillating condition[10]: 04)( 2 <− LCRC . 
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(2) free oscillation mode  
RLC series resonance circuit will be in the free resonant modal after energy 

injection and the energy storage components be full of energy. The equivalent circuit 
of the free oscillation mode in the primary circuit is shown as Fig. 4: 
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Fig. 4. The equivalent circuit of the free oscillation mode 

According to the circuit principle, establish free oscillation condition mathematical 
model: 

0=++ RLC UUU . (5) 

That is: 0LC
2

2

=++ U
dt

dU
RC

dt

Ud , we can get the equation (6) by 
dt

di
LU = : 

0
d

LC
2

2

=++ i
dt

di
RC

dt

i . (6) 
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The initial condition is ωV
dt

di
ii tt === == 00 ,0)0( , solve the homogeneous 

differential equation, then we can get: 
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eti t

−
=−=⋅⋅= βαβ

β
ωα . (7) 

3   Control Strategy 

According to the analysis of the above provisions, providing the coil output current in 
half a cycle contains energy injection modal and free oscillation modal, the process 
can be divided into four stages by the difference polarity of voltage source and coil 
current, and T means oscillation period. 

 
When V1>0: 
The first stage: in the time of nT～(n+1/4)T, switches 1 and 7 are “on”, and the 

resonance circuit is injected in forward direction from the source V1. 
The second stage: in the time of (n+1/4)T～(n+2/4)T, switch 6 and 7 are “on”, 

resonance network current through the negative terminal of next bridge, until the 
resonance network current come back zero. 

The third stage: in the time of (n+2/4)T～(n+3/4)T, switch 3 and 5 are “on”, 
resonance network is injected in the reverse direction form the source V1. 

The fourth stage: in the time of (n+3/4)T～(n+1)T, switch 5 and 8 are “on”, 
resonance network current through the negative terminal of up bridge, until the 
resonance network feedback current come back zero. 

The process is the same as the source V1>0 When V1<0. In conclusion, the on-off 
condition of each switch at each stage is shown as table 1: 

According to the condition of each switch from the above table, switches can be 
controlled by drive circuit and controller circuit feedback the polarity of current and 
voltage. 

Table 1. The operating state of IGBTs ( 8 means switch off, 9means switch on ) 

Source 
polarity 

System modal s1 s2 s3 s4 s5 s6 s7 s8 

Energy forward inject 9 8 8 8 8 8 9 8 
Free oscillation 8 8 8 8 8 9 9 8 

Energy reverse inject 8 8 9 8 9 8 8 8 
Vac>0 

Free oscillation 8 8 8 8 9 8 8 9 

Energy forward inject 8 8 8 9 8 9 8 8 

Free oscillation 9 8 8 9 8 8 8 8 

Energy reverse inject 8 9 8 8 8 8 8 9 
Vac<0 

Free oscillation 8 9 9 8 8 8 8 8 
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4   System Simulation Analysis 

The frequency of the primary circuit alternating current is usually among 10-100kHz 
in the CPT system, this paper adopted a working frequency of 20kHz. 

Table 2. Parameters of the CPT system 

Parameters Values 

Vac 11V/50Hz 

CP 1.0μF 

LP 64μH 

RP 1.5Ω 

fP 20kHz 

 
Based on the circuit diagram shown in Fig.2, computer simulations were carried 

out for the proposed high-frequency bridge type AC-AC direct converter with the 
circuit parameters in the table 2. In order to get power frequency ac output in the 
secondary circuit, input frequency resonant frequency and the resonant network have 
to meet the relationship: N

f

f p 2
1

= , in which fP means natural frequency of resonance 

network, 1f  is the source V1 frequency.  

According to the circuit diagram and the parameters, MATLAB/SIMULINK is 
used for this purpose to simulation. The results of simulation are showed below from 
Fig.5 to Fig.8, Fig.5 shows the driving wave of switch 2. The combined diagram of 
current wave and source wave in one input power cycle is shown in Fig.6, where the 
current wave shaped a sinusoidal envelope curve with the same frequency 50Hz as the 
source, thus it supplies the AC power to the secondary circuit, and the Fig.7 is the 
current local amplification figure, from which the oscillation forms sine curve with 
20kHz and the amplitude changes with value V1. 
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Fig. 5. The derive waveform of IGBT2 
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Fig. 6. Current waveform of Lp and voltage waveform of power source V 
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Fig. 7. Zoom of Lp’s current waveform 

5   Conclusions 

In this paper, a high-Frequency bridge type AC-AC direct converter technique has 
been developed based on MATLAB/SIMULINK platform, and the new converter 
technique changes a low frequency of power source into a high frequency AC source, 
which has realized an AC-AC direct transition, what is more, this technology can be 
used in the CPT system. The high-frequency bridge type AC-AC direct converter has 
many unique features for removing the rectifier link, such as elimination of DC link 
capacitors, simplification of system structure, reduction the CPT system cost, and 
improving the system conversion efficiency. The theoretical analysis demonstrate the 
correctness of the proposed converter structure, and the simulation results indicate 
that the proposed converter technology works well and can serve as a good reference 
for other high frequency voltage/current generation. 
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Abstract. In this paper, we study the impact of multi-radio multi-
channel Wireless Mesh Networks (WMNs) characteristics on the per-
formance of Expected Transmission Count based metrics (ETX-based).
Many characteristics of multi-radio multi-channel WMNs such as chan-
nel switching, an absence of a direct connection between neighbors, and
difficulty of measuring the packet loss probability in the both forward
and reverse direction may affect the performance of ETX-based metrics
in hybrid multi-radio multi-channel WMNs compared to static multi-
radio multi-channel WMNs. Through simulation experiments, we com-
pared the performance of ETX-based metrics with Hop count metric.
The experiment result shows the superior improvement of hope count
metrics over ETX-based metrics in terms of packet delivery ratio, good-
put, and end-to-end delay. From the results, we concluded that major
causes of the poor performance of ETX-based metrics in a multi-radio
multi-channel WMNs are the extra delay caused by interface switching
between channels and the inaccurate value of the ETX-based metrics.

Keywords: Wireless mesh network, multi-radio, on-demand routing,
multi-channel, multi-link.

1 Introduction

Recently, Wireless Mesh Networks (WMNs) technology has gained a lot of atten-
tion and became popular in wireless technology and industry field owing to their
low cost, rapid development and offer broadband wireless access to the internet in
places where wired infrastructure is not available or worthy to deploy [1]. WMNs
are composed of mesh routers, which collect and relay the traffic generated by
mesh client. Mesh routers are usually stationary and equipped with multiple
radios. Mesh clients are typically mobile and relay on mesh routers to deliver
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data to the intended destination. One or more mesh router may have gateways
functionally and provide connectivity to other networks such as internet access
Fig. 1.

Fig. 1. Multi-radio wireless mesh networks.

Previous study was shown that the WMN backbone inherits some scalability
problem in terms of throughput, delay and packet delivery ratio due to interfer-
ences [2-5]. WMN capacity is reduced by interference from concurrent transmis-
sions. There are two types of interference that affect the throughput of WMN,
intra-flow and inter-flow interferences. The intra-flow interference refers to the
interference between intermediate nodes sharing same flow path, whereas, inter-
flow interference refers to the interference between neighboring nodes competing
the same busy channel. These come from the half duplex of the radio and the
broadcast nature of the wireless medium. Several approaches have been pro-
posed to improve the WMNs capacity. One approach is that each mesh router
uses a single radio interface that dynamically switches to a wireless channel with
a different frequency band to communicate with different nodes. However, this
approach increases the routing overhead due to a switching delay. A more practi-
cal approach uses multiple radio interfaces that are dedicated to non-overlapping
channels. The IEEE 802.11 b/g and IEEE 802.11a standards define three and
twelve non-overlapping channels (frequencies), which greatly increases WMN
capacity due to avoidance of competition in transmitting data, avoidance of col-
lisions in the same channel and elimination of interference [6, 7]. One of the most
important design questions for multi-radio multi-channel networks is how to bind
each radio interface to a channel in a way that maintains network connectivity.
The following approaches have been proposed to solve the channel assignment
problem in multi-radio multichannel WMNs:

1. Static channel assignment: In a static channel assignment approach, each
interface is assigned to a channel for long time durations. Static assignment
can be further classified into two types:
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(a) Common channel approach: In this approach, the radio interfaces of all
nodes in the network are assigned to common channels [8]. For example, if
two interfaces are used at each node, then the two interfaces are assigned
to the same two channels at every node. The advantage of this approach
is that the connectivity of the network is the same as that of a single
channel approach.

(b) Varying channel approach: In this approach, the radio interfaces in dif-
ferent nodes may be assigned to different channels [6, 9]. With this ap-
proach, it is possible that the length of the routes between nodes may
increase, also, the network partitions may arise due to inability of dif-
ferent neighbors to communicate with each other unless they assign a
common channel.

2. Dynamic channel assignment: Dynamic channel assignment approach allows
any interface to be assigned any channel, and interfaces can frequently switch
from one channel to another. Therefore, a network using such a strategy
needs some kind of synchronization mechanisms to enable communication
between nodes in the network. For example, such mechanisms may require
all nodes to periodically visit a predetermined rendezvous channel to nego-
tiate channels for the next phase of transmission. The benefit of dynamic
assignment is the ability to switch an interface to any channel, thereby offer-
ing the potential to use utilizes the non-overlapping channel spectrum with
few interface. However, the key challenges involve channel switching delays.
The examples for this category are: Hyacinth [7], MCRP [10].

3. Hybrid Assignment In the hybrid approach, all the nodes are equipped with
multi-radio interfaces in which the multiple radios are divided into two
groups, fixed group and switchable group. In the fixed group, each radio
interface is assigned a fixed channel for receiving packets, thereby, ensuring
the network connectivity, while the switchable group can dynamically switch
among the other data channels [11]. When a data transmission is required,
the source node switches one radio interface of it’s switchable group to the
fixed channel of the destination node. Thus, the channel assignment for the
fixed radios is the most important aspect of the hybrid approach. Hybrid
assignment strategies are attractive as they allow simplified coordination al-
gorithms supported by static assignment while retaining the flexibility of
dynamic assignment.

The remainder of the paper is organized as follows: section two discusses the
relevant ETX-based metric and the multi-channel multi-interface routing pro-
tocols. In section three we discussion the impact of the hybrid multi-channel
multi-interface WMNs on ETX-based metrics. In section four, we provide the
details of our simulation environment. Simulation results and their analysis are
presented in section five with concluding remarks in selection six.

2 Related Works

Routing metrics are very important to network performance. Good routing met-
ric should carry enough information about the link quality so that a node can
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choose the best path to reach the gateway. The recently proposed routing metrics
for WMNs include Expected Transmission Count (ETX) [8], Expected Trans-
mission Time (ETT) [12], Weighted Cumulative ETT (WCETT) [12], and Met-
ric of Interference and Channel-switching (MIC) [13] were developed for static
multi-radio multi-channel WMNs, where each mesh router’s interface is stati-
cally assigned a channel for long time. Many researchers have been proposed
multi-channel multi-interface routing protocol to improve the WMNs network
performance. The Multi-Channel Routing protocol (MCR) [11], proposed a hy-
brid channel assignment strategy as well as it developed a new metric routing
protocol based on ETX metric to include the cost of channel switching delay.
Hyncian [7] is another dynamic channel assignment routing protocol proposed
for multi-radio multi-channel WMNs, which divides the collision domain into
a sub-collision domain. In this section, we describe the relevant work of ETX
based metric and multi-radio multi-channel routing protocols.

2.1 LINK Quality Metrics

Several high quality metrics has been proposed for WMNs. Refer the reader to
[14] for more details. Most of the ETX-based metrics proposed for WMNs based
on ETX metric such as ETT, WCETT, MIC, and MCR. We call this metrics as
ETX-based metrics.

ETX Metric. The ETX metric proposed to improve the hop count metric. The
hop count metric does not distinguish between high and low quality links, instead
it considers the path length for route selection. The ETX metric considers the
path length as well as the effect of link loss ratio in selecting the route. The metric
can be defined as the expected number of Medium Access Control (MAC) layer
transmission that is needed for successfully delivering packet through a wireless
link, see Eq. (1).

ETX =
1

df ∗ dr
(1)

The parameter df is the forward delivery ratio of a link, i.e. the ratio of data
frames successfully traversing the link in the forward direction. The parameter dr
is the corresponding parameter for the reverse direction of the link. Both df and
dr can be interpreted as the probability of successfully transmitting a data frame.
In order for a data frame to be successfully transmitted and acknowledged, a
successful transmission in both the forward and the reverse direction is required,
with the corresponding probability of df ∗ dr. The ETX value represents the
expected number of transmissions, i.e. the inverse of the success probability of
a single transmission. The ETX metric is generally measured using periodic
link probe packets. The ratio of successfully received probes from a neighbor
provides the reverse link delivery ratio dr. Similarly, the ratio of successfully
received probes by that neighbor indicates the forward link delivery ratio df .

ETT Metric. In multi-radio backbone nodes, ETX performance is low, because
it neither distinguishes between links of different rates such as WLAN a/b/g nor
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reduces the interferences between neighbors. To cope with these limitations, the
EET proposed to capture the impact of link bandwidth heterogeneity the route
selection. The ETT calculated as in Eq. (2).

ETT = ETX ∗ PacketSize

Bandwidth
(2)

There are two approaches to calculate the link bandwidth, first approach [8],
prefer to periodically estimate the bandwidth than uses fixed size, it used packet
pair techniques to calculate bandwidth per link. The second approach to com-
pute ETT is considered in [12]. The author estimates the loss probability by
considering that IEEE 802.11 uses data and ACK frames. The idea is to peri-
odically compute the loss rate of data and ACKnowledgement (ACK) frames
to each neighbor. The former is estimated by broadcasting a number of packets
of the same size as data frames, one packet for each data rate defined in IEEE
802.11. The latter is estimated by broadcasting small packets of the same size
as ACK frames and sent at the basic rate that is used for ACKs. Note that
broadcasting packets at higher data rates may require firmware modifications.
However, it is possible to improve the network throughput by turned each in-
terface to non-overlapping channel to reduce the interferences between channels.
With the multi-channel, there are two issues:

– Inter-flow interference.
– Intra-flow interference.

The ETT does not capture these issues. Resulting in, the ETT may choose a
path that only uses one channel instead of a path with more channel diversity.

WCETT Metric. To improve the ETT metric, the authors proposed WCETT
that considers the intra-flow interference in the route selection. The WCETT is
the first routing metric that explicitly takes the channel diversity into account.
Consider channel diversity during selecting the path will reduce the links on the
same channel along the path of a flow. Resulting in, reduce the contention time
at MAC layer. WCETT can be defined as in Eq. (3).

WCETT (ρ) = (1− β)
n∑

linkιερ

ETTι + β ∗ max
1<j<k

(xj) (3)

Where β is a tuneable parameter subject to [0-1]. The max xj component counts
the maximum number of times that the same channel appears along a path. It
picks the intra-flow interference of a short path since it essentially gives low
weights to paths that have more diverse channel assignments on their links and
hence lower intra-flow. Although, WCETT solves the of intra-flow interferences
problem by reducing the number of the links on the same channel, the metric
could not consider the inter-flow interference which is related to the number of
the nodes share the channel. All the above metrics developed based on the ETX
metrics which means improves the ETX to work in different environments. For
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example, ETT metric has been developed to improve ETX to capture the data
rate when the auto rate is enabled or the heterogeneity in the network card
is existed. Furthermore, WCETT improves the ETX to work in static multi-
interface multi-channel WMNs by maximizing the channel diversity along the
path.

2.2 Multi-channel Multi-interface Routing Protocols

Several routing protocols have been proposed to join routing protocols with chan-
nel assignment. Deves [8] proposed first multi-radio multi-channel metric, which
increases the diversity between channels to reduce the intra-flow interference.
The protocol has proposed identical channel assignment i.e. assign channel one
to interface one and channel two to interface two and so on. Such approach clearly
preserves network connectively but does not reduce interference. The Hyacinth
architecture [7] proposed distributed channel assignment based on spanning tree
topology where the gateway is the root of the spanning tree. The protocol dedi-
cates one interface channel for communicate with its parent node on the tree and
other interfaces are configured as child for communication with its child nodes.
A node can only switch one of it child interfaces while the parent Interface is
associated with a unique child of its parent. One drawback of this protocol is
that it considers only the common traffic where data is transmitted from source
to gateway and vice versa. MCR [11] proposed to overcome Hyacinth’s problem
by considering local traffic as well as internet traffic. MCR classified the node
interfaces into two kinds:

– Fixed Interface.
– Switchable Interface.

The protocol uses fixed channel as a common channel for communication be-
tween neighbors and the remaining considered as switchable interfaces. When a
node wants to communicate with the neighbor, it looks into the table to find out
the neighbor’s fixed channel and switches one of the interfaces to that channel.
To distribute fixed channels between neighbors, MCR uses a hello message to
carry the fixed channel information. However, this protocol may not work well
in a multi-flow transmission because of high switching interfaces and it does not
utilize all non-overlapping channels as the static channel assignment uses. In
[15], the authors proposed the local channel assignment (LCA) algorithm which
adopts tree-based routing protocol for common traffic similar to Hyacinth. LCA
algorithm solved Hyacinth conflict interface-channel assignment which is caused
when a parent switches to the least load channel that may be in use by one
of its children, the interface-channel assignment problem may cause recursive
channel switching and delay. LCA solved the above problem by dividing the
non-overlapping channel into groups and made each parent interface belong to
one group which differ from its child interface group. Both protocols discussed
earlier assign channels from node to node and every node in WMN assigns fixed
channels which makes it different from our approach. The authors of [16] and
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[17] proposed algorithms to minimize network interference. The first one uses
a genetic approach to find the largest number that makes whole network con-
nectivity, while minimizing network interference. The algorithm proposed in [17]
is interference-aware, as it visits the links in decreasing order of the number of
links falling in the interference range and selects the least used channel in that
range. Assuming the knowledge of the set of connection requests to be routed,
both an optimal algorithm based on solving a Linear Programming (LP) and a
simple heuristic are proposed to route such requests given the link bandwidth
availability determined by the computed channel assignment. The algorithm con-
siders minimum-interference channel assignments that preserve k-connectivity.
However, such approaches only focus on minimizing network interference which
may decrease the network connectivity, in constructing our approach based on
eliminating the interference for common traffic on WMNs while keeping the net-
work connectivity. The Channel Assignment Ad hoc On-demand Distance Vector
routing (CA-AODV) [18], has been proposed to assign channels within K hops
in an ad hoc network, allowing for concurrent transmission on the neighboring
links along the path and effectively reducing the intra-flow interference. How-
ever, such approach may not work well in WMNs where most of the traffic is
directed toward the gateways and must pass through mesh routers.

3 Impact of the Hybrid Multi-channel Multi-interface
WMNs on ETX-Based Metrics

Based on the discussion in section two, the stability of the mesh router is one of
the most important characteristics that made measuring the quality of the link
possible. This property made the link between two neighbors always available.
However, this property is violated in two cases:

– When the node is a mobile node.
– When the node has an ability to switch the interface between channels.

For the first case, the researcher in [8] proved that the Hops metric performs
better than the ETX in ad hoc scenario, where the node changes its location
frequently. By investigating the similarities between ad hoc network and hybrid
multi-channel multi-interface WMNs, we found that in both networks the link
is not stable because of either the movement of the node or the switching of
the interface between channels. The impact of WMNs multi-channel multi-radio
characteristics on the ETX based metric performance can be summarized in the
following:

1. Increasing the intra-flow interferences: The hybrid multi-channel multi-
interface network divides the node interfaces into fixed interface and switch-
able interface, due to that, the communication between two nodes is not
existed unless both nodes have same fixed channel or one of them switch
its switchable interface to other fixed channel. The ETX probe message will
be sent over the fixed interface without any extra delay caused by channel
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switching. However, for the other channels, a copy of the broadcasting mes-
sage will be put in each channel queue, waiting for their channel scheduling
time. As result, the broadcasting message will not deliver on time and it may
be lost due to time expiration. Based on that, the link connects two neighbors
node through the fixed interface will provide a high quality link metric com-
pared to the other links that use the switchable interface. In Fig. 2, the sold
line connects the neighboring nodes using fixed interface (Fx Interf), while
the dash line connects the neighbors using switchable interface (Sw Interf ).
In this figure, the path a− b− d is select as the high quality path and thus
increases the intra-flow interference.

Fx_Interf

Sw_Interf(1)

Sw_Interf(2)

Fx_Interf

Sw_Interf(1)

Sw_Interf(2)

Fx_Interf

Sw_Interf(1)

Sw_Interf(2)

Fx_Interf

Sw_Interf(1)

Sw_Interf(2)

A (Fixed channel=2)

B (Fixed channel=2)

C (Fixed channel=6)

D (Fixed channel=2)

Fig. 2. Increasing the intra-flow interference.

2. Inaccurate value of ETX-based metrics: In the hybrid channel assignment
protocol each node randomly select a channel for its fixed interface and this
channel is called as fixed channel. The node broadcast probe packet on every
channel in order to allowed the neighbors node to calculate the ETX metric.
A copy of message are sent on fixed channel without any extra delay, while
other copies are delayed by the channel switching delays, the delay caused by
switching the interface from one channel to others. From above discussion,
it is clear that the ETX value of switchable link, the link that connected the
node with its neighbors using switchable interface, effectives by following
parameters:
– Number of the packet buffered on the channel queue.
– Number of nodes using same channel.
– And channel conflict that occurs when the two nodes switching to same

channel at the same time.



Impact of the Hybrid Multi-channel Multi-interface Wireless Mesh Network 155

All these parameters make the ETX value are inaccurate and the link con-
nects two nodes using fixed channel always will has a good link quality as it
will not affect by above parameters.

3. Difficult to calculate the reverse link direction: The ETX of a link from node
X to a node Y on some channel, for example j, depends on the forward
packet loss probability from X to Y on this channel, and the reverse packet
loss probability from Y to X on the channel. In the single channel and
static multi-channel WMNs, the calculation of EXT metric is possible, since
the two nodes work on the same channel. However in hybrid multi-channel
multi-interface WMNs both nodes may listen on different channels, which
make it difficult to measure the reverse link on same channel that is used by
the forward link. For example, the node Y measures the forward packet loss
probability on channel two, while node X measures the reverse packet loss
probability on different channel, channel three, see Fig 3.

Fig. 3. Difficult to calculate the reverse link.

When using the previously described link layer protocol [11], a node X can
measure the packet loss probability from its neighbors on its own fixed chan-
nel, channel two, as that is the only channel on which the node X is always
listening and can correctly count the number of probe packets sent by its
neighbors. During route discovery procedure, when a node Y receives a route
request packet from a node X on Y’s fixed channel j, the forward loss proba-
bility from X to Y on channel j is known (based on Y’s earlier measurements
on channel j), but the reverse loss probability from Y to X is not known.

4 Simulation Environment

The efficient of ETX-based metrics in comparison to hop count metric was eval-
uated using ns-2 [19]. A mesh network converge on area 1000 x 1000m was estab-
lished using random distribution mesh router. Each mesh router was equipped
with three wireless interfaces which dynamically turned to non-overlapping chan-
nel using hybrid channel allocation scheme [11]. For simplicity we disable the
Address Resolution Protocol (ARP) messages. Concurrent UDP flows are estab-
lished between randomly select source and gateway. The performances metrics
are obtain by average the results from over thirty simulation runs for every ex-
periment. The common parameters for all the simulation are listed on Table 1.
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Table 1. Simulation parameters

Simulation time 150

Simulation area 1000 × 1000 meter2

Propagation model Two-ray ground reflection
Transmission range 250 meter
Traffic type CBR(UDP)
Packet size 512 bytes
Packet rates 160 kbps
Number of nodes 100
Number of connection 50

Communication Model. IEEE 802.11 Distribution Coordination Function
(DCF) [20] is used at Mac layer with channel switching delay 80 millisecond
[11]. All packets are transmitted using the un-slotted Carrier sense multiple
access protocol with collision avoidance (CSMA/CA).

Performance Metrics. The simulations provide the following four perfor-
mance metrics:

– Packet Delivery Ratio: The ratio between the number of data packets suc-
cessfully received by destination nodes and the total number of data packets
sent by source nodes.

– Aggregate Goodput: The total number of application layer data bits suc-
cessfully transmitted in the network per second.

– Packet Loss: The number of packets that were lost due to unavailable or
incorrect routes, MAC layer collisions or through the saturation of interface
queues.

– End-to-end delay of data packets: This is define as the delay between the
time at which the data packet originated at source and the time it reaches
the destination, and includes all possible delays caused by queuing for trans-
mission at node, buffering the packet for detour, retransmission delays. This
metric represents the quality of routing protocol.

5 Simulation Result and Discussion

To study the impact of hybrid multi-channel multi-interface WMNs character-
istics on the performance of ETX-based metric, we conducted two different sce-
narios. In first scenario, we studied the behaviour of ETX-based metrics and
HOPs on the low and high traffic load. And for the second scenario we varied
the packet size.

5.1 Scenario 1: Varying Number of Flows

In this scenario, we varied the traffic load in the network by increasing the num-
ber of simultaneous connections between mesh routers and the gateway from 10
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Fig. 4. Simulation results for scenario 1 (Varying the number of flows).

to 50 connections, with increment of 10 connections. The packet size for each con-
nection was fixed to 512 bytes with 160kbps data rate. Fig. 4, shows that at low
traffic load such as 10 or 20, the performance of Hop count metric is higher than
the ETX-based metrics. This is because at the low traffic load, the aggregated
throughput does not exceed the actual bandwidth. However, the ETX-based
metrics select the path based in inaccurate ETX link value which may lead to
increase the intra-flow interference. When the number of flows increased, both
metrics Hop count and ETT perform almost the same. This is because the ETT
metric can avoid routing the packet through congested area, while the Hop count
does not have such an intelligence to avoid routing the packet through congested
area. In contrast to the Hop count and ETT, the WCETT get poor performance
even the number of the flow is low. This because WCETT selects the path based
on maximizing the channel diversity along the path. As result, maximizing the
channel diversity may lead to increase the packet collision due to that multiple
nodes may switch their switchable interface to the current used channel at the
same time. Other problem that degrades the performance of ETX-based metric
is the hide terminal problem, which affect the goodput and increases the de-
lay. This happen due to the collision caused by ETX probe packet sent by the
hidden node especially when the traffic load exceeds the network bandwidth. Re-
sulting in, packet retransmission and DCF back-off would decrease the network
throughput and increase the end-to-end delay.
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5.2 Scenario 2: Varying the Packet Size

In this scenario, we evaluated the impact of varying the packet size on the
network. We varied the packet size from 128 to 1024 bytes while keeping the
other parameters as in Table 1. Fig. 5, shows that the performance of the ETX-
based and Hop count degrade linearly as the packet size increases. At small and
large packet size both Hop count and ETT perform better than the WCETT.
The reasons for such behavior is that the ETT metric can capture the path
length as well as the link packet loss probability, therefore, the ETT selects the
shortest path with good link quality as the best path. However, the WCETT
selects the path with an aim of maximizing the channel diversity. Maximizing
the channel diversity in hybrid multi-channel multi-radio WMNs may lead to
increasing the packet loss due to the channel conflict. The channel conflict may
happen when two nodes switching their switchable interface to the same channel
at the same time. The lack of channel coordination between neighbors leads to
channel conflict problem. This problem becomes severe, when the packet size
is large; due to a large packet size needs long transmission time which in turn
raises the collision probability. Consequently, more time will be consumed at the
MAC layer due to the packet retransmission.

0

0.5

1

1.5

128 256 512 1024

Pa
ck
et

Lo
ss

Packet Size

105×

TX Rate MCR HOP MCR ETT MCR WCETT

0

0.5

1

1.5

2

2.5

3

3.5

4

128 256 512 1024

A
gg
re
ga
te

G
oo

dp
ut

(b
ps
)

Packet Size

106×

TX Rate MCR HOP MCR ETT MCR WCETT

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

128 256 512 1024

En
d
to

En
d
D
el
ay

(s
ec
on

ds
)

Packet Size

MCR HOP MCR ETT MCR WCETT

10

20

30

40

50

60

70

80

90

100

128 256 512 1024

Pa
ck
et

D
el
iv
er
y
Ra

ti
o
(%

)

Packet Size

MCR HOP MCR ETT MCR WCETT

Fig. 5. Simulation results for scenario 2 (Varying the packet size).
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6 Conclusions

In this paper we study the impact of hybrid multi-channel multi-interface WMNs
characteristics on the performance of ETX-based metrics. Analysis and results
show that the ETX-based metrics may not improve multi-channel multi-interface
WMNs as it does in single channel and static multi-channel multi-interface
WMNs. The major cause of such undesirable performance is the WMNs charac-
teristics which make the ETX value inaccurate. As a results, new link metrics
need to be developed take into account these characteristics as well as consider
the link stability.
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Abstract. In LLL images, there is a lot of random flicker noise. When 
denoising in LLL image, the traditional time-domain recursive noise reduction 
will bring smear in moving images. An improved algorithm is needed. To 
improve the time-domain recursive filter, the block that contain moving target 
in images should not participate the recursive algorithm. Time-spatial recursive 
denoising for LLL images based on motion detection is proposed to improve 
the time-domain recursive noise reduction. The blocks that contain moving 
object and background are processed respectively. Finally, simulation results 
show the effectiveness of the proposed method.  

Keywords: LLL, image processing, filter, time-spatial recursive，denoising. 

1   Introduction 

Compared with images in normal illumination, LLL (Low light level) image features 
for low signal-to-noise ratio, low contrast, low spatial resolution and blurred vision. 
Currently, many algorithms were used to reduce noise in LLL image, such as wavelet 
transform filtering, histogram equalization, median filtering and contrast stretching, 
etc. But for LLL images, because of the low signal-to-noise ratio and the randomness 
and diversity of noise, these methods did not achieve satisfied result. 
  In this paper, we proposed time-spatial recursive denoising for LLL images based 
on motion detection that combined temporal filter and spatial filter. In this algorithm, 
the recursive coefficient is determined by the movement of adjacent frames to reduce 
the smear effect. So we can combine the advantages of both and improve the image 
quality. 
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2   Time- omain ecursive ilter 

Time-domain filter includes multi-frame accumulation average filter and time 
domain recursive filter while spatial filter includes mean filtering, median filtering 
and so on. There is a lot of glimmer flickering random noise in LLL images, the noise 
has no relevance between frames with zero mean.  

2.1   Time- omain ecursive ilter  

In 1971, the CBS  proposed time-domain recursive filter that can effectively 
reduce dynamic image noise and improve the quality of image. The mathematical 
expression of the time-domain recursive filter is written as follow: 

( ) '
1

' 1 −+−= nnn kYYkY (1) 

where nY  is current frame and k is the filter coefficients, between 0 and 1. '
nY  is 

the output of the current frame image to be processed. '
1nY −  is the output of the last 

frame image. Here the current frame and the output of previous frame are averaged by 
respective weight. In fact, the output is a weighted average of the all previous frame.  
  Figure 1 show typical example. The left is the input image and the right is the 
image that was processed with k=0.875. Compared the two images, time-domain 
recursive filter can effectively filter out random flicker noise and improve image 
visibility. Figure 2 illustrates the frequency characteristics of the recursive filter of 
time domain. 

 

Fig. 1   LLL image and LLL image processed by time-domain recursive filtering.  
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Fig. 2   Frequency characteristics of the recursive filter. 

2.2   Selection C oefficients k in Recursive Filter 

In general, we use a rate of motion between different frame images ε  to describe 
the movement intensity. First we set a threshold hT , when the difference of pixel gray 

value in corresponding position between different frames is greater than hT , the pixel 
was thought of a dynamic pixel. Otherwise, the pixel was a static pixel. The number 
of dynamic pixels 1n n hy y T−− >  in current frame can be gotten from statistics. The 

number of these pixels is mP . If the total number of pixels in an image is P  , the 
frame rate of motion is defined as: 

P
Pm=ε  . 

(2) 

The larger ε  is, the stronger the movement exists[2]. We can take the rate of 
motionε  between frames as the basis for selecting coefficients. There are many 
methods to select filter coefficient. Selecting filter coefficients should depend on the 
actual application conditions and image characteristics. 

3   Time- patial ecursive enoising ased on otion etection 

Time-spatial recursive denoising based on motion detection is an innovative noise 
reduction algorithm. It improved current filter and combine the temporal filtering and 
spatial filtering brings together. The algorithm balances SNR improvement and 
motion blur. The algorithm mainly consists of the noise estimation, motion detection, 
time domain filtering and spatial filtering. The block diagram shown in Figure 3. 

.
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T

Fig. 3. A recursive algorithm based on motion detection in time-domain real-time  

  Among them, the noise estimation is used to measure the noise pollution of the 
image. Motion detection will divide the whole image into small regions and group 
these small regions into three types: matching with the previous frame, matching with 
the next frame and no match. Three sorts of regions are processed by different 
approaches. Most of the noise was effectively eliminated, avoiding motion blur at the 
same time. Finally, the image was processed by spatial filtering. Spatial filtering can 
suppress the residual noise, especially the noise that were not processed by time-
domain filtering [3]. T  is the time delay. The results of time-domain recursive were 
delayed byT . 

3.1   Noise Estimation 

According to the illumination environmental factors, the standard deviation of the 
noise was corrected with a empirical value p, 1p > . The noise level is calculated as 
follows.The noise standard deviation of a size M N×  pixel of the image region is 
calculated as follows: 
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where ( ),f m n is the gray value of pixel ( ),m n . μ  is the mean of pixels in this 

region, 2σ  is the noise variance and δ  is the standard deviation of the noise in 
this region. 
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  The noise level is defined as follows: 

nG p δ= ×  . (6) 

3.2   Motion etection 

  The algorithm takes the output of the previous image and the next frame image as 
reference frames. The two frames are most closely with the current frame. Therefore, 
it is possible to lower the blocking effect caused by inaccurate match. We select a 
threshold hT  as a standard of motion intensity and calculate the mean absolute 
difference MAD  of a small corresponding region in the current and the next frames. 
MAD  is calculated as follows : 

( ) ( )
1 1

, ,
M N

c r
m n

f m n f m n
MAD

M N
= =

−
=

×

∑∑
 . 

 

(7) 

h nT G p δ= = × . (8) 

where ( ),cf m n is the pixel gray value in small region of the current frame, 

( ),rf m n  is pixel gray value in a corresponding small region of the reference frame . 

M N×  is the total number of pixels in a small region. hT  is the threshold of 

intensity of movement detection, which can be calculated with the noise level nG .δ  
is the noise standard deviation. p is the correction factor, 1p > . Mean absolute 
difference MAD  has two sources. One is caused by the target movement, the other is 
caused by noise. The essence of motion detection is to separate these two sources. 
The noise level nG , defined in 3.2, is the basis to distinguish the two sources. If the 

difference is less than the noise level nG , the difference is caused by noise. Such 
region does not contain a moving target. If the difference is greater than the noise 
level, the difference is caused by the movement and noise together. So the region 
contains the moving object. 
  The mean absolute difference of the current frame image and the output of previous 
frame is 1MAD  and the mean absolute difference of the current frame image and the 

next image is 2MAD .In the first motion detection, 1MAD  was compared with 

threshold of motion intensity detection hT . If 1 hMAD T≤ , the movement intensity in 
the region is little and this region will processed by time-domain filtering match with 
the last output frame(the first match) .  

D

 Time-Spatial Recursive Denoising for LLL Images Based on Motion Detection 165 



3.3   Filter P rocessing 

Time-spatial recursive denoising based on motion detection contains filter in space-
domain and filtering in time-domain. The specific processing method is shown as (9): 
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(9) 

Where, ny  is the current frame. '
ny  is the output of the current frame processed by 

time-domain filter. '
1ny −  is the output of the previous frame. 1ny + is the next frame . 

k is the filter coefficient. The greater the value of k is, the stronger the effect of the 
filtering is. In the algorithm, for the first match, the region of current frame and output 
of the previous recursion took part in the recursion operation. For the second match, 
the output was gotten by means of weighted average from the region of current frame 
and the corresponding region of the next frame. For the case of no matching, the 
region was dealt with none treatment. 

4   The imulation esults 

In order to verify time-spatial recursive denoising for LLL images based on motion 
detection, we capture a video in low-light environment, with a target running in view. 
In MALAB, the video was processed by the algorithm. First, the result was evaluated 
by subjective observing. Then result was evaluated by the indicator of goal clarity, a 
objective evaluation, to verify the superiority of this algorithm. In MATLAB 
simulation, the size of small region adopted this algorithm is 16 16× , correction 
factor 1.3p = .  
  After the video was processed by recursive algorithm based on motion detection in 
time-domain, the 235th, 281th, 303th frame image were captured from the original 
video and the processed video.  
Figure 4 shows original images on the left and processed images on the right. Noise 
has been reduced, particularly random flicker noise. The contrast was significantly 
improved , the scene is more clear, and the image quality is improved. 
  The 280th to 319th frame images from original video and processed video was 
gotten to calculate target definition and evaluate the effect of the algorithm. In this 
paper, gradient magnitude was used to evaluate the target clarity. Gradient magnitude 
can reflect the clarity of the image edge. The larger gradient magnitude is, the better 
clarity of the image has. We evaluated image target clarity of LLL television as 
follows: Target region was first selected to be evaluated, which region contains the 
edge information; Laplace operator of each pixel within the target region of the 
gradient was individually calculated, as type (10) shows.  The target clarity D was 
obtained by accumulating the N-of the selected average gradient value, as shown in 
Equation (11). 

S R
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Where ( ),f x y  is the gray value at the pixel ( ),x y  and ( ),g x y is the point of 
the gradient. Figure 4 shows evaluated results. As we can see that the clarity of the 
algorithm is better than the one of traditional time-domain recursive approach. 

 

 

  

Fig. 4. Original images and processed images of low light level television. 
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Fig. 5  Evaluation result of starget clarity in 50 ~ 79 image .  

5   The References Section 

This paper introduces time-spatial recursive denoising for LLL images based on 
motion detection. The algorithm combines the time-domain recursive noise reduction 
and spatial noise reduction. According to the results of movement intensity, blocks 
that contain the moving target adopt special approach in space domain effectively 
eliminating the large number of random flicker noise. What’s more, the smear 
phenomenon caused by the traditional time-domain algorithm disappeared. The 
algorithm will be optimized and realized in FPGA to reach processing in real time. 
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Abstract. The paper analysis the tradition decision support system firstly, and 
then introduced the theory of data warehouse. In combination with the data and 
business's specialty of the original social insurance management system, the 
paper applies data warehouse to social insurance decision support system and 
gives the way of devise thinking about social insurance data warehouse. Finally, 
the further research direction is pointed out. 

Keywords: data warehouse (DW), data source, and model. 

1   Introduction 

Decision support system (called DSS) is to assist decision-makers through the data, 
models and knowledge to human-computer interaction for semi-structured or non-
structured decision-making computer applications. The basic structure of decision 
support system mainly consists of four parts, namely, the data part, the model part, 
reasoning part and the part of human-computer interaction; it can help to solve semi-
structured and non-structured decision problems, and to man-machine dialogue, the 
main form of work as a system. The DSS goal is efficient, that is to find ways to make 
things run better as far as possible in order to enhance the capacity and effectiveness of 
decision-making; .The traditional method of establishing decision support system can 
be used extensively to build all kinds of DSS, including intelligence DSS, group DSS 
and general DSS, but the traditional method of DSS has some disadvantages. For 
example, separate components, numerous interfaces, and complicate system are 
difficult to design and realize, uneasy to expand, and so on. During exploring the DSS 
for the social insurance DSS in Jiangxi province, some similar problems are met. 
Although it is a general DSS, the social insurance DSS is a complicated and dynamic 
open system, which has many different data resource and complex method models. If 
we used the traditional method of establishing the DSS, the project is bound to have 
many above problems. 

Now with the increased availability of data collected from the different sources and 
the implementation of enterprise-wise databases the amount of data that company is 
growing at a phenomenal rate. It becomes increasing important for the companies to 
be able to better manage their databases. 
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2   Data Warehouse Technology 

2.1   The Theory of Data Warehouse  

A data warehouse is a consolidated database, which contains a huge integrated 
amount of data organized around major subject areas of an organization that span over 
a period of time to serve a historic purpose. W.H. Inmon defines data warehouse as a 
collection of integrated, subject-oriented, time-variant and nonvolatile database 
designed to aid decision support functions. Data warehouse data come from numerous 
data sources. These data source are normally built to satisfy the day-to-day activities 
of an enterprise. Hence, the data contained in these operational data sources do not 
have time stamps and are updateable. A data warehouse is primarily built to integrate 
operational databases and other legacy systems over a long period of time for decision 
support and analytical data querying purpose. 

It is apparent from the above definitions of a data warehouse that the data 
contained in a data warehouse are drawn from different sources. The different data 
sources might have been implemented on different computer hardware and software 
platforms. For our project, a branch of social insurance in Jiangxi province has a 
number of units. 

2.2   Data Warehouse Construction 

Data warehouse (DW) data originates from a variety of different sources. These could 
include: 1) The DW database needs to be designed and integrated in a way which will 
eliminate many of the inconsistencies which have evolved over the years in many of 
the legacy system Operational databases and local application data stores. 2) Meta 
data (technical and business information about the data) is an integral component of a 
robust Data Warehouse Infrastructure. Without this information, it will be extremely 
difficult for both administrators of the Data Warehouse and users of the data to know 
and understand the data means and its appropriate usage. Metadata is also vital for the 
administrators for change management and impact analysis.3) A metadata repository 
is required to maintain descriptive information of all available data in the information 
warehouse. The structure of the Metadata enables business users with easy retrieval 
and access to the required information in a manner which is easily understood in 
business terms.  

The data quality of these data stores should be managed by a process of 
certification, by the owners of the data, to assure all interested users that the data has 
met the minimum threshold levels of acceptable quality. Important factors of quality, 
which need to be monitored, include timeliness and completeness of the data stored in 
the data warehouse. Performance indicators are required to enable monitoring. 

Some important design characteristics of information warehouse data-stores which 
distinguish them from existing production operational data stores include: 1) None 
Volatile: Real time updates occur to selective data warehouse data stores. Most data 
stores are refreshed in batch, not less than every 24 hours. Time consistent context of 
data across different sources need to be maintained. 2) Time Variant: A 3 to 7 year 
time horizon for maintaining data is normal for the information warehouse. The 7 
year retention is typically driven by regulatory requirements for the retention of data. 
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The data is periodic and maintained as a series of snapshots, taken as of some moment 
in time. The key structure of data tables must contain some element of time. 3) 
Granular structure: Data is maintained at various levels of granularity and 
summarization. Frequently access data can be rejoined and summarized to enable 
quick turnaround on queries and reports. Detailed and atomic level data will be 
maintained alongside summarized and pre-calculated data. New approaches to data 
storage are evolving such as “multi temperature” data storage to minimize costs 
associated with maintaining large and multi-year business data. The concept behind 
‘multi-temperature’ data storage strategies is to optimize data access for more 
frequently used data and isolating infrequently accessed data. DW minimizes the need 
to maintain historical information within the operational application data stores. 
Operational data-bases in the production environment will only maintain historic 
information if it is absolutely required for processing in “transaction-based” 
production applications. Otherwise, all historical data beyond "current value" will be 
maintained in the DW data stores for access and use by business users for 
informational analysis and reporting purposes. Costs for storing history data will be 
optimized by using tables containing different levels of summarization. A successful 
approach in migrating towards an effectively architected enterprise warehouse 
environment is the one which requires much greater levels of involvement from 
business users than those typically required in the development of operational based 
applications in production. The best approach involves designing and building the 
warehouse data environment one increment at a time. This way, technical and 
business community staff can work closely together through a process of continuous 
iteration, to design and implement each component of the warehouse until the 
structure and content of the data, in each component, meets the satisfaction of the 
business. The starting point for the migration is the creation of a DW data model. 
Initially the model will include the definition and confirmation of subject areas 
(business and application specific) and high-level list of entities for the information 
warehouse data model. This level of the model will help to chunk out the planned 
warehouse data environment into components prioritized by business requirements, 
specific needs of business user groups, and the readiness of the users to move ahead 
with this initiative. The design of each enterprise warehouse component will involve a 
number of transformations and refine mend activities to the related areas of the DW. 

3   Design for the Social Insurance Data Warehouse 

We should design an efficacious data warehouse of social insurance firstly for a DSS 
of social insurance. We know data warehouse is data environments for analytical 
process, so we cannot use the traditional develop methods to design it. 

3.1   Investigation of Data Sources 

Data flows of data warehouse system begin with data sources. Present social insurance 
management systems are complex to integrate and commonly shared because of 
different named system, code standard and key code, which are huge obstacles to 
statistics and decision analysis. 
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Though our investigation, the data sources of current social insurance management 
system have some specially characteristics as the following: 

 Many different data source 

Data comes from numerous data sources. Because of different management system, 
the social insurance systems carry out respective. Every local has its independent 
online system environment, which lead to many problems, such as duplicate 
information, many different named rules and inconsistent data item. As far as our 
province is concerned, many relational database management systems involved Oracle 
Sybase SQL Server, FoxPro, etc. The relevant data is stored in institution of town, city 
or province. 

 Data quantity 

Social insurance has collected relative data for a long time, so now the data quantity 
has reached thousand mage while history data had reached to hundred GB; however, 
the valuable data resource has not been further exploited and utilized. 

 Stored online for a long time 

For example, the endowment insurance information is required to store for 50years, 
maybe for hundred years. 

 Unstable data structure 

Because of the instable insurance policy, the management mode and the traffic 
process have great mutability, which should reflect the data structure of management 
system. 

3.2   Analysis of Decision Demands 

Through investigation and research, some decision demands are following: 
 
• Analysis data means process the data through data decomposition and data 

summarize, take the endowment insurance as example, average pension, the 
total of pension, the constitutor of pension, pension fee onetime. 

• Prediction means that we can simply forecast analysis for future through 
researching the data’s variant tendency based on current data. For example, 
the increase tendency of pension fee, the tendency of retirement life span, etc. 

 
Suggestions for decision making means that we give some suggestions deepened 

on researching agedness and fund accumulation questions. For example, personal 
account interest rate, pension adjustment rate. 

3.3   Design the Subject-Oriented Data Warehouse 

The data structure of data warehouse is very different from the traditional database, 
since the data warehouse usually obtains valuable information from a great quantity 
data which be collected for over the many years. We organized the data with subject-
oriented method. 
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Design the data warehouse always has two methods: star model and snow model, 
which are made of correlative face table and dimension tables. The star model is a 
relational database structure that fact tables in the middle and the dimension tables are 
around the fact table. Every dimension tables are related to fact table by key codes. 

The snow model is a extend form of star model, dimension tables are divided into 
direct correlative main dimension table and the second dimension tables correlated to 
main dimension tables. 

Now, current insurance data is involved institutions of town, city and province. If 
we want to analysis the fluctuant policyholder number or pension pay in some area 
from different aspect such as area, time, economic. So we design the pension, fund 
account are measure and the area, time, economic are dimension.  

In this model, it included one fact table and three dimension tables. Which the fact 
table is the monthly account file through summarize and arrangement, and the time, 
area, economic type, trade became the four dimension tables. So we can build data 
cube and are very easy to cut data into slices and other operations from different 
dimensions. 

With the business’s development and decisions demand’s variation, the structure of 
multi-dimension is variable, so it further meets the analytical requirement. 

4   Conclusions and Future Work 

In our country, the data warehouse is an ascendant field on data management technology 
and market, and has a bright prospect. When people focus on the main problems of 
current data warehouse, the new generation of data warehouse already be intentioned  
by researchers like “budding”, such as object-oriented data warehouse, active data 
warehouse, dynamic query optimization, key mission data warehouse, etc. Anyhow, data 
warehouse is based on data management and utilization of comprehensive technology 
and solutions, and it will become the new round of database market growth, and also will 
become an important part of the next generation application system. 

Data warehouse as a database management technology has developed in china for a 
short time, now there were some successful applications of data warehouse in some 
fields, but very lack in insurance. The paper applies data warehouse to social 
insurance decision support system and only tentatively gives the way of devise 
thinking about social insurance data warehouse, but many aspects of data warehouse 
deserve further probing and investigation. 
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Abstract. Grid is a distributed computing environment. There are lots of 
resources in grid environment that are heterogeneous and geographically 
distributed. By receiving a resource request the resource discovery mechanism 
should return an appropriate resource if there exist one. Resource discovery is a 
challenging problem because of the heterogeneity and distribution of resources. 
In this paper, we propose and evaluate an adaptive resource discovery algorithm 
using reinforcement learning for grid computing that can be used for multi 
resource requests. The algorithm achieves the most suitable node that can 
satisfy the requested resource by using the past experience of agents. We 
compare our model with random walk resource discovery through simulation 
and the results show that the proposed algorithm provides higher success rate, 
less message passing and shorter response time. Also the algorithm leads to 
load balancing in whole grid. 

Keywords: Grid Resource Discovery, Multi Resource Requests, Reinforcement 
Learning, Adaptive. 

1   Introduction 

As a new network computing platform, grid aims to construct an infrastructure that 
fully supports various resources sharing for different users. Grid can be considered as 
an environment integrating computing and resource, or a computing resource pool [1]. 
There are lots of resources in grid environment that are heterogeneous and 
geographically distributed. As one of the basic services of grid that building the 
connection between the resources users unknown and users, grid resource discovery is 
the process to find the suitable resource for users in grid [1]. Users are not interested 
in where resources actually are. Just by giving a description about resources they 
desire, the resource discovery mechanism will find a set of resources that match the 
user's description if there exists one [2]. In the environment, heterogeneous 
computational resources spread across geographically distributed areas worldwide. 
The resources such as storage space and CPU are dynamic, and nodes can enter or 
leave the system unpredictably [3]. 

Traditional resource discovery approaches relying on centralized or hierarchical 
policies cannot tolerate such an environment. In the resource discovery approaches 
relying on centralized policies, all nodes report their available resources to a central 
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grid node. When a node needs resources, it resorts to the central grid node for the 
information of resource providers who have its required resources. Since the central 
grid node needs to store all the information of available resources in the grid system, 
and needs to process the resource requests from all of the nodes in the system, it could 
easily become a bottleneck and is unable to efficiently process the resource requests, 
leading to low performance of the grid system. In the resource discovery approaches 
relying on hierarchical policies, all nodes are formed into a hierarchical structure with 
a number of levels. A node can ask for the information of available resources from the 
nodes in the above level [3]. The hierarchical approach, while being a popular, well-
assessed technique for managing large repositories of quasi-static data in distributed 
systems (such as the Internet DNS), does not fit well the dynamic nature of resource 
availability data. This purpose can be better served by peer-to-peer approaches [4]. 

By considering the advantages of peer to peer architecture we use it in our work. A 
new resource discovery algorithm using reinforcement learning is introduced in this 
paper. In this algorithm by receiving more queries each node learn more information 
about its neighbors. And by using this information it can answer the query in a better 
way. This algorithm can be used in multi resource queries. 

The paper is structured as follow. In section 2 we briefly review related work. In 
section 3 we introduce our proposed adaptive algorithm using reinforcement learning. 
Simulation and results are presented in section 4. Finally, section 5 is our conclusion. 

2   Related Works 

There are many resource discovery methods in grid environment. Some of these 
methods are using centralized or hierarchical architecture, but as mentioned in 
introduction these architectures have some disadvantages so the algorithms for peer to 
peer environment are preferred.  

A resource discovery algorithm with probe feedback mechanism based on 
advanced reservation is introduced in [9]. The most important factor of the algorithm 
is that if the discovery failed it can rediscover the requested resource on its response 
message back way. So it provides more chances to find the resource.   

In [10] a cashed based optimized random walk protocol for resource discovery in 
large scale dynamic grids is proposed. The protocol can save significant bandwidth 
and reduce the network bandwidth consumption. 

Sanya Tangpongprasit et al. [8] propose a reservation algorithm to find an 
appropriate resource in a grid environment. In the forward path, the mechanism will 
check the local node. If the node has a resource that matches the request, it will be 
added into the request and reserved. The mechanism uses the experienced-based plus 
random rule to decide which node to forward the request. In the backward path, if 
there is more than one resource reserved, only the one added in the request can be 
chosen, and others should be released [2].  

In [5] a simple cashed based mechanism is proposed for peer to peer resources. The 
algorithm is based on push-pull strategy and each peer maintains a local cache of 
messages and uses the information for routing and discovering a resource. 

A scalable peer to peer based proximity-aware multi resource discovery scheme is 
presented in [3]. It collects the resource information of physically close nodes 
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together, and maps resource requests from requesters to the resource information pool 
of its physically close nodes. In addition, it relies on a single DHT and achieves 
balanced resource discovery load distribution, enhancing the system scalability. 

In [6] a large scale peer to peer grid system which employs an ant colony 
optimization algorithm to locate the required resources is proposed. This method 
avoids a large scale flat flooding and supports multi attribute range queries. 

3   Adaptive Resource Discovery 

3.1   Resource Classification 

There are many types of resources with variety of attributes in grid environment. We 
can divide these resources in two types, Static resources and dynamic resources. 
Static resources such as operating system type, software and etc. Dynamic resources 
whose value is not stable and can change over the time, such as free memory size, cpu 
load, etc. queries for static resources are like "os = linux", so having the information 
of their existence is enough. But queries for dynamic resources are like "free memory 
size > 7 G byte" or "cpu speed > 2 GHz", and we should try to find a best fit resource 
to satisfy the request, so we divide the possible range of dynamic resources to some 
sub ranges and each of these sub ranges act as an individual resource.  

For example if the possible range for memory size is 1Gbyte to 50 G byte, it can be 
divided in the following sub ranges:  {< 1G}, {>1G, <5G}, {>5G, <10G}, {>10G, 
<15G}, {>15G, <20G}, ... , {>45, <50}  

When a user send a request for memory-size of 7G bytes, the resource discovery 
algorithm tries to find resource {>5G, <10G} among provided resources in grid 
environment, if there isn't any resource {>5G, 10G<}, the algorithm starts to discover 
a resource that can satisfy the request such as {>10G, <15G}. On the other hand this 
mechanism prevents wasting grid resources by choosing the best fit resource for the 
requested resource. 

3.2   Reinforcement Learning 

Reinforcement learning is learning what to do, how to map situations to actions, so as 
to maximize a numerical reward signal. The learner is not told which actions to take, 
as in most forms of machine learning, but instead must discover which actions yield 
the most reward by trying them. Reinforcement learning uses a formal framework 
defining the interaction between agent and environment in terms of states, actions, 
and rewards [7]. In each step an agent take an action and for that action it receives a 
reward from environment. Depending on receiving rewards the agent learns to take 
actions with better rewards in next steps. 

3.3   Resource Discovery Using Reinforcement Learning 

In resource discovery, agents learn which node can satisfy the requested resource by 
using their past experience. N is the set of grid nodes and node n ϵ N is the local node 
with n' ϵ N as a neighbor. R is the set of provided resources in grid environment and  
r ϵ R is a requested resource.  
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Each node n is an agent and has a Q-value table which stores the  estimated value 
of neighbor nodes for requested resource r. Q-value indicates the efficiency of a node 
for requested resource r. By using this value, the agents can decide which neighbor 
can satisfy the requested resource and they send the request to that neighbor. 

At first the table is empty. When a request for resource r is received by node n, for 
the first time there wouldn't be any data for resource r so the item r will be added to 
the table of node n and the request will be forwarded randomly to one of the 
neighbors of node n. By time passing and receiving more requests the table will grow 
and the value of nodes will be updated so the knowledge of agents about the 
environment will grow and they can choose the optimal actions. 

 
Table 1. Q-value Table of node n 

 
                  Neighbors of node n 

resources 
    n'1 n'2 … n'k 

       r1 Q(r1,n'1) Q(r1,n'2)  Q(r1,n'k) 

       r2 Q(r2,n'1) Q(r2,n'2)  Q(r2,n'k) 

       r3 Q(r3,n'1) Q(r3,n'2)  Q(r3,n'k) 

       …     

       rm Q(rm,n'1) Q(rm,n'2)  Q(rm,n'k) 

 
A resource request message will be received by local node n. The local node n 

checks whether there is a local matching resource for requested resource. If there is 
one, a matching response is sent to the user. If there isn't any matching resource, the 
local node n checks its Q-value table. Which neighbor n' who has the highest value 
for resource r will be chosen and the request message will be forwarded to that 
neighbor. For each action (message forwarding to a neighbor) there is a reward, so by 
getting this reward the value of that node increases or decreases. The reward is 
calculated using this formula:  

Rew = Dn' + β ( Loadn,n' + Ur,n' ) 

If the node n' has a resource to satisfy the request then n' is a destination node and 
Dn' will be 100 so it increases the value of node n' for resource r.  If n' is not a 
destination node the Dn' will be equal to 0. β is a constant between -1 and 0. 

Users are interested in getting their answers in a short time so a path with a low 
load is preferred. Loadn,n' presents the average load of link between node n and n'. 
Choosing a neighbor with a low load link will have higher reward. Over the time this 
factor leads to load balancing in whole grid. 

Another factor that is important in calculating the reward is the unavailability of 
the resource of a node or the node itself. Ur,n' is the percentage of unavailability of 
resource r in node n' (consider that here, r is the local resource) that is equal to 
number of failed connections divided by total connections. Sometimes it is possible 
that node n' leaves the network for a while or the provider shots down the system or 
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for a reason node n' can't satisfy the request for resources that it provided and etc. we 
call these situations failed connections.   

In this point, after taking action and calculating the reward, the Q-value of node n' 
for resource r in value table of node n should be updated. The updating formula is: 

Qn(r,n') = Qn(r,n') + α [ rew + γ maxn'' Qn'(r,n'') – Qn(r,n')] 

In which α and γ are constants between 0 and 1. Qn(r,n') is the Q-value of node n' 
for resource r in the table of node n.  rew is the calculated reward for choosing node n' 
as a next node. n'' is a neighbor node of node n' and  Qn'(r,n'') is the Q-value of node n'' 
in Q-value table of node n'. If the node n' doesn’t have any resource for user request, 
it forwards request to a neighbor. Each node who receives the resource request 
message will use the same algorithm until the matching resource is found or the TTL 
decreases to zero. 

3.4   Multi Resource Requests 

Sometimes users request more than one resource, such as "os-type = linux, ram-size = 
2G". We call these requests multi resource requests. There are two cases for these 
requests. If all of the requested resources should be satisfied in the same node then the 
local node checks its Q-value table and chooses a neighbor whose Q-value for all of 
the requested resources is opposed to zero. In this case there will be more than one 
neighbor with these conditions. Then the request will be forwarded to all of those 
neighbors and they continue the same algorithm to find the all resources. But if the 
requested resources can be satisfied in different nodes, then the local node who 
receives the request, divides the multi resource request to single resource requests and 
forwards each of them to an individual neighbor node according to their Q-value. 
Because the aim of grid is resource sharing, we use the second case.  

For example if the request "os-type = linux, ram-size = 2G" is received by node n, 
node n divides it in two individual requests, "os-type = linux" and "ram-size = 2G". 
Then for each of the requests, according to Q-value table of node n, a neighbor node 
with a highest Q-value will be chosen for forwarding the request, and the algorithm 
continues as described. 

4   Simulation and Performance Evaluation 

In this section we present the result of simulation of our algorithm. The environment 
consists of N=1000 nodes and R=200 resources. The graph generates randomly. We 
tried to simulate an environment that is close to real environment as possible. The 
nodes that share a large number of resources are fewer than nodes that share only one 
or two. Hence, the distribution of resources on nodes is decided by geometric 
distribution [8]. Links between nodes are all duplex. Every node generates its own 
requests during simulation period. The type of the requested resource is generating 
randomly for simulating the real word. The time of request generation in each node, is 
the poisson process. Requests can be single resource request or multi resource 
request. According to results when α = 0.1, β = 0.2, γ = 0.8 and TTL= 20 the 
performance of our model achieves the best. 
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      Fig. 1. Success rate                    Fig. 2. Message passing  

 

   

     Fig. 3. Response time              Fig. 4. Average load  vs. area. 

To evaluate the performance of our algorithm we compare it with the basic random 
walk resource discovery. We can see that the performance of proposed model at the 
beginning cycles of simulation is low because initially agents don’t have any 
knowledge about the environment but by time passing and receiving more requests 
the agents collect more information about their neighbors so the algorithm works 
better and the success rate will improve greatly. As shown in figure1 at the beginning 
cycles, the success rates of both algorithms are close. But in continue there is a great 
difference. Figure2 shows that the proposed model decreases the number of 
forwarding messages for discovering a resource, so it has a great affection on 
reducing the grid traffic. From figure3 we can see that our model has a faster request 
response time which is one of the most important factors for users. The proposed 
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algorithm leads to load balancing in whole grid. To show this easily, we divide the 
whole grid into 20 areas. Each area has a load which is the average load of links that 
exist in the area. Figure4 shows the load of areas after 10000 simulation cycles. The 
loads of areas are too close, that means the grid has a balanced load. 

5   Conclusion 

Rapid development of grids requires adaptive and efficient resource discovery 
approaches [3]. The heterogeneity and volatility of grid nodes and resources makes 
resource discovery a challenging problem. This paper presents an adaptive resource 
discovery algorithm using reinforcement learning. This algorithm also can be used for 
multi resource discovery. The preferred architecture is the peer to peer architecture. 
Each node is an agent. Agents can learn and adapt themselves with environment so for 
a requested resource they choose the most suitable resource among existing resources. 

Results show that the success rate of the proposed algorithm is high and it reduces 
the discovery time because it uses the best and shortest path to discover a resource, 
also agents prevent using a path with a high traffic load for forwarding messages, so it 
achieves balanced load network. 
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Abstract. Conventional electro-hydraulic servo control system is widely used for 
mold oscillation, but it is difficult for this system to construct a stable, low cost and 
high performance control system. This paper proposes an oscillation method driven 
by an electro-hydraulic-controlled stepping cylinder, and the stepping cylinder has 
the performances of less control links, easy maintenance, relatively low cost and 
high precision. The mathematic model of electro-hydraulic-controlled stepping 
cylinder is established, and through PWM control the sine curve and non-sinusoidal 
curve are simulated. The result of simulation demonstrates that the model is 
effective, and the proposed electro-hydraulic-controlled stepping cylinder system 
instead of conventional electro-hydraulic servo control system is feasible. 

Keywords: Continuous casting crystallizer, stepping cylinder, non-sinusoidal 
curve, impulse frequency control. 

1   Introduction 

In recent years, the development and popularity of computer control techniques laid a 
foundation for the combination of electronic technology and the hydraulic technology, 
which greatly improved the functions and complex control ability of the hydraulic 
control system. In order to obtain a high speed casting performance and good surface 
quality, the vibration system of continuous casting crystallizer should be improved 
from the traditional mechanical vibration control to the electro-hydraulic servo control. 
The electro-hydraulic servo vibration control device can easily achieve a variety of 
waveforms vibration and monitor continuous casting process to display real-time 
vibration waveforms, and it also can modify vibration mode and parameters such as 
frequency, amplitude online [1], [2]. Mold oscillation electro-hydraulic servo vibration 
control system drives controlled object by the hydraulic mechanism mainly comprised 
by electro-hydraulic servo valve and servo cylinder, combining with modern computer 
measurement and control technology to realize controls. The whole system has such 
defects as relatively too much control links, high requirements for the stability of the 
control software and the appropriate hardware configuration, long cycle for technology 
upgrades. In addition, in order to ensure the security and reliability of the system, for 
hydraulic servo system, it requires a high oil cleanliness and reliable electromagnetic 
compatibility [3].  
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Along with the computer application in hydraulic servo control, digital servo 
control components and driving mechanism are extremely popular. Digital hydraulic 
servo drive technology can be divided into digital valve control technique and digital 
cylinder control technology. Stepping type digital valve is used stepping motor as 
electricity - machinery conversion components, the input signal is converted to output 
signal of the valve which is proportional with the number of steps, This type of valves 
have a high repeat accuracy, no hysteresis, no need to use D/A converter and linear 
amplifiers, etc., the disadvantage is slow response [4]. Digital cylinder is incremental 
digital control servo components, namely, converts the electrical signal used to control 
the stepping motor to mechanical displacement. Stepping motors can be controlled  
by a microcomputer or a programmable logic controller (PLC).Its working principle  
is that the controlling pulse sequence signals given by a microcomputer, drive 
stepping motor after amplified by the driving power, the microcomputer control the 
Stepping motor speed through the control of pulse, and thus to control the 
electro-hydraulic-controlled stepping cylinder’s movement. The displacement of 
electro-hydraulic stepping cylinder is proportional to the total number of the control 
pulses, and the movement speed of electro-hydraulic stepping cylinder is proportional 
to the frequency of the control pulses. Digital hydraulic servo drive technology with 
adopting the combination of Stepping motor driving and screw driver of servo 
following with high reliability and high precision hydraulic, has the same high 
dynamic response with high accuracy under less control links, and it is relatively low 
cost compared to the traditional electro-hydraulic servo system, and avoids the 
problems in the traditional electro-hydraulic servo system such as complex 
maintenance, interference problems and zero shift [5-7]. 

2   Structure Design of Stepping Cylinder 

Different from the standard servo cylinder components, the electro-hydraulic stepping 
cylinder is actually an assembly of the servo electro-hydraulic-controlled system. As 
shown in Fig.1. The left figure is the schematic drawing of a two-dimensional profile, 
showing the basic structure of the stepping cylinder; The right figure is the 
three-dimensional diagram of the stepping cylinder, which can dynamically display the 
working principle of the stepping cylinder [8] .It includes: cylinder, servo valve spool, 
precise ball screw nut, gear transmission, absolute encoders, five- phase stepping 
motor, etc. The connectors assorted with the stepping cylinder contain hydraulic oil 
source, stepping motor drive unit, encoders control unit, procedures controller, etc. 
Stepping motor rotating certain angles, opens the valve spool through the valve spool 
driven by the rotating shaft, which make the high-pressure oil flow into a side of the 
piston and push the piston till closing the opening in the valve opened earlier, complete 
a feedback servo operating cycle.  
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Fig. 1. Electro-hydraulic stepping hydraulic cylinder structure scheme 1- Stepping motor 2, 
3-Gear 4- Rotating shaft 5- Spool 6- Valve cover 7- Piston 8- cylinder body 

3   Mathematics Model Establishment of Stepping Cylinder 

Electro-hydraulic-controlled cylinder contains five-phase stepping motor, gear 
transmission, servo valve, hydraulic cylinder and other components, and the following 
paper will make models for the above components. 

3.1   Model of Five-Phase Stepping Motor 

Adopt five-phase stepping motor whose driving means are below bridge chopper wave 
with constant frequency chopper wave and constant total flow, the equation of the 
voltage can be obtained:  
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where Vk is the voltage of the k phase winding, R, Ls and Lm is the resistance, 
self-induction and mutual inductance of the phase windings respectively , uk(t) is the 
rotational voltage of the k phase winding. 

The value of electromagnetic torque depends on the current of every phase winding, 
to assume that it is equal to the sum of the torque produced by every phase current in 
linear condition. Let the torque-angle characteristic is the sine waves, so 
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where Tk is the electromagnetic torque of k phase winding, kt is torque coefficient, θk is the 
angular displacement deviation of the rotor from the equilibrium point of k phase torque. 

3.2   Gear Transmission Ratio 

Gear transmission ratio  

21 / ZZi =                           (3) 

where Z1 and Z2 is the number of teeth of driving wheel and idler wheel respectively. 

3.3   Dynamics Equation of Slide Valve Spool  

The dynamics equation of the slide valve core in electro-hydraulic-controlled stepping 
hydraulic cylinder is 

xfmLL TT
dt

d
B
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d
JT +++= θθ

2

2

                                     (4) 

where Tf is friction torque, Tx is torque generated by the axial force, Bm is viscous 
damping coefficient of valve. 

3.4   Valve Controlling Cylinder Model  

Stepping cylinder is a single out rod hydraulic cylinder, the control slide valve is 
symmetrical and four sides slide valve, form symmetric valve controlling asymmetrical 
cylinder. According to the valve port flow equation, hydraulic cylinder continuous 
equation and force balance equation can get valve controlling cylinder nonlinear state 
equation model as follows 
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Let state variable T
pp

T ppxxxxxxX ],,,[],,,[ 214321 == , where xp is the 

displacement of cylinder, p1 and p2 is the pressure of no rod cavity and rod cavity 
respectively, A1 and A2 is effective function area of no rod cavity and rod cavity 
respectively, V1 and V2 is instantaneous effective volume of no rod cavity and rod 
cavity respectively, Ci and Ce is the internal and external leakage coefficient of cylinder 
respectively, K is oil bulk modulus, mp is load equivalent quality, Ff is friction of 
cylinder, FL is suffered external load of cylinder, xv is valve opening, R0 is valve 
coefficient. 

Integrated the models of stepping motor, gear shifting device, slide valve spool and 
valve control cylinders into together can get the mathematical model of nonlinear 
stepping cylinder.  

4   Numerical Simulation Study  

Fig.2 is the electro-hydraulic stepping hydraulic cylinder system structure. In the 
control of five phase stepping motor this paper use three-phase excitation PWM output 
way. According to the above the mathematical model of stepping cylinder, set up 
simulation model in MATLAB/SIMULINK environment, and combine the force that 
continuous casting crystallizer suffers to analysis model, then make sine wave vibration 
control and non-sinusoidal vibration control simulation for stepping cylinder. 

 

 

Fig. 2. Electro-hydraulic stepping hydraulic cylinder system structure 

The simulation results shown in Fig.3 and Fig. 4, the system vibration is uniform and 
steady and the curve has high follow precision, there is no distortion, fluctuations or other 
undesirable phenomena. In the continuous casting mold oscillation curve, non-sinusoidal 
curve is gradually widely used due to two obvious advantages: one is that adopting the 
sine curve can reduce vibration frequency and improve the system reliability and service 
life, the other is that moving with a longer time can increase the casting speed [9]. The 
simulation results of the non-sinusoidal curve shows that the electro-hydraulic-controlled 
stepping hydraulic cylinder and traditional electro-hydraulic servo control system are 
comparable on the control accuracy and the effect. 
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Fig. 3. Sine curve vibration control simulation curve 

 

Fig. 4. Vibration Control Simulation of non-sinusoidal curve (deflection rate is 40%) 

5   Conclusions  

Aim at the drawback of continuous casting mold oscillation with traditional 
electro-hydraulic servo control system, this paper presents an electro-hydraulic-controlled 
stepping cylinder system. This system has these features such as less control links, easy 
maintenance, simple software control, relatively low cost and high accuracy and so on. 
Use mechanism method, This paper establishes the electro-hydraulic-controlled stepping 
hydraulic cylinder system model composed of elements such as five phase stepping motor, 
gear transmission device, servo valve spool, cylinder, etc. And sine curve vibration and the 
non-sinusoidal curve vibration of 40% deflection are simulated through the PWM control 
method. The simulation results show that the vibration of this system is symmetrical and 
steady and the curve has high follow precision with no distortion, fluctuations or other 
undesirable phenomena.The simulation results will be the theoretical basis for the 
corresponding experiments.  
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Abstract. Software component test is of great importance within the 
Independent Verification and Validation process of digital safety system used in 
nuclear power plants, and acts as the base of software engineer implementation. 
Now it has encountered the difficulty of test case generation, which needs to be 
more intensively investigated in nuclear energy industry. The paper describes 
three methods for test case generation according to the suggestion given by an 
IAEA’s technical report, and proposes a strategy on how to use these methods 
in the software component test of digital safety system. This work will be also 
beneficial to the subsequent tests of digital safety system in nuclear power 
plants. 

Keywords: Nuclear Power Plants, Digital Safety System, Software Engineering, 
Software Component Test, Test Case, Independent Verification and Validation. 

1   Introduction 

Nuclear power plays an important role in the energy layout in China as it is a kind of 
clean, efficient and safe new-style energy. The development of nuclear power has 
been speeded up during last five years, and all nuclear power plants (NPP) under 
construction in china employed digital safety systems, regardless of “second-
generation and plus” or third-generation (e.g. AP1000, EPR). 

Chinese government has pointed out, in China's 12th Five-Year Plan [1], that the 
nuclear power should be effectively developed on the basis of ensuring safety, which 
stresses that safety acts as the precondition of promoting nuclear power development 
in China. Recently, the Fukushima Nuclear Accident has drawn global attention to 
nuclear safety issues again, while digital safety systems play a vital role of ensuring 
the safety of nuclear power plants. 

Safety system is “a system that is relied upon to remain functional during and 
following design basis events to ensure: (a) the integrity of the reactor coolant 
pressure boundary, (b) the capability to shut down the reactor and maintain it in a safe 
shutdown condition, or (c) the capability to prevent or mitigate the consequences of 
accidents that could result in potential off-site exposures” [2]. Traditional safety 
systems generally consist of analog components, and comply with redundancy and 
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diversity requirements, Single-failure criterion, and etc. to achieve defense-in-depth 
goal. On the other hand, different from traditional safety systems, the digital safety 
systems (i.e. computer-based safety systems) employ software much beside hardware. 
As software failures increase the probability of system common cause failure, they 
challenge the system’s safety built on the redundancy and reliability of hardware. In 
order to achieve high reliability of the digital safety systems, the Independent 
Verification and Validation (IV&V) process [3] is performed throughout the 
development process of digital safety systems, which is the experience learned from 
software engineering by nuclear industry. 

Software Component (SC) is the basic function module in digital safety systems, 
while Software Component Test (SCT) is an important activity in IV&V process. Test 
case design is the base and also the hardest work of SCT. 

For the topic of designing effective test case, the related IEEE standards involved 
little and only gave the definition of the “test case” [4], while IEC standards 
recommended several test techniques (i.e. methods for test case design) for software 
module test in digital safety-related systems [5][6]. A technical report prepared by 
EPRI and Autoridad Regulatoria Nuclear provided suggestion on techniques used 
functional test during the V&V process for digital systems in NPP [7]. Although the 
above work could be referred when we designing test case for SCT of digital safety 
systems in NPP, further research is still needed as to find suitable solution for test 
techniques selection and combination, which is termed as design strategy in this 
paper. 

In this paper, we first discussed three methods for test case design for SCT of digital 
safety systems in NPP according to the suggestion from a technical report by IAEA [8], 
and then proposed a design strategy complying with actual test requirements. The work 
will be also beneficial to the subsequent functional tests of digital safety system in NPP. 

2   Background 

2.1   Position of SCT 

IV&V process, performed throughout the development process of system, can help to 
achieve high reliability and availability of the digital safety system. More details of 
IV&V process are described in IEEE Std 1012™-2004 [9]. 

SCT corresponds to the software design and implementation phases in the 
development process of the safety system, which is a very important activity of IV&V 
process, as shown in Fig. 1. 

Testing of digital safety systems usually follows the bottom-up methodology, 
which means from lower level to higher level, from component test to system 
integration test. SCT locates the lowest level in the whole test tasks of digital safety 
system and acts as the base for the subsequent tests. 

Fig. 1 illuminates the SCT’s position in IV&V process and test tasks of the digital 
safety system. 
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Fig. 1. SCT’s Position in V&V Process and Test Tasks [9] 

2.2   Definition of Test Case and Classification of SCT 

SCT aims at verifying whether the SCs comply with the requirements in Software 
Requirements Specification (SRS). In this work “a set of test inputs, execution 
conditions, and expected results developed for a particular objective” [4] is called test 
case. Designing effective test case is always the most important work in the software 
testing. 

According to its aim, SCT can be categorized as either functional test or structural 
test. The former verifies software components complying with specified functional 
requirements, and the test case is drawn from the requirements in SRS, which is based 
on using test inputs and checking test outputs. The test inputs are executed across the 
whole range while the test outputs are compared with expected results. Each test case 
is directly related with requirement. The design of test case for functional test is 
usually accomplished by test engineers, which is of the major concern in this paper. 
Hence the test case design of SCT in the paper means the test case design for function 
test of software components. 
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In contrast, structural test verifies the inter structure of SCs, therefore the test case 
is usually drawn from SC’s structure. Structural test of SC is generally performed 
with the help of automated test-bed (e.g. LDRA Testbed®) with the result showing the 
coverage of SC’s internal structure by executing all the test cases. Test case design for 
structural test is not included within the scope of this paper. 

2.3   Requirements, Difficulty and Methods for Test Case Design of SCT 

Generally, test cases should verify whether SC satisfies the following requirements: 
 
1) Calculating correctly. For numerical calculation, actual outputs should lies 

within certain range of expected outputs (e.g. 100%±0.1%). And the expected 
outputs of real type should not be “0” as to avoid wrong judgment. 

2) Handling potential errors; 
3) Checking inputs range. [10] 
 

Formally, a test cases file should specify inputs, expected outputs and related 
requirements, a little different from the standard definition of test case as the 
execution conditions are replaced by related requirements. 

The difficulty of test case design of SCT is to find an effective test cases set, which 
means the subset, of all test cases, has the highest probability to find most errors. 
Referential research is rare at the present for test case design of SCT for digital safety 
system in NPP. Li et. al [11] reported a preliminary study on how to develop test 
cases for unit testing of safety software V &V. However, the test case design mainly 
focused on structural test and was assisted by automate testing tools VectorCAST. 

IAEA’s technical reports series No. 384 [8] recommended several feasible 
techniques for V&V of software related to NPP, and introduced three methods of test 
cases design for SCT. We use these methods as guidelines for test case design for 
SCT of digital safety systems, and they are: 

 

(a) Equivalence partitioning; 
(b) Boundary value analysis; 
(c) Cause–effect graphing. 
 
The detail description of these three methods could be found in the standard 

textbooks of software testing, e.g. ref.[12], so we describe little on the concept of each 
method, but introduce more about the consideration and applicability of using them in 
the actual SCT. Then the process of using these methods is demonstrated for test case 
design in a simple SCT. 

3   Methods for Test Cases Design 

3.1   Equivalence Partitioning 

According to this method, we first divide the input domain into a certain number of 
equivalence classes, and then choose a few typical values from each class as the test 
inputs for test cases. 
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This method consists of two steps: (1) indentifying equivalence classes, and (2) 
generating test cases.  

When an input is of Real, Short Integer or Long Integer type, the range of input 
could be a condition for dividing equivalence classes. Generally, only the maximum 
and minimum need to be considered for input of Short Integer or Long Integer type, 
while infinitesimal limit needs to be taken into account as well for Real type input.   

If an input is of Boolean type or in the form of logical condition, we can indentify 
the equivalence classes by “True” and “False” of the input.  

3.2   Boundary Value Analysis 

As to verify that the SC behaves correctly across boundaries, we choose values 
directly on, above, and beneath the edges of equivalence classes, together with any 
likely error values. For example, the maximum of Short Integer type value is 32767, 
so 32766, 32767 and 32768 are chosen as the test inputs. 

If we only need to check the input range, the consideration of output range could 
be omitted. 

3.3   Cause–Effect Graphing 

This method uses graph to analyze combinations of input circumstances, and then 
generates test cases in a systematic way. And it is applicable to check all the 
combination of input conditions. 

Cause–effect graphing is a very useful method when SC has several Boolean inputs 
or the logical relation between inputs and outputs is a little complex. The truth table, 
usually included in SDD, could assist to generate decision table. 

3.4   Strategy of Test Case Design 

Each method mentioned above could supply a set of useful test cases, but not a quite 
complete set since each method has its own disadvantage. According to the suggestion 
by Glenford J. Myers [12] and the experience in SCT of digital safety system, we 
propose a reasonable strategy on how to use these methods in combination as follows,  
 

1) Use cause–effect graphing method first if SC has inputs of Boolean type or its 
requirements contain condition combination of inputs, otherwise use equivalence 
partitioning method; 

2) Use boundary value analysis method under any circumstance, especially 
when the inputs are of Real, Short Integer or Long Integer type; 

3) Use equivalence partitioning method last to check the completeness of test 
cases set if cause–effect graphing method is employed first. 

4   Application of the Strategy for Test Case Design 

In this chapter, we demonstrate the application of the strategy introduced above, by 
designing test cases for SC UNITCONV. 
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4.1   Functional Requirements for UNITCONV 

UNITCONV (i.e. Unit Conversion) shall convert the length from metric unit (cm) into 
imperial unit (inch) when needed. It simplifies the conversion of safety systems from 
NPP using metric unit to NPP using imperial unit. The input and output terminals are 
shown in Table.1. 

Table 1. Input and Output Terminals of UNITCONV. 

Terminal Name Type Description 
1 UNIT_IN Input_Real The length input for SC. 
2 CONVERT Input_Boolean Input that determines whether converting the 

length from metric unit into imperial unit or 
not. 

3 UNIT_OUT Output_Real The length output for SC. 

 
Testable requirements in SRS are as follows, 
 
[i] When CONVERT is “True”, the SC UNITCONV shall convert the length 

from metric unit (cm) into imperial unit (inch), using the following equation 
(the equation has been simplified as it is just used as an example), 

 

UNIT_OUT = UNIT_IN × (2/5) . (1) 

[ii] When CONVERT is “False”, the output UNIT_OUT shall equal to the input 
UNIT_IN without any conversion 

 
This SC has an implicit requirement, which we can identify as [iii], that the input 

of Real type needs range-checking, as data used in computer have a certain range. 
Assuming that the lowest and highest limits of Real type data are -1.0×1017 and 
9.0×1018, respectively, any input exceeding the range will be set to the nearby limit 
value. On the other hand, the infinitesimal limit of Real type data is 5.0×10-19, and any 
input with an absolute value smaller than this will be set to 0. The test input here 
should not be 0 to avoid expected output being 0. The input range could be divided 
into five segments as shown in Fig.2. 

 

Fig. 2. Range Partitions of Real Type Input 
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4.2   Specific Steps of Test Case Design 

Identifying Causes and Effects.  As UNITCONV has a Boolean type input, we use 
cause–effect graphing method first. After analyzing the requirements, we get 
following Causes, Interim States and Effects (numbered from 1, 31 and 61 for easy 
identification respectively), which are shown in Table. 2. 

Table 2. Causes, Interim States and Effects of UNITCONV. 

Cause Interim States Effects
CONVERT is True 31 UNIT_IN belongs to

virtual range
61 output in imperial unit, and
calculation right;

UNIT_IN belongs to A 32 UNIT_IN exceeds
virtual range

62 output in imperial unit, and
calculation wrong;

UNIT_IN belongs to B 63 output in metric unit, and
calculation right;

UNIT_IN belongs to C 64 output in metric unit, and
calculation wrong;

UNIT_IN belongs to D
UNIT_IN belongs to E

 

 

Drawing Cause-effect Graph.  We then convert Table 2 to a cause-effect graph 
according to the logical relationship in SRS. The graph is shown as follows, in which 
common logic symbols stands for causality, while the symbol O denotes that one and 
only one of causes (i.e. ②, ③, ④, ⑤ and ⑥) is “True”. 

 

 
 

Fig. 3. Cause-Effect Graph for UNITCONV 
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Converting Graph into Decision Table.  The cause-effect graph is then converted 
into a decision table by tracing the state conditions in the graph. 

Table 3. Decision Table of UNITCONV. 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
1 1 1 1 1 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0
1 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 1 0
0 1 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1

61 1 1 0 0 0 0 0 0 0 0
62 0 0 1 1 1 0 0 0 0 0
63 0 0 0 0 0 1 1 0 0 0

64 0 0 0 0 0 0 0 1 1 1
 

Generating Test Cases from Decision Table.  Each column in the decision table can 
be converted into a corresponding test case. In the conversion process, boundary 
value analysis method should be used in combination, which means the test inputs of 
test cases should cover values directly on, above, and beneath the boundaries. 
Meanwhile, actual test requirements should be considered, for instance, test cases 
whose expected outputs are 0 should be modified or canceled. Table 4 shows the test 
inputs and expected outputs of test cases, in which Test case_1 to Test case_10 
correspond to column 1 to column 10 of Table 3, and Test case_11 to Test case_14 are 
added to cover the boundaries. Test case_4 and Test case_9 will be canceled as the 
outputs are 0. 

Table 4. Test Inputs and Expected Outputs of Test Cases. 

 UNIT_IN CONVERT UNIT_OUT 
Test case_1 -9.90E+16 1 -3.96E+16 
Test case_2 1.30E-18 1 5.20E-19 
Test case_3 -1.10E+17 1 -4.00E+16 
Test case_4 -4.90E-19 1 0 
Test case_5 9.10E+18 1 3.60E+17 
Test case_6 -5.10E-19 0 -5.10E-19 
Test case_7 8.90E+18 0 8.90E+18 
Test case_8 -1.00E+18 0 -1.00E+17 
Test case_9 4.90E-19 0 0 
Test case_10 9.00E+19 0 9.00E+18 
Test case_11 -1.00E+17 0 -1.00E+17 
Test case_12 -5.00E-19 0 -5.00E-19 
Test case_13 5.00E-19 0 5.00E-19 
Test case_14 9.00E+18 0 9.00E+18 
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Supplementing Test Cases if Need.  In the end, we use equivalence partitioning 
method to check the completeness of test cases. The equivalence classes are shown in 
the following table, 

Table 5. Equivalence Classes of UNITCONV 

Input & output condition Valid equivalence classes Invalid equivalence classes 
Inputs are valid UNIT_IN belongs to B; (1) UNIT_IN belongs to A; (5) 
 UNIT_IN belongs to D; (2) UNIT_IN belongs to C; (6) 
  UNIT_IN belongs to E; (7) 
output in imperial unit CONVERT=1; (3) Not Available 
output in metric unit CONVERT=0; (4) Not Available 

 
All the valid equivalence classes in table 4 have been covered by test cases, and 

every invalid equivalence class has its own test case except the one (e.g. (6)) in which 
expected output could only be 0. Hence, no more test cases are needed. 
 
Corresponding Test Cases to Requirements.  We have generated the test inputs and 
expected outputs of test cases in the above work, and the remaining activity is to 
identify the relationship between requirements in SRS and test cases, which is 
recorded in another table.  

Table 6. Relationship between Requiremens and Test Cases 

Test Cases Requirements 
1, 2, 3, 5 [i] 
6, 7, 11-14 [ii] 
1-3,5-8, 10-14 [iii] 

4.3   Conclusion 

The test quality can not be guaranteed if we choose any number of random test cases, 
while exhaustive test will generally need infinite quantity of test cases. The test cases 
design strategy, which integrates equivalence partitioning method, boundary value 
analysis method and cause–effect graphing method, could be used to generate a set of 
effective test cases for SCT and get fairly good results.  

5   Discussion and Prospect 

Generally, SC should be designed to have simple functions without many 
requirements for the sake of reliability. Sometimes, however, for certain SC having 
complex functions or many requirements, orthogonal design method could be 
employed instead of cause-effect graphing method to generate test cases, as the latter 
method would lead to onerous work.  

We can easily get a conclusion from the previous chapter that test case design for 
even a simple SC is not easy. However, digital safety system usually consists of 
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dozens or even hundreds of SCs, of which some are of complex functions or with 
many requirements. It means a large amount of difficult work to design test cases for 
the whole SCs in the digital safety system, so to establish a practicable and effective 
strategy to guide test cases design is highly desirable. 

The strategy, integrating equivalence partitioning method, boundary value analysis 
method and cause–effect graphing method, gives us a set of economic and effective 
methods to test cases for SCT of digital safety system in NPP, and helps us resolve 
the difficulties we encounter in SCT. Since some of the subsequent tests of digital 
safety system are also based on functional requirements, the strategy could be 
employed in these tests. 
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Abstract. The smart grid envisages providing quality power such that fault free 
operation of the digital devices that power the twenty first century economy is 
achieved. The future scenario for electricity consumers would be one of 
participation with demand control based on frequency linked real-time (RT) 
prices as well as real-time load control measures implemented at the consumer 
end for efficient use of electric power. This necessitates that the consumers 
have real time information with regard to nature of the voltage and fundamental 
frequency of power supply systems. Information about frequency under 
balanced operation of three phase supply can be obtained by using the space 
vector approach for representing the three phase quantities. The determination 
of the phase of resultant space vector at every instant is used to find out the 
frequency..Under conditions of unbalanced operation of three phase supply, 
frequency information cannot be extracted from the resultant space vector 
obtained under balanced conditions. In this case information about frequency 
can be obtained by extracting the positive or negative sequence components of 
the three phase unbalanced supply voltages and subsequently monitoring the 
phase of their resultant vector. This paper presents an effective method of 
measuring the fundamental frequency as well as tracking the frequency 
deviations under different situations during both balanced and unbalanced 
operation .of the power supply. The simulation results obtained clearly indicate 
the effectiveness of the method. The simplicity of the algorithm enables an easy 
implementation of the same in hardware using a pic microcontroller and is cost 
effective. 

Keywords: Frequency measurement, frequency tracking, space vectors, 
positive sequence components, negative sequence components,  balanced sag, 
unbalanced sag. 

1   Introduction 

The vision of countries for  the next decade has been to provide clean and reliable 
power by working towards  energy efficient systems .Smart grids  are to replace  
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the existing electric grids. Increased quality of power with high levels of reliability is 
one of the outcomes envisaged through such endeavors. Specific approaches that the 
smart grid will bring include [1] PQ meters, System wide PQ monitoring, etc. A 
variety of methods for efficient monitoring of effective electric systems would be in 
place. New distributed generation (DG) devices such as fuel cells, micro turbines and 
micro grids that can provide clean power to sensitive loads would be in abundant use. 
Most of them are interconnected with the distribution network to supply power into 
the network as well as local loads.  

One of the problems that occur in such set ups is when the power supply from the 
main utility is interrupted due to several reasons but the DG keeps supplying the 
power into the distribution networks. These kind of islanding conditions cause 
negative impacts on protection, operation and management of the distribution 
network. These conditions are easily detected by monitoring several parameters such 
as, voltage magnitude, phase displacement and frequency changes. In general, utilities 
maintain very close control of the power system frequency. Frequency variations that 
go beyond accepted limits for normal steady state operation of the power system are 
normally caused by faults on the bulk power transmission system, a large block of 
load being disconnected, or a large source of generation going off-line. The frequency 
variations can also arise due to harmonics injection. 

In countries where demand exceeds supply, under-frequency poses a major 
problem for efficient grid operation. One way to dynamically control demand is to 
have frequency linked real-time prices. A real-Time balancing market, where the real-
time price varies inversely with the system frequency, is described in [1],[2]. In such a 
market, producers and consumers can get the real-time price, simply by monitoring 
the frequency deviations themselves. The concept and implementation of Availability 
Based Tariff (ABT) is an excellent example in reducing demand based on frequency 
based pricing.  This type of control by distribution not only results in significant 
benefit to companies and consumers but also helps the system operator in frequency 
regulation. By making the demand side participate in frequency regulation, such 
control can potentially facilitate an increase in renewable energy portfolio since 
renewable energy can be used under such situations. The results of simulation on a 
single air conditioner [2] shows that significant reduction in energy consumption can 
be achieved during severe frequency dips in a real-time market. Load control under 
such situations not only results in better frequency control but also lowers the real-
time price of power. 

The system frequency is a reflection of the quality of energy supply. Based on the 
fact that the system frequency at any time represents the result of the balance between 
generation and consumption, the size of the variations also reflect in real time how 
well the system is controlled. The phenomena of significant voltage and frequency 
deviations are typical for isolated power systems. In most cases these deviations are 
harmless. Long term voltage and frequency deviations can induce additional heat and 
energy loss in electrical machines, their overheating and result in decrease of their 
operational life.  Frequency deviations can affect the operation of power electronic 
equipment that use controlled switching devices unless the control signals are derived 
from a signal that is phase locked with the applied voltage. Harmonics originating in 
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customer equipment can cause power quality problems for other utility customers and 
the enforcement of guidelines on harmonic limits by utilities and state commissions 
would necessitate real time monitoring of frequency variations. 

In [4] it was shown that by pricing of electric energy based on the value of the 
integral of the load active power measured by energy meters, the electric power 
utilities waste some revenues for the energy delivered to current harmonic generating 
customer and those who do not generate harmonics but are supplied with distorted 
and/or asymmetrical voltages are billed not only for the useful energy but also for the 
energy which may cause only harmful effects on their equipment. These two 
disadvantages of the present tariff could be eliminated if the energy account is based 
on the value of the integral of the active power of only the power system fundamental 
frequency component. 

As per the review stated in [9], many solutions have been suggested for accurate  
tracking and measurement  of supply frequency and most of the existing methods for 
frequency measurement are based on single-phase signals. Various numerical 
algorithms for power measurements are sensitive to frequency variations and need 
simultaneous frequency measurements. Various techniques have been developed to 
measure power system frequency. Amongst the various techniques available, the 
phasor  based technique is much closer to the definition of instantaneous frequency. 
They demonstrate good dynamic responses which is an important feature for  
frequency measurement applications.. Most of the digital algorithms are based on the 
measurements of a single phase of the system. The utilization of Clarke’s 
transformation in the estimation of power system frequency provides the classical 
single phase methods with more robustness, because the estimated frequency is 
computed using the information provided by the three-phase voltage. Clarke’s α β 
transform is used to convert three-phase quantities to a complex quantity where the 
real part is the in-phase component; the imaginary part is the quadrature component. 
The methods using α β transformation, work well for balanced conditions .However, 
under unbalance conditions oscillations exist in the estimation of the resultant space 
vector. It is also stated that the Phase Locked Loop based on the synchronous 
reference frame (SRF-PLL) works well under most abnormal grid conditions; 
however, during unbalance, its performance becomes poorer if the input contains 
negative sequence. In this paper a simple method of frequency measurement and 
tracking is presented which gives excellent results under both balanced and 
unbalanced conditions of operation of power supply under dynamic conditions of 
short duration voltage disturbances such as sag and swell in supply voltage during the 
occurrence of three phase faults.  

The paper is organized as follows. The proposed method is explained in section 2 
followed by block diagram representation of the constituent blocks   necessary for 
the measurement of the frequency under balanced conditions. This is followed by the 
block diagram for frequency measurement under unbalanced conditions of power 
supply which now includes an additional block in the beginning for the extraction of 
positive sequence components. The relevant mathematical transformations required 
for extracting the sequence components from an unbalanced three phase supply are 
then discussed. Simulations results are then presented for various cases of operation 
of power supply. This is then followed by the conclusion which highlights the merits 
of this method. 
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Now, equation (4) ÷ (3)  gives – ߱ܶ  
where T is the filter time constant. Thus the angular frequency of the signal ߱ and 
therefore the frequency of the signal in Hertz can be obtained.  

2.1   Frequency Measurement and Tracking for a Balanced Three Phase Supply 

Fig.2. indicates the block diagram of the method used in the detection of phase and 
hence the frequency variations of the voltages in a balanced three phase supply 
system during normal as well as fault conditions.   

 

Fig. 2. Block diagram representation of the proposed method under three phase balanced 
conditions 

The input signals in this case are three phase balanced supply voltages. Vୟୠୡ, These 
signals are then passed through a three phase to two phase transformation unit as per 
(1) in order to obtain their orthogonal components ఈܸ  and ఉܸ  with respect to a 
stationary reference frame. These orthogonal components are passed through the low 
pass filters. Applying equations (2),(3),(4) to the signals at the filter outputs, the 
frequency information of the input three phase signal is obtained.Fig.2 also shows the 
possible detection of occurrence of short duration voltage disturbances such as 
voltage sag or voltage swell. The voltage deviations are quantified and are reflected 
on the magnitude of the trigger signal ௧ܸ  obtained.[8]. The focus of this paper is 
on frequency detection. 

2.2   Frequency Measurement and Tracking for an Unbalanced Three Phase 
Supply  

Frequency measurement and tracking from the phase of the resultant space vector 
under unbalanced conditions of magnitude and phase of the three phase input voltage 
signals namelyVୟ, Vୠand Vୡ  are not accurate and have a lot of oscillations. Under 
such conditions the extraction of positive and negative sequence components of the 
unbalanced three phase signal, is then used to determine the information about  
the phase and magnitude of the resultant of the balanced sequence components of the 
signal. The following block diagram indicates the method used in the detection of 
phase and hence frequency variations of the voltages in an unbalanced three phase 
supply during normal as well as fault conditions. 
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Fig. 3. Block diagram representation of the proposed method under three phase unbalanced 
conditions 

2.3   Extraction of Sequence Components from a Three Phase Unbalanced 
Power Supply 

Consider a periodic three phase voltage signal, ܸ , ܸ , ܸ  with or without neutral 
conductor, this signal can be decomposed in the following way: into sequence 
components which are well known. The positive sequence components are extracted 
as stated in [7]. 

 

 ܸାሺݐሻܸାሺݐሻܸ ାሺݐሻ ൌ 
ିଵଷ   െ1 ס1   െ ל60 ל60ס1ל60ס1 െ1 ס1  െ ס1ל60 െ ל60 ל60ס1 െ1 ൩  ܸሺݐሻܸሺݐሻܸሺݐሻ   (5) 

The negative sequence components are extracted as   follows, 

 ܸିሺݐሻܸିሺݐሻܸ ିሺݐሻ ൌ 
ିଵଷ   െ1 ל60ס1   ס1לെ60ס1 െ ל60 െ1 ל60ס1ל60ס1  לെ60ס1 െ1 ൩  ܸሺݐሻܸሺݐሻܸሺݐሻ  (6) 

These sequence components form a balanced set of three phasors. Therefore a two 
phase transformation similar to ߙ,  is applied to the components .The frequency is ߚ
detected from this decomposition after passing it through the low pass filters as per 
the block diagram in Fig.3.  

3   Simulation Results Obtained 

The whole system is simulated in Matlab/Simulink environment for different 
situations under both balanced and unbalanced conditions and the following are the 
observations made. First of all the method was tested for its performance by using a 
test signal  x ൌ cosሺ0.98ωtሻ, f ൌ 49Hz. 
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Fig. 4. Response of the method to frequency measurement of a signal ݔ ൌ cosሺ0.98߱ݐሻ, ݂ ൌ49ݖܪ. 
Subsequently the following cases were considered and results obtained. 

3.1   Case (a): Normal Conditions with Balanced Three Phase Voltages 

The three phase balanced input voltage signal of 1p.u. in magnitude is subjected to the 
transformation as per (1) and the orthogonal axes α, β components on a stationary 
reference frame obtained. These components are then passed through the low pass 
filters as per Fig.2 and the frequency output measured. 

 
Fig. 5. Frequency measurement during three phase balanced normal operating conditions. 

From Fig.5 we see that the method of frequency detection works for the above 
mentioned case. The time delay in effectively tracking the frequency variations by 
this method is found to be around 7msec and the final value settles at 49.97Hz (an 
error of 0.06%) for an input frequency of value 50Hz. 
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3.2   Case (b): Balanced Fault on All Three Phases 

Three phase fault leads to an equal drop in voltage in all three phases [3].Balanced 
dips are due to three phase and three phase to ground faults.These situations are 
effectively tracked.  

 
Fig. 6. Frequency measurement during a balanced three phase voltage sags of 50% on all the 
phases. 

The results shown in Fig.6 indicate the effective tracking of phase variation both at 
the instants of occurrence and recovery of the sag. The frequency value during the sag 
is at the nominal value of 50Hz. The error in measurement of frequency by this 
method is found to be close to 0.06% 

 
Fig. 7. Frequency measurement during a balanced three phase voltage sags of 50% on all the 
phases. 
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Fig.7 indicates the effectiveness of the method in measurement of frequency during 
an interruption when the voltage drops to a value of 10% of the rated voltage. This 
can occur due to power system faults, equipment failures, and control malfunctions. 

3.3   Case (c): Unbalanced Condition 

This situation is quite common at the point of common coupling at the distribution 
end. When the load distribution is not uniform across the three phases.Fig.8 shows the 
effectiveness of the method when negative sequence components are extracted. The 
results indicate accurate detection of frequency magnitude. 

 

Fig. 8. Frequency measurement during unbalanced conditions in three phase supply 

3.4   Case (d): Frequency Tracking during a Dynamic Change in Frequency 

Fig.9 indicates the effective tracking of the step change in frequency and it is seen 
that the value stabilizes in 10msec.which is quite good. The response to tracking of 
ramping in frequency from 50Hz to 50.5Hz in0.8 seconds as indicated by the results 
in fig.10.The magnitude error is observed to be negligible. 

 

Fig. 9. Frequency tracking during a step change in frequency from 50Hz to 48Hz 
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Fig. 10. Frequency tracking of ramping in frequency from 50Hz to 50.5Hz 

3.5   Case (e): Frequency Measurement and Tracking during Unbalanced 
Conditions of Sag and Swell  

The Figures  11 and 12 indicate the successive tracking of frequency. The figures 
also show the reflection of short duration voltage disturbance variations on the 
magnitude of the positive sequence component even in the case of different sags in 
phases A and B . The trigger signal  generated as seen in Figure 12 also clearly 
distinguishes the occurrence of sag and swell by corresponding  dip and rise in its 
magnitude. 

 

Fig. 11. Frequency tracking during unbalanced sag in phase A and phase B. 
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Fig. 12. Frequency tracking during unbalanced sag in phase A and phase B 

4   Conclusion 

The instantaneous frequency measurement and tracking method described in this 
paper is based on simultaneous sampling of the three phase voltage signals. The 
proposed method has exhibited excellent results in frequency detection during   
dynamic fault conditions. The proposed algorithm has been tested under different 
conditions of unbalance and found to be efficient for the successful measurement of 
the frequency. In addition, this approach is particularly suitable for frequency 
measurement and tracking when asymmetric sags and swells occur in  the three 
phases. This algorithm is suitable for online applications. However, the limitations of 
this method would be in detecting multiple frequencies which would need a cascade 
of filters for the input signal before applying the mathematical transformation for 
obtaining the orthogonal components. 
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Abstract. Cognitive radio technology is a kind of intelligent spectrum sharing 
technology, it can perceive spectrum environment selfly through certain method, 
look for unused spectrum (spectrum cavity), adjust the communications terminal 
parameter settings and realize the involvement of free spectrum resources, so  
as to improve spectrum efficiency, alleviate the purpose of spectrum resources 
nervous. Combing cognitive radio technology with ultra broadband wireless 
communications technologies, devise a new intelligent wireless system - cognitive 
ultra broadband wireless communication system (CUWB). In CUWB system, the 
selection of spectrum perception technology is vital, and restricts the whole 
system performance. Based on the noparametric estimation method, guarantee the 
accuracy of cases, realize the rapid estimate of interference temperature. 

Keywords: cognitive radio, UWB, spectrum perception, noparametric 
estimation. 

1   Introduction 

With the new business, increasing frequency resource is becoming more and more 
nervous. Research shows that: in any given moment, all the spectrum people used 
accounts for only 2% ～6% of the available spectrum, in the meanwhile, spectrum 
resources nervous, a large number of spectrum are idle. The cognitive radio (CR) has 
the characteristics of perception, combes cognitive radio technology with ultra 
broadband wireless communications technologies, devises a new intelligent wireless 
system - cognitive ultra broadband wireless communication system (CUWB).  

The CUWB system based on shared ideas, shared the bandwidth with existing 
traditional wireless technology narrow-band. In ultra-wideband frequency band, the 
existing communications system is called authorized users, for not affecting an 
authorized user’s communication quality, cognitive users have lower priority than 
authorized user, only with authorized users not use authorized frequency or get an 
authorized user's permission, cognitive user can use authorized frequency band.  

2   CUWB System Cognitive Cycle  

CUWB system can perceive whether spectrum is used by authorized users in a very 
wide range. if spectrum is free, the cognitive users can spare according to rules. If this 
band temporary is occupied by authorized users again, cognitive users can select two 
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cognitive way to continue communication, first, a jump to backup frequency band, 
avoiding authorized, second, change power levels, avoid continuing to use the 
spectrum interference and launch main users. CR's main function is to estimate 
interference temperature and detection of frequency cavity, and with perception of 
spectrum information, according to dynamic spectrum allocation strategies, 
adaptively construct radiation masking, to constrain the firing pulse waveform and 
power. CUWB system has three functions: cognitive cycle inspection, analysis and 
adjustment.  

 

 
Fig. 1. CUWB system cognitive cycle 

As shown in figure 1, cognitive circulation system process can be divided into the 
following several steps.  

 
[1] spectrum perception module testing, rf signal interference temperature and 

detection spectrum cavity estimation.  
[2] to mark spectrum cavity, identification according to user needs.  
[3] transmitting terminal constructs dynamic radiation masking according to launch 

the perception.  
[4]establish the dynamic transmission power spectrum allocation strategies, 

according to the receiver channel state information feedback control.  
[5] adjust the transmission parameters, generate flexible adaptive pulse, for 

transmission.  
[6] real-time detection of the spectrum environment, update, formulate fluffing 

spectrum empty list and alternative strategies.  
[7] if authorized users appears, jump according to the strategy and repeat steps (3).  
 
CUWB system can adjust dynamicly transmission parameters according to changes 

in the environment and business of UWB frequency, the blank of the dynamic within 
the optimal allocation of bandwidth.  
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3   Non-parameter Spectrum Perception Technology  

In the cognitive cycle of cognitive radio systems, the first mission to the spectrum is 
testing, namely environmental information idle spectrum perception. The perception 
of spectrum environment is the premise and computed radiography (CR) was 
established in correct, only prerequisite perception and detection based on the 
spectrum environment free of the spectrum to occupy and communication. Spectrum 
perception includes two tasks: perception is to test whether a band authorized users 
within existing, judge whether the frequency signal in the idle state, to decide whether 
to occupy the band; second, periodic detection wireless spectrum environment 
changes, because authorized users within the band, CR users priority is below, when 
CR users occupy the frequency to communication, if authorized user appeared, CR 
users in the first time detect and in return channel with the fastest speed.  

In CUWB system, the task is the spectrum continuously testing in UWB legal 
frequencies (3. IGHz ～10.6 GHz), to monitor of the spectrum environment, real-time 
perceive spectrum changes in the environment. Because the pulses UWB signal is a 
no carrier modulation, so the baseband signal based on carrier modulation signal 
detection method does not apply to UWB signal, and because the UWB signal 
bandwidth is wide, the traditional method of frequency domain here is difficult to 
achieve. Spectrum perception algorithm are mainly parameters spectrum estimation 
and non-parametric spectrum estimation two kinds. According to the characteristics of 
UWB signals, this paper do spectrum detection with MTM (multi window spectral 
estimation) nonparametric spectral, through the window function of spectrum testing 
brings energy decreases data leakage because of the introduction of truncated, using 
the singular value decomposition to remove noise interference and take temperature 
estimates.  

In dealing with actual data, introduce window function of data truncation, to  
improve the frequency spectrum resolution and reduce spectrum leak, meanwhile 
would increase spectral estimation variance. Usually, spectral estimation algorithm 
will choose a single window function. Multi-window spectrum estimation algorithm 
uses the cluster data window to replace a single data window, composed of each data 
window of discrete Fourier transform (DFT)of the time series and forms spectrum 
estimation from the feature spectrum functions of the weighted average, therefore, it 
is a low variance, high resolution, simpler calculation  spectral analysis method. In 
addition, in multi-window spectrum estimation algorithm, the data of window 
function cluster uses discrete oblate ellipsoid sequences (Slepian sequence) together 
with the best energy characteristic, each Slepian sequence applied to the sample data, 
and for broadband signal is concerned, multi-window spectrum estimation reached 
almost non-parameter spectrum estimator in Latin America - ROM bound (CRB), 
therefore, multi-window spectrum estimation is widely thought to be better than any 
non-parameter spectrum estimation method.  

MTM has strong advantage estimates in low signal-to-noise signal, which is very 
suitable for signal analysis in nonlinear climate system under the the weak signal 
background of short sequences, high noise. it is a kind of spectrum estimation method 
in larger dynamic range signal and faster spectrum change, in climate research has 
been widely used.  
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Figure 2 is ( )kS f  with classical periodic chart for more results, assuming there 

are two spectrum users are in communication, user 1 for relatively narrow-bandwidth 
signals, center frequency 8.8GHz, bandwidth 400MHz, user 2 for broadband signal, 
4.3 center frequency, 2.2 GHz bandwidth, noise is white gaussian noise, signal-to-
noise ratio is 5dB, the receiver for 5,000 sample datas. 

 

2 4 6 8 10 12
0

0.2

0.4

0.6

0.8

1

f/GHz
2 4 6 8 10 12

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

f/GHz
 

                                (a) Cycle map                  (b) Spectrum estimation 

Fig. 2. Cycle with characteristic spectral spectrum 

As can be seen from the graph, multiple orthogonal window superposition reduced 
lose information brought by adding windows, reduced the spectral estimation variance 
with not affect spectrum estimation deviation of cases, make spectrum estimation 
more smooth. MTM spectrum estimation process can be interpreted as maximum 
likelihood power spectral estimator. for the approximate, broadband signals are 
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concerned, MTM spectrum estimation process is nearly optimal. In the power 
spectrum estimation, this method is widely considered superior to any other non-
parameter spectrum estimation method.  

4   Singular Value Decomposition  

Singular value decomposition of feature spectrum operation can be used to denoise 
and estimate interference temperature. Because sensors and the distance and 
authorized users launch transmission environment is different, different received 
signals in amplitude, phase, signal-to-noise ratio, have a lot of differences. When the 
singular value decomposition to different sensors from the feature spectrum weighted. 
all feature spectrum are arranged in the following matrix A( )f  

(1) (1) (1)
1 1 1 2 1

(2) (2) (2)
2 1 2 2 2

( ) ( ) ( )
1 2

( ) ( ) ( )

( ) ( ) ( )
A( )

( ) ( ) ( )

K

K

M M M
M M M K

wY f wY f wY f

w Y f w Y f w Y f
f

w Y f w Y f w Y f

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦  

(3) 

Type: M is the number of the sensor inestigate area; iw  is the weight coefficient.  

In matrix A( )f , the row vector matrix Slepian says the same sensor different 

characteristics of sequence, column says the same spectral characteristics of different 
sensors Slepian sequence spectrum.  

Use two orthogonal matrix U, V respectively on A( )f , the results for 

transformation, transform is to get diagonal matrix Σ :  

TU AV = Σ  (4) 

S 0

0 0

⎡ ⎤
Σ = ⎢ ⎥

⎣ ⎦ 1 2S ( , , , )rdiag σ σ σ=
 

(5) 

T

1

A u v
r

i i i
i

σ
=

=∑
 

(6) 

Type: iσ  is for matrix A singular value.  

Matrix A can be considered as singular vectors outside doing the deposition, the 

weight namely is nozero singular value iσ . all nonzero singular value in an 

arrangement, the biggest characteristic value 
2

max ( )fσ  is selected or eigenvalue of  

maximum numbers as a linear combination for estimation of interference temperature. 
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Fig. 3. Singular value transform 

Figure 3 is the estimation of interference temperature after using singular value 
transform, assuming that different sensors hypothesis temperature of received signal 
SNR and decline is different. We can see, multi-window spectrum estimation has 
focused power characteristics, the existing signal has high peak, but due to feature 
spectrum peak smoothness, poor judgment threshold set against. After singular value 
decomposition operation later, interference temperature estimates have very good 
smoothness and stability, set corresponding interference temperature limit can judge 
the existing in the “ frequency spectrum hole".  

5   Conclusion  

Wireless spectrum environment is changing, cognitive ultra-wideband systems must 
accurately and timely detect spectrum environment, seek spectrum hollow, realize 
dynamic spectrum access, no interference to authorized user communication, this is 
premise to guarantee the normal work of cognitive system . So it asked spectrum 
perception algorithm to accurate and efficient. Multi window spectrum estimation is 
closest to Latin America - ROM world's (CRB), its accuracy can satisfy the 
requirements of cognitive ultra-wideband systems, and singular value transform 
algorithm combining, reduced the system after of calculation and improve the 
detection efficiency. 
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Abstract. In this paper, a multichannel sound reproduction system based on 
transfer function interpolation is developed. The system creates a directional 
sound field by weighting signals fed to the loudspeaker units. To calculate the 
weighting coefficients, the acoustic transfer functions between the input 
signal of each loudspeaker and the signal in the target zone should be 
measured in advance. Three types of interpolation techniques are investigated 
to relieve the workload of measurements for obtaining the acoustic transfer 
functions at the target points. Based on the Discrete Fourier Transform (DFT) 
interpolation, a sound reproduction system using loudspeaker array is realized 
and more than 20 dB is guaranteed for the side lobe suppression at the 
frequencies above 800 Hz.  

Keywords: Multichannel sound reproduction, loudspeaker array, beam pattern, 
transfer function interpolation. 

1   Introduction 

Loudspeaker array can create arbitrary beam pattern by adjusting the weight of each 
loudspeaker, which draws much attention in sound field reproduction. Several 
techniques [1-8] can be used to calculate the weights of the loudspeaker array according 
to the sound field distribution/beam pattern needed. For example, an acoustic contrast 
control technique has been developed for arbitrary array type by maximizing the 
acoustic energy density ratio of the bright zone to the dark zone [6, 7]. Capon 
beamformer [9], Chebyshev beamformer [10], and many other algorithms [11, 12] 
derived from them usually can optimize some of the performance indicators such as 
main lobe response, side lobe level, array gain, robustness, and so on. However, the 
algorithms above are either applicable only to uniformed line arrays with isotropic 
elements, or complicated to design and need large computation. Moreover, for practical 
applications, the transfer functions between the signal of the loudspeakers and the 
signals of the target zone must to be measured advanced individually with much effort 
due to the inconsistent frequency responses between the loudspeaker units. In this paper, 
an acoustic transfer function interpolation technique is proposed to reduce the workload. 
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There are various interpolation methods, such as first-order linear, cubic spline, 
and DFT interpolation techniques [13, 14]. A multichannel sound reproduction 
system using loudspeaker array is developed in this paper, and three interpolation 
methods applied to interpolate the acoustic transfer functions are analyzed and 
compared. Furthermore, a sound reproduction system using acoustic contrast control 
based on the best performed fitting data is implemented, and experiments conducted 
in an anechoic chamber to evaluate the system performance using three interpolation 
methods. Finally, conclusions are summarized in Section 5.  

2   Acoustic Contrast Control Technique 

The acoustic contrast control technique can provide the maximum acoustic energy 
density ratio between a bright zone and a dark zone. The region of the sound 
propagation is the bright zone, and the rest area is the dark zone. The sound pressure 
vector can be expressed as 

H=P w Hx . (1) 

where x  is the input signals to the loudspeaker array, vector w  contains the  weight 
values corresponding to the loudspeaker units, and H is the acoustic transfer 
functions between loudspeaker inputs and sound pressure at a certain position. Hence, 
the acoustic energy for the bright zone can be expressed as 

2

H H
b b b

b

x
e

N
= w H H w . (2) 

where bH  represents the transfer function matrix between the loudspeaker inputs and 

the field positions in the bright zone, bN  is the number of discrete points in the bright 

zone. Similarly, the acoustic energy for the whole zone can be expressed as 

2

H H
t t t

t

x
e

N
= w H H w . (3) 

where tH  represents the transfer function matrix for the total zone, tN  is the number 

of discrete points in the total zone. A cost function for optimizing the acoustic energy 
density ratio of the bright zone to the total zone of interest is defined here as acoustic 
contrast β  

H H
t b b

H H
b t t

N

N
β =

w H H w

w H H w
. (4) 

The optimal solution that maximizes the acoustic contrast β  is simply given as the 

eigenvector corresponding to the maximum eigenvalue of 1( )H H
t t b b

−H H H H . 
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Consider the sound reproduction using a loudspeaker array as shown in Fig. 1, We 
define the targeted region from 20−  to 20  (white) as the bright zone, and the other  
area (gray) as the dark zone. In the simulation, the half-plane in front of the array is 
divided into 19 discrete areas from 90− to 90  with an interval of10 . The acoustic 
transfer functions for the bright zone is denoted as bH , the acoustic transfer functions 

for the total zone as tH . Eq. (4) is used to obtain the eigenvector corresponding to the 

maximum eigenvalue of 1( )H H
t t b b

−H H H H , which is the weighting for the array. 

 

Fig. 1. Sound reproduction in a specified region (white for bright zone and gray for dark zone) 

3   Interpolation Algorithms 

Assume that ( ), ( 1,2, 1)p iH k i M= − are the acoustic transfer functions measured at 

different points ki with an interval d, then the acoustic transfer function value at any 
point k can be obtained by interpolation technique. There kinds of interpolation 
methods are described as follows. 

3.1   First-Order Linear Interpolation 

If the function values at two adjacent points are known, the function values at points 
between these two points can be estimated by using the first-order linear interpolation 
method, which is expressed as 

( ) ( ) (1 ) ( ) (( 1) ), [0, 1], [0, 1].p p

l l
H k H mL l H mL H m L l L m M

L L
= + = − + + ∈ − ∈ −  (5) 

L is the interval between these two given points, which is defined as the interpolation 
factor. 
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3.2   Cubic Spline Interpolation 

Cubic spline interpolation can improve the smoothness of the curve resulted from the 
linear interpolation method. A segment Δ for the points in the interval of [a, b] is 
given as  

0 1: na k k k bΔ = < < < = . (6) 

If function s(k) meets the following conditions: 

(1) ( ) ( ), 0,1,2,j p js k H k j n= = ; 

(2) s(k) is a polynomial of degree not more than three on each smaller interval 

1[ , ]j jk k− ; 

(3) s(k) has continuous derivatives in the open interval (a, b). 

Then s(k) is called the cubic spline interpolation function of interval [a, b] 
corresponding to segment Δ . 

3.3   DFT Interpolation  

The interpolation method based on DFT is implemented in the following four steps: 
 
(1) Determine the number of points N of the interpolated sequence based on the 

accuracy requirements; 
(2) Assume ( ), 1,2, 1i p iy H k i M= = − , apply a DFT of dimension M to get a 

sequence{ }, 1,2, 1iY i M= − ; 

(3) Add zeros to{ }iY to get a new sequence{ }( 1,2, 1)iZ i N= − , the values of 

{ }iZ  is given as 

0 ( 1)/2 1 ( 1)/2 ( 1)/2 ( 1)/2 1 1

0 /2 1 /2 1

{ , , ,1/ 2 ,0, ,0,1 / 2 , , },  if  is odd
{ }  

{ , , ,0, ,0, , , },                                                if  is even
M M M M M

i

M M M

Y Y Y Y Y Y M
Z

Y Y Y Y M

− − − − − + −

− −

⎧
= ⎨
⎩

. (7) 

(4) Apply IDFT of dimension N to { }( 1,2, 1)iZ i N= − to get a sequence 

{ }( 1, 2, 1)iz i N= − , the values corresponding to k are the approximation of 

function ( )py H k= .  

4   Experiments   

To evaluate the performance of the three methods described in Section 3 when they 
are applied to interpolate the acoustic transfer functions of an actual system, an 
experimental device was setup in the anechoic chamber at Institute of Acoustics, 
Chinese Academy of Sciences. As shown in Fig.2. 
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Fig. 2. Experimental setup: a loudspeaker array with eight 8 cm equally spaced loudspeakers 
and a microphone 2 m away facing the middle of the array 

4.1   Performance of the Three Acoustic Transfer Function Interpolation 
Methods 

The acoustic transfer functions of each loudspeaker was measured every 20 . The 
acoustic transfer functions at other directions were interpolated every 10  by using 
first-order linear interpolation, cubic spline interpolation, and DFT interpolation. To 
evaluate the interpolation performance, acoustic transfer functions for the interpolated 
points are also measured. The interpolation results at 1k Hz are shown in Fig.3.  

 

-100 -50 0 50 100
0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1
Amplitude 1000Hz

Degree/°

P
re

ss
ur

e/
P
a

 

 Measured

Cubic spline
First-order linear 
DFT

 
-100 -50 0 50 100

-200

-150

-100

-50

0

50

100

150

200
Phase 1000Hz

Degree/°

P
ha

se
/°

 

 

 
                  (a) Amplitude interpolation                                 (b) Phase interpolation 

Fig. 3. Three acoustic transfer function interpolation results compared to the measured results 
at 1k Hz.  

From Fig.3, we can see that at 1k Hz the phase curve can be fitted very well while 
the amplitude curve has some differences when using the three interpolation methods. 
That’s because the phase curve is a smooth slope, all the three methods can reach 
good results under this condition. In fact, the phases of the acoustic transfer functions 
on the whole frequency band of interest are all smooth slope, the differences of the 
three methods are quite small here. As for the amplitude interpolation, the results 
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become much more complicated for the amplitude curve may not be very smooth. To 
analysis the three interpolation methods more accurately, the average interpolation 
error is defined as Eq. (8), and shown in Fig. 4. 

The performance of each interpolation technique is evaluated by average 
interpolation error given as  

2 2 2(( (1) (1)) ( (2) (2)) ( ( ) ( )) ) /p o p o p oE H H H H H N H N N= − + − + + − , (8) 

where pH represents the fitted values, oH represents the measured values, N is the 

number of fitted points.  
Fig.4 shows that at the frequencies below 1800 Hz, the cubic spline interpolation 

outperforms the other two methods, while at higher frequencies, the DFT 
interpolation has the best performance. For the whole frequency range of interest, 
only the average interpolation error of the DFT interpolation is below 1 dB.  The 
performances of these three interpolation methods varies from each other in that the 
first-order linear interpolation has poor interpolation accuracy while cubic spline 
interpolation can approach functions of second-order continuous derivatives with very 
small errors, and the interpolation accuracy of DFT interpolation method only relates 
to the accuracy of calculation.  
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Fig. 4. Average interpolation errors of three interpolation methods. The solid line, dotted line, 
and dotted line with triangles in it represent the average interpolation error of cubic spline 
interpolation, first-order interpolation, and DFT interpolation respectively. 

In terms of the average interpolation error, DFT interpolation is selected for fitting 
the transfer functions in the frequency range from 800 Hz to 3000 Hz with an interval 
of 50 Hz.  

4.2   Pressure Distribution of Reconstructed Sound Field 

In this subsection, we examine the results of sound field reproduction based on the 
interpolated acoustic transfer function matrix. The bright zone spreads from the 
middle of the loudspeaker array with an angle of 40 (see Fig. 1). The fitted transfer 
functions are represented by matrix pH with a dimension of M N× , where M 
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represents the number of loudspeakers and N represents the number of discrete 
frequencies. With the weight for each loudspeaker unit in the array calculated from 
Eq. (4), the sound pressures for different directions are calculated by using Eq. (1).  
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(a) Beam pattern at 1000 Hz     (b) Beam pattern at 2000 Hz     (c) Beam pattern at 3000 Hz  

Fig. 5. Beam patterns obtained from experimental results and simulation results at (a) 1000 Hz, 
(b) 2000 Hz, and (c) 3000 Hz (Black for the experimental results, gray for the simulation 
results) 

Fig.5 shows the measured pressure distribution and the simulated results at 1000, 
2000, and 3000 Hz, respectively. We can see that the experimental results agree with 
the simulation result quite well. The sound energy is focused in the direction of 0 as 
expected. The side lobe is suppressed lower than -20 dB at 1000 Hz and lower than -
30 dB above 2000 Hz. As the frequency increases, the pressure level of side lobe can 
be suppressed further. Therefore, we can believe that the sound field can be 
reconstructed with the fitted acoustic transfer functions by using interpolation 
technique.  

5   Conclusion 

In this paper, the acoustic transfer function interpolation is employed to calculate the 
weights of the loudspeaker array to create a directional sound field. Three 
interpolation techniques are analyzed and compared. Simulation results show that the 
DFT interpolation method has the best performance with average interpolation error 
below 1 dB. Based on the presented method, a directional audio delivery system is 
realized using a loudspeaker array with eight units. Experimental results show that the 
sound energy is focused at 0  direction with a beam width of 40 , more than 20 dB 
acoustic contrast is guaranteed at the frequencies above 800 Hz, which further proves 
the feasibility of using interpolation method to avoid large laborious measurements.  
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Abstract. This paper analyzes the fatigue monitoring parameter selection and 
long-distance wireless transmission in deepwater drilling riser fatigue monitoring 
technologies, and designs a deep-sea riser fatigue monitoring system based on 
MCU+DDS structure. This monitoring system can monitor riser Vortex induced 
vibration, riser stress and strain and current velocity of seawater in real time. This 
system can also process and compress collected data, and then transmit modulated 
data to surface via underwater acoustic channel. The prototype of monitoring 
system was tested, it is practicable and reliable.  

Keywords: deep-sea riser, monitoring, acoustic communication. 

1   Introduction 

Riser is vital equipment for deepwater oil and gas extraction. It connects sub sea 
wellhead and oil platform and plays an important role in isolating see water, guiding 
drill, drilling fluid circulation, etc. Alternating stress caused by riser Vortex induced 
vibration (VIV) would accelerate the riser fatigue damage and make deepwater 
drilling riser fatigue failure prone which usually results in riser accident [1]. 

To ensure the safe operation of the riser and prevent riser fatigue and fracture, it is 
essential to monitor the fatigue parameters of deepwater riser [2]. The key parameters 
representing potential risks of riser fatigue are riser stress and strain, VIV and current 
velocity of seawater nearby. 

How to achieve monitoring riser fatigue of with water depth of 3,000 meters is a 
very important research direction under the conditions of non-cable power supply. 

2   Riser Fatigue Monitoring Model 

2.1   Riser VIV Monitoring Model 

Riser VIV monitoring mathematical model is as follows [3]. 

1

( ) s i n ( 2 )
M

i
y i i

i

y t a f tπ φ
=

= +∑
 

(1) 

                                                           
* Deepwater Information Technology Laboratory, School of Marine Technology, Northwestern 

Polytechnical University (NPU). 
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In this formula, i
ya  is the riser VIV acceleration of all modes, if  is the natural 

frequencies of each order riser VIV. Acceleration is the most important parameter in 
this formula. In engineering applications, riser VIV displacement monitoring can be 
calculated with this formula. In time domain, ( )a t --acceleration of riser VIV is 

related to ( )y t --riser VIV displacement. 

( ) ( )
0 0

t t
y t a d d tτ τ= ∫ ∫  

(2) 

Displacement measurement principle is shown in Figure 1. 
 

 

Fig. 1. Displacement measurement principle 

2.2   Riser Stress and Strain Monitoring Model 

FBG strain sensors are deployed outside the riser as Figure 2. The riser stress and 
strain monitoring model is as formula (3). 

 

 

Fig. 2. FBG strain sensors deploying 
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(3) 

When riser starts deforming, 4 FBG strain sensors will receive different strains 
respectively and these strains will cause center wave length shift. ΔλΒ1, ΔλΒ2, ΔλΒ3 and 
ΔλΒ4 are center wave length shift of each sensor; E is the modulus of riser; resonant 
wavelength λΒ is already known. So riser stress and strain monitoring are changed 
into center wave length shift monitoring. 
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2.3   Current Velocity of Seawater Monitoring Model 

Acoustic Doppler velocimetry (ADV) is based upon the Doppler shift effect. Specific 
frequency sound pulses are transmitted by acoustic transducers and part of pulse 
energy is reflected or scattered by small particles in water. It causes scattering wave 
frequency changes. When the transducer is stationary, the Doppler shift of backscatter 
signal is as follows. 

c

vf
f d

02=
 

(4) 

Where df  is the difference between sending and receiving frequencies which is also 

the Doppler shift; 0f  is the emitted frequency, c  is the speed of sound in seawater 

and v  is the current velocity. Doppler frequency shift is proportional to the current 

velocity. If c  and 0f  are known, current velocity can be derived from 

Doppler frequency shift. 

3   Hardware System Design 

Riser stress and strain, VIV and current velocity of seawater are most important 
parameters in riser fatigue assessment; they can be acquired by triaxial accelerometer, 
FBG strain sensor and ADV. 

As a cable-free remote monitoring system, battery is used as the supporting power, 
and therefore the system has a strict power consumption requirement. Monitoring 
system is based on the “MCU+DSP” dual-CPU structure. As the main control unit of 
the monitoring system, MSP430F5438 collects and codes data from sensors; 
TMS320VC5509 analyzes and compresses those data. MCU is responsible to control 
system and exchange data, which makes DSP do its best work. 

MCU+DDS structure underwater acoustic communication modulator is based on 
MSP430F5438 and AD9833, a DDS chip. This modulator can achieve BPSK 
modulation and signal transmission. 

 

 

Fig. 3. System block diagram 
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To reduce system power consumption and extend the working life of the system, 
all the devices are low-power products. For example, active state power consumption 
of MSP430F5438 is only 140µA/MHz/3.0V [4] and power consumption of AD9833 
is only 4.5mA/3V [5]. Other peripheral devices selected in this device are also chips 
that contain low-power mode or sleep mode, in order to achieve low power 
consumption of the system. 

Main system schematic is shown in Figure 4. 
 

 

Fig. 4. Main system schematic 

Actual system power consumption is shown in table 1. 
 

 
Table 1. Actual system power consumption under different operating modes. 

 

4   Software System Design 

In order to reduce power consumption of monitoring system, the system processes is 
not the traditional "active - waiting" work process but a new one. The new 
work process is "interrupt - awake - active - sleep" work process. MSP430F5438 is 
waked up by on-chip timer interrupt at the scheduled time and it exits low-power 
mode. Then MSP430F5438 wakes up, initializes peripheral devices and sensors and 
starts collecting, storing, modulating and transmitting processed data. 
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After data transmitted, MSP430F5438 shuts down all peripheral devices and 
sensors, and then MSP430F5438 enters low-power mode to wait for next scheduled 
awake time. 

In order to improve program modularity, system main function does not include 
any functional code; the sub-functions exist independently of each function in the 
form and main function calls module function if necessary. 

System software block diagram is shown in Figure 5. 

 

 

Fig. 5. System software block diagram 

4.1   Program of Processing and Analysis for Monitoring Data 

After collected sensor data delivered to DSP by MCU, data will be analyzed by DSP. 
Three different sensor data analysis DSP programs are based on formula (1), (2) and 
(3) respectively. The amounts of computation of these programs are very large, 
especially formula (2) requiring twice integrations, which makes DSP the prefect 
device to accomplish this kind of data processing. 

4.2   Data Compression Program 

There are a huge number of data collected by self-sensor. If all of them are sent up to 
water surface via underwater acoustic channel and collected by water surface receiver, 
the consumptions of system working hours and power would increase significantly. 

To deal with this issue effectively, data compression tech is carried out and by 
using this, the amount of translated data decreases.  

With the view to the riser monitoring system requirement for real-time, the Fourier 
transform of lossless compression is selected, which can use FFT to improve the 
speed of compression and reconstruction. It does FFT to the digital 
signal ( ),1x n n N≤ ≤ , and gets frequency signal ( ),1F k k N≤ ≤ . Then, it takes 

the non-zero values (or the larger absolute values) form ( )F k , which is abbreviated 

as ( ),1F m m M≤ ≤ , M N< . So, the data compression is realized. 

In the receiver, the compressed data is received after the channel decoding. First, 

the signal ( )F m  must be recovered to the frequency signal ˆ ( ),1F k k N≤ ≤ , 
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which can use the interpolation method. Then, it does IFFT to ˆ ( )F k and gets the 

reconstruction signal ˆ( )x n . So the decompression is completed. 

Workflow of data compression is shown in Figure 6. 

 
( )F k

( )x n
( )F m

ˆ ( )F k

 

Fig. 6. Workflow of data compression 

Experimental data shows that average reconstruction error is 0.017 when the 
compression ratio is 3:1, and this error is in the range of allowable error. Compression 
and reconstruction process only require fast Fourier transform and inverse transform 
and the computation speed of this algorithm is high, which makes this a real-time 
algorithm. 

4.3   BPSK Modulation Program 

Workflow of modulation: MSP430F5438 transmits a group of tuning words to 
AD9833 to wake up and initialize DDS; MSP430F5438 decides to enable phase 
register 0 or phase register 1 according to next binary code, and AD9833 outputs sine 
wave with initial phase 0 or Pi determined by phase register. Then hold this sine wave 
for a certain period. Loop the above until all the codes are modulated. Finally, shut 
down DDS. 

This is a phase selection switch type BPSK modulator and the modulation principle 
is shown in Figure 7. 

 

 

Fig. 7. Phase selection switch type BPSK modulator 

The carrier frequency is 10 KHz and the data rate is up to 250/bps under the 
condition of 3000m communication distance. 
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5   Data Reception and Reconstruction 

After processing and compressing data, date will be transmitted to surface via sound. 
Data will be received and acoustic signal will be amplified, filtered, A/D converted 
demodulated, reconstructed, displayed and stored by data reception and reconstruction 
system. 

 

 

Fig. 8. Data reception and reconstruction system 

To verify the data reception and reconstruction and to test if the system could 
receive and reconstruct the data correctly, the entire system was tested in a lake. 

The extent of space between monitoring system and data reception & reconstruction 
system were 1800m and monitoring system transmitted 120 groups of monitoring data 
with the electrical power of 11W. Data reception and reconstruction system received all 
120 group data, which meant that the receiving rate was 100% and the bit error rate was 
0.05%. 

Taking displacement monitoring as an example, root-mean-square displacement 
error was 3.08% and it met the design requirements. 

 

 

Fig. 9. Displacement monitoring result 

6   Conclusion 

In this paper, a deep-sea riser fatigue monitoring system is designed and a deep-
sea riser fatigue monitoring system implementation process is introduced both from 
hardware design and system software design. 
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The prototype of deep-sea riser fatigue monitoring system was tested to prove the 
feasibility of the principle and the effective function of the prototype. 
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Abstract. In the relay feedback system shown in Figure 1, when the
magnitude of the forcing signal is larger enough, the phenomenon of
forced oscillation occurs, that is, the system synchronizes itself auto-
matically with the frequency of the external signal. Forced oscillation
behaviors in First Order plus Time Delay system (FOPTD) has been
discussed in many papers. But those behaviors in second order plus time
delay system (SOPTD) is under discussed. In this paper, with analy-
sis of the conditions of forced oscillation, the minimum magnitude of
the external forcing signal for SOPTD system is obtained. Overdamped,
underdamped, critically damped systems are discussed separately. Sim-
ulation results are given.

Keywords: Forced Oscillation, Second Order plus Dead Time system,
relay feedback, auto-tuning.

1 Introduction

[1] presents the forced oscillation behaviors that are possible in relay feedback
systems involving FOPDT plants. This was achieved by a steady state analysis
of the plant’s response to general switching signals. Then by using the super
condition, all possible oscillation behaviours were analyzed. The minimum mag-
nitude, Rmin of the external forcing signal to achieve forced oscillations may also
be numerically obtained.

u(t) c(t) y(t)

-

+x(t)
g(s)d

Forcing signal

Fig. 1. Forced oscillation in SISO system.
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In this paper, such results are extended to second order plus dead time
(SOPDT) systems. The treatment is very similar. However, SOPDT, in con-
trast to FOPDT, systems are more complex to analyse because, firstly, their
solutions are dependent on their first derivatives. Secondly, their solution ex-
pressions are dependent on the pole locations of the system corresponding to
the different damping conditions that are possible. These damping conditions
refer to the three cases where the damping ratios are ζ > 1 for overdamped sys-
tems, ζ = 1 for critically damped systems and ζ < 1 for overdamped systems.
The C(t) expressions for each of these cases are rather different.

Recall from [2] that the necessary and sufficient conditions require that, for
all i0,

y(ti0) = y(ti0+1) = 0 (1)
ẏ(p)(ti0) = −ẏ(p)(ti0+1) p = 1, 2, . . . , (m− 1) (2)

y(t)(−1)i0+1 < 0 t ∈ (ti0 , ti0 + Tf/2) (3)

where m = 2 for SOPDT systems. (1) and (3) are equivalent to both

ti0+1 = ti0 +
Tf

2
, ∀i0 (4)

ẏ(p)(ti0) = −ẏ(p)(ti0+1) p = 1, 2, . . . , (m − 1). (5)

In Section 2, the necessary and sufficient conditions for overdamped systems
are given. In Sections 3 and 4, similar analyses are carried out for critically
damped and underdamped systems, respectively. Finally, discussions and con-
clusions are given in Section 5. In all the analyses, it is assumed that L <

Tf

2
and initial conditions are zero.

2 Overdamped Systems

In the configuration of Figure 1, g(s) is assumed to have the following transfer
function:

g(s) =
ω2

n

s2 + 2ξωns + ω2
n

e−Ls, ξ > 1.

For this class of plants, with the assumption of zero initial conditions, the
step response and its first derivative are:

h(t) =

{
0 t ∈ (0, L]
1 + ωn

2
√

ξ2−1

[
e−s1(t−L)

s1
− e−s2(t−L)

s2

]
t ≥ L

(6)

ḣ(t) =

{
0 t ∈ (0, L]

ωn

2
√

ξ2−1

[
e−s2(t−L) − e−s1(t−L)

]
t ≥ L (7)

where s1 = ωn(ξ +
√

ξ2 − 1), s2 = ωn(ξ −
√

ξ2 − 1) are the pole magnitudes of
g(s).
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As in Figure 1, recalling the general response, C(t), to switching square waves,
u(t), we have

C(t) =

⎧⎪⎪⎨
⎪⎪⎩

0 t ∈ [0, L)
−h(t) t ∈ [L, t1 + L)
−h(t) + 2h(t− t1) t ∈ [t1 + L, t2 + L]
−h(t)− 2

∑i
k=1(−1)kh(t− tk) t ∈ [ti + L, ti+1 + L).

(8)

where ti, i = 1, 2, ... corresponds to the unknown switching times of u(t).
At t = ti0 , for some i0 >> 1, i0 odd, we have

C(ti0) = −C0 − 2
i0−1∑
k=1

(−1)kh(ti0 − tk) ti0 ∈ [ti0−1 + L, ti0 + L)

= −1− ωn√
ξ2 − 1

i0−1∑
k=1

(−1)k

[
e−s1(ti0−tk−L)

s1
− e−s2(ti0−tk−L)

s2

]

Ċ(ti0) =
ωn√
ξ2 − 1

i0−1∑
k=1

(−1)k
[
e−s1(ti0−tk−L) − e−s2(ti0−tk−L)

]

since C0 = 1 for g(s).
Suppose it is assumed that ti0+1 = ti0 + Tf

2 , according to (8), we have

C(ti0 ) = −1− ωn√
ξ2 − 1

(
Z1e

s1L

s1
− Z2e

s2L

s2

)
(9)

C(ti0+1) = 1− ωn√
ξ2 − 1

[
e−s1(Tf /2−L)

s1
(Z1 − 1)− e−s2(Tf /2−L)

s2
(Z2 − 1)

]
(10)

Ċ(ti0 ) =
ωn√
ξ2 − 1

(Z1e
s1L − Z2e

s2L) (11)

Ċ(ti0+1) =
ωn√
ξ2 − 1

[
e−s1(Tf /2−L)(Z1 − 1)− e−s2(Tf/2−L)(Z2 − L)

]
(12)

where Z1, Z2 are defined as

Z1 =
i0−1∑
k=1

(−1)ke−s1(ti0−tk) Z2 =
i0−1∑
k=1

(−1)ke−s2(ti0−tk) (13)

The necessary switching condition, y(ti0) = y(ti0+1) = 0 implies that
C(ti0+1) = −C(ti0 ), which further leads to the relationship

es1L

s1
[e−s1Tf/2(Z1 − 1) + Z1] =

es2L

s2
[e−s2Tf /2(Z2 − 1) + Z2] (14)

Since (14) contains two unknowns, Z1 and Z2, a second equation can be obtained
using the first derivative of C(t) as follows.

Ċ(ti0+1) = −Ċ(ti0) (15)
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which leads to

es1L[e−s1Tf /2(Z1 − 1) + Z1] = es2L[e−s2Tf /2(Z2 − 1) + Z2]. (16)

Solving (14) and (16), we have

Z1 =
1

1 + es1Tf /2
Z2 =

1
1 + es2Tf /2

. (17)

Assuming that ti0+2 = ti0+1 + Tu

2
where Tu is unknown, the switching condi-

tion, (1), implies that

C(ti0+2)−R sin[ωf (ti0 +
Tu

2
)] = 0

which leads to

1 +
ωn√
ξ2 − 1

[
es1L

s1

es1
Tf −Tu

2

1 + es1Tf/2
− es2L

s2

es2
Tf−Tu

2

1 + es2Tf /2

]
+ R sinωf

Tu

2
cosωf ti0

+ cosωf
Tu

2

{
1 +

ωn√
ξ2 − 1

[
es1L

s1

1

1 + es1
Tf
2

− es2L

s2

1

1 + es2
Tf
2

]}
= 0 (18)

Since (18) has to be satisfied for any arbitrarily large R and ti0 , we conclude
that Tu = Tf . This result proves that as long as there exists two switching
instants that satisfy (4), the subsequent switchings also satisfies (4). We, next,
establish the steady state periodic waveform by proving that C(t) = C(t + Tf)
for all t > ti0 . It follows from (8) that

C(ti0 +�t) = C(ti0+2 +�t)

=

⎧⎪⎨
⎪⎩
−1− ωn√

ξ2−1

[
e−s1(�t−L)

s1(1+e
s1Tf /2

)
− e−s2(�t−L)

s2(1+e
s2Tf /2

)

]
�t ∈ [0, L]

1 + ωn√
ξ2−1

[
e−s1(�t− Tf

2 −L)

s1(1+e
s1Tf /2

)
− e−s2(�t− Tf

2 −L)

s2(1+e
s2Tf /2

)

]
�t ∈ [L, Tf/2]

(19)

since ti0+2 = ti0 + Tf .
The self-oscillating period can be obtained numerically by solving for Tf in

the equation C(ti0) = 0, where C(ti0) is given by

C(ti0 ) = −1− ωn√
ξ2 − 1

[
es1L

s1(1 + es1Tf /2)
− es2L

s2(1 + es2Tf/2)

]
.

As in SOPDT systems, Rmin can be obtained by finding the mininum R which
satisfies the following inequality

C(ti0 +�t) + R sin(ωf�t + φ) < 0, �t ∈ (0,
Tf

2
) (20)

where φ = sin−1 −C(ti0)

R .
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Example 1: The plant and the external forcing signal, f(t), are given by

g(s) =
4

s2 + 6s + 4
e−s, ξ = 1.5

f(t) = R sin(ωf t).

At a frequency corresponding to Tf = 10 sec, from (20), we get: |C(ti0)| =
0.8921, Rmin = 0.9421. Firstly, R = |C(ti0)| is used. It can be seen from Figure 2
that forced oscillation did not occur. On the other hand, when the simulation
is repeated using R = Rmin = 0.9421, Figure 3 shows the resulting signals for
C(t) and u(t). This verifies that the Rmin derived from our equations is indeed
accurate.

0 10 20 30 40

−1

−0.5

0

0.5

1

time (sec)

c(
t)

, u
(t

)

Fig. 2. Forced oscillations for plant in Example 2, R = |Cti0
|.
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Fig. 3. Forced oscillations for plant in Example 2, R = |Rmin|.u(t)(dotted line)
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3 Critically Damped Systems

In the configuration of Figure 1, g(s) is assumed to have the following transfer
function:

g(s) =
ω2

n

(s + ωn)2
e−Ls.

Following the similar analysis in section 2, since ti0+2 = ti0 + Tf , we get:

C(ti0 +�t) = C(ti0+2 +�t)

=

⎧⎪⎨
⎪⎩
−1 + 2 e−ωn(�t−L)

1+e
ωnTf /2

[
1 + ωn(�t− L) + ωn

Tf
2 e

ωnTf /2

1+e
ωnTf /2

]
�t ∈ [0, L]

1− 2 e−ωn(�t− Tf
2 −L)

1+e
ωnTf /2

[
1 + ωn(�t− L)− ωnTf/2

1+e
ωntTf /2

]
�t ∈ [L, Tf/2]

(21)

The Rmin for the forced oscillation can be solved by

C(ti0 +�t) + R sin(ωf�t + φ) < 0, �t ∈ (0,
Tf

2
) (22)

where φ = sin−1 −C(ti0 )

R and C(ti0 ) = −1+ 2eωnL

1+e
ωnTf /2

[
1− ωnL + ωn

Tf
2 e

ωnTf /2

(1+e
ωnTf /2

)2

]
.

Example 2: The plant and the external forcing signal, f(t), are given by

g(s) =
4

(s + 2)2
e−s and f(t) = R sin(ωf t).

Choose Tf = 10 second, the corresponding C(ti0 ) and Rmin can be computed by
(22), |C(ti0)| = 0.9940, R = Rmin = 1.1640. Figure 4 shows the resulting signals
for C(t) and u(t). u(t) is indeed switching at every 5 sec.
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Fig. 4. Forced oscillations for plant in Example 3, R = Rmin. u(t)(dotted line)
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4 Underdamped Systems

In the configuration of Figure 1, g(s) is assumed to have the following transfer
function:

g(s) =
ω2

n

s2 + 2ξωns + ω2
n

e−Ls

where L is the time delay, 0 < ξ < 1.
Following the similar analysis in section 2, with further simplification, we

obtain

C(ti0 +�t) = C(ti0+2 +�t)

=

{−1 + Me−ξωn(�t−L) sin[ωd(�t− L) + β + tan−1 Zs

Zc
] �t ∈ [0, L]

1 + Me−ξωn(�t−Tf
2 −L) sin[ωd(�t− L) + β + tan−1 Zs

Zc−1 ] �t ∈ [L,
Tf

2 ]
(23)

where Zs = eξωn
Tf
2 sin ωd

Tf
2

e
ξωnTf +2eξωn

Tf
2 cos ωd

Tf
2 +1

, Zc = eξωn
Tf
2 cos ωd

Tf
2 +1

e
ξωnTf +2eξωn

Tf
2 cos ωd

Tf
2 +1

, ωd =

ωn

√
1− ξ2, β = arctan

√
1−ξ2

ξ
, M = 2√

1−ξ2
(eξωnTf + 2eξωn

Tf
2 cosωd

Tf

2
+ 1)−

1
2 .

Substituting (23) into (22), the Rmin of the underdamped system can be
solved by

C(ti0 +�t) + R sin(ωf�t + φ) < 0, �t ∈ (0,
Tf

2
) (24)

where φ = sin−1 −C(ti0)

R
and C(ti0) = −1 + MeξωnL sin(β + tan−1 Zs

Zc
− ωdL).

0 10 20 30 40 50
−2

−1

0

1

2

time (sec)

c(
t)

, u
(t

)

Fig. 5. Forced oscillations for plant in Example 4, R = Rmin. u(t)(dotted line)
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Example 3: The plant and the external forcing signal f(t) are given by

g(s) =
4

s2 + 2s + 4
e−s, ξ = 0.5

f(t) = R sin(ωf t)

Choose Tf = 10sec, based on (24), |C(ti0)| = 0.9578, R = Rmin = 1.5778.
Figure 5 shows the resulting signals for C(t) and u(t). u(t) is indeed switching
at every 5 sec.

5 Discussion and Conclusion

In this paper, following the analysis of FOPDT systems proposed in [3], we have
successfully extended some of the results to SOPDT systems. Three types of
SOPDT systems were analysed separately and simulation results were given for
all cases. The exact expressions of C(t) when forced oscillation occurs are also
given. Based on these results, the minimum R for forced oscillation can be solved
numerically. Furthermore, the self-oscillation period of SOPDT systems can also
be solved using C(ti0) = 0.

The results for SOPDT systems were only given for the case of external fre-
quencies satisfying L < Tf/2. Results for higher frequencies were not presented
because of the tedious nature of the solutions.
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Abstract. In this paper, we constructed a three-dimensional dynamic simulator 
for HitMSR II which is a module self-reconfigurable robot system composed of 
single-rotational-freedom modules. Downhill Simplex Optimization Algorithm 
were used to evolve the locomotion of the robot ensuring that it is possible to 
get access to the relatively more optimized locomotion gaits parameters after 
large enough numbers of iterative calculations under a certain evaluation 
function. What’s more. We selected worm-shaped configuration to research on 
the validation of locomotive evolution both in simulation and experiment. 

Keywords: self-reconfigurable robot, 3D control simulator, worm, locomotive 
evolution, Downhill Simplex Algorithm. 

1   Introduction 

Since DRRS (Dynamically Reconfigurable Robotic System) [1] was introduced in 
1988 by Fukuda from Tokyo Institute of Technology, many successful self-
reconfigurable robot systems have been developed because of the excellent 
performance and broad application prospect. In Mark Yin’s PhD thesis[2], a self-
reconfigurable robot was defined as a system composed of lots of modules, which can 
change it’s configuration, move smoothly or complete corresponding mission by 
changing the connection state or position relative to each other without any outside 
assistance. 

After years of research scholars from various countries on self-reconfigurable robot 
have discovered lots of methods for the motion planning and control. For example, 
harmonic oscillation control, gait table control, task-based control[3,4], digital 
hormonal control, central pattern generator(CPG) [7,8] etc. 

Once the controller structure is determined, it is necessary to select optimized 
parameters to get a more effective motion[9]. There are some common methods to 
optimize robot’s  locomotion, for example, genetic algorithm, particle swarm 
optimization, simulated annealing algorithm and so on.  

Daniel Marbach[10] uses Powell algorithm for the locomotive evolution of their 
developed self-reconfigurable robot, but the rules in the search process are too 
complex. Mtran’s researchers [11] use genetic algorithms to evolve their robot’s 
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locomotion, but genetic operator’s process is too complicated, time consuming and 
occupy too much computer memory space. 

In this paper, CPG (Central Pattern Generator) is used to generate actuation 
signals.Based on dynamic simulation environment in collaboration with optimization 
algorithm in MATLAB®, we explored the influence to worm-shaped configuration’s 
locomotion by simulating CPG gaits in different parameters and use Downhill 
Simplex Algorithm [12,13] to realize the worm-shaped configuration’s locomotive 
evolution. 

2   HitMSR II System Overview 

We use HitMSR II [14,15] as our experimental system, which was developed by State 
Key Laboratory  of  Robotics  and  System in Harbin Institute of Technology. It 
consists of computer, relay board and robot. The computer can plan motion gaits,   
simulate and transmit motion commands to relay board.  The relay board can get the 
commands from PC and transmit them to robot via wireless communication. Robot 
can get the commands from relay board and execute them.  
 

     

                                a)  active module            b)  passive module 

Fig. 1. The structure of HitMSR II 

As shown in Fig.1, self-reconfigurable robot HitMSR II modules are divided into 
two different types, active module and passive module. The active module’s surfaces 
have self-locking hook claws. Passive module can be connected stably by that claw.  
Each module   has a rotational degree of freedom and four identical faces. Each 
module consists of two L-shaped thing directly connected by the motor output shaft, 
and the rotational scope is ± 90 º. 

3   The 3D Dynamic Simulator for Self-reconfigurable Robot 

In this paper, we constructed a joint simulation platform using virtual dynamic 
simulation environment software and numerical calculation software. Based on the 
simulation software MRDS® (Microsoft Robotics Developer Studio), we constructed 
a dynamic environment for self-reconfigurable robot using SPL® (Simulation 
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Programming Language), and call the MATLAB ® command window in the 
simulation process which can be used to get the data from the simulation environment 
to process and pass over dynamically calculated results in MATLAB to the simulation 
environment.  The dataflow throughout the simulation system is shown in Fig. 2. 

 

Fig. 2. Dataflow chart of joint simulation platform 

4   Locomotive Evolution Based on Worm-Shaped Configuration 
Using Downhill Simplex Algorithm 

4.1   Worm-Shaped Configuration 

Self-reconfigurable robot can generate some typical configuration, for example, worm-
shaped configuration. A worm-shaped configuration consists of four modules or more 
which are connected in a line and each module’s rotational axis is parallel to others. 
Figure 3 shows the worm-shaped configuration robot in simulation environment. In this 
paper, we will explore the locomotive evolution based on worm-shaped configuration. 
 

 

Fig. 3. Worm-shaped configuration in simulation environment 

4.2   Locomotive Evolution 

In this paper we evolve the locomotion ability of worm-shaped configuration by 
searching the best optimized parameters of the controller according to a defined 
evaluation function, and we use downhill simplex algorithm which needn’t calculate 
numerical derivatives in the searching process.  

In this optimization process, we set the distance in a certain period of time  
(Equation 1, equal to average speed) and energy consumption of the robot system 
(Equation 2) as the evaluation index. 

2
0 0tan ( ( ) ( ))dis ce P final P initial= −

                              (1) 
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P P kT
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= ∑  Pi (t) is the coordinates of the module i when 

time is t.T0  is the sampling period. N is the maximum number of samples. 
Movement distance and energy consumption is two contradictory evaluation index. 

After many simulations, we compare the movement effect and select formula (3) as 
evaluation function. 
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Fig. 4. Flowchart for the algorithm of locomotive evolution 

First of all, we define the controller parameters as the solution space vector in 

downhill simplex algorithm, [ ], , ,
T

i i i i iP E delayα τ= .Then give it a initial value 

and generate drive signals of each module according to central pattern generator 
(CPG). After that, we apply the signals to the dynamic simulation environment and 
can get the initial locomotion status. Thus, based on the initial data we can evolve the 
locomotion ability using downhill simplex search algorithm. After several iterations,  
the evaluation function that can achieve the minimum solution in a set of controller 
parameters, that is, the optimization parameters of central pattern generator. The 
whole process flow chart is shown in figure 4. 

4.3   Simulation Research on Locomotive Evolution of Worm-Shaped 
Configuration 

According to the process stated above, we do simulation research on the locomotive 
evolution of worm-shaped configuration, the drive signals of each module are planned 
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by the central pattern generator. Paper 8 gives the model of stable central pattern 
generator (CPG). 

In this paper, based on 12 initial data, after 60 times iteration search, we obtain a 
better locomotion. Figure 5 shows the dive signals of CPG on first module, and the 
below one is the signal after optimization. The other module’s drive signal is the same 
but for a certain time delay. 

 

Fig. 5. CPG signals of first module before and after optimization for worm-shaped configuration 

The trajectory of first module in the forward direction before and after optimization 
is shown in figure 6, the energy consumption of worm-shaped robot before and after 
optimization is shown in figure 7. 

 

Fig. 6. The trajectory of first module in the forward direction before and after optimization 

 

Fig. 7. The energy consumption of worm-shaped robot before and after optimization 
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We can see by comparing the locomotion before and after the evolution of the 
movement: 

 
(1) In a period of 30s, the robot moves about 1.5m before optimization and up to 

6.5m after optimization in the forward direction. The robot's movement speed 
increased as 4 times as before.  

(2) the robot's total energy consumption increased after the locomotion evolution. 
The total energy consumption is  the cumulative value of energy consumption of  
every moment recorded on the curve. From the initially approximately 125 to about 
189. But if we consider energy consumption per unit distance, it is 29.1 per unit 
distance after evolution, and the energy consumption is reduced to 34.93% compared 
to 83.3 energy consumption before evolution. 

 
From the above analysis we can conclude that locomotion evolution of self-

reconfigurable robot simulating the natural process of biological evolution approach 
can effectively improve the speed of self-reconfigurable robot, and energy 
consumption per unit distance.  As the evolutionary approach does not depend on the 
specific configuration of the robot, it can be easily extended to other configurations’ 
locomotion evolution and applied online. 

5   Verification Experiment on Locomotive Evolution 

Apply the pre-optimized and optimized drive signals in the simulation environment 
respectively to the worm-shaped robot. As shown in figure 8,it’s the pre-optimized 
locomotion status. The robot moves about 1.2 lattice units of the floor tile’s length. 

 

   

Fig. 8. Locomotion of worm-shaped configuration by pre-optimized CPG signals 

The robot moves a distance of 4.2 lattice units using the optimized signals, as 
shown in figure 9. 

 

   

Fig. 9. Locomotion of worm-shaped configuration by optimized CPG signals 
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We can see a clear advantage in the movement distance of forward direction and 
the mass center of each module doesn’t change a lot relative to the equilibrium 
position compared with the pre-optimized locomotion status. That means optimized 
locomotion does not consume too much more energy. This fact confirms the 
effectiveness of the optimization process. 

6   Conclusion 

In this paper, we use the downhill simplex algorithm to optimize the locomotion of 
worm-shaped configuration robot. Downhill simplex algorithm is a optimization 
algorithm which needn’t calculate the derivative value, so it’s especially for the 
evaluation function which set the displacement in the simulation environment as the 
variables. From the research on the locomotive evolution of worm-shaped robot, we 
verify the effectiveness of downhill simplex optimization algorithm. 
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Abstract. 201 college teachers to study in Hubei Province, the use of the 
psycological contract, knowledge integration, cooperation, the three dimensional 
structure of satisfaction questionnaires as a research tool. Investigated the 
psychological contract and knowledge sharing relationship. The results show: the 
different dimensions of psychological contracts: relational contracts, balancing 
contracts and transactions the performance of knowledge-sharing contract on the 
different effects of relational contract in which knowledge sharing contract with 
the balance a significant role in promoting. The former is stronger than the latter, 
but the trading performance of knowledge-sharing contract for a significant 
negative impact. Results consistent with the initial assumption, for the 
psychological contract between the impact and knowledge sharing to provide 
theoretical foundation and empirical evidence. 

Keywords: Psychological Contract, Knowledge-sharing, influence. 

1   Introduction 

Psychological contract was first pay attention to in social psychology area and then 
has been continuously extension by organization psychologists. Organizational 
psychologist Argyris (1960) used the concept “Work psychological contract” first, but 
psychological contract was clear defined by famous American management 
psychologist Schein. He thought psychological contract indicate to the whole 
expectation between members and mangers or others. 

The content and forms of expression of psychological contract are very complex. 
In order to study it in a deep going way, researchers explored lots about its 
dimensions. Rousseau analyzed two typical dimensions from a survey on 
psychological contract of 129 business administration graduates. One dimension was 
called exchange contract, it refers to contract relationships based on economic 
exchange such as employees get high rewards, hortation or training opportunities for 
promotion through work overtime. The other one is relationship contract which based 
on social exchange. It reflects employees exchange work for a long time, to be trusty 
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and for long-term work guarantee[2]. In later study, Rousseau & Tijiorimala (1996) 
conducted a survey on American registered Nurse, the results showed psychological 
contract can be divided into three dimensions. Except Exchange and Relationship, 
psychological contract include Team Members dimension which refers to good 
interpersonal relation between employees and the organization. Some researcher call 
it Counterpoise dimension. 

Nowadays, study on Psychological contract mainly use White Collar, MBA in big 
corporations, nurses, students and other special groups as research objects. As a group 
major task is knowledge impartation and creation, teachers receive receives increasing 
attention from psychological contract researchers. Some study found psychological 
contract of teachers has psychological, V two directivity and fuzziness and other 
characteristics. Reasonable use of psychological contract can help to improve teacher 
manage level[5]. Study on teachers found psychological contract can improve the 
manage efficiency of kindergartens effectively and arouse teachers’ working 
enthusiasm. Psychological contract has compensation, dynamic and cohesive effect in 
kindergarten teachers management [6]. Study in High school found: Besides human 
resource contract, it is more important there exists psychological contract which plays 
a very important role between young teacher and school[7]. 

Knowledge sharing refers to the explicit and implicit knowledge of employees, 
teams and organizations share by various methods with others and transform 
organizations’ knowledge wealth. One of the important aims of knowledge sharing is 
to improve both core competence that not only includes knowledge creative 
competence but also includes knowledge sharing and transformation competence and 
ability of acquisition knowledge and transition valuable knowledge.  

Knowledge sharing is the major dynamic system of knowledge transmission. It can 
not only help finish teachers’ mission effectively but also promote knowledge flow 
speed among teachers and improve knowledge utility. Knowledge sharing plays an 
important role either in students’ knowledge acquisition or in teachers’ teaching 
improving. And knowledge sharing also is an important job in teaching management.  

The key to improve teachers’ scientific research creativity is to set up an efficient 
knowledge sharing mechanism in teaching management. Management scientist Peter 
Drucker consider: The basic of knowledge society is knowledge but no longer capital 
or labour force now and in future[8]. Teachers are the major knowledge carrier in 
schools. Teachers who engaged in research scientific can bring value to society 
through their own originality, analyze, judgment, integration and design. And they are 
important resource and core competition of school. 

Psychological contract and knowledge complement each other[9]. Psychological 
contract is the beginning of knowledge and help education organizations to retain 
teachers and encourage talent. And efficient knowledge sharing can improve Relation 
and Team dimension of psychological contract so that promote psychological 
contract. There are some study about teacher psychological contract now, but the 
number of explorations about relation of psychological contract and knowledge 
sharing still be few. And lacking of psychological contract study on high school 
teacher that have high knowledge and creativity. In addition, researchers think 
teachers have knowledge capital and exist psychological contract with school. But in 
nowadays, manage measures are mainly control and use teacher, still use unilateral 
leading encourage methods and seldom reflect such transformation. And how to 
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improve high school teachers’ knowledge sharing in knowledge society is one of 
reasons of developing this study. 

2   Method 

2.1   Participants 

Through stratified cluster sampling, 230 teachers were selected from a high school in 
Hubei province. We grated 230 questionnaires, 216 were enrolled. 201 valid 
questionnaires, including 149 man and 52 women, were got.  

2.2   Tools 

The questionnaire mainly starts from follow levels: knowledge integration, job 
satisfaction and psychological contract. It includes 22 items. It includes knowledge 
integration, satisfaction of cooperation and psychological dimension. The questionnaire 
has good reliability and validity. Concordance coefficient  α of total scale was 0.88, test-
retest reliability r was 0.753. Adopted five grades scoring, the order score of “Strongly 
disagree”、“Disagree”、“No comment”、“Agree”, “Strongly agree” answers was as 
follow: 1point, 2 points, 3 points, 4 points, 5 points. 

We input, arranged and analyzed the statistics by SPSS13.0, we anglicized the 
statistics mainly with relevant and regression analysis. 

3   Results 

3.1   Descriptive Statistics 

Descriptive statistics (e.g. Means, Standard Difference) of each variables show in 
Table 1. 

 

Table 1. Descriptive statistics of three dimensions of psychological contract and knowledge 
sharing 

 N Mean Std. Deviation 
Relation contract 201 3.579 .743 
Balance contract 201 4.139 .735 
Exchange contract 201 3.397 .771 
Knowledge sharing 201 4.323 .474 

Table 2 show the relevant analysis of psychological contract and knowledge 
sharing. We can get the correlation coefficients of three dimensions of psychological 
contract and knowledge sharing from the table. The results manifested all variables 
exist positive correlation which are accord with the hypotheses. Among these 
correlations, the correlation of Relation Contract with Balance Contract and Exchange 
Contract are most effectively, were respectively 0.637 and 0.522. And the correlation 
of Exchange Contract with knowledge sharing was the lowest 0.043. 
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Table 2. Relevant analysis of three dimensions of psychological contract and knowledge sharing 

 
Relation 

contract 
Balance 

contract 
Exchange 

contract 
Knowledge 
sharing 

Relation 
contract 

1    

Balance 
contract 

.637*** 1   

Exchange 
contract 

.522*** .543** 1  

Knowledge 
sharing 

 

.287*** .245** .043* 1 

Notes: * p<0.05 ** p<0.01 ***p<0.001. 

We verified the relationship of psychological contract and knowledge sharing 
following. Coefficients of model 1 showed control variables had no effects on 
knowledge sharing. So this model was verified. Then added psychological contract on 
the basics of model 5, the model effected better and had greater explanation power. 

Table 3. Stepwise regression analysis for knowledge sharing on psychological contract 

  
Model 1 Model 2 

gender -.112 -.095 
age .032 .017 
work age -.029 .009 Control 

variables educational 
background 

-.977 -.130 

Relation contract  321*** 
Balance contract  .197* 

Independent 
variables  Exchange contract  -.255** 

R2 .024 .157 
Adjusted R2 .007 .123 

F 1.139 4.962*** 

3.2   Discussion 

We found the three dimensions of psychological contract and knowledge existed 
significant correlation in this study. According to the results, we can draw a 
conclusion: The three dimensions of psychological contract affect knowledge sharing 
differently. Among these, there are obvious promotion of Relation contract and 
Balance contract in knowledge sharing and with former greater than in the latter. 
While Exchange contract showed negative effective effects on knowledge sharing. 

Psychological contract between high school teachers and schools is a kind of 
teachers’ tacit knowledge about school. Researchers introduced theories about 
psychological contract and sticky knowledge and classified sticky knowledge based 
on the viscosity of psychological contract and tacit knowledge. They analysed the 
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characteristic of tacit knowledge, and put forward tacit knowledge transformation and 
sharing management countermeasures. In addition, they carried on aimed 
management according to different types of tacit knowledge. They thought many tacit 
knowledge namely implicit knowledge management were issues about psychological 
contract. Classification of tacit knowledge based on psychological contract revealed 
more microscopic activity mechanism. On this basic, integrating encouragement, 
cultural, trust, communication, study and empathy design etc factors to prop up a 
platform for Exchange, Relation and Counterpoise dimension of psychological 
contract. That was beneficial to the development and utilization of tacit knowledge 
especially sticky tacit knowledge, then to realize the transformation and sharing of 
tacit knowledge in cooperation. They thought employ relationship in nowadays was 
no longer traditional employees supplied faith, obey and credit to exchange working 
guarantee, promotions, training opportunity and organization support. Contract 
changed to employees accept long –term job, more responsibility, more skills, more 
press, more fuzzy roles’ requirements and the organization supply higher reward, 
performance appraisal encouragement and a position increasingly. 

Added to the model of knowledge sharing, concrete manifestation of relation 
dimension was it significantly effected on the realize and promotion of knowledge 
sharing and integration, obligatory, affective and instrumentality relation which were 
same with the relavant results[10]. Existing study showed that obligatory and affective 
relation positive effected on knowledge sharing will and integration ability, while 
instrumentality relation went against the effect. 

From employees’ knowledge sharing promotion degree, obligatory relation 
impacted knowledge sharing significantly while the effects of affective relation was 
weaker. It is probably because obligatory relation has more close relationship with 
roles’ responsibility, organization system etc work factors. 

Relative obligatory relation between each others can increase the our own and 
fellows’ attention degree and responsibility. At the same time, it shows that 
knowledge sharing willing of high school employees in our country is more out of 
responsibility and obligatory, it is a response dominated by ethical criterion, 
institutional restriction and moral authority. 

From function route, the function route of various dimensions on knowledge 
sharing willing and integration ability is different. For example, obligatory relation 
and instrumentality relation effect on three kinds of communication behaviors and 
then effects on employees’ knowledge will. While affective relation doesn’t influence 
employees’ will by avoidance this path and partly through cooperation and 
competition communication path only. 

4   Conclusion 

Through introducing psychological contract into high school teachers management, 
studying and constructing coping mechanisms from psychological contract violation, 
job satisfaction and turnover intention three aspects, and then form a new 
management model. That will probably become a breakthrough in encourage and 
management of high school teachers.   
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Study on contents of psychological contract showed the type features of high school 
teachers’ psychological contract generally was between develop and interpersonal type 
except obvious  tendency of chiasma type. 
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Abstract. The impact of the generator parameters (including the parameters of 
the generator model, excitation system and power system stabilizer) on power 
system’s transient and dynamic stabilities is researched by simulation. From the 
tables and plots of the resultant data, some evident and useful rules are 
summarized. These rules can be directly applied to the generator parameters’ 
engineering testing. Since complex theoretical analyses are circumvented, the 
testing procedure is simplified, and the efficiencies of the testing technicians are 
greatly promoted. 

Keywords: Generator parameters, transient stability, dynamic stability, excitation 
system, power system stabilizer, automatic voltage regulator. 

1   Introduction 

Generator parameters, including both the parameters of the generator model and the 
parameters of the excitation system and the power system stabilizer (PSS), are closely 
linked with the power system’s stability [1, 2]. The degree of the power system’s 
stability is directly determined by the parameters’ correctness and the fitness of their 
combinations. So checking and testing the generator parameters’ correctness is one of 
the most important works before carrying on the stability computation of the power 
system. Once the generator parameters are mistaken, it is very likely to produce 
conclusions that are unfit to reality. But strictly testing the generator parameters’ 
correctness is sometimes cumbersome and even impossible, because various field 
tests [3] of the generator should be carried out repeatedly, which is time-consuming 
and uneconomical. In addition, the number of the generators in a bulk power system 
is enormous; when the stability computation is carried out, which would take a great 
amount of time, a simple and feasible method is necessitated to determine the 
correctness of some specific generators’ parameters quickly. Such a method has been 
wanted by the technicians at the electric power dispatching center for years, whose 
work is analyzing and arranging the operation modes of the power system.  

This paper is based on the engineering experiences of the authors. From plenty of 
simulation experiments, the impacts of some important generator parameters on 
power system’s transient and dynamic stabilities are illustrated, and some feasible and 



260 X. Sun et al. 

rapid methods for testing the generator parameters are proposed accordingly. The 
rules that are summarized from the simulation experiments can be directly applied or 
referenced by the technicians dealing with power system stability analyses. 

2   Generator Models and Their Parameters 

The number of the generator parameters and their detailed definitions are correlated 
with specific models. For the versatility of the generator models, the following cases 
should be considered: the stator of the generator is with three phase windings; the 
rotator of the generator is with salient poles, excitation winding f, d-axis equivalent 
damping winding D, and 2 q-axis equivalent damping windings g and Q. Based on the 
Park transform, the per-unit equations of the generator under dq0 coordinates are as 
follows (because the magnetic field produced by 0-axis current i0 in the stator 
windings is 0, it has no effect on the electric quantities of the rotator [4]; thus the 
equations related to 0-axis components are omitted in the equation): 

d q a d d d d ad f ad D

f ad d f f ad Dq d a q

D ad d ad f D Df f f f

q q q aq g aq QD D D

g aq q g g aq Qg g g

Q aq q aq g QQ Q Q

d d
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⎪⎩

 (1) 

where υ d, υ q and υ f are the voltages of d-axis, q-axis and excitation wingding f, 
respectively; id, iq, if, iD, ig and iQ are the currents of d-axis, q-axis, excitation 
wingding f, equivalent damping windings D, g and Q, respectively; Ra, Rf, RD, Rg and 
RQ are the resistors of one phase stator winding, excitation winding f, equivalent 
damping windings D, g and Q, respectively; ψd, ψq, ψf, ψD, ψg and ψQ are the total 
magnetic flux linkages of the fictitious d-axis and q-axis windings, excitation winding 
f, equivalent damping windings D, g and Q, respectively; Xd, Xq, Xad, Xaq, Xf, XD, Xg 
and XQ are the d-axis and q-axis synchronous reactances, the armature reaction 
reactances of d-axis and q-axis windings, the reactances of excitation winding f, the 
reactances of equivalent damping windings D, g and Q, respectively. It should be 
noted that 2 assumptions are made in Eq. (1): 1) the electromagnetic transient 
processes are not considered, or the aperiodic component of the stator current is 
considered in another way, i.e. assume dψd /dt ≈ 0 and dψq /dt ≈ 0 [4]; 2) in equations 
related toυd andυq, assume the per-unit value of the electric angular velocity ω  ≈ 1, 
which makes the equations linearized.  

The total magnetic flux linkages ψd, ψq, ψf, ψD, ψg and ψQ in Eq. (1) are 
inconvenient to measure and use in practice, so some practical variables are 
introduced to indirectly represent these total magnetic flux linkages: 

( ) ( )
( ) ( )

2
d aq σg Q σQ g Q g aqd aq g g

2
q ad f f q ad σD f σf D D f ad

, ,
E X X X X X XE X X
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ψ ψψ
ψ ψ ψ

⎧ ′′ = − + −′ = −⎧⎪ ⎪
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 (2) 
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where Ed
′ , Eq

′  and Ed
′′, Eq

′′  are the d-axis, q-axis transient electromotive forces and the d-
axis, q-axis subtransient electromotive forces, respectively; Xσf, XσD, Xσg and XσQ are 
the leakage reactances of excitation winding f, equivalent damping windings D, g and 
Q. All parameters’ units in Eqs. (1) and (2) are in p.u. (per unit). 

Again, some practical parameters are introduced to not only simplify the 
representation of the equations, but also make the equations’ physical meanings 
clearer. More important, these parameters can be measured from experiments directly: 

( )
( )

2
d0 D ad f Dd0 f f

2
q0 g g q0 Q aq g Q
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T X X X RT X R
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where T 
d
′ 
0, T

 
q
′ 
0 and T 

d
′′
0, T

 
q
′′
0 are the d-axis, q-axis open circuit transient time constants 

and the d-axis, q-axis open circuit subtransient time constants, respectively. All units 
are in s (second). 

By virtue of Eqs. (2) and (3), the 6th-order practical model of the generator can be 
derived from Eq. (1) [4]:  
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where Xσa, X
 
d
′ , X 

q
′  and X 

d
′′ , X 

q
′′  are the leakage reactance of the stator winding, the d-

axis, q-axis transient reactances and the d-axis, q-axis subtransient reactances, 
respectively. The 6 equations are the voltage equations of the stator, the excitation 
winding f, the equivalent damping windings D, g and Q, and the motion equation of 
the stator, successively. From Eq. (4), each generator parameter’s position in the 
formula and its corresponding function can be seen clearly. 

3   Fast Testing of Generator Parameters in Different Models 

By simplifying Eq. (4) to different extent (neglecting a certain number of windings or 
introducing some new assumptions), the 5th-order, 4th-order, 3rd-order and 2nd-order 
models of the generator can be obtained one by one. These models can be found in [4] 
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and [5], so they are not listed out for brevity. From comparisons, it can be seen that in 
these models only one or two parameters’ detailed definitions have certain 
discrepancies, and other parameters are just the same. But it is because of the 
discrepancies that some evident incorrectness of the parameters can be detected by 
simple and fast means. This is discussed respectively as follows. 

 

1) The 6th-order model (the d-axis, q-axis windings, excitation winding f and 
equivalent damping windings D, g and Q are considered together; it is the detailed 
model for solid steam turbine or non-salient pole machine): T 

q
′ 
0 > 0, Xq ≠ X

 
q
′ . 

2) The 5th-order model (the equivalent damping winding g is neglected from the 
6th-order model; it is the detailed model for hydraulic turbine or salient pole 
machine): T 

q
′ 
0 = 0, Xq ≠ X

 
q
′ . 

3) The 4th-order model (only the d-axis, q-axis windings, excitation winding f and 
equivalent damping winding g are considered; it is fit to describe the solid steam 
turbine): T 

q
′ 
0 > 0, Xq ≠ X

 
q
′ . 

4) The 3rd-order model (only the d-axis, q-axis windings and excitation winding f 
are considered; it is fit to describe the salient pole machine when high computation 
accuracy is not required): T 

q
′ 
0 = 0, Xq = X

 
q
′ . 

5) The 2nd-order model (it is assumed that the excitation system is strong enough, 
and it can maintain the constancy of Ed

′  and/or Eq
′ ): T 

d
′ 
0 = a very big value. 

6) Both the salient and non-salient pole machines: Xq ≠ X
 
d
′ . 

 

The above are merely the qualitative testing methods, and the number of 
parameters that can be tested is extremely limited. Further, some quantitative testing 
criteria [4, 5] that are derived from engineering practice are listed in Table 1. 

From Table 1, the following rules can be summarized: 1) Xd ≥ Xq ≥ X
 
q
′
  > X

 
d
′
  > X

 
q
′′
 ≥ 

  X
 
d
′′
 > Xσa; 2) TJ > T

 
d
′ 
0 > T

 
q
′ 
0 > T

 
d
′′
 0 ≥ T

 
q
′′
 0. 

Provided that the generator parameters are prominently deviating from the afore- 
mentioned 6 requirements, the above 2 rules and the reference ranges of Table 1, it is 
justified in doubting that the parameters are incorrect, and more careful testing means  
 

Table 1. Quantitative testing criteria (reference range) for generator parameters. 

Parameter name (unit) Notation Steam turbine Hydraulic turbine 
Xd 1.0~2.3 0.6~1.5 

Synchronous reactances (p.u.) 
Xq 1.0~2.3 0.4~1.0 

X 
d
′ 0.15~0.4 0.2~0.5 

Transient reactances (p.u.) 
X 

q
′ 0.2~1.0 0.2~1.0 

X 
d
′′ 0.1~0.25 0.15~0.35 

Subtransient reactances (p.u.) 
X 

q
′′ 0.1~0.25 0.2~0.45 

T 
d
′ 
0 3.0~10.0 1.5~9.0 

Open circuit transient time constants (s) 
T 

q
′ 
0 0.5~2.0 0~2.0 

T 
d
′′
 0 0.02~0.05 0.01~0.05 

Open circuit subtransient time constants (s)
T 

q
′′
 0 0.02~0.07 0.01~0.09 

Stator leakage reactance (p.u.) Xσa 0.05~0.2 0.05~0.2 
Stator resistor (p.u.) Ra 0.001 5~0.005 0.001 5~0.005 

Inertia time constant (s) TJ 4.0~8.0 8.0~16.0 
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should be taken. However, it is a simple and fast method to test the generator para-  
meters and is very suitable for the preliminary test of the newly obtained parameters.  

4   Generator Parameters’ Impacts on Power System’s Stabilities 

The testing criteria given in the previous section, however, are necessary conditions 
but not sufficient conditions to guarantee the power system’s stability. Whether the 
power system can maintain stability or not, and the level of stability lie also on some 
important parameters and their combinations. This section illustrates this argument by 
plenty of simulation experiments. In order to enable the readers to reproduce the 
experimental results, the IEEE 9-node test system, a standard system, is selected as 
the simulation model. And PSD-BPA (ver. 4.2) [6] is the simulation software used.  

4.1   IEEE 9-Node Test System Overview 

The geographically interconnected diagram of the IEEE 9-node test system is shown 
in Fig. 1, which displays the power flow distribution under the normal (default) 
operation condition. The steady-state and transient parameters of the loads, buses, 
transmission lines and transformers can be found in [7], so this section only lists out 
the generator parameters (Table 2), and the units of the parameters are the same as 
those in Table 1. It should be noted that because Ra ≈ 0, Ra is omitted from Table 2. 

From the comparison of the generator parameters in Table 1 and Table 2, it can be 
inferred that GEN2 is a hydraulic turbine and GEN3 is a steam turbine. However, 
GEN2’s X 

d
′′ and X 

q
′′
  (indicated by shadings in Table 2) do not strictly comply with the 

reference range in Table 1. This means that Table 1 should only be referenced  (to pay  
 

 
 

 

Fig. 1. The geographically interconnected diagram of the IEEE 9-node test system. The units of 
the node voltages, active power and reactive power are kV, MW and MVar, respectively. “G” 
denotes the output power of the generator and “L” denotes the load of the station. 
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Table 2. Generator parameters in IEEE 9-node test system. 

 Xd Xq X 
d
′ X 

q
′ X 

d
′′ X 

q
′′ 

GEN1 0.146 0 0.096 9 0.060 8 0.096 9 0.040 0 0.060 0 
GEN2 0.895 8 0.864 5 0.118 9 0.196 9 0.089 0 0.089 0 
GEN3 1.313 0 1.258 0 0.181 3 0.250 0 0.107 0 0.107 0 

 T 
d
′ 
0 T 

q
′ 
0 T 

d
′′
 0 T 

q
′′
 0 Xσa TJ 

GEN1 8.960 0 0 0.040 0 0.060 0 0.033 6 47.280 
GEN2 6.000 0 0.540 0 0.033 0 0.078 0 0.052 1 12.800 
GEN3 5.890 0 0.600 0 0.033 0 0.070 0 0.074 2 6.020 0 

 
more attention to the parameters prominently deviating from Table 1) but not rigidly 
obeyed, because the combinations of the parameters are also crucial.  

GEN1 is the balancing machine of the system, which is a Vθ - node (θ  = 0°) in 
simulation. Table 2 shows that most of the parameters of GEN1 (indicated by 
shadings) do not comply with the reference range in Table 1. But considering that so 
long as the output (active) power of the balancing machine is not a negative value or 
over the nominal value, the output power of the balancing machine can be arranged 
according to the actual demands freely, implying that the output power and para- 
meters of the balancing machine have no great impacts on power system’s stabilities. 
It is very easy to testify this argument by simulation experiments, so it can be said that 
the parameters of GEN1 in Table 2 are acceptable and are not unreasonable.  

4.2   Transient Stability of Power System 

From a good many simulation experiments, the authors find that the transient stability 
of the power system is very sensitive to the values of X 

d
′′
 /X

 
d
′
  and X 

q
′′
 /X

 
q
′ . If one of 

these 2 values is greater than 0.95, under large disturbance, the power angle curve of 
the generator would oscillate greatly and damp very slowly, and even diverge (i.e. the 
generator is out of transient stability). Experimental results in Figs. 2 and 3 have 
illustrated this fact, so the correctness of X 

d
′ , X 

d
′′, X 

q
′
  and X 

q
′′
 and their combinations can 

be tested by transient stability simulation experiments. 
Fig. 2 shows the power angle curves of GEN3 under 2 different conditions – X 

d
′′
 /  

X 
d
′
  < 0.95, X 

d
′′
 /X

 
d
′
  > 0.95 respectively. The large disturbance set in the experiment is a 

three-phase permanent fault on 220 kV transmission line BUS1–STATION B: at 0 s a 
three-phase short-circuit fault occurs on the side of STATION B; at 0.2 s the breakers 
on both sides trip to clear the fault, but do not reclose. Comparing the curves in Fig. 2 
(a) and (b), it can be seen that the former returns to a smooth line quickly, while the 
latter oscillates ceaselessly and can not damp to a smooth line for a long time. 

The large disturbance set in Fig. 3’s experiment is the same as that in Fig. 2. 
Because the power angle curve of GEN3 under condition of X 

q
′′
 /X

 
q
′
  < 0.95 is similar to 

Fig. 2(a), Fig. 3’s experiment considers only the condition of X 
q
′′
 /X

 
q
′
  > 0.95. But 

because GEN3 has been out of transient stability under this condition (i.e. out of step 
with GEN1), the power angle curve deviates too much and has exceeded the drawing 
ranges  of  BPA,  the  power  angle curve can not be displayed properly.  So  the  power  
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Fig. 2. The impact of X 
d
′′
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d
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 on the transient stability of the power system. 
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Fig. 3. The impact of X 
q
′′
 /X

 
q
′
 
 on the transient stability of the power system. 
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angle curve is replaced by the supervisory curve of the system frequency recorded 
during the simulation process (shown in Fig. 3), which presents the power system’s 
status indirectly. From Fig. 3, it can be seen that the system frequency oscillates 
severely, and already has no chance to return to a smooth line, illustrating the 
generator is out of transient stability from a different angle.  

In fact, it is very likely that the transient stability of the power system is not only 
sensitive to X 

d
′′
 /X

 
d
′
  and X 

q
′′
 /X

 
q
′
 . But the authors merely find these 2 values at present. 

As to other possible parameter combinations, they still await to be discovered later on. 

4.3   Dynamic Stability of Power System 

The commonly used procedures for analyzing the dynamic stability of the power 
system are as follows:  

 
1) Use the small disturbance analysis (the frequency domain method) to calculate 

each oscillation mode’s real part, imaginary part, frequency, damping ratio and 
electromechanical circuit correlation ratio, and the modulus and phase angle of the 
right eigenvector, and the participation factors of the generators participating in the 
oscillation. 

2) Use Prony method (the time domain method) to analyze the active power curves 
of some important interconnection transmission lines under large disturbance. 

3) Try to find out the oscillation modes that are consistent with those found by 
small disturbance analysis – if the oscillation modes are found, then the results from 
the frequency domain method are considered to be testified by the time domain 
method, and accordingly the dynamic stability analysis is considered to be rounded 
and effective. 

 
According to the above procedures, at first, apply the small disturbance analysis to 

the IEEE 9-node test system. From the small disturbance analysis, 6 oscillation modes 
are obtained, but only 1 oscillation mode has an electromechanical circuit correlation 
ratio that is greater than 1, i.e. it is a dominant oscillation mode (DOM). For brevity, 
the tables and figures in this subsection show only the details of this oscillation mode. 
Tables 3–7 and Figs. 4–8 have shown the frequency and damping ratio changes of the 
DOM with GEN3’s parameters T 

d
′ 
0, T

 
q
′ 
0, T

 
d
′′
 0, T

 
q
′′
 0 and TJ respectively (the generator 

parameters’ changing ranges are determined by Table 1).  
Table 3 and Fig. 4 show that under small disturbance, with T 

d
′ 

0 increasing, the 
frequency and damping ratio of the DOM are gradually decreasing. Table 4 and Fig. 5 
show that under small disturbance, with T 

q
′ 

0 increasing, the frequency and damping 
ratio of the DOM are slightly increasing, but on the whole they are not sensitive to   T 

q
′ 

0. Table 5 and Fig. 6 show that under small disturbance, with T 
d
′′
0 increasing, the 

frequency of the DOM is basically remaining unchangeable, while the damping ratio 
is gradually decreasing. Table 6 and Fig. 7 show that under small disturbance, with  T 

q
′′
 0 increasing, the frequency of the DOM is slightly decreasing (it is not sensitive to T 

q
′′
 

0 on the whole), while the damping ratio has a small tendency of increasing. Table 7 
and Fig. 8 show that under small disturbance, only when TJ is smaller than a specific 
value (e.g. smaller than 6.5 s, as shown in the figure), are the frequency and damping 
ratio of the DOM fairly sensitive to TJ.  
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Table 3. The impact of T 
d
′ 
0 on DOM’s characteristics under small disturbance. 

T 
d
′ 
0 (s) 3.00 3.70 4.40 5.10 5.80 6.50 

Frequency (Hz) 1.336 4 1.324 8 1.315 9 1.309 1 1.303 8 1.299 4 
Damping ratio (%) 7.17 6.86 6.53 6.21 5.92 5.67 

T 
d
′ 
0 (s) 7.20 7.90 8.60 9.30 10.0  

Frequency (Hz) 1.295 9 1.292 9 1.290 4 1.288 2 1.286 2  
Damping ratio (%) 5.44 5.24 5.06 4.91 4.76  
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Fig. 4. The curves of the impact of T 
d
′ 
0 on DOM’s characteristics under small disturbance. 

Table 4. The impact of T 
q
′ 
0 on DOM’s characteristics under small disturbance. 

T 
q
′ 
0 (s) 0.50 0.65 0.80 0.95 1.10 1.25 

Frequency (Hz) 1.302 8 1.303 3 1.303 9 1.304 4 1.304 9 1.305 5 
Damping ratio (%) 5.82 5.92 5.99 6.04 6.08 6.12 

T 
q
′ 
0 (s) 1.40 1.55 1.70 1.85 2.00  

Frequency (Hz) 1.305 7 1.306 1 1.306 3 1.306 7 1.306 9  
Damping ratio (%) 6.13 6.16 6.17 6.18 6.19  
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Fig. 5. The curves of the impact of T 
q
′ 
0 on DOM’s characteristics under small disturbance. 
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Table 5. The impact of T 
d
′′
 0 on DOM’s characteristics under small disturbance. 

T 
d
′′
 0 (s) 0.020 0.023 0.026 0.029 0.032 0.035 

Frequency (Hz) 1.302 3 1.302 5 1.302 8 1.303 0 1.303 2 1.303 2 
Damping ratio (%) 6.30 6.20 6.10 6.01 5.89 5.83 

T 
d
′′
 0 (s) 0.038 0.041 0.044 0.047 0.050  

Frequency (Hz) 1.303 3 1.303 4 1.303 4 1.303 4 1.303 3  
Damping ratio (%) 5.74 5.65 5.57 5.49 5.41  

 
 

d0T ′′ (s) 

(a)  The change of frequency.

F
re

qu
en

cy
 (

H
z)

 

0.02 0.03 0.04 0.05

1.22

1.26

1.34

d0T ′′ (s) 

(b)  The change of damping ratio.

D
am

pi
ng

 R
at

io
 (

%
) 

0.02 0.03 0.04 0.05

1.30

6.3

5.5

5.9

1.38

5.7

6.1

 

Fig. 6. The curves of the impact of T 
d
′′
 0 on DOM’s characteristics under small disturbance. 

Table 6. The impact of T 
q
′′
 0 on DOM’s characteristics under small disturbance. 

T 
q
′′
 0 (s) 0.020 0.025 0.030 0.035 0.040 0.045 

Frequency (Hz) 1.308 8 1.308 0 1.307 2 1.306 6 1.306 0 1.305 4 
Damping ratio (%) 5.53 5.57 5.60 5.64 5.68 5.71 

T 
q
′′
 0 (s) 0.050 0.055 0.060 0.065 0.070  

Frequency (Hz) 1.304 9 1.304 4 1.303 9 1.303 5 1.303 2  
Damping ratio (%) 5.75 5.79 5.82 5.85 5.89  
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Fig. 7. The curves of the impact of T 
q
′′
 0 on DOM’s characteristics under small disturbance. 
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Table 7. The impact of TJ on DOM’s characteristics under small disturbance. 

TJ (s) 4.00 4.40 4.80 5.20 5.60 6.00 
Frequency (Hz) 1.300 1 1.301 7 1.303 7 1.306 2 1.308 9 1.311 8 

Damping ratio (%) 5.41 5.70 5.94 6.15 6.32 6.45 
TJ (s) 6.40 6.80 7.20 7.60 8.00  

Frequency (Hz) 1.314 7 1.317 5 1.320 1 1.322 6 1.324 8  
Damping ratio (%) 6.53 6.59 6.61 6.61 6.60  
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Fig. 8. The curves of the impact of TJ on DOM’s characteristics under small disturbance. 

Next, use the time domain method (under large disturbance) to testify the 
experimental results obtained from small disturbance analysis. The large disturbance 
set in the experiment is the same three-phase permanent fault on 220 kV transmission 
line BUS1–STATION B as mentioned in Subsection 4.2. And the active power curve 
of the 220 kV transmission line BUS2–STATION A is analyzed by Prony method. 
Likewise, Tables 8–12 and Figs. 9–13 have shown the frequency and damping ratio 
changes of the DOM with GEN3’s parameters T 

d
′ 
0, T

 
q
′ 
0, T

 
d
′′
 0, T

 
q
′′
 0 and TJ respectively 

under this condition. 
Table 8 and Fig. 9 show that under large disturbance, with T 

d
′ 

0 increasing, the 
frequency of the DOM is gradually decreasing, while the damping ratio is firstly 
increasing and then (to about 6 s) decreasing. Table 9 and Fig. 10 show that under 
large disturbance, with T 

q
′ 
0 increasing, the frequency and damping ratio of the DOM 

are slightly oscillating across a straight line and their mean values are basically 
remaining unchangeable. Table 10 and Fig. 11 show that under large disturbance, 
with T 

d
′′
0 increasing, the frequency of the DOM is not sensitive to T 

d
′′
0 and is basically 

remaining unchangeable, while the damping ratio is firstly increasing and then (to 
about 0.035 s) decreasing. Table 11 and Fig. 12 show that under large disturbance, 
with T 

q
′′
 0 increasing, the frequency of the DOM is slightly decreasing, while the 

damping ratio has a tendency of increasing. Table 12 and Fig. 13 show that under 
large disturbance, only when TJ is smaller than a specific value (e.g. smaller than 
6.5 s, as shown in the figure) is the frequency of the DOM fairly sensitive to TJ, while 
the damping ratio is firstly increasing and then (to about 4.7 s) decreasing.  
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Table 8. The impact of T 
d
′ 
0 on DOM’s characteristics under large disturbance. 

T 
d
′ 
0 (s) 3.00 3.70 4.40 5.10 5.80 6.50 

Frequency (Hz) 1.366 1.341 1.309 1.241 1.245 1.152 
Damping ratio (%) 14.100 16.299 18.870 20.834 28.129 17.284 

T 
d
′ 
0 (s) 7.20 7.90 8.60 9.30 10.0  

Frequency (Hz) 1.142 1.137 1.133 1.130 1.127  
Damping ratio (%) 15.039 13.519 12.315 11.375 10.545  
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Fig. 9. The curves of the impact of T 
d
′ 
0 on DOM’s characteristics under large disturbance. 

Table 9. The impact of T 
q
′ 
0 on DOM’s characteristics under large disturbance. 

T 
q
′ 
0 (s) 0.50 0.65 0.80 0.95 1.10 1.25 

Frequency (Hz) 1.162 1.153 1.160 1.212 1.137 1.174 
Damping ratio (%) 19.826 20.667 21.922 20.643 23.690 20.886 

T 
q
′ 
0 (s) 1.40 1.55 1.70 1.85 2.00  

Frequency (Hz) 1.137 1.188 1.187 1.200 1.124  
Damping ratio (%) 23.974 21.453 21.711 20.818 24.803  
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Fig. 10. The curves of the impact of T 
q
′ 
0 on DOM’s characteristics under large disturbance. 
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Table 10. The impact of T 
d
′′
 0 on DOM’s characteristics under large disturbance. 

T 
d
′′
 0 (s) 0.020 0.023 0.026 0.029 0.032 0.035 

Frequency (Hz) 1.262 1.203 1.251 1.166 1.219 1.174 
Damping ratio (%) 25.667 24.390 26.483 22.538 28.185 30.647 

T 
d
′′
 0 (s) 0.038 0.041 0.044 0.047 0.050  

Frequency (Hz) 1.194 1.184 1.186 1.189 1.192  
Damping ratio (%) 31.080 18.083 17.250 16.728 16.095  
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Fig. 11. The curves of the impact of T 
d
′′
 0 on DOM’s characteristics under large disturbance. 

Table 11. The impact of T 
q
′′
 0 on DOM’s characteristics under large disturbance. 

T 
q
′′
 0 (s) 0.020 0.025 0.030 0.035 0.040 0.045 

Frequency (Hz) 1.198 1.195 1.190 1.191 1.182 1.173 
Damping ratio (%) 17.260 17.330 17.199 17.756 18.688 18.955 

T 
q
′′
 0 (s) 0.050 0.055 0.060 0.065 0.070  

Frequency (Hz) 1.180 1.175 1.172 1.166 1.186  
Damping ratio (%) 17.896 19.287 20.799 21.297 29.204  
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Fig. 12. The curves of the impact of T 
q
′′
 0 on DOM’s characteristics under large disturbance. 
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Table 12. The impact of TJ on DOM’s characteristics under large disturbance. 

TJ (s) 4.00 4.40 4.80 5.20 5.60 6.00 
Frequency (Hz) 1.144 1.149 1.153 1.205 1.249 1.268 

Damping ratio (%) 14.950 17.870 21.542 21.070 19.780 18.923 
TJ (s) 6.40 6.80 7.20 7.60 8.00  

Frequency (Hz) 1.285 1.295 1.302 1.309 1.310  
Damping ratio (%) 17.844 17.029 16.399 15.782 15.445  
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Fig. 13. The curves of the impact of TJ on DOM’s characteristics under large disturbance. 

Now, comparing the experimental results obtained from the time domain method 
(under large disturbance) with those obtained from the frequency domain method 
(under small disturbance) one by one, the following facts can be seen: as to the 
frequency changes of the DOM with the generator parameters, the conclusions from 
both the time domain analysis and the frequency domain analysis are consistent with 
each other; while as to the damping ratio changes of the DOM with the generator 
parameters, except for T 

q
′ 

0 and T 
q
′′
 0, the conclusions from the time domain analysis 

and the frequency domain analysis are all different. The reasons for this can be 
explained as follows: on one hand, the frequency of an oscillation mode is actually the 
characteristic frequency of the power system that is determined by the inherent 
structural characters of the power system and is irrelevant to the operation mode and 
the type of the disturbance, so the conclusions related to frequencies must conform 
both under small disturbance and under large disturbance; on the other hand, the 
damping ratio is not an inherent character of the power system, so it would be 
affected by the operation mode, the parameters and the disturbance types of the power 
system, and this leads to the differences of the conclusions under small disturbance 
and under large disturbance. 

Finally, 3 points should be pointed out. 1) As to the non-dominant oscillation 
mode, the rules of its frequency and damping ratio changing with the generator 
parameters are similar to those of the DOM, so the conclusions obtained from the 
DOM are applicable to the non-dominant oscillation mode. 2) When the experimental 
results (rules) in this subsection are used to test the generator parameters, some 
parameters’ impacts on the frequency and damping ratio of the oscillation mode are 
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too small to be used to test the parameters. 3) When the damping ratio of the 
oscillation mode is used to test the generator parameters, the results obtained under 
small disturbance and under large disturbance should be analyzed separately.  

5   Test of Excitation System Parameters and PSS Parameters 

The adjustment of the excitation system and PSS plays a very important role in 
guaranteeing the stable operations of the generator and the power system, so the 
parameters of the excitation system and PSS are always considered together with the 
generator parameters, and are sometimes treated as a component part of the generator 
parameters. This section is dedicated to proposing 2 engineering methods for testing 
excitation system parameters and PSS parameters.  

5.1   Excitation System Parameters Test 

This subsection proposes a method for testing the excitation system parameters, 
which can be fell into 4 steps:  

 

1) stop the operation of the tested generator’s PSS;  
2) separate the tested generator from the electric network;  
3) adjust the reference voltage of the excitation system according to a specific 

function, e.g. step function or ramp function;  
4) investigate whether the output voltage of the generator is able to track the 

reference voltage effectively – the rising edge is steep, the overshoot is small and the 
steady area is of no great oscillations.  

 

A good way to accomplish step 4) is to compare the output voltage curve of the 
generator obtained from simulation experiment with another classic curve (obtained 
from the same simulation experiment of a generator which has correct excitation 
system parameters). If the differences of the 2 curves are fairly small, then the 
excitation system parameters can be primarily considered to be correct and effective; 
otherwise, the excitation system parameters would be unreasonable or ineffective, and 
further measures must be taken to find the mistakes or the parameters must be 
remeasured from field test.  

Fig. 14 shows the simulation curves of the excitation system of GEN3 in IEEE 9-
node test system. For comparison, a classic curve is superposed on the figure. From 
Fig. 14 (a) and (b), it can be seen that the differences between the experimental curves 
and the classic curves in both figures are fairly small, implying that under these 2 
conditions the excitation system parameters are both correct and effective. The 
discrepancies between Fig. 14 (a) and (b) lie on the dynamic amplification 
coefficients of the automatic voltage regulators (AVR) [8] of the excitation system: 
the former’s dynamic amplification coefficient is big, so the response of the output 
voltage of the generator is fast but the overshoot is relatively large; the latter’s 
dynamic amplification coefficient is small, and the output voltage of the generator has 
no overshoot, but the response of the output voltage is very slow. Because the types of 
the curves, when the excitation system parameters are incorrect, are numerous but are 
easy to distinguish, so the curve samples are omitted for brevity.  
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(b)  The dynamic amplification coefficient of the AVR is small.
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Fig. 14. The simulation testing of the excitation system. 

5.2   PSS Parameters Test 

In this subsection, the proposed method for testing the PSS parameters can also be fell 
into 4 steps:  

 

1) set up the “double machines and double lines” simulation system as shown in 
Fig. 15(a) (all the parameters of GEN3 are the same as those in IEEE 9-node test 
system and the parameters of the other components are labeled in the figure);  

2) set a three-phase permanent fault on the high-voltage bus of the transformer on 
one of the two transmission lines – at 0 s a three-phase short-circuit fault occurs, then 
at 0.1 s the breakers on both sides trip to clear the fault, but do not reclose;  

3) switch on and off the PSS of GEN3 respectively;  
4) compare the damping speed of the oscillation of GEN3’s output power under 

these 2 conditions – if the damping speed of the oscillation of the output power is 
much faster when PSS is switched on than that when PSS is switched off, the PSS 
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parameters are considered to be correct and effective; otherwise, the PSS parameters 
would be incorrect or ineffective, and need to be remeasured by field test. 

 

Fig. 15(b) shows the output power curves of GEN3 when PSS is switched on and 
switched off. From comparison, it can be inferred that the PSS parameters of GEN3 in 
IEEE 9-node test system are quite correct and effective, considering that when PSS is 
switched on the output power curve damps to a straight line much faster. Likewise, 
the curves when the PSS parameters are incorrect are omitted.  

 
 

 (a)  Double machines and double lines simulation system. 
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(b)  The output power curve of the generator. 
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Fig. 15. The simulation testing of the PSS. 

6   Conclusion 

This paper summarizes the impact of the generator parameters (including the 
parameters of the generator model, excitation system and PSS) on power system’s 
transient and dynamic stabilities from a good many simulation experiments. Since the 
experimenting process is closely related to the engineering practice and does not 
involve any complex theoretical analysis, the summarized rules and conclusions are 
very evident and practical, and can be directly referenced or applied by the 
technicians. Based on the rules and conclusions some feasible methods are proposed 
for testing the generator parameters quickly, which may greatly promote the working 
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efficiencies of the technicians. Although the computational example used in this paper 
is very simple, the resultant conclusions are of generalization and can be easily 
testified by readers in their researching and working activities.  
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Abstract. By establishing a new strategy for incremental maintenance of cover 
quotient cube, cover quotient cube is divided into several sub-sets, in 
determining whether to add or modify operation. With this approach, only some 
subsets of the cover quotient cube are accessed when there is an incremental 
maintenance operation. A new algorithm UpdateAddNew is provided with 
respect to the case when there is new record added to the base table. 
Experimental results show that the count of records needed to be accessed is only 
85% of that with an approach based on full access.  

Keywords: Quotient cube, Cover quotient cube, Incremental Maintenance, 
OLAP. 

1   Overview  

As we know data in the OLAP system is obtained by aggregation. When the OLTP 
system data is updated, the system needs the corresponding update operation. As for the 
data update operation, it consists of two steps, the first step is to update the dimension 
table and the base table, the second step is to update the data cube. This paper discusses 
a new approach for incremental maintenance of cover quotient cube [1]. The related 
research mainly includes: (1) Ki Yong Lee's refresh algorithm [2], this algorithm bases 
on delta cuboids, updates the number delta cuboid in the data cube, thus reducing the 
amount of computation and disk I/O times; (2) Cuiping Li, etc. analyze the possibly 
situations of the base table tuples to be updated, based on analysis of its characteristics, 
it impacts by type of coverage, covering categories. Implementation of the merger, split 
and update operations are given so as to improve the efficiency of incremental 
maintenance algorithm [3]. Cuiping Li and others also use Galois Lattice to expound 
the relationship between the set of tuples in the base table and that of in the cover 
quotient cube, on the basis of which puts forward such methods of incremental 
maintenance as distributive aggregate functions, algebraic aggregation function and 
holistic aggregate functions [4]; (3) Kim Yong Lee and other calculations improve the 
efficiency of incremental maintenance by calculating only a small part of the delta 
cuboids [5 ]; (4) Dong Jin, etc. reduce the cost of incremental maintenance through the 
use of extended multi-dimensional arrays, the use of its higher efficiency of random 
access [6].  
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The method for updating cover quotient cube usually includes two types: one is to 
regenerate the cover quotient cube, that is, the data changes in the base table to a certain 
extent, and regenerate the cover quotient cube. This approach has two shortcomings, 
firstly because the base table usually contains a large number of records, the cover 
quotient cube generated from the base table requires a lot of computation and disk I/O 
operations, so it is a larger workload, longer time consumption and requires more 
hardware resources to support the calculation process; Second, data changes in the base 
table take a long time to appear in the corresponding data cube. As the update operation 
will occupy part of the machine resources, thus reducing the efficiency of OLAP 
system. To avoid the side-effect, system administrators of the data warehouse often use 
the leisure time of the system, to re-obtain data from the OLTP system and update the 
OLAP system data. Another approach for updating the incremental maintenance that is 
on the basis of the original cube, by adding, modifying, updating one cell and get the 
new cover quotient cube, the time for updating is perhaps the leisure time, or working 
hours of the system. In this way, when the data within the base table of the OLAP 
system change, the maintenance work is relatively small. Although this method, to a 
certain extent, affects the ability of OLAP systems to provide services, the impact is 
less obvious. Thus it is often acceptable; Data changes in the OLTP system can 
reflected timely in the OLAP system by a series of operations, so the user can query the 
possibly new data from the data cube.  

As can be seen from the above analysis, incremental maintenance method has low 
maintenance costs and enable more timely data cube to obtain update. Our study is 
aiming to present a new approach for incremental maintenance of cover quotient cube.  

2   Research Ideas  

As for incremental maintenance of cover quotient cube, the input is the original cover 
quotient cube and base table increment; the output is the new cover quotient cube. Here 
the content of the input and output both in the OLAP system is to be physically stored in 
the form of a disk file. Therefore, the incremental maintenance process for the cover 
quotient cube is to update the original disk file in order to make the disk file turn into a 
new disk file. In the existing method, this process is divided into three steps, the first 
step is to calculate the incremental base table T, that is ⊿T; the second step is to 
calculate  incremental of the data cube ⊿DT  based on ⊿T; the third step is to refresh 
the data cube. Because of the base tables and cube data files' large size, the time to 
maintain mainly by the time consumed in the disk I/O , so in the process of incremental 
maintenance, reducing disk I/O times will greatly improve the maintenance efficiency. 
The second step in the existing methods is searching the corresponding upper bound 
among the cover quotient cube, and comparing with the basic element increments of the 
base table to determine the need to add, delete, or update the existing upper bound, 
which resulting disk I/O times increase. Our idea is that the original cover cube is 
divided into some specific subset of the table when comparing the incremental tubles in 
the base table with the upper bound of the original cell, and only need to search it in 
some subsets, thereby reducing the disk I/O times, the second step improve the existing 
methods.  
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3   The Improved Method  

The base table T (A1, Ai, An, M1, Mj, Mm), T's cube indicated by DT, T’s cover 
quotient cube indicated by CQT, The theorem is as followed: 

Theorem 1: As for base table T, suppose S1, S2 included in the CQT, the set of all the 
dimension attributes is Z, for Y∈Z, S1= {ub|ub∈CQT, ub[Y]for non *, ub [Z-Y] for 
non*}; S2= {ub|ub∈CQT, ub[Y] for non *, ub [Z-Y] for *}. If there is no ub1∈S1, ub1 
[A] =a, so there is no ub2∈S2, thus ub2 [A] =a. 

Proof: by contradiction. Suppose there exists ub2∈S2, thus ub2 [A] =a. As ub2 is an 
upper bound, and in the Z-Y for *, so there exists two different tuples t1and t2, thus 
t1[Z-Y]≠t2[Z-Y], at least in the Z-Y There is a dimension attribute A, thus t1[A]≠t2[A], 
so there are two cells c1 and c2 in DT, thus c1[Y+A]=t1[Y+A], c2[Y+A]=t2[Y+A], 
where UBc1 is the fine cell for the c1, it must meet the UBc1[A]≠*, thus UBc1[Z-Y]≠*, 
UBc1∈S1. Inconsistent with known conditions. Proved. 

For example, suppose a base table T has three-dimensional properties A1, A2, A3, if 
there is an certain upper bound (3, *, *) in CQT,  there are two different tuples A2 and 
A3 in T, at least one dimension attribute has a different value. Now let two tuples (3, 4, 
a) and (3, 5, b) exist in the T data cube, while the upper bound of (3,4, a) is 3 in A1 and 
4 in A2, thus making the * at least  in the upper bound of A2, A3.  

We divided the above CQT  into eight subsets as S111, S110, S101, S011, S100, 
S010, S001, S000, among of which S111 contains all the subsets of three-dimensional 
lattice that does not include  *, S110 includes all maintenance property on the first two 
for not the *, and all the subset of the cell in the third dimension attributes for *,and so 
on. Theorem 1 shows that if the upper bound ub does not exist in the subset of S111, the 
value in the first dimensional attributes is a, thus it does not exist the upper bound in 
S110, S100, S101, the value in the first one-dimensional attributes is a, and so on. If 
there is no the upper bound ub in the subset S111, making the value in the first and 
second dimensional attributes is a, b, thus it does not exist the upper bound in S110. The 
value in first and second dimension attribute is a, b. Theorem 1 provides the inspiration 
for us with a new incremental maintenance algorithm. 

When a tuple t is added to the base table, in order to update the cover quotient cube, 
we no longer to traverse the entire file to find the original table, what we should do is to 
search with more non-* subset of attributes. If we cannot find the corresponding upper 
bound, it shows that it does not exist the corresponding cell. For example, when a tuple 
(5,6,7) is added to the base table, we need to search and judge if there is exist (5,6,7), 
(5,6 ,*),( 5, *, 7 ),(*, 6,7), (5 ,*,*),(*, 6 ,*),(*,*, 7) in cover quotient cube, and so on. If 
we can’t search the ub in the S111, and making ub [A1] =5, therefore (5, *, *) isn’t exist 
in whole cover quotient cube.  

Accordingly, we focused on the base table and the proposed algorithm 
UpdateAddNew as follows: 

 
Algorithm UpdateAddNew: 
Input: cover quotient cube CQT, add the tuple (a, b, c) 
Output: The new cover quotient cube 
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Steps: 

Find out the upper bound in S111 (a, b, c), and to be updated, the new record was given 
when we did not search it.  
In CQT, in the order of S111, S110, search (a, b, *);  
if there is no qualified tuple in S111, stop the search. Find (a, b, *), at the same time, 
search(*, b, *);  
// searching (a, b, *) and (*, b, *) in one time is to avoid the repeatedly traversing the 
same subset. 
As for the combination of the subset (*, b, c), (a, *, c), find out the corresponding 
subset, and repeat step 2; 
Return; 

 

When deleting a single tuple (a, b, c) from the base table, you can also use a similar 
method. Firstly search (a, b, c) in S111, update or remove the upper bound, according to 
S111, S110 to find the corresponding tuple with (a, b), if the S111 will not be found 
eligible in the tuple, then S110 can not exist in the corresponding tuple. And so on. 
Update a base tuple t, you can decompose into deleting a tuple and then adding a tuple. 

When adopting the star schema store data cubes, we often store all the dimension 
values in each dimension table. If a dimension value does not exist in the corresponding 
dimension table, then the corresponding upper bound of all possible lattice are not 
present in the original cover quotient cube, so this time, we can add the record directly, 
while the number of records to be traversed is 0. 
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Fig. 1. Count of searched records when UpdateAddNew algorithm is adapted 

4   Experimental Result  

The experimental data set we use is the weather data set provided by Carbon Dioxide 
Information Analysis Center, U.S. Department of Energy [7], which contains weather 
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data measured in a few decades within thousand test points. We extracted data subset 
containing one million records from the data set, in which the projection of the subset in 
the three-dimensional of the solar-altitude, longitude and present weather formed the 
properties of the base table, and then generates cover quotient cube of the base table. As 
for the new table, (a, b, c), (a, b,*), (a, *, c), (*, b, c), (a,*,*), (b,*,*), (*,*, c) to be added 
in the cover quotient cube, we can find out the corresponding number of records by 
searching, the resulting data shown in Figure 1. Experimental results show that the 
counts of records need to be accessed is only 85% of that with an approach based on full 
access.  

5   Conclusion 

In order to get higher efficiency for incremental maintenance of cover quotient cube, 
this paper puts forward an UpdateAddNew algorithm. The algorithm contains that the 
original cover quotient cube is divided into some specific subset of the table when 
comparing the increment of the basic element in the group and the upper bound of the 
original cell, only need to find it in some subset, thereby reducing the disk I/O times. 
Experimental results show that the algorithm by reducing the number of records to be 
traversed improve efficiency. Research work we should do in the next step is to focus 
on the table in the case of add, delete, modify and explore a new approach for 
incremental maintenance efficiency of cover quotient cube.  
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Abstract. In this paper, the optimal stackable piezoelectric power generation 
device and its rapid energy-saving system was designed and fabricated. In order 
to increase the efficiency of conversion power from piezoelectric device, three 
two-layer stackable piezoelectric power generation devices stacked in different 
geometric structures were arranged and compared for obtaining a greater created 
output power. Evidence shows that the sample No.3 could generate the highest 
output instantaneous power (4.132mW) than both of samples No.2 (2.852μW) 
and No.1 (1.897μW), which acts as the optimal structural design. Finally, by 
utilizing optimal of two-layered stackable piezoelectric power generation 
module combined with the single-level buck converter rapid energy storage 
system fabricated in this work, the Ni-MH battery with capacitance of 100mAh 
could be fully-charged within two hours. 

Keywords: Piezoelectric Power Generator, Stackable Piezoelectric Power 
Generation device, Rapid Storage, Energy-saving, and Energy Storage. 

1   Introduction 

Over the past few years, the development of renewable energy for different ambient 
energy sources has been an urgent issue. For solving the above problem, the action of 
creating renewable energy by wildly building the solar and wind power plants has been 
undoubtedly to become two major developments [1-2]. Nevertheless, the above two 
major efforts accordingly rely on a huge budget as well as a suitable working place to 
fully display their function efficiency. In recent years, the piezoelectric power 
generation devices having been explored by some researches were used to transform 
mechanical energy into electrical energy [3-9]. Unfortunately, in most of cases the 
output power created from piezoelectric power generation device is too small to be 
directly utilized. To solve such a problem, many researchers have proposed different 
methods such as using more efficient piezoelectric materials [10], and using different 
mechanical structures [11]. However, from the statement mentioned above, the 
                                                           
* Corresponding author. 
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complicate structure was limited the improvement efficiency. On the other hand, 
energy storage circuit has also been studied by some researchers [12]. But, many of the 
circuit were too high power consumption to increase the storage efficiency. Therefore, 
a novel of optimal stackable structure for piezoelectric power generation device to 
enhance its output power will be proposed. Besides, a rapid energy-saving system 
constituting with the optimal stackable piezoelectric power generation device will be 
also realized. 

2   Experiments 

The configuration of stackable piezoelectric power generation device combing with 
energy-saving system fabricated in this work was depicted in Fig.1. Among them the 
piezoelectric device to generate the output power by punching the machine, due to the 
output power is too small to use it. Hence, the output power was first through the bridge 
rectifier, and then stored by the temporary capacitor, finally adjusted quickly by buck 
converter to charge into the Ni-MH battery. In order to increase the created output 
power of stackable piezoelectric power generation device, three different designs of 
two-layered stackable piezoelectric power generation devices were consisted of 
piezoelectric device and cushion material as illustrated in Fig.2. The optimal 
two-layered stackable piezoelectric power generation device was figured out by 
comparing the output power of different two-layered stackable piezoelectric power 
generation devices. Furthermore, in order to improve the storage efficiency, three 
different designs of rapid energy-saving system implemented by using the IC of 
LTC3588-1 (Linear Technology Corp., USA) were displayed in Figs.3(a)~3(c). 
Finally, the optimal of two-layered stackable piezoelectric power generation device 
combing with rapid-saving system charge a Ni-MH battery with capacitance of 
100mAh, and at the same time the charge time of three different designs of rapid 
energy-saving system was accurately analyzed and estimated. 

 
 

 

Fig. 1. The configuration of stackable piezoelectric power generation device combing with 
energy-saving system established in this work. 
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Fig. 2. Three kinds of two-layer stackable piezoelectric generation devices stacked in different 
geometric structures. 
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Fig. 3. The optimal stackable piezoelectric power generation device combing with rapid 
energy-saving system. (a): The rapid energy-saving system with single-level buck converter, (b): 
The rapid energy-saving system with series-level buck converter, and (c): The rapid 
energy-saving system with parallel-level buck converter. 
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Fig. 3. (continued) 
 

3   Results and Discussion 

Fig. 4 shows the measurement of the output power for the two-layered stackable 
piezoelectric power generation devices with three different kinds of geometric 
structures that are under the same punching frequency but different pressure. The 
results indicated that the two-layered stackable piezoelectric power generation device 
of sample No.3 performs an optimal structure of two-layer stackable piezoelectric 
power generation device since sample No.3 could generate more output power 
(4132μW@500KgF) than that of sample No.1 (1897μW@500KgF) and sample No.2  
(2852μW@500KgF). It is suggested that the piezoelectric device of sample No.3 could 
generate great deformation by varying the geometric structure of cushion material and 
thus create higher instantaneous output power. Next, charge time of three different 
designs of rapid energy-saving system were measured and shown in table 1. It is 
evident that the charge time of single-level buck converter energy-saving system was 
fastest than that in series-level buck converter and parallel-level buck converter. It is 
the fact that increasing the used number of IC (LTC3588-1) made the total power 
consumption rise, leading to the storage efficiency decay. Finally, the optimal of  
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two-layered stackable piezoelectric power generation device constituting with the 
single-level buck converter energy-saving system could quickly and fully charge a 
Ni-MH battery with capacitance of 100mAh within two hours. 
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Fig. 4. The created output power by two-layer stackable piezoelectric power generation devices 
under the same punching frequency but different punching pressures. 

Table 1. The charge time of three different energy-saving systems for Hi-MH battery. 

 0.5hr 1 hr 1.5 hr 2 hr 2.5 hr 

Single-level buck converter 
energy-saving system 

26% 53% 78% 100% - 

Series-level buck converter 
energy-saving system 

24% 38% 63% 81% 100% 

Parallel-level buck converter 
energy-saving system 

21% 42% 65% 79% 100% 
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4   Conclusions 

In summary, it is demonstrated that the deformation of piezoelectric power generation 
device could be increased by varying the cushion material of geometric structure. The 
sample No.3 of two-layer stackable piezoelectric power generation device generated a 
great deformation could obviously achieve a higher instantaneous output power which 
acts the optimal structural. Furthermore, the rapid energy-saving system was 
constructed by using single-level buck converter energy-saving system. This is due to 
the fact that reducing the used number of IC made the total power consumption 
decrease, leading to the storage efficiency increasing. Finally, a Ni-MH battery with a 
capacitance of 100mAh could be fully-charged within two hours by utilizing optimal of 
two-layered stackable piezoelectric power generation device combined with the 
single-level buck converter energy-saving system fabricated in this work. 
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Abstract. It is necessary to design an optimal method of partitioning a unitary 
space-time (UST) signal set for trellis coded unitary space-time modulation  
(TC-USTM). The unique features of these UST signals have necessitated a 
different partitioning methodology from that of the conventional two dimensional 
constellations. In this letter, we suggest a well-ordered set partitioning through a 
novel subset-pairing strategy, for an arbitrary UST signal set. This way leads to a 
geometrically coherent partitioning, i.e., subsets of the same size (order) have 
identical intra-distance profiles. According to this partitioning, the resulting TC-
USTM can get a minimum bit error probability.  

1   Introduction 

Unitary space-time modulation (USTM) [1], [2] has drawn increased attention for its 
potential in realizing high data rate transmission in a multiple-antenna wireless 
communication system, where the channel state information is unknown both at the 
transmitter and receiver. To further improve the spectrum efficiency of this non-
coherent communication system, trellis-coded USTM (TC-USTM), a combination of 
trellis-coded modulation (TCM) [3] with USTM, has been reported in [5]-[11]. 

Error rate performance analysis in [5]-[11] has led to design criteria for TC-USTM 
operated in Rayleigh flat fading channels. However, how to systematically partition 
an arbitrary unitary space-time (UST) signal set has not been addressed. A systematic 
partitioning is important in that firstly we can see from the partitioning steps that an 
arbitrary UST signal set can satisfy the required rules. Secondly, a systematic 
partitioning approach renders the partitioning of a large-size signal set realizable. 

In this letter, we formulate a novel systematic partitioning on UST signal sets by 
employing subsetpairing. That is, subsets in the same layer of the partitioning tree are 
paired to form a larger subset in the immediately higher layer, making use of a simple 
integer-pairing mechanism. Consequently, subsets of the same size have identical intra-
distance profiles and the resulting TC-USTM can achieve a minimum bit error probability. 

2   Set Partitioning Rules for TC-USTM 

Let { }LlL Zl ∈Φ=Φ denote a UST signal set, where { }1,,0 −= LZL . lΦ
 
is a 

)( TMMT ≤× unitary matrix, systematically formed by 0ΦΘ=Φ l
l , where 

0Φ is a unitary matrix and Θ is a TT × diagonal matrix with elements 
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Luj
ii

ie /2
,

π=Θ , Li Zu ∈ , Ti ≤≤1 . The signal size is bL 2= , where b=RT and R 

is the information rate in bits per symbol 1. The distance metric between lΦ and 'lΦ , 

referred to as distance in this letter, is defined as ( )∏ =
−= M

m

M

mllll dd
1

2/12
,',', 1  [1], 

where 1,,', =md mll , M are singular values of the correlation matrix 
2
'll ΦΦ∗ . Two 

properties can be easily proved for ',lld : 

Property 1. ',lld is determined by the signal index difference, defined as 

( ) Lllll mod'', −=δ , i.e., δδ ++ = '','', llll dd for LZll ∈≠ '' . 

Property 2. δδ −+ = llll dd ,, . 

Definition. ( )j
iZ  and ( )j

iZ ' � 'ii ≠  (correspondingly, ( )j
iς

 
and ( )j

i 'ς  are defined as 

congruent subsets, denoted as ( ) ( )j
i

j
i ZZ '≅  (correspondingly, ( ) ( )j

i
j

i 'ςς ≅ , if there 

exist ( )j
iZl ∈

 
and ( )j

iZl ∈'
 
such that ( )( ) ( )( )'' ll j

i
j

i Δ≅Δ . 

We can infer that if ( ) ( )j
i

j
i ZZ '≅ , then any integer ( )j

iZa ∈ can be the reference 

index in ( )j
iZ , as correspondingly we can let ',llba δ⊕  as the reference in ( )j

iZ ' . 

Therefore, ( )j
iZ ' is a “rotated” version of ( )j

iZ  by an integer ',llδ . For example, in 

Fig. 2, ( ) { }13,9,5,13
1 =Z  and accordingly, ( )( ) { }12,8,413

1 =Δ , which is the same as 

that for ( ) { }12,8,4,03
0 =Z . Therefore ( ) ( )3

1
3

0 ZZ ≅  and ( ) ( ) 3
4

3
1

3
0 1⊕= ZZ . 

The average symbol error rate in the congruent subsets are identical. In fact, 

denoting ( )lllp ΦΦ→Φ ' the pairwise symbol error probability of mistaking lΦ
 

for 'lΦ  when lΦ is transmitted, we can evaluate the average symbol error rate 

( )iPsymbol in subset ( )j
iς  by  
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Evidently ( )iPsymbol depends only on an arbitrary ( )j
iZl ∈

 
and the ( )( )lj

iΔ
 
associated 

with it. As ( )lllp ΦΦ→Φ '  is only determined by the index difference ',llδ at high 

SNR [1], ( )iPsymbol are all equal for different i. 

For TC-USTM with 12 +− jb  parallel paths, if signals in ( )j
iς

 
are assigned to these 

paths, the overall symbol error probability will be dominated by ( )iPsymbol and 

therefore be easily evaluated. Hence the following rule is expected to hold. 

Rule 1. In layer-ψψ bj ≤≤1 ψ
( ) ( )jj

jZZ
120 1 −−≅≅ . 

We let lA b⊕ denote the set formed by the modulo-2b addition between each 

element in integer set − and an integer ψ. 

From [6], [9] the pairwise error event probability (PEP) eventP
 
of deciding in favor 

of sequence { },ˆ,,ˆ,ˆ
10 tSSS when{ } Lttt SSSSS Φ∈ˆ,,,,,, 10  is transmitted, 

is upper bounded by 
MN

t
t

MNl

levent d
M

T
P

2

42
1

−

∈

−
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⎠
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⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛≤ ∏

η

ρ
                                 (2) 

where l  is the length of the error event, i.e., the number of t’s for which tt SS ˆ≠ ψ 

and η is the set of these t’s. ρ is the signal to noise ratio (SNR) at each receiver 

antenna. td  is the distance between tS and tŜ . 

Rule 2. For TC-USTM with 12 +− jb
, bj ≤≤2 parallel paths, ( )jdmin for the smallest 

subsets ( )j
iς should be maximized and meanwhile ( ) ( ) ( )1

min
1

minmin ddd jj ≥≥≥ − , and the 

values in this chain should decrease as slowly as possible. 

3   A Systematic Set Partitioning for UST Signal Sets 

In this section, we first introduce a systematic approach of partitioning LZ , satisfying 

only Rule 1. We introduce Lemma 1( 1.1 and 1.2 ) that defines two basic operations 
(Operation I and II) for partitioning a generic integer set S into congruent size-2 

subsets. Then we introduce Lemma 2 (2.1 and 2.2) that proves that if these two 
operations are performed successively on S, regardless of the sequence, the resulting 

subsets in the same layer would all be congruent. We summarize this finding in 
Theorem 1. After incorporating a search scheme satisfying Rule 2, we give a detailed 
proposition for an optimal set partitioning satisfying both Rule 1 and 2 at the end of 
this section. 
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Let us consider an integer group 

( ){ } pBZS ppBppp
−=−⋅⋅= −

2
2122,,22,2,0 with group operation B⊕ , 

where 10 −≤≤ Bp . By choosing an appropriate pair of p and B , any integer 

group with size given as a power of 2 can be expressed as S. Let 

( ){ }122,,22,2 −⋅⋅=Δ − pBppp
S denote the integer difference set for S, 

regardless of the reference integer Ss ∈ . We introduce the following two lemmas 
that demonstrate a systematic approach to form the size-2 congruent subsets in S, 

with an arbitrary integer SΔ∈Δ as the identical difference. Let 
pp BZ −∈Δ=

22
δ  

be the normalized difference, in the sense that δ  is an element in the continuous 

integer group
pBZ

−2
. 

Lemma 1.1. For an odd integer δ , { }Δ⊕++
B

pp ii 11 2,2 ,
12 −−∈

pBZi  form the 

congruent size-2 subsets in S. 

Lemma 1.2. For an even integer δ , { }mimi BB
pp

B
pp ⊕Δ⊕⊕ ++++ 1'1' 2,2 , 

1'2 −−−∈ ppBZi , '2
2 pZm p∈ form the congruent size-2 subsets in S, 

where 1'1,' −−≤≤ pBpp , is chosen such that 
'2 p

δ  is an odd integer. 

Lemma 2.1. Given ( )kS , 0≥k  and the resulting ( )kR by Operation I, with 

a ( )kS
Δ∈Δ . Set ( ) ( )kk RS ←+1 . Then the congruent size- n2  generally 1≥n  

subsets in ( )1+kS  give rise to congruent size- 12 +n subsets in ( )kS . 

Lemma 2.2. Given ( )kS , 0≥k and the resulting ( )kR  by Operation II, with 

a ( )kS
Δ∈Δ . Suppose K operations have been applied in subsequent subset-pairing 

and ( )KkR + is the redefined reference set associated with this Operation II. 

Set ( ) ( )KkKk RS +++ ←1 . Then congruent size- n2  generally 1≥n  subsets ( )1++ KkS in 

give rise to congruent size-subsets 12 ++nK  in ( )kS . 

Theorem 1. Given S  and ( ) ( ) ( )kSSS ,,, 21 , 1≥k which is a series of the generic 

forms on which Operation I or II has been applied. Then congruent size-2 subsets 

in ( )kS lead to congruent subsets in S. 
 

Proposition 1. The subset-pairing for an arbitrary for TC-USTM: 
 

1) (Initialization) Set 0←k , ( )
L

k ZS ← , b⊕←⊕ ; 
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2) (Subset-pairing) Obtain ( )kS
Δ∈Δ*

 
through (4) and determine the 

correspondingδ . Depending onδ , employ Operation I or Operation II based on ⊕  
to form congruent size-2 subsets in ( )kS , resulting in ( )kR ; 

3) If ( ) { }0=kR , go to step 4); otherwise set 1+← kk , ( ) ( )1−← kk RS and go to 

step 2); 

4) (Redefinition) If ( ) L=0ς , go to step 5); otherwise redefine ( )kR  and 

determine Q  for Q⊕  in the redefined ( )kR . Set 1+← kk , ( ) ( )1−← kk RS , 

Q⊕←⊕ , then go to step 2); 

5) (Termination) The subset-pairing procedure terminates. 
We note that the above proposition is only appropriate for TC-USTM with two or 

without parallel paths. In the case of TC-USTM with 12 +− jb , 1−≤ bj  , i.e., at least 

4 parallel paths, Proposition 1 should be modified to satisfy Rule 2. Otherwise, we 

note that the search for an optimal *Δ  for layer-j, 1−≤ bj is under the constraint 

that ( )bdmin for layer-b is maximized in priori. In other words, the searching space for 

the optimal *Δ  in layer-j is reduced and the true maximal ( )jdmin  may be missed. To 

avoid this, we employ an exhaustive search for ( )jdmin  by examining all the possible 

combinations of congruent size- ( )12 +− jb  subsets for layer-j. Then the reference set 

for the resulting size- ( )12 +− jb  subsets is assigned to ( )kS in step 1) of Proposition 1. 

4   Examples and Numerical Results 

We now proceed to show how the partitioning tree for 16Φ  )1,2,4( === RMT  

is formed in Fig. 2 according to the Proposition. For brevity, we record every 
operation, and the data associated with it, in Table I. Note that the table was recorded 
in the sequence from the bottom row to the top row, in accordance with the subset-
pairing sequence as indicated by the arrows in Fig. 2. In Table I, we start from layer-

5, which comprises trivial size-1 subsets with ( )5
mind defined as ∞ . This layer is not 

included in Fig. 2 for brevity. Once again, we want to point out that in layer-2, the 2 

size-8 subsets would otherwise be{ }14,,4,2,0  and{ }15,,5,3,1 if following the 

partitioning method for the 16-ary PSK signal set. 
The above partitioning results can be used for the TC-USTM of 

)
4
3

,2,4( === RMT  with a )1( +bb  encoder and we choose the trellis 

diagram as shown in Fig. 3 (a). For comparisons, we also consider two TC-USTM 
realizations with non-optimal set partitioning. In Case 1, signals in layer-5 are paired 

optimally )8( * =Δ , however subsets in layer-4 are non-optimally paired by 
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letting 42 * =Δ≠=Δ . The subsequent subset-pairing follows Proposition 1 and the 

trellis diagram is given in Fig. 3(b). In Case 2, we let 81 * =Δ≠=Δ  in layer-1 and 
the resulting trellis diagram is shown in Fig. 3(c). 

In Fig. 4 we can see that TC-USTM with the optimal set partitioning has more than 
7dB coding gain over Case 2 in high SNR. Compared with Case 1, it has only dB1≤  
gain in moderate SNR and performs almost the same at high SNR. Here we see that 

( )4
mind  for size-2 subsets plays a more important role than ( )jdmin , 3≤j when there are 

2 parallel paths, which justifies that the two signals with the largest distance should be 
paired to form the size-2 subsets. The slight BER loss of Case 2 at moderate SNR and 
its high performance gain over Case 1 also justify the second part of Rule 2, i.e., apart 

from ( )4
mind , minimum distance ( )3

mind  and ( )2
mind should also be maximized. In fact, in 

moderate SNR, longer-length error events instead of the shortest error events can be 
dominant. Therefore by the PEP upper bound in (2), Rule 2 can help maximize the 
distance product term in the second bracket. 

The BER lower bound can be evaluated by the formulae given in [9]. At high SNR, 
bit errors associated with the shortest error event dominate the overall BER 
performance and we find that the simulation and the analytical results agree well. As 
TC-USTM with the optimal set partitioning and that in Case 1 have the same shortest 
error events, the lower bounds for both cases are identical. 

 

  

 
Fig. 1. Distance profiles P for four UST signal sets. (a) )5.1,1,2(8 ===Φ RMT (b) 

)1,1,3(8 ===Φ RMT (c) )33.1,1,3(16 ===Φ RMT (d) )1,2,4(16 ===Φ RMT  
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Fig. 2. Set partitioning for )1,2,4(16 ===Φ RMT through subset-pairing 

 

 

 

Fig. 3. 4-state trellis diagrams for TC-USTM employing )1,2,4(16 ===Φ RMT . Mapping is 

based on (a) optimal set partitioning (b) non-optimal set partitioning (Case 1). (c) non-optimal 
set partitioning (Case 2) 

 
Fig. 4. BER comparison between TC-USTM )75.0,2,4( === RMT with optimal set partitioning 
and non-optimal set partitioning 
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Abstract. A multi-input and multi-output linear model of multi-machine power 
system was established based on perturbation analysis, and the complex torque 
coefficient of target generator was deduced in detail. From a mathematical 
perspective, the meaning of complex torque coefficient was explained. 
Meanwhile, the reasonability about non-target generators being equivalent to 
different models was discussed when investigating subsynchornous oscillation 
phenomenon in a multi-generator system. The results showed that the complex 
torque coefficient method was suitable for multi-generator system and the 
procedure of simplifying non-target generator as single rigid body or voltage 
sources with fixed frequency was inappropriate. Then a case study of IEEE 
second benchmark verified the conclusions above. 

Keywords: complex torque coefficient, subsynchronous oscillation, multi-
generator system. 

1   Introduction 

The complex torque coefficient method[1] is a Swiss scholar I. M. Canay proposed in 
1982 in the research of Subsynchronous Oscillation(SSO) phenomenon. This method 
analyzes the shaft movement from electrical subsystem and mechanical subsystem, 
when investigating SSO phenomenon. By calculating the electrical complex torque 
coefficient and the mechanical complex torque coefficient, the method analysis the 
net damping of target generator in the vicinity of the natural frequencies to evaluate 
the risk of SSO of target generator. This method avoided the eigenvalue analysis, but 
as for theoretical basis of complex torque coefficient method and its applicability 
have not been approved yet.  

It was considered that the complex torque coefficient method was only applicable 
to single generator infinite bus system, not to multi-generator system in literature [5]. 
However, in literature [6,10], the method was applied to multi-generator systems. In 
literature [5,7], the method was applied to multi-generator system by simplifying non-
target generator as voltage source with fixed frequency. In this paper, the complex 
torque coefficient of target generator was deduced in detail, and the reasonability of 
substituting non-target generator with single rigid body or voltage source was 
analyzed. Finally, a case study based on IEEE Second Benchmark Model verified the 
results of analysis. 
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2   Basic Principles of the Complex Torque Coefficient Method 

The Complex torque coefficient method is based on small disturbance analysis, when 
the rotor exhibit small oscillations of δΔ , the mechanical torque and electromagnetic 
torque response can be expressed as: 

                      m m mT K Dδ ωΔ = Δ + Δ                                             (1) 

                 e e eT K Dδ ωΔ = Δ + Δ                                              (2) 
 

The above formula contains two items, as is synchronous torque and damping torque 
respectively, Where mK is the mechanical spring coefficient, mD for the mechanical 

damping coefficient, eK for an electrical spring coefficient, eD for the electrical 

damping coefficient, And unit of δΔ is rad, units of other variables are p.u. 

mK , mD , eK , eD  are variables in frequency domain. In the vicinity of natural 

frequency 0f , if 

                            0m eD D+ <                                                   (3) 
 

suited, the system torsional vibration would be instability at the vicinity, and SSO can 
experience. Instead, the system torsional vibration is stable, no risk of SSO.  

3   Deduction of Complex Torque Coefficient in Multi-generator 
System 

When investigating SSO risk in a multi-generator system, the whole system can be 
considered as a liner, continuous time dynamic system, which can be described by 
state space model. After linearized the multi-generator system at its quiescent 

operating point, rotor load angle input vector is taken as [ ]1 n...
Tδ δ δΔ = Δ Δ , 

generators’ electromagnetic response for the output vector [ ]1 en...
T

E eT T TΔ = Δ Δ . 

State vector  X contains rotor load angles, winding currents, and other parameters. 
The state space based model of whole system is  

X A X B δΔ = Δ + Δ                                                   (4) 

ET C X D δΔ = Δ + Δ                                                  (5) 
 

Where A, B, C, D, respectively, the system matrix, input matrix, output matrix and 
connecting matrix. In order to achieve complex torque expression, transform above 
formula into Laplace domain, 

*( )
[ ] ( )E

sI A
T C B D G s

sI A
δ δ−Δ = + Δ = Δ

−
                               (6) 

Where I is the identity matrix, sI A− the characteristic polynomial and *( )sI A− for 

the adjoint matrix. According to formula (6), the multi-generator system is equivalent 
to a Multi-Input Multi-Output(MIMO) linear system. When generator j is selected as 
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study objects (namely target generator), How to establish the transfer function from 

input jδΔ  to output ejTΔ  with non-target generators equivalent to different models 

was discussed below. 
 

1) Multi-mass shaft model of non-target generator with windings electromagnetic 
transient accounted. 

Assuming that the multi-generator system contains n generators, and the jth generator 

oscillate with 0j t
j e ξωδΔ = . To the ith non-target generator, there exists transfer 

function 1( )mi miK j Dξ −+ from output eiTΔ to input iδΔ , when accounting its 

mechanical response characteristic (1), as is illustrated in fig 1. In this way, the ranks 
corresponding to non-target generator in formula (6) are eliminated. Thus 
figure1.becomes an single input and single output linear system, and it is easy to 

analyze the transfer function between electromagnetic torque ejTΔ and jδΔ of target 

generator. Which is written as: 

( )ej Ej jT K ξ δΔ = Δ                                                    (7) 
 

( )EjK ξ denotes complex torque coefficient, and we can deduced complex torque 

coefficient of every generator similarly. 

 
jδΔ

ejTΔ

iδΔ eiTΔ

1( )mi miK j Dξ −+

nδΔ
enTΔ

 

Fig. 1. Torque response diagram with shaft dynamic characteristic accounted  

Because of the torsional modes of non-target generator shaft, ( )EjK ξ contains poles 

corresponding to mode frequencies. Meanwhile, the frequency response characteristic 
curve of ( )EjK ξ  would also be affected by these poles. These poles play a key role in 

evaluate system SSO risk, which should not be overlooked. In addition, it is not 

difficult to analyze that the load angle deviation iδΔ of non-target generator is a linear 

representation of jδΔ , as is 

( )i jfδ δΔ = Δ                                                  (8) 
 

2) Single rigid body model of non-target generator with windings electromagnetic 
transient accounted. 
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Under this circumstance, the analyzing process is similar to the above. Because non-
target generator’s shaft was simplified as a single rigid body, the transfer function 

1( )mi miK j Dξ −+ no more reflects any torsional mode of shaft. So this equivalent 

model is not suitable for SSO investigation. 
3) Voltage source model of non-target generator without accounting windings 

electromagnetic transient. 
In literature [6,7], non-target generators were equivalent to voltage sources with fix 
frequencies, when applying complex torque coefficient method in multi-generator system. 

This procedure is equivalent to set the non-target generator input to be zero, i.e. 0iδΔ =  

and set the target generator load angle to oscillate by 0j t
j e ξωδΔ = , as is illustrated in 

figure 2. Because of ignoring the mechanical characteristic and windings electromagnetic 
of non-target generator, this analyzing procedure can hardly yield an proper result. 
 

jδΔ
ejTΔ

0iδΔ = eiTΔ

 

Fig. 2. Torque response diagram without accounting shaft dynamic characteristic 

4   A Case Study 

A case study was given based on case 2 of IEEE Second Benchmark Model[3] to 
verify the above discussion. The wiring structure is illustrated in Figure 3 
respectively, the parameters of generators and shafts were detailed in literature [3]. 

 

1 0.0002 0.02tZ j= +

2 0.0004 0.04tZ j= +

0.0052 0.054lZ j= + 0.0014 0.030lZ j= +

cX

 
Fig. 3. Wiring diagram of two-generator system 

4.1   Analysis of Mechanical Complex Torque Coefficient 

Motion equation of generator1 with multi-mass shaft is 

1 12

12 2 23 1

23 3 34

34 4

( ) 0 0

( ) ( )

( ) 0 0

( ) 0 0

e M

Z p K

K Z p K T K p

K Z p K

K Z p

δ
=

−⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− − −Δ Δ⎢ ⎥ ⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

                   (9) 
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Where 2
1, , 1( ) 2i i i i i i iZ p H p D p K K− += + + + , inertia constant iH , self-damping 

constants iD of mass i, and spring constants , 1i iK + between mass i and mass i+1are in 

p.u. And p denotes Complex frequency domain operator. 
We solve the equation (9) to get the mechanical complex torque coefficient: 

22
2312

1 2 2
1 34

3
4

( ) ( )
( )

( )
( )

M

KK
K p Z p

Z p K
Z p

Z p

= − + −
−

                              (10) 

 

Similarly ,we can get the mechanical complex torque coefficient of generator 2: 

22
2312

2 2
1 3

( ) ( )
( ) ( )M

KK
K p Z p

Z p Z p
= − + −                                        (11) 

 
Setting p jξ= , and making frequency scanning of equ (10)(11), it can get that  

unit1’s natural torsional frequencies are 24.65Hz, 32.39Hz, 51.10Hz, and unit2’s 
natural torsional frequencies are 24.65Hz, 44.99Hz. the two shaft shares the same 
torsional mode of 24.65Hz. 

4.2    Analysis of Electrical Complex Torque Coefficient 

Complex torque coefficient method is based on perturbation analysis, and for this 
paper, the mathematical model of system elements are in complex frequency domain. 
The mathematical model of generator in DQ reference takes damping windings and 
stator windings transient into account, detailed in literature [1], and transmission line 
model are in XY synchronous reference, which takes line inductance, capacitor 
transient characteristics into account and details are given in literature [9].  

Based on elements’ model, It’s not hard to get input and output equation of two-
generator system: 

1 1

2 2

11 12

21 22
e

e

T ke ke

T ke ke

δ
δ

Δ Δ⎡ ⎤ ⎡ ⎤⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥Δ Δ⎣ ⎦ ⎣ ⎦⎣ ⎦

                                     (12) 

 
When generator 1 was selected as target generator oscillating by 1δΔ , the torque 

response of generator 2 is  

2 2 2 2e m MT T K δΔ = −Δ = − Δ                                              (13) 

 
By solving (12)(13), it gets that 

1 1 1 1
2

12 21
11

22e e
M

ke ke
T ke K

ke K
δ δ

⎛ ⎞∗Δ = − Δ = Δ⎜ ⎟+⎝ ⎠
                               (14) 
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Similarly Ke2 is deduced. 1eK , and 2eK  are the electrical complex torque coefficient 

of generators. 

4.3   Simulation and Analysis 

Built system model in PSCAD/EMTDC simulation platform as shown in figure 3. 
The compensation level of the transmission line between bus2 and bus 1 is set to 
30%, generator 1 active power output P1=60MW and generator 2 active power output 
P2=70MW. 

When small disturbance occurs at bus 1, the time domain simulation results are 
illustrated in figure 4. It can be observed that load angle and torsional torque of 
generator 1 is stable. Select generator 1 as the target-generator, and its complex torque 
characteristic was shown in figure 5. Curve De1, De2, De3 are corresponding to Non-
target generator 2 using multi-mass model, using single rigid body model , and using 
voltage source model respectively. It is clear that only De1 reflects the common 
torsional mode of 24.65Hz. In terms of undamping, De1 shows a more serious 
undamping at the range from 25Hz to 50Hz, and De2 and De3 are relatively more 
conservative. But all of the three curves indicate a stable torsional oscillation, as is 
consistence with simulation results. 

When the transmission line compensation level is set at 60%, and active power 
outputs unchanged with previous. the simulation results and damping characteristic of 
generator 1 are illustrated in figure 6 and 7 respectively. The meanings of De1, De2, 
De3 are the same with the above. According to simulation results, the generator 1 is 
torsional instable, but complex torque coefficient analysis results shows that only De1 
reflect SSO risk at the vicinity of common torsional mode frequency(i.e. 24.65Hz). 
However, from De2 and De3 we yield an incorrect conclusion that target generator is 
risk free. The false result comes from ignoring the influence of non-target generator’s 
mechanical characteristic. 

 

 
Fig. 4. Simulation of Generator1 with 30%
compensation 

  Fig. 5. Damping characteristic of generator 1
with 30% compensation 
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Fig. 6. Simulation of Generator1 with 60%
compensation 

   Fig. 7. Damping characteristic of generator 1
with 60% compensation 

5   Conclusion 

Complex torque coefficient is deduced specifically and the influences of different 
generator models are compared in this paper. Finally a case study on IEEE second 
benchmark model verifies these discussions. And the conclusions are: 
 

1) A multi-generator system can be regarded as a multi-input and multi-output 
linear system based on perturbation analysis. When disturbance iδΔ  applied to 

target generator j, the load angle deviation iδΔ  of non-target generator is a linear 

representation of jδΔ , as is ( )i jfδ δΔ = Δ . 

2) Any generator’s electromagnetic torque increment can always be a linear 
representation of itself load angle increment, and complex torque coefficient 
method is suitable for SSO investigation in multi-generator system.  

3) When evaluate the risk of SSO in a multi-generator system, the mechanical 
characteristic has unnegligible influence on the damping characteristic of target 
generator, especially the share common torsional modes. Thus accurate model of 
non-target generator should be retained. 
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Abstract. This paper proposes design and implementation method of SVG -based 
cultural relic image storage by each SVG entity modularized and structured. 
Among of which include: design on database and model of cultural relic image, 
SVG document framework, design and realization of combination and splitting 
algorithm, generation and processing methods of cultural relic image information. 
In the end, an overall description will be given through the relevant example. 

Keywords: SVG, cultural relic image, database, storage, algorithm. 

1   Overview on the Storage Design and Implementation Method of 
Cultural Relic Image 

Database support is an important part in SVG technology applications. For the storage 
and display system of relic image, SVG relic image dynamically generated in the Web 
page is more conducive to human-computer interaction. However, the dynamic 
interface is not solved by a simply SVG document, but for more space to support the 
relic data. The problem of the speed cannot be resolved simply using the features or 
advantages of SVG documents while interacting with the users, and update and image 
processing cannot be demanded in time. Therefore, it normally takes a combination of a 
large number of SVG entities to complete. For the storage and display system of relic 
image, adopting the document form is certainly not an ideal solution for data 
management, but requires database support. How to save SVG document to the 
database which is the necessary precondition for the completion of system functions. 

In the storage and display system of SVG-based relic image, using the relational 
database storage system which is not only save the graphic elements and attributes of 
relic image into the database, but so do the culture relic data that realize the saving and 
taking union between the data and image. [1, 2] In this way, the culture relic data is not 
only reused, but meets various queries. On one hand, through the use of relic data for 
dynamic database publishing can greatly reduced the document image data; on the 
other hand, by using directly generation of SVG documents, displaying the data can 
release the efficiency problem of graphics data publishing in the Web environment. 
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2   Design of Cultural Relic Image Database 

2.1   Design on Graph-Element Library of Cultural Relic   

When the relic image is being processed, due to the existence of vector graphics, 
bitmaps, text and other information, the use of SVG can be a good representation of this 
information. According to relic information and the features of SVG, storage model of 
relic image information based on the relational database will be established [3], mainly 
SVG graphics library and the SVG graph-element library.  

(1) Storage of relic graph-element based on SVG 
SVG graph-element storage is a part of cultural relic image storage, for the data of the 
relic images generate a a large number of basic SVG graphics file that consist of 
graph-elements, on the basis of which complex SVG graphics file constitute the new 
one by calling the basic SVG graphics. So the basic SVG graphics memory is very 
important. 

Analyzing SVG graph-element need storage data, mainly the basic parameters of 
graph-element, such as graph-element identification, the coordinates, type, and line 
width, fill color and so on. However, the properties of each graph-element is different, 
if the uniform construction of the table is taken, the column properties of table will be 
designed so cumbersome that it is not conducive to search data. Therefore, we often 
select the table design by analyzing the parameters features of graph-element and some 
common properties these graph-element have, such as ID, graphic type, fill color, and a 
number of their own unique attributes, such as the origin coordinates of the circle 
radius. SVG graph-element will be stored in accordance with the common attributes, 
reducing the properties of a single table column, while the files are stored more clearly 
for the common properties of SVG graphics, it also can be stored in tables. The basic 
design of SVG graphics memory as follows:  

To establish a graph-element form with common characteristics, the table attributes 
include: ID, type, fill color, line color and line width and so on. In the SVG document, 
which is realized by such mark command as <line>, <plotline>, <recto>, <polygon>, 
<circle>, <ellipse>, <path>, <text> and <g>etc. Summarize and classify as a relational 
table: MG (command, id, start, shape, color, event, meta-graph data, other), among of 
which, MG is the name of relational table that contains eight attributes: name of the 
command, logo id name, location coordinates, shape properties, color property, event 
attributes, meta-data and other properties.  

(2) The complex SVG relic image storage 
It is well known that the complicated picture is combined by changing the basic ones 
that consists of graph-element. According to the composition of SVG graphic entity 
and data representation, the storage ways include four relational tables. Among them, 
the main table CBG {id, start, shape, event, GDA, transform, other}, describes the basic 
information of SVG complex graphics entities, mainly include graphic identity id, 
position information, shape information, events, interactive information, graphics, 
reference data collection parameter address information GDA, graphic entity 
transformation parameters, and other information.  

The role for graphic data collection citing the parameters address information GDA 
is to save the relational table of SVG complex graphical data and its related parameters. 
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as the main components of complex SVG graphics data is more complex, and it can not 
used a field to complete, hence according to graph-element reference type, saving 
graph-element and citing data will be completed by the three relational tables that is 
MG1, MG2 and MG3, using the GDA field and graph-element to cite data relational 
tables to associate. 

The storage of SVG graphical entities is generally consisted of four relational tables. 
One master list and three attached lists, the master list will be cited parameters address 
information GDA fields through graphical data collection and associated with the 
attached list. 

2.2   Design of Relic Graphic Library  

In the SVG-based relic image storage and display system, you can sort out the SVG 
document, and split it into a SVG graphic entity, graph-elements, create SVG graphics 
library. Through the establishment of the standard SVG graphics library system, the 
expansion of SVG markers, a large number of SVG vector graphics file will be stored 
in the same library according to the decomposition of graph-element library and 
graphics library, for which it can reduce the size of SVG graphics, share the graphics 
library, and save time when a number of cultural relic vector graphic files transmitted 
on the network. So it is beneficial for a large number of SVG graphics file management 
[4] [[5] [6] [7]. 

According to SVG Standard [8] , we can see that a SVG file consists of the following 
components:  

 
(1) XML header;  
(2) SVG name space format;  
(3) SVG frame format;  
(4) SVG document name, description, retrieve information and global properties etc.  
(5) SVG graph-element information;  
(6) SVG entity graphic object.  

 
Upon each SVG document, Part (1) is absolutely the same with Part (2), Part (3) is 

basically the same; for a dedicated graphics library, Part (3) may use the uniform 
format when designing the SVG graphics library , Part (5) only exist the SVG 
document, in a single SVG file the contents of this part belongs to the public 
information of the various graphic entity, but for the entire SVG relic image storage and 
display system, it is public graph-element library, and which is the most frequent 
information sharing in the system and also the core of the graphics library. Part (4) and 
Part (6) is not the same, but for a dedicated graphics library, Part (4) can be removed, 
Part 6 is the specific performance of each SVG document graphics, you can create SVG 
graphics library. 

According to statistics [9], for a simple SVG document, (1), (2) and (3) accounted 
for about half the size of the entire document, a complex SVG document accounted for 
about 10%. For example, before the document of a graph remove Part (1), (2), (3), the 
file occupies 1198 bytes, when it remove them, it only takes a 890 bytes, which means 
SVG format occupies 298 bytes. For the vector graphics like SVG file, removing some 
of the SVG format, you can reduce to about 294 × n bytes. Therefore, stored Part (1), 



310 S. Hong and Q. Ji 

(2), (3) in the public graph-element library, it is only read the data when each calls, 
which reducing the problem of reuse the public data, saving data storage space, greatly 
improving the efficiency of the system.  

The design process of SVG graphics library is the process of decomposing SVG 
documents into the SVG framework document, SVG graph-element library and SVG 
graphics library, as shown in Figure 1, where SVG graph-element library is designed 
with SVG graph-element storage design, while the SVG graphics library with complex 
graphics storage design.  

 

 
 

Fig. 1. SVG document decomposition diagram 
 

2.3   Design and Realization of Combination and Splitting Algorithm on 
SVG-Based Cultural Relic Image 

Input: SVG relic graphics  
Output: SVG document framework, SVG graph-element library and SVG graphics 
library  
 

Steps:  
Step 1, use document structure method to deal with the SVG graphics library. 
Step2, cleaning relic SVG graphics data, removing SVG graphics part (1) (2) (3), and 
preserve SVG      graphics Part (4) information, create SVG file frameworks; 
Step3, save each graph-element in the part (5) of SVG relic graphics into the SVG 
public graph-element library, when saving graph-elements, first check the public 
graph-element library, for example, the contents of Part (5) exists in the library, then it 
is no longer saved, while establishing the framework document, graph-element storage 
location information will be preserved in the SVG file frame;  
Step 4, save each entity graphic in the part (5) of SVG relic graphics to the SVG 
graphics library, while preserving graphics entity, first inquiries on public graphics 
libraries, for example, if the contents of Part (6) exists in the library, then it is no longer 
saved, while establishing the framework document, storage location information of 
entity graphic will be preserved in the SVG file frame; 
Step 5, output SVG document framework;  
Step 6 Repeat Step 1 ~ 6 steps until all of the SVG relic graphics store in the library. 
 

Split the SVG cultural relic graphics in accordance with the steps of split algorithm, and 
then save the contents of the corresponding to the system database and generate SVG 
document framework. 
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2.4   Design and Implementation of Recombination and Display Algorithm for 
SVG-Based Relic Image 

When we display SVG document in the image storage and display system, it need to 
restore from the SVG document framework, SVG graph-element library and SVG 
graphics library. Reconstruction algorithm of SVG document is as follows:  

Input: SVG document framework, SVG graph-element library and SVG graphics 
library  

Output: SVG relic graphics  
Specific steps are as follows:  

 
Step 1,  create SVG relic graphics, automatically add the first, second and third part 

information to SVG relic graphics;  
Step 2,  read SVG document framework, add the fourth part of the contents to SVG 

relic graphics 
Step 3,  read location information of each graph-element from SVG document 

framework, and then search for the graph-element library according to 
location information, combine the information of the graph-element library 
into graph-element and add to the SVG relic graphics.  

Step 4,  read location information of entity graphic from SVG document 
framework, and then search for the graphic library according to the graphic 
location information, combine the information of the graphic library into 
SVG entity graphic and add to the SVG relic graphics,  

Step 5,  output SVG relic graphics,  
Step 6,  If all the information on SVG relic graphics in SVG document framework is 

dealt with, then that is the end. Otherwise, repeat Step 1 ~ Step 5. 
 
According to the steps of reconstruction algorithm, SVG relic graphics add the first, 

second and third part information, and then read out specific information from the 
corresponding graph-element library, combine graph-element information and 
compose SVG entity graphic and add to the SVG files.   

Implementation process is as follows: 

 
objStreamWriter = File.CreateText(FILENAME)  // create SVG file 

 sql = "select * from SVG file STA"   // read the 1、2、3 part information from the public 
information list 
    dr = MG(sql)  // open database 
    dr.Read()     // read database 
    Do 
       b = dr(1).ToString 
       objStreamWriter.WriteLine(b)   // write the information in SVG file 
    Loop While (dr.Read()) 
    conn.Close() 
     For i = 1 To n 
        Search_MG(Mid(GDA_MG(i), 1, 3), Right(GDA_MG(i), Len(GDA_MG(i)) - 4))   // 

transfer graph-element information and find function, and combine them 
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     Next i 
     objStreamWriter.WriteLine("</g>") 
     objStreamWriter.WriteLine("</svg>") 
     objStreamWriter.Close() 

2.5   Generation and Processing of Relic Image Information 

Firstly, regarding the generation of SVG files, XmlWriter abstract method is being used 
in our system. 

XmlWriter class is used to serialize XML documents that achieves the generation of 
XML documents by 

Overriding each property and method. The main idea of this process is: 
 

Define a temporary SVG, give the document path and file name�  
Write in various element, 
objStreamWriter.WriteLine ("<? Xml version=""1.0""?>") 
……………… 
conn.Open()  // open the database 
dr = sqlcom.ExecuteReader()  // read the data 
objStreamWriter.WriteLine(dr)  // write the data in the temporary document 
conn.Close()  // close the database 

 
Through the above steps, SVG relic graphics will be generated within the specified 

path. To display it, just embed SVG file in the HTML by <embed>, as shown in Figure 2. 
 

 

Fig. 2. SVG relic image display 

2.6   Storage Examples  

It is often introduced the background of relic works, title, author, and other related 
information in the cultural relic image storage and display system, such as the oil 
painting " Lion chart" by Chinese famous artist Xu Beihong, as shown in Figure 4-5, A 
lot of marks need to add in this painting so that the readers can have a comprehensive 
understanding of the works.  

In figure 4-5, the Lions chart is divided into five parts. The shape of a lion, work 
background, age, author profiles, and works name were respectively introduced. In 



 Design and Implementation of Cultural Relic Image Storage Based on SVG 313 

order to avoid boring to the readers, this five-part must be shown step by step through 
the mouse, the data is clearly involved in the Lion Chart which contains the lion image, 
the rectangular text display and other information. The way shown in figure 4-5 is 
clearly not possible to realize in the traditional web model, only can be fully realized in 
the SVG-based database. The specific storage is as follows: 

 

(1) As a bitmap image need a large storage space, in order to improve the storage 
efficiency, we can decompose [10] as shown in Figure 4-6. The Lions chart is fully 
exhibited by using complex SVG entity graphics memory: the identity id, location, sub 
graph identification(multiple sub-diagrams; separated), other retrieve information, 
specific storage: x = "0" y = " 0 ", Lion 01; Lion 02; Lion 03; Lion 04; Lion 05;  

(2) In the first part of the Lion chart, 01 is bitmap image, in general, the bitmap can 
be stored as a whole, saved as jpg format, all the jpg files classified according to the 
picture and stored in the directory, such as: C: \ Users \ butterfly \ Documents \ Visual 
Studio 2011 \ Websites \ WebSite5 \ pic \ shizi.jpg, In order to fast retrieval, establish a 
database table is needed for saving the key Information of the Lions 01, such as: bitmap 
id, shape attributes, graph-element reference address , events, and other information.  

(3) Inputting the second, third and fourth part of the graph need to use the SVG 
entities to describe, and save SVG graph-elements, specifically including, graphics, id, 
location information, graphics rendering commands, text messages and so on. Among 
of which, Part 3 is similar with Part 4. After saved Part 3, Part 4 can be generated from 
Part 3 only by saving the transformation parameters. 

(4) In the Part 5 of the "lion chart", name information can be stored in tables.  
 

Figure 4-5 the lion shape is finally generated by the Web programming technologies 
(such as ASP.NET). The generated SVG code is organized as follows: 

 
<? Xml version="1.0" encoding="UTF-8”?> 
<!DOCTYPE svg PUBLIC "-//W3C//DTD SVG 20010904//EN" 
"http://www.w3.org/TR/2001/REC-SVG-20010904/DTD/svg10.dtd" > 
<svg width="100%" height="100%" id="id1" viewbox="0 0 300 300" onload 
="initialize(evt)" id2="main"  xmlns="http://www.w3.org/2000/svg" 
 <g transform="translate(140,80)">  
<script type="text/ecmascript"> 
… …     … … 
 </script> 
<image  x="0"  y="0"  width="459"  height="469" 
xlink:href="C:\Users\butterfly\Documents\VisualStudio2008\WebSites\WebSite5\pic\shizi\b
g.jpg"/> 
<image x="1” y="446.5” width="22"   height="20" xlink: href= 
"C:\Users\butterfly\Documents\VisualStudio2008\WebSites\WebSite5\pic\shizi\zhang.jpg"
….../>  
<rect x="0" y="0"width="460" height="470"fill="none" stroke="blue" stroke-width="3"/> 
… …     … … 
… …     … … 
<text x="40"  y="80"style="fill: black;" font-size="28" font-family= "STXingkai">狮子
</text> 
</g> 
</svg> 
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Abstract. This paper proposes a method for scene categorization by integrating 
region contextual information into the popular Bag-of-Visual-Words approach. 
The Bag-of-Visual-Words approach describes an image as a bag of discrete 
visual words, where the frequency distributions of these words are used for 
image categorization. However, the traditional visual words suffer from the 
problem when faced these patches with similar appearances but distinct 
semantic concepts. This paper introduces an improved contextual CRF model to 
learn each visual word simultaneously depending on itself and the rest of the 
visual words in the same region. The experimental results on the three well-
known datasets show that region contextual visual words indeed improves 
categorization performance compared to traditional visual words. 

Keywords: Image categorization, Conditional Random Fields, Bag of visual 
words. 

1   Introduction 

This paper investigates scene categorization, which focuses on the task of assigning 
images to predefined categories. For example, an image may be categorized as a 
coast, office or street scene. Scene classification is an important problem for computer 
vision, and has received considerable attention in the recent past. A scene 
classification system can be broadly divided into two modules. The first defines the 
image representation, while the second delineates the classifier used for decision 
making. Early efforts at scene classification targeted binary problems, such as 
distinguishing indoor from outdoor scenes [2], etc. Subsequent researches mainly paid 
much attention to modeling a scene using the global statistical information, which was 
inspired by the literature on human perception. Oliva et al. [1] proposed a low 
dimensional global features to represent scenes. More recently, there have been some 
efforts to solve the problem in greater generality. One particular successful 
representation method was Bag-of-Visual-Words (BOVW), which relied on local 
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interest-points/regions descriptors and represented an image as the orderless 
collection of discrete visual words. As a simple but relative effective method, the 
clustering approach has shown its advantage in the visual words construction. 
However, the neglect of the relationship among patches in the image space makes it 
inevitably sacrifice certain discriminative capability. To address this problem, we 
combine the region contextual information to learn the visual words. The motive for 
this work inspired by the result of some psychophysical experiments that the 
constituent parts of a region do not exist in isolation, and the visual context (i.e., the 
spatial dependencies between parts) can be used to improve visual words definition. 

To this end, this paper introduces the Conditional Random Fields to construct the 
Visual Words. Since this model simultaneously considers two factors, it can construct 
more semantic meaningful visual words representation. The model is adapted from 
Conditional Random Field [12] by incorporating the region information. This paper 
considers the contextual information among patches to reduce the limitation factors. 
Furthermore, in the aspect of context information, we utilize the region contextual 
relationship. The region contextual information has shown the more robust than 
absolute spatial layout with respect to partial occlusion, clutters, and changes in 
viewpoint and illumination. The frequency of these visual words in an image forms a 
histogram which is subsequently used in a scene categorization task via Support 
Vector Machine (SVM) classifier. The experimental results on the three well-known 
datasets show that the region contextual visual words indeed improve categorization 
performance compared to the traditional visual words. 

The rest of the paper is organized as follows. The next Section introduces the 
Conditional Random Fields in the visual words construction process. We show the 
performance of our method on three datasets in Section 3. Finally, Section 4 
concludes the paper. 

2   The Proposed Method 

Since the performance of Bag-of-Visual-Words method depends in a fundamental 
way on the visual words, the problem of effective design of these visual words has 
been gaining increasing attention in recent literature [5-8]. In general, thousands of 
visual words are used to achieve better performance. However, they may contain a 
large amount of information redundancy. Therefore, the researchers have attempted to 
find a more compact representation. Fei-fei et al. [16] and Bosch et al. [5] have 
respectively applied Latent Dirichlet Allocation (LDA) or probabilistic Latent 
Semantic Analysis (pLSA) model [6] to discover latent semantic concepts beyond the 
BOVW. Liu et al. [7] utilized Maximization of Mutual Information co-clustering 
approach to capture the latent semantic concepts. These approaches perform image 
categorization using the frequency distributions of the latent semantic concepts. 
Though the general approaches performed surprisingly well when visual feature of 
each patch was independently considered, their weakness also derived from being 
independent. To address the problem, this paper introduces the CRF to construct 
visual words. The aim of this model is to discover the compact representation about 
appearance features can meet the contextual relationship in the image space 
maximally. Two patches, indistinguishable from each other when analyzed 
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independently, might be discriminated as belonging to the correct visual word with 
the help of context knowledge. Our work has shown that the region contextual 
relationship provides a complementary and effective source for visual words 
construction.  

The inputs are natural scene images. We consider the two cues: appearance 
descriptor cue, in our case Scale Invariant Feature Transform (SIFT) features 
extracted from each regular segmentation patch, and a high-level guidance cue, region 
contextual information. The region contextual information is the spatial interaction 
between patches in the homogenous region which is obtained by JSEG algorithm 
segmenting image. The initial visual word of each patch is automatically defined by 
K-means algorithm as the input of CRF model. Subsequently, this region contextual 
information is used to build the novel potential function of this model. The output of 
this model is Contextual Visual Words. We expect to obtain a superior performance 
derived from the combination two properties, than the methods which only possess 
one of these two properties.  

2.1   Conditional Random Field 

The initialization data is ( ) ( ){ , }k kx c , where ( )
1 2{ , ,..., }k k k k

nx x x x= are visual 

features of image patches, ( )
1 2{ , ,..., }k k k k

nc c c c= are the corresponding visual words 

of the image patches obtained by K-means algorithm. k  is the index of the image 
patch. In the graphic model, we take an image with six patches as an example. Two 
kinds of relationships are simultaneously considered in the model. The first 
relationship decides the association of a given image patch to a certain visual word 
ignoring its neighbors. This model defines the appearance potential function to 
represent this relationship in the low-level features space. The second relationship 
serves as a visual word dependent function. The nodes which connected with red lines 
in the green circle co-occur in the same region. The inter-dependence of nodes in the 
same region provides the region contextual information. This information is a high-
level guidance used to modulate the associated cliques’ definition in the region 
contextual potential function. In our model, we consider the graphic structure of 
nodes as a lattice with pair wise potentials.  

Following the definition of the CRF model, the conditional probability for the 

visual word ic  given the patch kx can be expressed as:  
 

1
( | ) exp[ ( ( , ) ( , , ) )]i k i k j i k

x appearance potential region contextual potential

P c x Ac x R c c x
Z

λ μ= − +i i��	�
 ��	�

           (1) 

 

where xZ is a normalization factor, ( , )i kA c x is the appearance potential function of 

the patch kx ; ( , , )j i kR c c x  is the region contextual potential function of patch 
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kx ; ( ,j ic c ) indicates the indices of neighboring visual words jc and ic in the same 

region. ( , )i kA c x and ( , , )j i kR c c x are pair-wise potential functions characterizing 

the observation-state associations and state-state interactions respectively. λ  
and μ are the learned weights. The appearance potential function is defined by the 

Euclidean distance between visual words ic and the patch kx , as follows: 

 
2( , ) ( , )i k i kA c x d c x=

 
(2) 

 
The region contextual potential function models the pair-wise interaction between 

all neighboring visual words in the homogeneous region. This potential function is 
defined as follows: 

 
2( , , ) ( , ) ,j i k j i j i

j
R c c x d c c c c region= ∈∑

 
(3) 

 
First, the JSEG algorithm [14] segments the image into regions with homogeneous 

chrominance component. Here, the accuracy in this step is not important, as the clear 
contours do not need for acquiring region contextual information. Then we exploit the 
spatial layout distribution of each visual word in this region to construct the regional 
information which is an important cue for the associated cliques’ definition in CRF 
model. Finally, this function is defined by the sum of Euclidean distance between 

ic and all visual words jc which co-occur in the same region.  

2.2   Region Contextual Visual Words 

The traditional approaches independently learnt each visual word according to the 
visual feature, such that the patches in the same visual word may be in some sense 
“different” from one another. This may be appropriate for text but not for sensory data 
with large variety in appearance. To address this problem, we construct the visual 
words depends on the other visual words in the same region by CRF model. Take 

patch kx as an example to illustrate the proposed approach, when most of rest patches 

in the same region are clustered into the visual word ic , even if the low-level features 

of patch kx exclude the possibility, our algorithm trades off the two effects and makes 

the kx be labeled to ic , and vice versa. Let ( ,k kx c ) denote the pair of feature and 

visual words for the k -th image patches, where kx is a Scale Invariant Feature 

Transform (SIFT) [13] feature vector of image patch and kc  is the corresponding 

traditional visual word automatically through K-means.   
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Thus 1 1 2 2( , ), ( , ),...x c x c are the initializations in the proposed algorithm. In the 

second step, the region contextual information is obtained by the image region 
segmentation results. In particular, we unitize the neighboring visual words in the 
same region to describe the region contextual information of this visual word. The 
region contextual potential function is computed using Eq.3. In the third step, we 

calculate the integrated probabilities ( | )i kP c x using Eq.1. The update visual words 

are defined according to minimizing the probabilities of Eq.1. Detailed analysis of the 
definition of integrated probabilities, the distance in the feature space and the image 
space are both taken into account, the two parameters are used for keep balance 
between the two properties. The final visual words are obtained by iteratively 
updating step 3 until convergence. 

2.3   Scene Classification 

Bag-of-Visual Words models for image classification work by quantizing high-
dimensional descriptors of local image patches into discrete visual words, 
representing images by frequency counts of the visual word indices contained in 
them, and then learning classifiers based on these frequency histograms. Having the 
image representation, we simply use a Support Vector Machine (SVM) classifier, 
which is the standard choice in the scene classification literature [3] [5]. SVM has 
been shown to be a powerful technique for discriminative learning [9-10]. It focuses 
on structural risk minimization by maximizing the decision margin. We apply SVM 
using the Radial Basis Function (RBF) as the kernel, which 

is
2

( , ) exp( )i j i jK x x x xγ= − − .We apply five-fold cross validation with a grid search 

by varying ( , )S γ on the training set to find the best parameters to achieve the highest 

accuracy. Within the optimal parameters, it then assigns to the testing image the 
category label which is mostly represented.  

3   Experiments 

We experimentally compare the proposed method against the traditional Visual 
Words in the fifteen natural scene categories dataset. We start our experiments with 
an in-depth analysis of our methods on the set of fifteen natural scene categories. 
Each scene category is randomly divided into two separate image sets, i.e., 50 images 
for training and 50 images for testing, respectively. For classification, we use a SVM 
with a histogram intersection kernel. Specifically, we use libSVM, and use the built in 
one-versus-one approach for multi-class classification. We use 10-fold cross-
validation on the train set to tune parameters of the SVM. The classification rate we 
report is the average of the per-class recognition rates. For image features, we 
compute all SIFT descriptors on 16 16 × pixels of patches, computed over a dense 
grid sampled every 8 pixels. The dataset we consider is the Scene-15 dataset, which is 
compiled by several researchers [16]. The Scene-15 dataset consists of 4485 images  
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spread over 15 categories. The fifteen scene categories contain 200 to 400 images 
each and range from natural scenes like mountains and forests to man-made 
environments like kitchens and offices.  

We start the experiments with an in-depth analysis of the types of visual words and 
vocabulary size. For investigating how classification performance is affected by the 
number of visual words, we construct five differently sized vocabularies {50, 100, 
300, 500, and 1000}. For vocabulary size of 50, it can be seen that RCVWs already 
outperform the VWs with a 300-vocabulary. The proposed method outperforms VWs 
for smaller vocabulary size, however for larger vocabularies VWs performs equally 
well. If the size of vocabulary is small, several different image patches will be 
clustered into the same visual word depended on their appearance features only. 
Nevertheless, there is much improvement in the classification performance by this 
paper, since it also considers the region contextual information provided by the 
neighbor patches. If the vocabulary size is relative large, each patch of the image will 
match to a single, unique visual word, which defies the purpose of the Bag-of-Visual 
Words method. Hence, the classification performances of the two methods are 
similar.  

Fig. 1 shows the confusion table which is used to illustrate the performance of the 
approach. In the confusion table, the x-axis represents the results of the proposed 
approach for each scene category. The y-axis represents the ground truth categories of 
scenes. The orders of the scene categories are the same in both axes. Hence in the 
ideal case on should expect diagonal lines include all the testing data which show 
perfect discrimination power of the category model over all categories of scenes. The 
average classification accuracy of our approach, over all categories is 74%. A closer 
look at the confusion table reveals that the highest error occurs in the kitchen and 
store scene. Due to the fact that the JSEG algorithm over-segments the images of 
these two scenes, the number of region is much more than ones of the actual situation. 
This induces that the amount of patches in each region is relatively small for these 
scenes. So, the region contextual information can not improve the traditional visual 
words apparently. And the best performance is achieved in both the street and forest 
scene. It can be difficult to distinguish between street scene and highway scene, since 
the images from these two scenes are visually similar. It is needed to consider the 
high-level region contextual information as the importance cues to distinct them. 

Table 1 compares the classification performance of the proposed method on 15-
scene categories with existing results in the literature [7] and [11]. The classification 
performance of Lazebnik et al. [11] is 71.2%, which represents image also considers 
the spatial contextual into the basic “Bag-of-Visual Words” model. Comparison with 
it, the proposed method using the region contextual information performs the scene 
classification task better, achieving a rate of 74.1%. The region contextual 
information shows the robustness than the absolute spatial information with respect to 
partial occlusion, clutters, and changes in viewpoint and illumination. Compared to 
the MMI clustering approach [7], our performance also achieves improvement. 
Though they use the novel co-clustering method to obtain visual words, not any 
contextual information is considered into the visual words construction.  
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Fig. 1. The confusion table using 50 training from each category of 15-scene categories 

Table 1. Comparison classification results for 15-categories with existing works 

Scene-15 Our method Liu et al. [7] Lazebink et al. [11] 
Accuracy 74.1% 72.1% 71.2% 

4   Conclusions  

This paper proposes a novel Contextual Visual Words to perform scene categorization 
task. Since the constituent patches of a region do not exist in the isolation, the region 
contextual information can well capture intrinsic property of patches. A study on the 
effectiveness of the proposed visual words with application to the scene classification 
performance was presented on the well-known datasets, and the experimental results 
indicated that the proposed method outperformed the traditional visual words.  
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Abstract. An 8-bit RISC-CPU designed at gate level using completely custom 
based chip approach. CPU has an 8-bit integer unit and 16-bit floating point 
unit. The circuits are optimized by using more efficient algorithms. The 
algorithm discussed in this paper was applied for an efficient Multiplier design. 
An attempt has been made to improve conventional[6] algorithm. This paper 
discusses the design of an efficient Multiplier unit, with respect to its algorithm 
and VHDL implementation. The project was implemented using VHDL and 
simulated using Altera MaxPlus II simulation software which can map the 
design into Altera CPLD. 

Keywords: Multiplier, CPU, simulation, algorithm, Floating point unit, VHDL. 

1   Introduction 

Paper focuses on the design and implementation of an improved and efficient 
Multiplier unit, which is a part of CPU with 8-bit integer unit. CPU has 4x16bit FPU 
registers, 16 bit data, address busses and 16-bit program counter. Data path is where 
most of the operations are done on by the processor's control unit. There are seven 
functional units, out of which 3 for FPU. This paper will discuss the design of a 
Multiplier unit. Logic of algorithm is discussed in detail and implementation block 
diagram along with the VHDL code and simulation results. The design and 
methodology is different than a generic one[3]. Main focus is on improved algorithm 
and relevant design. Amazing designs [4][5] helped us thinking different. 

1.1   Rationale 

An attempt has been made to improve the performance in terms of speed, number of 
states & space on chip. In our drive for improvement we made a detailed study of the 
original design. Original Algorithm is shown in  the figure 1.  
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Fig. 1. Original Algorithm. 

2   Design: Multiplier Unit 

We have thought quiet a few different designs and finally decided to implement the one 
which we will discuss in detail.  Improved algorithm tries to reduce the clock cycles 
needed to complete the multiplication process. As compared to original algorithm, few 
states are merged into one. New implementation is shown in the figure 2, showing new 
shift register implementation. This work builds upon our experience with a different 
block for same CPU [2]. 
 
 

 
Fig. 2. New shift register implementation. 
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Here, the adder output is ‘pre-shifted’ before entering M0. Besides this, new 
approach does not need ‘Ca’ register to store the carry out result from adder, and then 
shift it into M0 during the next clock cycles. The new implementation is named as 
‘Algorithm 2’. 

 

 

Fig. 3. Shift register implemented for algorithm 1 

 
In algorithm 1 as seen in the figure 5., if M20 =  0, register M0 & M2 will acts as 

right shift registers. If, M20 = 1, the adder output will be loaded into M0 & Ca during 
the first clock. It will then right shift during second clock. 

The IDLE and INIT state is similar to   1. 
MUL0 sums indicate the start of the multiplication. It combines ADD and SHIFT 

states into 1. 
MUL1 state is similar with MUL1 but it has an extra instruction C 6 C + 1. 

“Count” is placed in MUL1 instead of MUL0 to save 1-bit in the counter design. If 
the counter starts increment in MUL0, the final value after 9 clocks is 10001, whereas 
in MUL1, the final value is 1112. 

Example: 

100 * 255 = 0110 0100 *11111111 

From the Table 1., the final result is similar to 1, but it takes 9 fixed clocks. 

 
Table 1. Multiplier operation with algorithm 2 
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Algorithm 2 needs the following hardware: 
 
1. One controller that is able to generate 4 state signals. 
2. Three 8-bit registers for M0,M1 & M2 (Carry register isn’t needed) 
3. One 3-bit counter to count from 000 (010) to 111 (710) 
4. one 8-bit adder 

Advantages of Algorithm 2: 

1. It has fixed clock cycle. No inspection on ‘1’ in register M2 is needed. 
2. It is about 52 % faster than the worst case in algorithm 1. 
3. Save register for carry and counter (reduced from 5-bit to 3-bit) 
4. Simpler controller design as there are fewer states compared to algorithm 1. 

2.1   Architectural Design  

With reference to the figure 6, When MS=1, the multiplication process will begin. 
First, the INIT signal will go active low. This will reset the counter and register M0 to 
zero, and load data from source A and B from main register file into register M1and 
M2. When initialization is done, INIT will be deactivated (INIT = 1) during the next 
clock. 
 

 
Fig. 4. Algorithm 2 architecture 

 
 

After that, the multiplication process starts when MUL0 and MUL1 are activated. 
These signals enable M0 and M2   only because register M1 doesn’t change its value 
throughout the multiplication process. The value of M20 is used to select the function 



 Design of an Improved Multiplier Unit for an Experimental RISC CPU 327 

of registers M0 and M2. If M20 = 1, M0 + M1 → MO. If M20 = 0, ‘shift right’ 
function is enabled. 

The 3-bit counter starts to count down on every clock cycle when MUL1 is 
activated. Once the counter reaches ‘111’, Z will change from 1 to 0 so that the 
controller changes its state to IDLE during the next clock cycle. 

Clock signal only goes into the sequential circuit which has D flip flop in it, such 
as registers, controller and counter. Adder is a combinational circuit, so clock signal 
input is not required. 

2.2   Controller Design 

We have chosen the decoder approach in controller design as it is more compact than 
the one flip flop per state approach. The state table is shown as Table 2. 
 
- The current state number is the values inside two D flip flops (DO and D1). 
- The next state number is the values that will be loaded into the D flip flops during  
   the next clock cycle. 
- A 2 to 4 decoder takes in the D flip flops output and decodes the values into state  
    signals, such as IDLE, INIT, MUD) and MUL1. 
- Some logic circuit must present at the input port of D flip flops (DFF) in order for   
  the decoder to generate the correct state signals. 

 
Table 2. State table of algorithm 2 

 

The 2 to 4- decoder has 4x NAND2 so that IDLE, INIT, MUL0 and MUL1 go active 
low when they are activated. 

- Statistic Computation 
With reference to our components statistics,  the transistor count including the 2:4 
decoder, the controller has: 
NAND2: 5 units  AND2 :2 unit 
NAND3: 2 units  DFF :2 units 
NOT2 : 4 units 
0.18 micron: 5(4) + 2(6) 4- 4(2) + 2(6) + 2(26) = 106 transistors. 
0.50 micron: 5(4) + 2(6) + 4(2) + 2(8) + z(zs) = 112 transistors. 
Power consumption: 
0.18 micron: 108 transistors x 1.6 µW = 169.6 µW 
0.50 micron: 112 transistors x 4.0 µW = 448.0 µW 
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2.3   VHDL Code and Simulation 

Decoder is written in the dataflow style, to verify if the desired output is correct or 
not.  

 
2:4 decoder VHDL 
LIBRARY ieee; 
USE ieee.std_1ogic_1164.all; 
ENTITY dec24 IS 
PORT ( i0,i1 : IN STD_LOGIC; 
o                   : OUT STD__LOGIC_.VECTOR (3 DOWNTO 0)   
END ENTITY; 
 
ARCHITECTURE d OF dec24 IS 
SIGNAL n0, n1 : STD_LOGIc; -- buffer NOT in0, in1 resuTt 
BEGIN 
n0 <= NOT i0; n1 <= NOT i1; 
0(3) <= n1 NAND ; -- IDLE state output for controller 
0(2) <= n1 NAND ; -- INIT state output for controller 
o(1) <= i1 NAND ; -- MUL0 state output for controller 
o(0) <= i1 NAND ; -- MUL1 state output for controller  
END d; 

 
Multiply controller: 

LIBRARY ieee; 
USE ieee.std_1ogic_1164.all; 
ENTITY mul_ctrl IS 
 port ( r,s,z,c1k : IN STD_LOGIC; 
 o : OUT STD_LOGIC_VECTOR (0 TO 3) ); 
END ENTITY; 
ARCHITECTURE mul OF mul_ctrl IS 
 SIGNAL q : STD_LOGIC_VECTOR (0 to 1); -- dff output buffer 
 SIGNAL dec : STD_LOGIC_VECTOR (0 to 3); -- decoder output buffer 
BEGIN 
 PROCESS (r,c1k) 
  BEGIN 
   IF r = '0' THEN -- during reset signal 
   q <= "00"; -- output of dff 
  ELSE IF (clk'EVENT AND c1k = ‘1’) THEN 
   CASE q IS 
  WHEN "00" v> dec <= “0111”; -- output as IDLE 
   IF s = '1' THEN q <= “01"; -- change dff to 01 
   ELSE q <= ”00"; -- dff remains unchanged 
   END IF; 
  WHEN "0l" => dec <= "1011"; -- output as INIT 
   q <= "10": -- change dff to 10 
  WHEN "10" => dec <= "1101"; -- output as MUL0 
   q <u "11"; -- change dff to 11 
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  WHEN "11" => dec <= "1110"; -- output as MUL1 
   IF z = '0' THEN q <= "00"; ~- change dff to 00 
   ELSE q <= "11"; -- dff remains unchanged 
   END IF 
  WHEN OTHERS => NULL; 
  END CASE; 
            END IF; 
                END IF; 
           END PROCESS; 
          o <= dec; -- transfer dec to output port 
END mul; 

 
Decoder Simulation 

 

Fig. 5. Decoder simulation results 

 
Multiplier Controller simulation 

 

Fig. 6. Multiplier controller simulation results. 

3   Conclusion 

The decoder simulation result matched the desired input as seen from figure 5. 
 

- When i1&i0 = ‘00’, output = “0111” which indicate IDLE’ state is active. 
- When i1&i0 = ‘01’, output = “1011” which indicate INIT’ state is active. 
- When i1&i0 = ‘10’, output = “1101” which indicate MUL0’ state is active. 
- When i1&i0 = ‘11’, output = “1110” which indicate MUL1' state is active. 
 
From the simulation result, the propagation delay is 3.5 ns only. 
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The Multiplier controller result matched the output figure 6, in the statue table. 
 
- R is asserted when the CPU boots up to activate IDLE (0111). 
- When S = 1, output goes 1011 on the next clock. This means IDLE is disabled    
   and INIT is activated. It is followed by one MUL0 state (1101) and multiple   
   MUL1 states (1110). 
- When Z=0, multiplication ended and return to IDLE state during next clock. 
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Abstract. The quality of fingerprint image has great effect for its follow-up 
steps such as recognition. Therefore, an effective method is needed to enhance 
the collected fingerprint image. In this paper, a new fingerprint image 
enhancement approach combining contourlet transform and maximum modulus 
detection is proposed. Contourlet transform decomposes the input image into 
high-frequency part and low-frequency part. The maximum modulus detection 
is applied to the high-frequency image and the low-frequency image is used to 
compensate the high-frequency part. Experimental results demonstrate that the 
proposed method can effectively improve the quality of fingerprint image, 
increase the clarity of fingerprint ridges and valleys, and have better continuity. 

Keywords: fingerprint image enhancement, maximum modulus, contourlet 
transform, low-frequency compensation. 

1   Introduction 

As the biological characteristics of human, fingerprints can be used for identification, 
and have been applied in many fields such as management, access control, finance, 
public security and network. The main requirement of fingerprint identification 
system is matching features of tested fingerprints and fingerprints stored in database. 
And extracting features from input fingerprint image reliably is the key process, so 
the quality of the input image is of much importance. In practice, the quality of 
resulting fingerprint image is usually not high due to a number of reasons such as 
changing of illumination environment, noise of collecting equipment, uncooperative 
collectors, and different skin conditions. Before the extraction of fingerprint features, 
it is necessary to process the fingerprint image properly, to enhance useful 
information, remove useless information and suit the requirements of follow-up steps. 
Therefore, a method to improve the quality of fingerprint image is highly needed. 

At present, there is a variety of fingerprint enhancement research both in spatial 
domain and frequency domain. Hong L and A. Jain enhanced the fingerprint ridges by 
calculating the local direction and frequency using Gabor filters [1]. But it needs different 
filter templates of coefficients with different directions because of lacking multi-scale 
features in window size selection. Wavelet is a powerful information processing tool for 
multi-scale. Wei-Peng Zhang proposed an approach of texture filtering for fingerprint 
image enhancement based on wavelet transform [2]. However, two-dimensional 
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separable wavelet is constituted by one-dimensional wavelet, its basic function is 
isotropic, and only has limited directions, which make it impossible to detect the line and 
surface singularity of two-dimensional image but only the point singularity [3]. 

As a real representation of two-dimensional image, contourlet transform has 
attracted more and more attention of scholars in recent years and achieved very good 
effect in various areas of image processing. Contourlet transform not only has the 
characteristics of multi-resolution and time-frequency analysis which is the same as 
wavelet, but also has flexible characteristics of multi-directional and anisotropic [4-5]. 
Compared with wavelet transform, contourlet transform can set different directional 
filter banks and the number of directions for each of them, and then capture more 
directional information. Ibrahim described a method using nonsubsampled contourlet 
transform and directional Gaussian filtering [6], but it is complex to achieve. Guang-
Quan Cheng proposed an approach reducing noises by coefficients modification after 
contourlet decomposing and joining ridges by orientation estimation [7]. Both of the 
methods above are focused on the processing of high-frequency part while ignoring 
the use of low-frequency information. 

In this paper, to make full use of low-frequency information, a new fingerprint 
image enhancement algorithm based on the integration of contourlet transform and 
maximum modulus detection is proposed. Firstly, we decompose the fingerprint 
image by nonsubsampled contourlet transform, and then detect maximum modulus of 
the high-frequency subband. At last, low-frequency subband is used to compensate 
the high-frequency image. 

2   Contourlet Transform 

Contourlet transform is a multi-directional and multi-resolution representation of 
image, which can effectively express the important and complex geometry in visual 
information. As shown in Fig. 1, the supporting interval of contourlet base is like 
strip, which can make full use of the geometric regularity of original function, so the 
contourlet coefficients will be less than wavelet in describing a singular curve [8]. In 
fact, the strip structure of the base is an exemplification of directionality that means 
the base is anisotropic. 

 

          

Fig. 1. Comparison of wavelet and contourlet transform 

Contourlet transform consists of two main steps (as shown in Fig. 2): subband 
decomposition and directional filtering. Firstly, the input image is decomposed using 
Laplacian pyramid (LP) in order to capture singular point, and then the singular point 
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in the same direction will be synthesized as one coefficient by directional filter banks 
(DFB). The LP and DFB of contourlet filter banks are inseparable, but they are 
performed separately [9], which make it more flexible for the directionality of 
contourlet transform. 

 

•
•
•

 
Fig. 2. Diagram of contourlet decomposition 

In this paper, nonsubsampled contourlet transform is applied [10], which size of 
the output subband is the same as original image, so there is a one-to-one relationship 
between all of its output subbands and the original image pixels, that make it perform 
well in image denoising and enhancement [11]. 

3   Maximum Modulus Algorithm Based on Contourlet Transform 

The traditional maximum modulus detection algorithm based on wavelet needs to 
determine the gradient direction of curves by calculating the phase angle of the 
modulus, while contourlet transform filter banks are inseparable, the direction 
information is enough with the coefficients of each directional subband, that the 
maximum modulus points in specific direction are contained in specific directional 
subbands. Therefore, the process of calculating maximum modulus based on 
contourlet transform is simplified as the following in [12]. 

Now set i scales of DFB decomposition and k directions in each scales as an 
example to illustrate how to determine whether a point 

, ( )i
j kCoeffs n  in a directional 

subband coefficients is the maximum modulus point or not. The parameter n is the 
coordinates of point in the subband of j scale and k direction. As shown in Fig. 3, 
there are eight directions of each point 

, ( )i
j kCoeffs n  in the directional subbands can be 

set as the equivalent gradient direction of edge in the direction of 
,Arg i

j kCoeffs (argument 

of 
, ( )i

j kCoeffs n ). Therefore, whether the modulus at one point is the local maximum 

modulus can be determined after comparing between 
,mod ( )i

j kCoeffs n⎡ ⎤⎣ ⎦  (modulus of 

, ( )i
j kCoeffs n ) and the modulus of two adjacent elements in the equivalent gradient 

direction ,Arg(grad )i
j kCoeffs  (vertical direction of ,Arg i

j kCoeffs ).  
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Fig. 3. Equivalent gradient directions in directional subband 

From the above, the process of judgment can be realized by formula (1): 
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where the 1( )r n  2( )r n  respectively denote the horizontal and vertical coordinate offset 

of the point which is compared with , ( )i
j kCoeffs n  in the direction of 

,Arg(grad )i
j kCoeffs . 

4   Model Based on Contourlet Transform and Maximum Modulus 
Algorithm 

In this paper, maximum modulus method is applied to detect the high-frequency 
subband of fingerprint image and the ridges of result are rich in detail but not 
continuous. Meanwhile, the dual threshold method is utilized to detect the low-
frequency subband, though the processed image performs well in describing the 
overall contour of fingerprint, but there are less weak edges or detail. To take both 
advantages of high-frequency and low-frequency information, the low-frequency 
image is used to compensate the high-frequency part, the broken ridges after high-
frequency processing are modified to link, finally a more comprehensive and accurate 
image of ridges is obtained. 
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The experimental procedures are as follows: 

1. Contourlet decomposition. Compute the contourlet coefficient of the input 
image, set 

0Coeffs = 0C , while set 
0Coeffs = 0, keep 

0Coeffs  unchanged. 

2. High-frequency subband detection. Firstly, adaptive window hard threshold is 
applied to each directional subbands of each scales [13], then maximum 
modulus of the coefficients are detected, at last the inverse transformation of 
contourlet is done to the coefficient matrix to get high-frequency subband 
image. 

3. Low-frequency subband detection. Calculate the gradient magnitude and 
direction of smooth low-frequency data 0C  using first-order partial derivatives 

finite difference, then non-maxima suppression is applied to the gradient 
magnitude, finally the ridges are detected and joined with dual-threshold 
algorithm and the binary low-frequency subband image is obtained. 

4. Compensation. Compensate and link the ridges from high-frequency subband 
and low-frequency subband according to [14]. 

5   Experimental Results 

The experimental environment is MatlabR2009b and the experimental images are 
grayscale fingerprint images from NIST-27 database. In this paper, two scales of 
nonsubsampled contourlet transform is applied and the directions in the scales are 8, 8 
from coarser to finer. The '9-7' filters and 'pkva' filters are chosen for the LP stage and 
DFB stage respectively. The high threshold is set to 0.35 while the low threshold is 
0.4 times higher than the high threshold in low-frequency subband detection. 

The experimental results are shown in Fig. 4, where (a) and (c) are original 
fingerprint images with poor quality; (b) and (d) are enhanced fingerprint images by 
the proposed method. 

The algorithms based on Gabor filtering method [1] and wavelet method [2] are 
compared with to further verify the effectiveness of this proposed method. The block 
size of Gabor filter is 16 × 16. The 'db4' is chosen for wavelet and two scales of 
decomposition are utilized. Comparison results are shown in Fig. 5. From Fig. 5(b), 
the fingerprint image enhanced by Gabor filter always has some extra noise in 
specific directions, which makes only a certain part of the fingerprint image can be 
effectively enhanced while superfluous noise is generated in other parts of it. From 
Fig. 5(c), the fingerprint information can be well detected and the contrast between 
ridges and valleys is increased by soft threshold denoising based on wavelet, but the 
ridges are not continuous, some useful information loses while enhancing. From  
Fig. 5(d), the quality of fingerprint image is obviously improved. It can be concluded 
from the comparison that the proposed algorithm compensates high-frequency 
subband image with low-frequency subband part, the noise of modified image has 
been effectively suppressed, the clarity of fingerprint ridges is improved, the ridges 
are more continuous and complete, and the image contrast is better than the others. 
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(a) original image                      (b) enhanced image 

   
(c) original image                       (d) enhanced image 

Fig. 4. Contourlet fingerprint image enhancement 

 

   
(a) original image                            (b) Gabor filter 

   
(c) wavelet                               (d) proposed method 

Fig. 5. Comparison of different fingerprint enhancement algorithms 



 A Fingerprint Image Enhancement Method Based on Contourlet Transform 337 

6   Conclusion 

Based on contourlet transform, this paper presents a fingerprint image enhancement 
algorithm. This algorithm not only enhances the edge characteristics of fingerprint 
image, but also suppresses noises by detecting the maximum modulus of high-
frequency subband image. Meanwhile, the edge information of low-frequency image 
is effectively used through the compensation between high-frequency and low-
frequency subband images. Experimental results demonstrate that the enhanced 
fingerprint image is rich in detail and has good continuity, the overall visual effect has 
been significantly improved, and the enhancement algorithm introduced in this paper 
is proved to be effective for fingerprint images with poor quality. 
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Abstract.  Based on the fractional Fourier transform, a time-delay estimator of 
chirp signals was proposed by Tao in 2009. In this paper, compression 
performance of the time-delay estimator is discussed in the fractional Fourier 
domain, referring to linear frequency-modulated pulse compression in the time 
domain. We find: (a) the pulse-width compression ratio is the product of time 
duration and band width, denoted as D; (b) the peak amplitude ratio is about 
D1/2 when the absolute value of chirp rate is large enough. The conclusions help 
to the further application of this time-delay estimator based on the FRFT. 

Keywords: Chirp pulse, fractional Fourier transform, pulse compression, time 
delay. 

1   Introduction 

Pulse compression has been widely used in high-resolution radar signal processing. The 
representative one is linear frequency-modulated pulse compression, which obtains 
utilization not only in pulse compression radar but also in synthetic aperture radar. 
Along with the development of fractional Fourier transform theory, Tao et al proposed a 
time-delay estimator (TDE) of chirp signals in the Fractional Fourier Domain, and 
proved that this estimator has less computation cost and reliable accuracy theoretically 
equaling to the CRLB[1]. However, the pulse-width compression ratio and peak 
amplitude ratio have not been analyzed, which are the two important parameters to 
show the performance of linear frequency-modulated pulse compression. Since the time 
domain is the fractional Fourier domain[2], we discuss the pulse-width compression 
ratio and peak amplitude ratio of Tao’s TDE in the fractional Fourier domain, referring 
to the linear frequency-modulated pulse compression. 

In this paper, some characters of linear frequency-modulated pulse compression are 
depicted, as well as the conception of the fractional Fourier transform (FRFT). Then, 
the signal model is described, and corresponding derivation is given. After that, 
simulations are presented. Finally, conclusions are driven. 



340 D. Bing, M. Xiao, and H. Wang 

2   Preliminaries 

Some characters of linear frequency-modulated pulse compression are as follows: (a) 
the pulse-width compression ratio is D=TB, where T is the pulse duration and B 
denotes the pulse bandwidth; (b) the peak amplitude ratio is D1/2 [3].  

The FRFT is the generalization of conventional Fourier. As a unified time-
frequency transform, it has the linearity property, not suffering from cross-terms. 
What’s more, the efficient fast digital algorithm of FRFT has been proposed, which 
has approximate computation complexity of classical FFT. Thus, the FRFT has 
already been used in signal analysis and reconstruction, signal detection and 
parameter estimation, filtering, neural network, pattern recognition, image processing, 
array signal processing, radar, sonar and communication[2, 4]. The FRFT is defined 
as[2]: 
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whereα is the FRFT order, αF denotes the FRFT operator.  

Let the received signal ( ) ( )τ−= tsts~ , then 
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So the time delayτ can be obtained from the peak position difference of )(
~

uSα  and 

)(uSα , the corresponding TDE is as follows[1]: 
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3   Character of This TDE in the Fractional Fourier Domain 

Let the transmitted chirp pulse is 
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where ⎟
⎠
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T

t
rect  denotes the rectangle pulse with duration T. Without loss of 

generality, we assume f0=0 and 0=ϕ , then 
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According to the FRFT theory[2], the optimal order is μα π2cot −=m  to the chirp 

signal described as (4). Substitute (4) into (5) 
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Let π
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csc γα =mT , we have 
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where the function ( )
u

u
u

π
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csin = . From (7), we find that )(uS
mα reaches the 

maximum when u=0, so the TDE can be simplified as 
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3.1   Pulse-Width Compression Ratio 

According to (2) and (8), we know that the pulse width is the main lobe width of 

)(uS
mα

 

after compressed in the fractional Fourier domain. Thus, from (7) we have 
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Since 
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⎛ , i.e., about -4dB, the -4dB main lobe width of )(uS

mα  equals 

γ/1 , which is described as follows: 
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According to the TED defined by (8), after compressed, the pulse width should be 
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where TB μ= . This means that the pulse-width compression ratio of aforementioned 

TDE is T/(1/B)=TB, same as the linear frequency-modulated pulse compression. 

3.2   Peak Amplitude Ratio  

From (9), the peak amplitude ratio of )(uS
mα

 

to s(t) is 
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When 0→mα , 0sin →mα , mm αα ≈sin , and 1cos ≈mα . Since μα π2cot −=m , 

we know that ξ is direct proportion to T and μ . If μ  is large enough,  
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Substitute (13) into (12) 
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From (14), we know that peak amplitude ratio is about D1/2, also same as the linear 
frequency-modulated pulse compression, when μ  is large enough. 

4   Simulation 

Let the sampling rate be 50MHz, T=10µs, B=10MHz. The discrete FRFT algorithm 
was proposed by Ozaktas[5]. From (11), we know that the pulse width of TDE after 
compressed should be 1/B=0.1µs. That is to say, the distance resolution is about 15m. 
Four targets are set on 12000km, 12010km, 13000km and 13020km apart from the 
observer respectively. Obviously, target 1 and 2 can not be distinguished, whereas 
target 3 and 4 are resoluble. The simulation result of the TDE based on the FRFT is 
shown in Fig. 1, which matches with the theoretical derivation well. 
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Fig. 1. The result of the TDE based on the FRFT. 

5   Conclusions 

Referring to linear frequency-modulated pulse compression in the time domain, we 
analyze the compression performance of the TDE proposed by Tao in the fractional 
Fourier domain. It is found that the pulse-width compression ratio is D (the product of 
time duration and band width), and the peak amplitude ratio is about D1/2 when the 
absolute value of chirp rate is large enough. That is to say, the TDE has almost same 
performance as the linear frequency-modulated pulse compression. But the computing 
complexity of the former is less than the latter[1], which means the former has huge 
potential in high-resolution radar signal processing such as digital array synthetic 
aperture radar. 
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Abstract. Elliptic Curve Cryptography is one of the major cryptographic 
algorithms which play an efficient role in cryptography and security fields. ECC 
makes a good conscientiousness for deployment of new level of architecture and 
design in those fields. In this article, a new modified architecture for the 
Montgomery algorithm is proposed. Montgomery multiplication is defined and 
derived from irreducible polynomial fields such as f(x). Here the fields can be 
estranged into two ways fixed and normal, a(x),b(x) are two fields elements in 
Galois Field used in prime number that is  GF(2m). r(x)  is a fixed element in 
GF(2m). In this article, first the bit serial Montgomery multiplier GF (2m) is 
presented, then, a sequential based on circuit is added to avoid the power analysis 
based hackers with a consistent output. Complexities of the Montgomery multiplier 
in terms of gate operation and time delay of the circuit are investigated and found 
to be as good as or better than that of pervious bit serial architecture for the power 
analysis in the same field. We analyze result in graphical manner. Our modified 
bit-serial architecture proved the same level of output with the help of using logic 
gates. It produces same level of latency with different logic gates .The modified 
Elliptic curve based bit serial Montgomery architecture is computationally efficient 
and suitable for hardware implementations. 

Keywords: Bit Serial Architecture, Montgomery Architecture, Polynomial 
Fields, Elliptic Curves. 

1   Introduction 

Concurrent error detection technique plays a massive role in Montgomery multipliers. It 
enumerates the test results gained, while the system is in working environment [9]. It 
consists of duplication of hardware, parity codes and time redundancy etc.; here we 
choose hardware duplication as an aspect of our proposal. The concurrent error technique 
is normally used to increase the reliability. It’s a massive beneficial process for parity 
based on circuits, which require a high degree of reliability. Here architecture based  
on fault detection technique have also been proposed with a new dimensional. The 
proposed modified bit- serial architecture encompasses a massive part of polynomial 
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basis multiplier including different bit-serial and bit parallel architecture. Some extended 
bit- level Montgomery multiplications have been explained through the parity bit [1]. The 
Montgomery multiplication algorithm has received a lot of attention in finite field 
arithmetic see in example [2]. [5].and [12]. A new modular multiplication algorithm for 
integer has been proposed [10].  

In this article, we propose a new modified bit-serial architecture for the 
Montgomery algorithm. It increases the complexity in hacker’s performance through 
circuit and logic gates. Our goal is to maximize the circuit level and utilize the gates 
with same level of latency, which already explained in [3]. 

The summary of this article is as follows: 
In section 2, firstly, a brief review on the Montgomery algorithm is stated. Design 

methodology and the Montgomery algorithms were presented in sections 3 and 4, 
respectively. Consecutively bit serial architectural design and the modified bit serial 
architectural design were explained in section 5 and 6. A comparison of our proposal 
with some others is made   in section 7. A few concluding remarks are given in 
section 8. 

2   Previous Work 

In this section, we briefly analyze some basic concept, which are used throughout this 
article. We mainly concentrate on Montgomery algorithm and the bit serial Montgomery 
architectural design. Then, we consider the previous work of [2] error detection in 
Montgomery algorithm over GF (2m). 

2.1   Montgomery Algorithm 

In arithmetic computation, Montgomery is an algorithm introduced in 1985 by peter 
Montgomery, this algorithm allows modular arithmetic to be performed efficiently 
when the modulus is large. A single application of the Montgomery algorithm is faster 
than “naïve” modular multiplication [15]. 
 

C= a x b mod n 
C=a mod n 
C=b mod n 
 
The new modified bit serial architecture has all the capabilities of original 

architecture, but provides the better complexity for the hackers, who are willing to hack 
the system through power analysis. The reason for this complexity is in this new 
modified algorithm; all devices are interacted and implemented through logic gates. 
Each and every logic gates have a specific power value. Here we added logic gates such 
as NOT, AND, OR etc., in this modified bit-serial Montgomery algorithm. We include 
these logic gates and measure the power consumption value. It becomes tedious to trace 
out the performance of original architecture. A digit serial Montgomery multiplier 
algorithm is proposed in [11].which is based on the algorithm proposed in [5].  
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3   Design Methodology 

To improve efficiency and complexity for the hackers, this algorithm is based on logic 
gates and circuit design level with the same latency and the latch power. Algorithm 1 
shows the normal Montgomery algorithm and algorithm 2 refers the bit serial 
architectural design. Algorithm 3 illustrates the new modified Montgomery algorithm 
with architectural design. The procedure of architectural design is explained below. 

It is similar to the bit–serial Montgomery algorithm but increases the complexity 
with power values through the latch. 

 
Step 1: Take the analysis of bit-serial Montgomery algorithm with same 

latency (Algorithm 1). 
Step 2: Add the new logic gate component to the architectural design  
Step 3: Combine the design with (NOT) logic gate (Figure 1) 
Step 4: Simplify the table. The final architecture is shown in (Figure 2) and 

the algorithm in (Algorithm3) 
 
The design methodology helps to determine the latency and complexity through 

latch for modified bit serial Montgomery architecture. At the end the execution results 
are summarized in Table 1. 

4   Montgomery Multiplier Algorithm 

Montgomery multiplication is defined both in prime field GF(p) and in binary field 
GF(2n). GF(p) incorporates on number, GF(2n) incorporates on polynomial leading 
carry for arithmetic. Montgomery multiplication is defined as MonPro (a, b) =a.b. 2-n 

(mod p) 
________________________________________ 
Algorithm 1. Montgomery Multiplier Algorithm 
 
Input  A=(am-i………….a1,a0)x 

B=(bm-1………......b1,b0)x 
P=(pm-1……….P1,P0)x 
Q(x)=-p-1(x) modx1 
Output: c(x)=A(x) B(x) x-n mod P(x) 
__________________________________________ 
 
Elliptic curve based on Montgomery multiplier algorithm is an very efficient 

algorithm for security, there is no other blabbering against the elliptic curve based 
Montgomery algorithm. So many proofs were shown already in previous works. 
Algorithm 1, represents the basic polynomial based on Montgomery multiplier 
algorithm, which is purely based on polynomial aspects. Here, we incorporates four 
parameters such as A(x), B(x), C(x) and P(x). The A(x), B(x) and C(x) are the 
variables. The P(x) is the polynomial based mod property. 
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5   Bit- Serial Montgomery Algorithm 
_________________________________________ 
Algorithm 2: Bit- Serial Montgomery Algorithm 
Inputs: A, B, F(x) 
Output c= A.B.r-1 mod F(x) 
Step 1: T:=0 
Step 2: For i=0 to m-1 
Step 3: T` := T+ bi A 
Step 4: T`` := T`+t0

’ F(x) 
Step 5: T:= T``/x 
Step 6: C:=T 
______________________________________ 
 

Here, the Bit- serial Montgomery represents the name of the work with the help of 
logic gates such as 2 AND & 2 XOR gates. In algorithm 2, line 4 F(x) store the mode 
value for both the algorithm 2 and 3. (T’), and (-T) denotes the basic terminology of 
temporary variable, which is used to store the logic gates values. 

 

 
Fig. 1. Fault Detection Method Based Bit Serial Montgomery Algorithm 

6   Modified Bit-Serial Montgomery Algorithm 
________________________________________________ 
Algorithm 2: Modified Bit-Serial Montgomery Algorithm 
 
Inputs: A, B, F(x) 
Output c= A.B.r-1 mod F(x) 
Step 1: T:=0 
Step 2: For i=0 to m-1 
Step 3: T` := T+ bi A 
Step 4: T` := T`(-T`) 
Step 5: T``:= T`+t0

` F(x) 
Step 6: T:= T``/x 
Step 7: T``= T”(-T``) 
Step 8: C:=T  
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Fig. 2. Fault Detection Method Based Modified Bit Serial Montgomery Algorithm 

 
The Modified algorithm fully loaded with latches and their logic gates. In 

algorithm 3, line 4, we can add the T (-T) as normal inverse process, which totally 
change the environment. After this change had been applied, another NOT gate is 
added to the same algorithm 3, line 7. It makes the changes in the previous 
environment. 

7   Comparison and Discussion 

In this discussion, 
The two different architectures were compared, while executing the events through 

the combinational and sequential circuits through latches. Here we verified these 
architectures by using logical designs. The latch critical path delay and latency are 
compared in table [1].  

To evaluate the improvement of the new modified architecture, we consider the 
time redundancy based on fault detection algorithm explained through the flowchart 
(based on Montgomery Algorithm). 

 
H=hm-1 x m-1 +….+h1x+h0 
xm= fm-1x

m-1+….f1x+1 
H.xm mod F(x) 
H.xm= (hm-1 x m-1 +….+h1x+h0) 

                  (fm-1x
m-1+….f1x+1) mod F(x) 

x-1=(xm-1+fm-1x
m-2+……+f1) 

H.x-1=(hm-1x
m-1+…..h1x+h0) 

            (xm-1+fm-1x
m-2+………f1) mod F(x) 

         = h0.(xm-1+fm-1x m-2+…..f1) mod f(x) + (hm-1x
m-2+h1x+h1) 

         =h0(xm-1)+(h0fm-1x
m-2+hm-1)x

m-2+h0(f1+h1)…………………………7 
 
The time complexity and the area complexity of the finite filed multiplication are 

o(m2) and o(log 2 m).Note that [2] includes three of these multiplications, where two 
of them are in series in the critical path. 

The area of complexity of (7) o(m) and its constant time is TA+TX. The 
multiplication of H(x) mod F(x) before comparison has the same area and complexities.  
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The modified architecture significantly reduces the area and time complexities of the 
error detection scheme [2].our modified architecture has the same capacity, while it has 
lower time and the complexities due to the Not gate performance. Now, we consider the 
bit-serial architecture as depicted in Fig 2, the modified bit serial architecture  has the 
critical path of 2(TA+TX+TN) and the latency of m clock cycles. 

Error detection in bit serial Montgomery multiplier over GF (2m) are given below, 

 
Table 1. Comparison between the Bit-serial Architecture, and Modified Bit-serial architecture 

 
Architecture

#AND
#XOR #NOT #Latch Critical path

Delay
Latency

Bit- Serial
Montgomery
Multiplier

2m-1 2m-1 - 2m 2(TA+TX) M

Modified Bit-
serial
Montgomery
Multiplier

2m-1 2m-1 2m-1 2m 2(TA+TX+TN) M

 
 

 
It can be seen that 2 XOR and 2 AND gates are used. And the latch and the latency 

value is equivalent to the latency even after adding one logical NOT gate. 

8   Conclusion 

In this article, we have considered error detection in Montgomery multiplication over 
binary extension fields. A new modified error detection technique is a bit-serial 
Montgomery over GF (2m) in elliptic curve field. We proved that our modified 
Montgomery architecture results in table [2] significantly produce the variation 
between the previously published algorithms. These modified architectures reduce the 
time and overheads for Montgomery multipliers. Especially it incorporates the logic 
gates in design phase. It increases the performance and makes it more complex and 
tedious for hackers’ to break this architecture with consistent latency value. Besides, it 
also derives a polynomial based complex equation from the elliptic curve  through 
modified bit-serial Montgomery architecture over GF (2m).Using a new Montgomery 
factors, we have proposed a modified bit-serial Montgomery multipliers, which is 
faster than the previously published Montgomery multipliers. 
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Abstract. The medium term hydropower scheduling (MTHS) problem involves 
an attempt to determine, for each time stage of the planning period, the amount 
of generation at each hydro plant which will maximize the expected future 
benefits throughout the planning period, while respecting plant operational 
constraints. Besides, it is important to emphasize that this decision-making has 
been done based mainly on inflow earliness knowledge. To perform the forecast 
of a determinate basin, it is possible to use some intelligent computational 
approaches. In this paper one considers the Dynamic Programming (DP) with 
the inflows given by their average values, thus turning the problem into a 
deterministic one which the solution can be obtained by deterministic DP 
(DDP). The performance of the DDP technique in the MTHS problem was 
assessed by simulation using the ensemble prediction models. Features and 
sensitivities of these models are discussed. 

Keywords: Medium Term Hydropower Scheduling, Dynamic Programming, 
Inflow Forecast, Artificial Intelligence, Predictive Models, Ensembles. 

1   Introduction 

The medium term hydrothermal scheduling (MTHS) problem is quite complex due to 
some of their characteristics, specially the randomness of inflows 1, 3. For the case of 
single reservoir systems, stochastic dynamic programming (SDP) models have been 
widely suggested as a proper technique to solve MTHS due to its ability to handle 
stochastic inflows and nonlinear relations. Alternatives to stochastic models for 
MTHS can be developed through operational policies based on deterministic models. 
The advantage of such approaches is their ability to handle multiple reservoir systems 
without the need of any modeling manipulation. 

Deterministic models assume that the future inflows are known along the planning 
period and determine the set of discharge and spillage decisions that will correspond 
to the optimal reservoir evolution for that pre-established inflow sequence 7. The 
optimization process is based on a previous knowledge of the future possibilities and 
its consequences, satisfying the Bellman optimality principle. Thus, the total optimal 
operation cost from stage t until the end of the planning period is obtained as the one 
that minimizes the sum of the present cost at stage t with the optimal future cost for 
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the remaining stages, which were previously determined. Therefore, the solution by 
Deterministic Dynamic Programming (DDP) is performed by the backward resolution 
of the following recursive equation at each stage.  

To perform the forecast of a determinate basin, it is possible to use some 
computational approaches, such as: Neural Networks, Autoregressive Models, 
Genetic Programming, Neuro-Fuzzy Logic, and others, largely used to building 
models to solve time series forecasting problems [4] and [8]. In this paper, the inflow 
forecasting will be made using the ensemble technique. This approach was chosen 
because the ensemble was computed with the information from several forecasters 
combined into a single forecast. This strategy usually makes the prediction of the 
ensemble better than the individual forecasting thus, increasing the accuracy in 
obtaining the predictions.  

Many papers have been done in investigating why and how an ensemble of 
learning machines works. The basic motivation is to find proper mechanisms for 
exploiting, instead of ignoring, the information constructed by each component 
throughout its learning process, in such a way as to produce a final model containing 
the best of each individual capability generated.  

In this paper, the inflow predictions performed by ensemble were used in the 
simulation of the operational policies of DDP and its results are compared with 
predictions obtained by conventional models (based on individual predictors). In the 
results we can see that the costs were lower with results were obtained with the 
forecasts of the ensemble, thus these technique showed superior results if compared to 
model DDP fed inflows provided via traditional forecasting models. 

This paper intends to be a contribution to the question of what kind of model would 
be more suitable for MTHS problems. The deterministic dynamic programming 
approach is implemented and compared on single hydro plant systems. Two different 
hydro plants located in different river basins in Brazil have been selected for the case 
studies performed. This paper is organized as follows: Section 2 describes the 
deterministic model used to solve the MTHS. In section 3 the forecasting methodology 
is described. Section 4 presents an application of the ensemble model in monthly inflow 
forecasting.  Section 5 presents the case studies performed and section 6 states the 
conclusions. 

2   Deterministic Model 

For systems comprising a single hydro plant, the deterministic version of the MTHS 
can be formulated as the following nonlinear programming problem: 
 

∑
−

=

−
1

1

)(min
T

t
ttt GhDψ (1)  Subject to: 

tqhkGh tltt ∀= ..  (2) txxx ttt ∀≤≤        (6) 

tpcuxh ttlt ∀−−= )()( θφ      (3) tuuu ttt ∀≤≤       (7) 

tuyxx tttt ∀−+= − γ)(1     (4) thqqq ltttt
∀≤≤ )(        (8) 

tsqu ttt ∀+=  (5) tst ∀≥ 0  (9) 
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where, t  is the index of the time interval (month); T  is the number of time intervals 

in the optimization period; tψ is the cost function associated with non-hydraulic 

complementary generation at interval t (in $); Ght is the total hydro generation at 
interval t (in MW); Dt is the load demand at interval t (in average MW); xt is the water 

storage at the end of interval t (in hm3); tx , tx  are bounds on minimum and 

maximum storage at interval t; ut is the water  release from the reservoir at interval t  

(in m3/s); tu , tu  are bounds on minimum and maximum water release from the 

reservoir at interval t; qt is the water discharge through the turbines at interval t (in 

m3/s); 
t

q , tq  are bounds on minimum and maximum water discharge at interval t; st 

is the water spillage from the reservoir at interval t (in hm3); k is a constant factor 
representing the product of water density, gravity acceleration and average 

turbine/generator efficiency (in msmMW )/( 3 ); iφ is the forebay elevation function 

(in m); iθ  is the tailrace elevation function (in m); pc is the average penstock head 

loss of the hydro plant (in m); yt is the incremental water inflow into the reservoir at 
interval t (in m3/s) and γ  is a constant factor that converts flow from (m3/s) into 

(hm3/month); 

The operational cost tψ  represents the minimum cost of non-hydraulic 

complementary generation, such as, thermoelectric generation, imported from 
neighboring systems, or even load shortage. This cost is obtained by an economic 
dispatch and, as consequence, is a convex decreasing function of total hydro 
generation Ght for a given system load demand Dt. 

Hydro generation at interval t, represented by (2), is a nonlinear function of the 
water storage in the reservoir, the water discharge through the turbines and the water 
spillage from the reservoir.  Equality constraints in (4) represent the water balance in 
the reservoir, where terms such as evaporation and infiltration have not been 
considered for the sake of simplicity. Lower and upper bounds on variables, 
expressed by constraints (6)-(9) are imposed by the physical operational constraints of 
hydro plants, as well as the constraints associated with multiple uses of water. 

2.1   Deterministic Dynamic Programming 

Deterministic models assume that the future inflows are known along the planning 
period and determine the set of discharge and spillage decisions that will correspond 
to the optimal reservoir evolution for that pre-established inflow sequence. 

Deterministic Dynamic Programming (DDP) 5-[6] can be used to solve problem 

(1)-(9) assuming for instance the future inflows given by their expected values ty . 

The optimization problem is divided into stages and at each stage the optimal control 
variable is chosen in order to minimize the cost function for each state of the system. 
The state variable is represented by the reservoir storage and the control variables by 
the water discharge and spillage.  
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The optimization process is based on a previous knowledge of the future 
possibilities and its consequences, satisfying the Bellman optimality principle 2. Thus, 
the total optimal operation cost from stage t until the end of the planning period is 
obtained as the one that minimizes the sum of the present cost at stage t with the 
optimal future cost for the remaining stages, which were previously determined. 
Therefore, the solution by DDP is performed by the backward resolution of the 
following recursive equation at each stage: 

 

{ }fp
q

tt CCx
t

+=−− min)( 11α  (10) )( ttf xC α=                   (12) 

)( tttp GhDC −=ψ      (11) γ)(1 tttt qyxx −+= −  (13) 

 
Note that the decision variable is the discharge qt since the spillage st works as a 

slack variable that is different from zero only when is not possible to increase the 
discharge and store the excess of water. The solution process starts at the final stage T 

where the cost )( TT xα  is supposed to be known. If not, the horizon can be extended 

in order to allow the adoption of a null terminal cost function with no influence on the 
solution over the planning period. The resolution goes back until the initial stage t=0 
according to the recursive equation (10)-(13), where Cp is the present cost at stage t 
and Cf is the optimal future cost from the end of that stage until the end of the 
planning period.  By this way, the decision rule in a DDP operation policy is given by 
decision tables witch provide optimal water discharge and the operational cost for 
each possible discrete state of the system, considering the inflows given by their 
average values. 

3   Intelligent Forecasting Model 

The forecasting methodology used in this paper is based on the technique of combining 
predictors, also known as ensemble. The goal is to use ensemble techniques for 
obtaining accurate forecasts and less variability in the historical inflow and with these 
predictions is possible to obtain reliable simulations for the hydrothermal planning. 

3.1   Ensembles 

The term “ensemble” is commonly used for the combination of a set of learning 
machines (hereafter referred to as components, models or predictors) that provides 
isolated solutions to the same task, generally obtained from different means (e.g., by 
employing different machine learning paradigms such as ANNs, decision trees, etc.) 
13, 14 and 15. As pointed out by Sharkey [16], “combining a set of imperfect 
predictors can be thought of as a way of managing the recognized limitations of the 
individual predictors; each component is known to make errors, but they are 
combined in such a way as to minimize the effect of these errors”. 

In the construction process of an ensemble, there are three basic steps: generation of 
many different candidates to components, selection of components, and combination of  
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their results. To implement this methodology, usually three data sets are needed: a data 
set for generating the candidates to components, another for selecting them, and yet 
another one to test the ensemble’s performance. After generating several candidates to 
components, the selection of the best subset of those components is fulfilled. Generally, 
this selection is made aiming at decreasing the generalization error. The remaining step 
to construct an ensemble is to combine the components. In other words, the outputs of 
the selected components must be someway combined to generate a unique output for the 
ensemble. In what follows, additional details are provided concerning the design 
procedure adopted in this paper for ensembles. In order to solve the load forecasting 
problem, one adopts as candidates to compose an ensemble neural networks model, 
more specifically multilayer perceptrons neural networks and symbolic regression based 
on genetic programming. 

Multilayer Perceptrons (MLPs): MLP architectures are known as the most frequently 
adopted neural network models for regression tasks. An MLP consists of n inputs 
nodes, h hidden layer nodes, and m output nodes connected in a feed-forward fashion 
via multiplicative weights that can be arranged in a weight matrix W. The MLP must 
be trained with historical data to find the appropriate values for the elements in matrix 
W, given the number of neurons in the hidden layer. In this paper, the learning 
algorithm employed is the well-known error back-propagation. 

Genetic Programming and Symbolic Regression (GP): In conventional regression, 
one has to decide on the approximation function (can be an n-degree polynomial, non-
polynomial, or a combination of both) and try to find the coefficients of this selected 
function. Constructing an approximation function can be a hard task. There is another 
form of regression called “symbolic regression” where, the aim is to find out a 
symbolic representation of a model, instead of only searching for coefficients of a 
predefined model. Genetic programming (GP) method introduced by Koza [17]  can 
be used for the symbolic regression problem. GP searches for the model and 
coefficients of the model at the same time. In GP, individuals are represented as trees. 
Elements of the trees are functions and terminals. Terminals are the variables and the 
functions are operations applied to these variables forming the model together. 
Genetic programming is an iterative method and the first step in the genetic 
programming algorithm is the generation of an initial population either by using 
random compositions of the functions and terminals or by using a predefined strategy. 
In the next step, the termination condition is checked [18]. If the termination 
condition is reached, the process is ended and best result so far is reported. 

Generation of the components: The main purpose of an ensemble is to provide 
performance improvement, which is obtained when a few requirements are satisfied 
by the candidates to components. However, the generation of components is still the 
most relevant and the most demanding phase of the whole design process. Here, the 
objective of the generation of components is to synthesize ANN’s and GP’s with good 
individual performance and outputs as dissimilar as possible.  

 Selection of Components: In this phase, the candidates already implemented are 
considered interesting according to their individual good performance and diversity. 
However, there is no theoretical foundation that can guarantee that those components 
will contribute positively; it is just an empirical conclusion. After generating the 
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components, it is possible to select the best by assigning an individual performance 
criteria to each component, based on the correlation indices and error rates, choosing 
only the n best or until some stopping condition is satisfied. 

In this work, one considers the same technique proposed in 9, where the 
components are ordered according to their mean square error (MSE). The 10 
components that present a better performance when according to the performance of 
the best one are selected. This number was chosen based on experimental results with 
trial and test process. 

The combined forecasting model: The idea of using a combined forecasting model is 
not recent. Since the pioneering works of Reid 10 and of Bates and Granger 11, 
several attempts have been conducted to indicate that a combination of forecasts often 
outperforms the forecasts obtained from a single source. 

The main problem when combining forecasts can be described as follows. Suppose 

there are r forecasts such as )(ˆ,),(ˆ),(ˆ 21 tytyty r… . The point is how to combine 

these different forecasts into a single forecaster )(ˆ tyag , which is intended to be a 

more accurate one. The general form of the model for such combination is defined as: 

∑
=

=
r

i
iiag ywy

1

ˆˆ                                                            (14) 

where iw  denotes the assigned weight of )(ˆ tyi .  

There are a variety of methods available to determine the weights used in the 
combined forecasts. First of all, the equal weights method, which uses an arithmetic 
average of the individual forecasts, is a relatively easy and robust method. However, 
since the components are diverse in terms of behavior and average performance, in 
practice a simple average may not be the best technique to use 12. In this work, one 
uses four strategies for the combination of individual forecasts. Table 1 presents the 
equations (A to D) that were used to combine the values of the predictions and find 
the forecast ensemble. 

 
Table 1. Metrics for combining the results. 
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where Yi is the forecasting of the predictor i, n is the total number of predictors, AM is 
the arithmetic mean, PM is the pondered mean, GM is the geometric mean and QM is 
the quadratic mean of the individual forecasts. 

4   Application of the Ensemble Model Inflow Forecasting 

The proposed ensemble model was configured using several ANN’s and GP’s 
predictors, calibrated with different configurations. The ensemble was divided in 
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three stages: generating and training the components, validating and selecting the 
components, and combining and predicting. The application involves short-term load 
forecasting. To determine the inflow of the next month an adjustment of the models is 
accomplished to deal with every month of the year on step ahead. Thus, for each time 
interval an individual forecasting model is adjusted. So, 12 forecasts will be 
accomplished for each component of the ensemble, aiming at obtaining the prediction 
of the whole inflow demand for each month of the year. 

To create a forecast component from any one technique, one needs to select the 
parameters and information to adjust the component. One of the difficulties is that 
each forecasting technique has distinct characteristics and parameters that should be 
explored to find the combination of the best results. The choice of parameters is 
associated with the type of prediction model (ANN, GP, Autoregressive, and others) 
and the choice of inputs is related to the degree of correlation between inflows. 

To create the forecast components uncorrelated, and increase the capacity of 
generalization of the ensemble, it was set random values for the parameters of each 
model. Tables 3 and 4 show the ranges of selection for each type of component, ANN 
and GP. These parameters were selected to create and configure the ensemble 
components. 

 
Table 2. Set of  parametrers ANN. 

N. of input Patterns [20 – 65] 
N. of Lags [5 – 12] 

N.  of Hidden Layers [3 – 4] 
N. of Neurons [9 – 10] 
Learning rate [1.0 – 2.0] 

Momentun rate [0.4 - 0.6] 
Activation Funcion [tanh,logsig]  

Table 3. Set of  parametrers GP. 

N. of input Patterns [ 20 – 65 ] 
N. of Lags [ 5 – 12 ] 

Math Operators [ +, -, *, / ] 
Type of Mutations [ M1, M2, M3, M4 ]  

 
The selection of the best forecast components is based on the variation of the 

parameters previously defined. Five hundred prediction components are generated for 
each technique and the ten better are used in the ensemble forecasting. The inflow 
forecasted by the ensemble was estimated based on equations presented in Table 1. In 
this case, n represents the total number of components which is always assumed as 
10. The number of components used to compose the ensemble was defined from 
empirical testing in a process of trial and error. 

5   Results 

The hydro plants were chosen for the case studies: Furnas in the Grande River, 
located in the southeastern region of Brazil; and Sobradinho in the São Francisco 
River, located in the northeastern region of Brazil. Some relevant information about 
these hydro plants is shown in Table 5. In order to get equilibrated hydrothermal 
systems, the thermal plant capacity, in MW, was considered equal to the installed 
capacity of the hydro plants, and the load demand was assumed constant and equal to 
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half the installed capacity of the systems. The operational cost tψ  was given by the 

following quadratic function:  

2)(02.0 ttt GhD −=ψ                                 (15) 

Table 4. Hydro plant operational data. 

Hydro Plant Installed Capacity 
(MW) 

Storage Capacity (hm3) Discharge min/max (m3/s) 

Furnas 1312 17217 211 / 1624,3 
Sobradinho 1050 28669 713 / 4226,2 

 
The control policies were implemented and simulated in a monthly basis 

throughout the inflow historical sequence, which in this case begins in 1931. All the 
constraints presented in the formulation of the optimization problem have been 
considered in the simulation. The discretization adopted in the DP policy for state and 
control variables were 60 and 30, respectively. Tables 6 summarizes the simulation 
results for Furnas and Sobradinho hydro plants, respectively, in terms of average and 
standard deviation values of generation, and average operational cost. The results 
presents the simulation results obtained using the historical inflow, best forecasting 
individual component and the four ensembles performed during the decade of 50 (dry 
period). 

Table 5. Simulation results for Furnas and Sobradinho hydro plant during the 50s. 

Generation 
(MW)

Cost ($) 

Average Std. Dev. Average

Historical 668.99 153.38 8.73e+003

Component 0 672.08 153.50 8.65e+03

E
ns

en
bl

es
 AM 673.92 138.71 8.52e+03

PM 673.81 147.24 8.57e+03

QM 687.35 144.99 8.22e+03

GM 659.87 135.17 8.86e+03

Generation 
(MW)

Cost ($) 

Average Std. Dev. Average 

Historical 580.46 199.46 5.19e+03

Component 0 564.07 199.76 5.51e+03

E
ns

en
bl

es
 AM 589.24 189.96 4.96e+03

PM 583.30 190.06 5.07e+03

QM 598.24 190.52 4.80e+03

GM 580.83 190.96 5.12e+03
 

 
As one could expect the better performance for Furnas and Sobradinho hydro 

plants are associated to the ensemble models, due to its sophisticated forecasting 
inflow modeling. The quadratic mean ensemble approach furnished the better results 
in terms of generation and operational cost.  For both case studies the historical inflow 
records provide higher standard deviation associated to the generation, once the DP 
considers the inflow records average.  

In the best situation for decade of 50 the minimum operational cost for Furnas and 
Sobradinho, respectively, were  $ 8.22e+03 and $ 4.80e+03. The same conclusion 
behavior occurs if one compares the hydro power generation, but in this case, one 
considers the higher amount obtained from the simulation results. 
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Fig 1 show the water reservoir storage trajectory obtained with the simulation to 
ilustrate the performance of the best individual component, the best ensemble and the 
worst ensemble, for Furnas and Sobradinho hydro plants during the 70s. Overall, for 
both hydro plants considered the forecasting ensemble models are more cost efective 
than the individual ones. 
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Fig. 1. Storage trajectory of Furnas and Sobradinho during the 70s. 

6   Conclusions 

This work has analyzed the performance of intelligent forecasting models for medium 
term hydrothermal scheduling. A deterministic dynamic programming model that 
determines the decision variables assuming the future inflows given by average values 
was considered in optimization. 

In order to concentrate the analysis on the individual aspects of each hydro plant, 
the performance comparisons were performed for systems composed of a single hydro 
plant. The numerical results were obtained through simulation using historical inflow 
records and the inflows given by several inflow forecasting. Two hydro plants located 
in different river basins in Brazil were selected for the case studies and two different 
decades were considered to evaluate the performance of the ensemble models. The 
simulation results have shown that inflow forecasting approaches using ensemble 
models have provided higher performance, especially with respect to the operational 
cost and hydro generation. Summarizing, the simulation using some intelligent 
computational approaches presented improvement in the average hydro generation, 
since the goal of the MTHS is to minimize the total operational cost. Even 
considering critical periods the ensemble models had a coherent performance. 
Therefore, one can conclude that the ensemble models are more attractive than the 
individual forecasting ones. 
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Abstract. To improve the completed number of grid tasks, grid resource 
scheduling algorithm MCSA (Multi-attribute Constraints Scheduling Algorithm) 
was proposed. The accomplished process of grid resource scheduling algorithm 
was transformed multi-attribute constraints, according to the parametric resource 
information, task information and the thought of parameter sweep scheduling 
algorithm. Classifying different task weight value according to the priority of 
tasks and the given task weigh value by simulation experiment results. Scheduling 
algorithm MCSA were simulated by the GridSim toolkits according to different 
conditions, which show that algorithm MCSA is effective and stable in solving 
such kind of issues. 

Keywords: Multi-attribute constraints, grid resource scheduling, task weight, 
GridSim.  

1   Introduction 

Grid task scheduling is important research direction in the field of grid computing[1]. 
It has been proved that the task scheduling is NP problem, according to researching 
the traditional task scheduling problem. Therefore, studying task scheduling 
algorithm, that is to find the approximate optimal solution usually. At present, the 
study of resource scheduling algorithm, different institutions broadly focus on three 
areas: the use of economic/market model scheduling algorithm[2-3], QoS-based 
scheduling algorithm[4-5], and based on the trust model scheduling algorithm[6-7]. 
QoS-based scheduling algorithm is to meet the demand the degree of resource 
consideration, and the present study focus on single or multi-QoS constraints, which 
can not satisfy the user's QoS demand without task attributes in the environment of 
grid system. 

In this paper, the goal is to improve the efficiency of scheduling problem by 
integrating multi-QoS attribute constraints with task attributes, the proposed resource 
scheduling algorithm not only take into account the QoS requirements of the resource 
itself, but also fully integrated with the user's QoS constraints on the tasks. 
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2   The Description of Algorithm MCSA Based on Multi-QoS 
Attribute Constraints 

In this paper, the set of resources R is defined as a local grid, and ignores the network 
topology of grid system, and assumes the resource nodes are all connected. The 
Reason for using this scheme is to research the key issues on the design and 
implementation of scheduling algorithm, to maximize avoid the impact because of the 
complexity of network topology. 

Given the currently available resources in grid system is m, the grid resource 
collection R = {R1, R2, ..., Rm}, where resources Ri = {PEs, MIPS, Bandwidth}, the 
elements of the collection represent the number of processor, the performance of the 
processor performance, and the available network bandwidth. The resource 
description is abstracted the heterogeneous of performance (including the processor 
and network performance) and number, which represents the grid system can mask 
the characteristics of heterogeneous hardware.  

From the user point of view, applying batch scheduling mode and parameters of 
scan task types as a scheduling algorithm in this paper. Defined a set of scheduled 
tasks: Gridlets = {j1, j2, ..., jm}, which represents a scheduled task ji, and ji = 
{Length, MIPS, Bandwidth, Deadline}. The meaning of parameter is the length of the 
grid task, users deadlines demand, the demand for bandwidth, and processing power 
of CPU MIPS Respectively.  

To take full account of QoS parameters, in the resource management process, not 
only analyzes its qualitative, but also measure quantitatively the QoS parameters for 
the task scheduling algorithm. Some parameters for the resource can not be given 
directly to the quantitative value of their specific needs calculated by the 
corresponding value, therefore, quantization parameter is defined as follows: 

 
1)   Execution time = Computation time + transmission time.  
2)   Computation time = Computational tasks / CPU speed.  
3)   Ttransmission time = Data Size / network bandwidth. 

3   Design Algorithm MCSA Based on Multi-attribute Constraints 

3.1   The Design Idea of MCSA 

MCSA scheduling algorithm is considering the Deadline of gridlets, CPU speed and 
task demands on network bandwidth constraints when send tasks. Given Q1 = a×D + 
b×B + c×C, where D, B and C describe the task deadline, the network bandwidth 
limitations of task and CPU rate respectively.  

The coefficient a, b and c indicate that the task requirements degree of three 
constraints. According to The demands of the user tasks, and supposing user QoS 
demands are as follows by simulation experiment : a> = 0.8 or b> = 0.8 or c> = 0.8 is 
the urgent task, a> = 0.6 or b> = 0.6 or c> = 0.6 is relative urgent task, a> = 0.3 or  
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b> = 0.3 or c> = 0.3 is general requirement task, the remaining task is the required 
minimum. Scheduling algorithm takes into account the different tasks which demand 
different resources in the implementation of grid system. Therefore, dividing into four 
different set of tasks according to the task scheduling order, which is based on weight 
value w = a + b + c. 

3.2   The Design and Implementation of MCSA 

MCSA grid task scheduling algorithm divides task weight into four sets, according to 
the batch scheduling tasks of the difference degree demands. Setting its weight value 
from 0 to 1, a certain value based on deadline of gridlets, CPU or network bandwidth 
requirements. 0.8, 0.6 and 0.3, respectively, as the cutoff value, the task set is divided 
into four tasks. In each task, the use of deadline of gridlets for each task, the execution 
time of each task to do pre-judge, considering the task of deadline, bandwidth and 
CPU speed will be part of the three constraint information to filter out impossible 
task, which to increase the number of tasks performed, reduce user waiting time.  

In MCSA algorithms, the matching goal of scheduling tasks and resources is that 
resources not only meet the bandwidth needs which make the task sent to the resource 
node implementation as soon as possible, but also allocate as far as possible high CPU 
resources to the urgent scheduling task be completed on schedule, in order to obtain a 
relatively satisfactory scheduling results. Its computational complexity is O (m + n) 
by analyzing the MCSA scheduling algorithm. 

4   Simulation Results and Analyse of Algorithm MCSA 

4.1   Scheduling Environment 

To make simulation results of scheduling algorithm in a simulated grid environment 
more general, three task scheduling algorithms are compared and realized, namely, 
the traditional Min-min scheduling algorithm� Senior scheduling algorithm and 
MCSA scheduling algorithm. 

In the implementation of the grid tasks simulation, applying the Gridsim random 
function packet, using a random number generator to produce four parameters, 
namely, the length of task, deadlines of gridlets, the task required network bandwidth 
and CPU rate, and resulting in a schedule grid task set. Task list was used in the 
experimental as shown in table 1. 

Using Visual Modeler tool provided by the GridSim toolkit to generate a set of grid 
resources, including 8 of heterogeneous resources in the cluster nodes. Quantity and 
performance from the PE, and network bandwidth resources on the node, there are 
differences, thus resources and other characteristics of heterogeneous structure are 
well simulated in the environment of the grid. Consisted different tasks as a unit of a 
collection, and doing a number of groups scheduling simulation in this paper. 
Resource list was used in the experimental as shown in table 2. 
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Table 1. A batch of tasks 

No. Deadline Bandwidth Length CPU 

0 9.706675638311683 54.98297124326032 1174.297 540 178 687 233 

1 9.82004527440799 101.32586151541636 4791.087 220 126 449 380 

2 5.578956579513086 153.72984814664105 3248.908 429 470 724 106 
3 0.3148195783467722 182.17754377985864 4372.500 952 280 463 328 
4 3.997217728848441 24.305933734250228 3041.310 064 799 452 249 
5 3.47085154282879 90.66610517439469 4743.838 802 205 148 376 
6 9.305426483591496 141.4120303214384 1301.325 262 986 264 279 
7 0.7553418365431652 104.48128124132938 922.243 577 334 646 5 326 
8 1.3861841546486864 90.8609128920165 2853.890 094 115 909 427 
9 5.97774768433705 100.39378563797914 104.230 032 867 889 1 338 
10 7.423754857807951 30.11349544940296 4572.925 396 242 926 415 
11 1.5143863452802775 142.1295454501374 4152.901 129 104 048 428 
12 6.50744851245854 36.26355204858671 335.123 641 668 939 6 432 
13 8.361166575349264 117.42944600873653 299.271 517 879 684 5 277 

Table 2. List of simulated resources 

Name PEs MIPSperPE Bandwidth 

R0 4 823 501 
R1 5 617 605 
R2 6 835 852 
R3 7 917 951 
R4 3 459 759 
R5 2 552 656 
R6 5 784 597 
R7 7 1254 982 

4.2   Analyzing the Scheduling Results 

The number of task completion can be measured not only user satisfaction with the 
grid system, and is key performance indicators in the grid task scheduling system. 
Therefore, the number of task completion is tested by using the proposed algorithm 
MCSA. Experimental data from multiple data records, choosing the relevant data and 
averaging them, the experimental results obtained, Comparing the traditional Min-min 
scheduling algorithm[8], Senior algoritm[9] with MCSA algorithm which is shown in 
figure 4-1. 

We choose different coefficient value to verify the effect of classifying task weight 
value. In this paper, the task execution time and task completed number were tested 
according to the given differnet value of a, b and c .The results shown in figure 2 and 
figure 3. 
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Fig. 1. Scheduling results of the different task sets 
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Fig. 2. Completed task number by calssifying different task weight value 
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Fig. 3. Scheduling results of the different task classification in different deadline 
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It is knows form Figure 2 and figure 3, with refining the QoS constraint and 
combining the prediction mechanism in the scheduling process, submitting task to the 
task queue has been executed according the order of task weight, and classifying the 
task weight value is able to achieve prospective scheduling results. 

5   Conclusion 

QoS is a key factor in grid resource scheduling. In this paper, grid scheduling 
resources and tasks are given in the form of description.On the basis of multiple QoS 
constraints and task weight basis, respectively, from CPU speed, deadlines, and 
network bandwidth of three to consider proposed multi-attribute constrained resource 
scheduling algorithm MCSA. The tasks will be submitted to the different collection 
based on different weights, and integrating refined QoS parameters with classifying 
task weight value by experiment testing data, which the more tasks can be completed 
within the deadline. We use GridSim simulation tools to verify the MCSA scheduling 
algorithm in multi-constraint scheduling model for effectiveness and stability. 
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Abstract. The improve of the relay control system according to the original mine 
compressors determine the programmable logic controller (PLC) as the core of the 
compressors control system. Detection and control the compressors through the 
collection of sensors, pressure, temperature, vibration, voltage and power factor, 
current signal processing and analysis. On-site monitoring use human-machine 
interface, PC use configuration software for remote monitoring, Design and 
finished mine compressor control system installation and commissioning. 

Keywords: Mine compressors, Programmable logic controller(PLC), Human-
machine interface, Configuration software. 

1   Introduction 

Along with the coal mine modernization development, the mine is getting higher and 
higher to the mine equipment request, to construct the essence secure mine has 
become the core of the coal mine production construction. Originally, the pine tree 
coal mine ground compressors stands uses relay control system to carry on the control 
to three air compressors, three air compressors are all the single screw rod type 
compressors, and all use the fashion of Y-△ and reduct voltage to start, each air 
compressor uses a start cabinet to start or stop the control respectively, and they all 
need to control artificially.  

The control circuit which builds with the relay has the defect of reliability badly, 
not easy to maintain and not easy to monitor, it has not been able to adapt the current 
request. Now the urgent need is reliability high, easy to maintain, easy to operate, 
may to monitor, and the price is not high, such controller replaces the circuit which 
builds with the relay. Along with the electronic technology, the software technique, 
the control technology swift development, PLC develops swiftly and violently, the 
performance is very high, the price is more reasonable and it have a very big 
superiority to compared with the control circuit which builds with the relay. 
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2   Overall Design 

The mine compressor control system take PLC as the control core, uses three 
collection and distribution type structural frame, PLC obtains the signal such as the 
pressure, the temperature, the vibration, the voltage, the electric current as well as the 
switch quantity condition from the compressor to through the digital quantity module 
and the simulation quantity module, and carries out the dependent program, carries on 
the logic synthesis judgment to the signal, then carries out the related instruction, like 
the starting, closing down, ultra limit warning and so on. The man-machine contact 
surface connected with the superior machine through communication way of Modbus 
which is supported by the PLC, thus achieve to each kind of data carries on the real 
time display, achieve the compressor control system's monitoring and the protection 
finally.   

3   The System Hardware Designs 

3.1   Sensor Choice 

Specific to compressors request which must control to various sensors carries on the 
comparison, the temperature examination selects the wzpj-236 integration temperature 
transmitting instrument of the PT100 series, and we use the JK series pressure 
transmitting instrument to examine the pressure, then we choose the VB-Z9500-2-1 
integration vibration transmitting instrument to carry on the examination to the electric 
motor about its vibration. The over-load protection, we select T series thermal relay to 
protect the compressors main engine as well as conditioner electric motor. The 
EDA9033A three-phase electrical parameter gathering module is selected to carry on 
the three-phase electrical parameter gathering.    

3.2   PLC Lectotype 

Regarding the switch quantity comes first, and taking partly simulation quantity 
control mine compressor supervisory system, should choose the simulation quantity 
input module which equiped with A/D transforms and has the simulation quantity 
output module which equiped with D/A transforms, matches with the corresponding 
sensor, the transmitting instrument and the drive equipment� and choose the small 
PLC which have strong operable function. When carries on the small digital 
pneumatic analogue mixed system control, the Siemens S7-200 series PLC has the 
high cost performance, enforcement is also quite convenient. Therefore we use S7-
200 series 224XP model PLC as the system CPU.   

The mine compressor supervisory system output 25 spots altogether , because 224XP 
model PLC is 14 inputs, 10 outputs. It need to carry on the digital quantity module to 
carry on the expansion, through to various digital quantity expansion module 
comparison, uses two 8 inputs, 8 outputs EM223 modules to carry on the expansion.   

The I/O analog quantity expansion module could be divided into three models 
which are EM231, EM232 and EM235SAN. The mine compressor supervisory 
system needs to carry on the examination to three compressors the simulation quantity 



 Mining Equipment Line Detection and Remote Control System Base on PLC 371 

to have the discharge temperature, the lubrication oil pressure, the exhaust pressure as 
well as the electrical machinery vibrates. Therefore altogether must examine 3 
temperature signals, 6 pressure signals as well as 3 vibration signals, separately by the 
temperature transmitting instrument, the pressure transmitting instrument as well as 
the vibration transducer send the signal into PLC, chooses 4 inputs the EM231 
simulation quantity expansion modules.  

4   The Control System Designs 

The mine compressor supervisory system may realize the following function to the 
pine tree mine's three compressors: 

 
 (1)To start the control; 
 (2)To stop the control. Including normal engine off, automatic protection urgent 
warning engine off and automatic protection delayed alarm engine off; 
 (3)To examinate the compressor each three-phase electrical parameter, including 
temperature, pressure, vibration, voltage, electric current and power factor 
examination; 
 (4) To carry on the scene monitoring through the human-machine interface; 
 (5) The superior machine carries on the long-distance monitoring through the soft 
panel. 

4.1   PLC Control System  

The PLC CPU input and output diagram is the three-phase asynchronous motor, 
which uses the star - triangle type voltage dropping starts, each compressor start 
movement needs to complete through two relay control, K1, K3, and K5, this three 
relays control three air compressor star start separately, then through K2, K4, K6 
controls three compressor angle movement again, and simultaneously controls three 
compressor start/ stop indicating lamp, and K7 relay control alarm bell. 

Expansion module power is supplied by the CPU, the output relay to supply power 
by the external connection DC24V power source. The 15 expansive switch quantities 
output distinction control export exhaust pressure excessively high indicating lamp, 
the exhaust hyperpyrexia indicating lamp, overload indicating lamp of the compressor 
main engine electric motor, overload alarm indicator lamp of the air-cooled motor and 
indicating lamp of the electric motor oversized libration. 

The system has 12 simulation quantity input altogether, no simulation quantity 
output, so the simulation quantity expansion uses three 4 inputs, 0 outputs EM231 
modules carry on the expansion, the simulation quantity input including three 
compressor export exhaust pressures, the discharge temperature, the lubrication oil 
pressure as well as the electrical machinery libration. 
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5   Control System Software Design 

5.1   Program  

PLC procedure is realized by STEP the 7-Micro/Win32 development software, it uses 
in Simens S7-200 series PLC, Siemens designed it for the S7-200 series PLC 
development specially; It is based on the Windows application software, its function 
is formidable, mainly uses for the user development control procedure, it may also 
take the real-time monitoring of user program executing state simultaneously. 

Mine compressors supervisory system must be the signal which as well as the 
switch quantity condition examines according to the digital quantity module and the 
simulation quantity module, administer the dependent program, carry on the logic 
synthesis judgment to the signal, to decide that the normal operation or the engine 
warning off, its whole control procedure flow chart as shown in Figure1. 

 

 

Fig. 1. Flow diagram of  program 

Pressure and temperature as well as the output signal of the electrical machinery 
libration are the 4~20mA electric current signals, so it needs to turn the electric 
current signal through A/D transformation the digital quantity signal. The pressure, 
the temperature and the electrical machinery libration A/D conversion formula is: 
327246998 

observed value-6400
 actual value= measuring range

32000-6400
×

 
(1) 
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Observed value--The simulation quantity signal which examined by the pressure, the 
temperature and the vibration transducer; 

Actual value-- Actual pressure, temperature and undulating quantity when the 
compressor works; 

Measuring range--Pressure, temperature, vibration transducer  measuring range.  

5.2   Human-Machine Interface Designs 

Human-machine interface mainly demonstrate the data to have compressors’ lubrication 
oil pressure (unit Kpa), the discharge temperature (unit ℃), the exhaust pressure (unit 
Kpa), the electrical machinery to vibrate (unit mm/s), the electrical machinery voltage 
(unit V), the electrical machinery electric current (unit A), whether the power factor and 
the cooling fan are normal work. After the touch screen establishment completes, it is 
connected the touch screen and PLC and the superior machine, in the touch screen has 
the corresponding connection PLC option, establishes the PLC communication 
parameter agreement which inside the communication parameter must connect then.   

5.3   Superior Machine Configurations Design   

Configuration software are the data acquisition and the process control special 
software, they are in the automatic observation system monitoring level first-level 
software platform and the development environment, can by the nimble diverse 
configuration way, but is not the programming provides the good user development 
contact surface and the simple and direct application method, its pre-establishment 
each kind of software module may achieve and completes the monitoring level each 
function easily, and can simultaneously support each kind of hardware factory the 
computer and the hardware equipment, controls the computer and the network system 
with the redundant reliable labor unifies, it may provide the software and hardware to 
the entire observation system with the complete connection, carries on the system 
integration. 

The configuration contact surface plan may use in the development system toolbox 
each item of draw functional module and the palette completes, the map storage has 
provided the massive graphic object, through transfers in the map storage the graph 
part as well as the insertion point bitmap completes each picture plan. System overall 
examine picture is shown in Figure 5, before system initiation, the picture is at the 
static condition, when after the system starts the movement, the electric motor 
indicating lamp set to red, the conditioner forced draft fan ventilator starts to revolve, 
simultaneously the data demonstration which gathers from the scene each kind of 
detecting element in the picture relevant position, the manager may through the 
parameter establishment picture to three compressors, each parameter bound carry on 
the establishment, and may pull the menu through under carries on the inquiry to the 
single compressor real-time curve and the historical curve. When the data ultra 
restricts production lives the warning, carries on the analysis and the confirmation 
after the current warning, the contact warning and carries on the elimination to the 
corresponding breakdown. 

The compressor start and stop may carry on the operation directly in the scene, 
may also carry on the long-distance operation through the superior machine 
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configuration supervisory system, simultaneously the superior machine also carried 
on the overhaul and switch operation’s setup while it is working.   

6   Conclusions 

Mine compressors control system based on PLC and configuration software has 
substituted for the original compress relay control system, it uses sensor gathering 
compressor each kind of parameter, and through PLC, Human-machine interface and 
the superior machine configuration software carried on the monitor and the control. 
PLC maintains conveniently, the movement is quick, the simplicity of operator, 
played the new role to compressors control and the aerodynamic force, raised the 
compressors control system automated level, the compressors pressed pressure, the 
temperature, the vibration, the voltage, the electric current, as well as the power factor 
was more precise, enhances the compressors security and the reliability while they are 
working. It has achieved the production requirements. 

 
Acknowledgments. The study was partially financial supported by the program 
Ministry of Education Doctor Fundation of China(20060147001); Chinese coal 
machine equipment company scientific research foundation; Liaoning technology 
university outstanding youth scientific research fund; Liaoning technology university 
mechanical engineering institute outstanding young teacher scientific research plan; 
Liaoning technology university graduate student scientific research fund; Dalian 
Science and Technology University of structure state key laboratory open fund 
(G0818). 

References 

1. Taoqi-ke, Li, Z.: The State Monitor of Air Compressor Unite Base on Configuration 
Software and PLC. Equipment Manufacturing Technology (4), 57–59 (2008) 

2. Wang, F., Chen, Y.-s., Zhang, S.-m.: Monitoring System of Coal Mine Air Compressor 
Based on PLC and Cofiguration King. Coal Mine Machinery 29(11), 176–177 (2008) 



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 375–384. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Signal Enhancement and Complex Signal Analysis of 
GPR Based on Hilbert-Huang Transform* 

De-shan Feng1,**, Cheng-shen Chen1, and Kai Yu1,2 

1 School of Geosciences and Info-Physics, Central South University, Changsha,  
410083, China 

2 Reconnaissance, Planning, Design & Research Institute, Ministry of Water Resources, 
Zhengzhou, 450003, China 

Tel.: +86−13618474853 
{fengdeshan,chenchengshen,CKYUKAI}@126.com 

Abstract. The theory of Hilbert-Huang transform and complex signal analysis 
technology are described. The EMD decomposition method is applied to 
decompose GPR forward profile, the intrinsic mode function GPR figures of 
different frequency ranges from high to low are obtained. According to 
different exploration goals, the intrinsic mode function GPR figures are 
reconstructed, thereby achieving the purpose of enhancing GPR signals. Then, 
the measured GPR profiles of traffic channel of Heimi Peak Pumped Storage 
Power Station are selected. Firstly, EMD decomposition is carried out on the 
profile to remove a part of noises, then, Hilbert-Huang transform is utilized to 
calculate the complex signal of GPR profiles, and independent instantaneous 
parameters are drawn out. According to different geological conditions 
corresponding to GPR three ‘instantaneous’ information respectively, multi-
parameters are comprehensively analyzed, the compression function of EMD 
decomposition on noise is combined to avoid interpretation bias caused by 
using single time interval profile analysis, the abnormal information can be 
better reflected, and the resolution precision of GPR data is improved. 

Keywords: ground penetrating radar, empirical mode decomposition, complex 
signal analysis, Hilbert-Huang transform, intrinsic mode function. 

1   Introduction 

Hilbert - Huang transform is a new method for analyzing nonlinear and non-stationary 
signals, which was proposed by Huang N.E.[1~2] in 1998. It mainly includes 
empirical mode decomposition and Hilbert spectral analysis, which firstly 
decomposes signals into a number of intrinsic mode functions through utilizing EMD 
method, then acts Hilbert transform on every IMF, and obtains corresponding Hilbert 
instantaneous spectrum, and the multi-scale oscillation change characteristics of 
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original signals are revealed through analyzing each component and its Hilbert 
spectrum. Hilbert-Huang transform is widely studied and applied in the fields such as 
system simulation[3], spectral data preprocessing[4], geophysics[5] and the like 
through being developed for more than ten years. Yu[6] and Xie[7] et al. applied 
Hilbert transform to convert ground penetrating radar real signal into complex signals, 
the instantaneous amplitude, instantaneous phase and instantaneous frequency 
waveform figures were extracted, and independent profiles of three parameters were 
formed, thereby improving the accuracy of radar interpretation. But they were based 
on Hilbert transform, the signals must be narrowband when Hilbert transform is used 
for calculating instantaneous parameters of signals. The GPR data often adopt 
broadband, and error physical interpretation can be caused through directly adopting 
Hilbert for calculating instantaneous parameters, such as negative frequency and the 
like. The paper firstly carries out EMD decomposition on GPR signal, thereby 
obtaining IMF components of the GPR signals, and then utilizes Hilbert transform to 
calculate GPR complex signal, three parameters of instantaneous amplitude, 
instantaneous phase and instantaneous frequency are also extracted, three independent 
profiles are formed, interpretation errors caused by using single time interval profile 
analysis can be avoided through multi-parameter waveform profile cross-referencing 
and comprehensive analysis, and the resolution precision of GPR data is improved 
while physical meaning is provided for instantaneous parameters. 

2   Empirical Mode Decomposition Principle 

Empirical mode decomposition is a key component of Hilbert-Huang transform, and 
it has three assumptions[1~2]:  
 

a. Signals to be processed at least comprise one maximum value and one 
minimum value.  

b. The time interval between the extreme points determines the characteristic 
time scale.  

c. If the data sequence only contains a turning point, the extreme point can be 
determined through calculating one stage or multi-stage derivative, and the final result 
can be obtained through quadrature.  

 
After the three assumptions are met, the empirical mode decomposition method 

believes that all signals can be made up of different intrinsic mode functions IMF, 
wherein any IMF can be linear or nonlinear. And the IMF must meet the following 
two conditions:  

 
a. As for a column of data, the number of extreme points and zero-crossing point 

must be equal or at most difference of 1 point is allowed.  
b. At any point, the average value of two envelope lines composed of local 

maximum points and minimum points should be zero. Every IMF can be considered 
as one mode function inherent in the signal. 
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Specific implementation steps of EMD can be described as the follows: setting 
signal sequence as ( )f t , first of all, finding all maxima and minima of ( )f t , 

obtaining the upper envelope line 1( )u t  and the lower envelope line 1( )v t  of ( )f t  
through cubic spline fitting, calculating the average values of the upper envelope line 
and the lower envelope line on each point, thereby obtaining one average value curve 

1( )m t , and subtracting the obtained average value from original signal ( )f t  to obtain 

one new data sequence 1( )h t :  

1 1 1

1
( ) ( ( ) ( ))

2
m t u t v t= +  . (1) 

1 1( ) ( ) ( )f t m t h t− =  . (2) 

The new data sequence 1( )h t is determined according to the IMF determinant 

conditions provided above. If 1( )h t  can not satisfy the determinant conditions, it can 

not be an IMF component sequence, thereby, the above treatment process should be 
repeated for n times, the obtained ( )kh t  can meet the determined condition of IMF, in 

the condition, ( )kh t  is (IMF) 1( )c t  of stage 1, and the component represents the 

highest frequency component in signal ( )f t . Then the 1( )c t is subtracted from the 

original signal ( )f t , and the difference signal sequence 1( )r t  after high-frequency 

part is reduced can be obtained:  

1 1( ) ( ) ( )r t f t c t= −  . (3) 

At this point, then the above steps can be repeated on 1( )r t  as raw data sequence to 

be processed, thereby obtaining the second IMF 2 ( )c t , the above operation should be 

repeated for n times, thereby obtaining n intrinsic mode function components. Of 
course, IMF can not be obtained endlessly, when ( )nr t  is turned into a constant or 

becomes a monotonic function, the operation can be stopped. Therefore, it can be 
obtained that the original signal ( )f t  can be expressed as the sum of all IMF and 

surplus:  

( ) ( ) ( )
n

i n
i

f t c t r t= +∑  . (4) 

In the formula, ( )nr t  is the resulting residual function (monotonic function), which 

represents the average trend of the signal. All IMF components reflect the 
characteristic scale of the signal, and the scale is from smallness to bigness in turn. 
Therefore, each IMF component correspondingly contains elements of different 
frequency bands from highness to lowness, which represents inherent mode 
characteristic of non-linear model, and it changes with the change of the signal itself. 
Obviously, EMD decomposition process is a "screening" process in fact, the 
decomposition is completely adaptive to the decomposed signal, which is different 
from wavelet transform which needs to pre-select wavelet bases.  
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3   Hilbert Transform Theory 

Hilbert transform can effectively and truly obtain effective information contained in 
the signal, which is essentially an all-pass filter. After the input signal ( )f t  passes 

through the filter ( )H ω , an output signal ˆ ( )f t  can be generated, if ( )H ω  has the 

following characteristics: (1) amplitude-frequency characteristics belong to all-pass 
type; (2) phase-frequency characteristic is -90 ° phase shift; both can be expressed as 
the follows after being considered uniformly:  

( )
, 0

, 0

0, 0

i

H i

ω
ω ω

ω

+ <⎧
⎪= − >⎨
⎪ =⎩

 . (5) 

Then the filter output ( )x̂ t  is called as Hilbert transform of ( )x t . Obviously, ( )x̂ t  

and ( )x t are orthogonal. Filter ( )H ω  is called as the Hilbert filter. The Hilbert 

transform of ( )f t  can be written as ˆ ( )f t  or ( )H f t⋅ . ˆ ( )f t  is defined as the follows:  

1 1 1 1 1ˆ( ) ( ) ( ) ( )f t f d f t d f t
t t

τ τ τ τ
π τ π τ π

∞ ∞

−∞ −∞

⎛ ⎞= = − = ∗⎜ ⎟−⎝ ⎠∫ ∫  . (6) 

4   Analysis Principle of Complex Signal 

Complex signal analysis is also known as analytic signal analysis, namely, relevant 
information of recording trace is directly decomposed into a processing and 
interpretation technique of instantaneous amplitude, instantaneous phase and 
instantaneous frequency in the time domain. Before complex signal analysis is carried 
out, Hilbert transform must be carried out firstly. The input signal is set as ( )x t  after 

EMD decomposition treatment, and the output signal after being filtered by the filter 
( )H ω  is ( )x̂ t . The ( )x t  and its Hilbert transform are combined to form a complex 

signal[6~7], that is 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1
ˆu t x t ix t x t ix t h t x t t i

t
δ

π
⎡ ⎤= + = + = +⎢ ⎥⎣ ⎦

 . (7) 

In the formula: ( )u t  is complex signal of ( )x t , and also known as analytical 

signal. Since ( )x t  can be decomposed into a trigonometric form, 

( ) ( ) ( )0cosx t A t t tω ϕ= +⎡ ⎤⎣ ⎦ , ( )x̂ t  is set, it also can be expressed as 

( ) ( ) ( )0ˆ sinx t A t t tω ϕ= +⎡ ⎤⎣ ⎦  (wherein 0 2 fω π= ), thereby the complex signal of 

( )x t  also can be expressed as the follows:  
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( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )0

0 0ˆ cos sin

      i t t i t

u t x t ix t A t t t iA t t t

A t e A t eω ϕ θ

ω ϕ ω ϕ
+⎡ ⎤⎣ ⎦

= + = + + +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

= =
 . (8) 

Obviously, ( )A t and ( )q t  can be changed along with time. ( )A t  is known as 

instantaneous amplitude of ( )u t ; ( ) ( )0t t tθ ω ϕ= +  is known as instantaneous phase 

of ( )u t , and the time change rate of the phase is as the follows:  

( ) ( )
0

d td
S t

dt dt

ϕθ ω= = +  . (9) 

( )S t  is the instantaneous frequency of so-called ( )u t . When the ( )tϕ  is 

unchanged or little changed, ( )' tϕ  can be regarded as zero or a constant C, that is, 

( ) 0S t Cω= +  is only related with the frequency.  

The instantaneous amplitude, instantaneous phase and instantaneous frequency can 
be calculated as follows: firstly ( )x̂ t  can be obtained through GPR recording trace 

( )x t after EMD decomposition through Hilbert transform, and then the instantaneous 

amplitude can be calculated as the follows:  

( ) ( ) ( )2 2ˆA t x t x t= +  . (10) 

It is function of time variable t, and is not related with phase ( )tθ . Instantaneous 

phase is as the follows:  

( ) ( )
( ) ( )2 2

ˆ
arcsin

ˆ

x t
t

x t x t
θ =

+
 . (11) 

or  

( ) ( )Imt Inf tθ =  . (12) 

Instantaneous frequency ( )S t  is the change rate of instantaneous phase function on 

time, namely, ( )tθ  is differentiated to obtain the follows:  

( ) ( )
( )

( )1
Im

d t df t
S t

dt f t dt

θ ⎡ ⎤
= = ⎢ ⎥

⎢ ⎥⎣ ⎦
 . (13) 

Three kinds of instantaneous information of instantaneous amplitude, instantaneous 
phase and instantaneous frequency of complex signal generally refer to a particular 
moment rather than average of one time section. The complex signal analysis of GPR 
signal recording trace ( )x t  is used for analyzing and detecting parameters such as GPR 

signal energy, frequency, phase and the like. 
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5   Radar Data Processing Instances Based on H-H Transform 

5.1   GPR Signal Reconstruction and Enhancement of EMD Decomposition 

The earth is equivalent to a complex filtering system, after radar signals pass through 
the underground, not only the amplitude is reduced sharply, but also the waveform is 
different from the original waveform due to energy attenuation and noise interference. 
How to utilize weak signals in GPR profiles to recognize anomalous bodies is very 
important. In order to enhance the intensity of weak signals, time-varying gain is 
often used for correcting signal loss caused by wave-front expansion and dielectric 
absorption to achieve the improvement of the signal identifiability. It is feasible under 
ideal condition of high signal to noise ratio, however, when the signal to noise ratio of 
GPR profiles is lower, although the method can improve the signal intensity, the noise 
intensity also can be amplified simultaneously, many unnecessary reflection signals 
can appear in the profiles, the shallow signals are saturated, in essence, the 
interpretation accuracy can not be improved. EMD decomposition is utilized to 
separate high frequency section in GPR signals from low frequency section, signals 
with relative high and low frequencies can be overlapped according to actual needs, 
thereby enhancing high and low frequency signals.  

In order to illustrate the effect of EMD which separates GPR deep and shallow 
signals and reconstructs for enhancement, the radar model is set as shown in Fig.1, 
three metal pipes are arranged on the upper portion of the concrete layer, and a 
rectangular empty area is arranged under the metal pipes. The top portion of the metal 
pipe is buried for 0.40m, the conductivity is 82.0 10× S/m.The space among the 
mental pipes is 0.20m, the metal pipe radius is 0.20m, concrete dielectric constant is 
6, the conductivity is 0.0001, rectangular empty area is 0.4m × 1.0m. 80 traces are set 
in simulation, 2048 sampling points are set on each trace, pulse waveform selects the 
Ricker wavelet, its frequency is 900 MHz, finite difference method is adopted to 
forward the model, and its forward synthesis profile is shown in Figure 2. It can be 
know through analysis of Fig.2 that the diffraction wave caused by three rounded 
steel meshes is very clear, the relatively deep rectangular abnormal body energy is 
weaker due to strong reflection shielding effect of the metal pipe and high-frequency 
radar rapid decay effect, and the rectangular zone is basically invisible under the 
condition of small gain in the forward gain profile. Fig.3 shows the intrinsic mode 
function Figure IMF1~ IMF4 obtained through decomposing original GPR forward 
profile through the use of EMD. Since EMD decomposition is a high-pass filtering 
process in fact, the high frequency components in the decomposition process of 
signals are slowly filtered, the low frequency signals separated subsequently rightly 
correspond to the anomaly features caused by abnormal body on the lower layer. 
Fig.3(a)~(b) refer to two front IMF components obtained after decomposing the 
original signal, steel bar abnormity can be prominently observed from the figure. 
Fig.3(c) shows that the IMF3 is obtained through decomposition, and weak abnormal 
signals are generated on the escaping zone position on the deep portion; Fig.3 (d) 
shows that the IMF4 is obtained through decomposition, and the escaping abnormity 
in the deep portion is prominently reflected.The effective parts of GPR signals are 
basically separated, thereby it belongs to deep and shallow part abnormal body figure 
and can not be reflected, the subsequent IMF components are not listed. 
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Fig. 1. Sketch map of radar model Fig. 2. Finite difference method radar forward 
profile 

 
 

       
               (a) IMF1 decomposed by EMD                             (b) EMF2 decomposed by EMD 
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        (c) MF3 decomposed by EMD                               (d)EMF4 decomposed by EMD 
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Fig. 3. IMF1~IMF6 Obtained From EMD Decomposition 
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Moreover, two or more relatively high or relatively low-frequency components can 
be selected for adding and reconstruction according to detection needs, thereby forming 
a new component, the shallow and deep part abnormal signals can be more clear, and 
the resolution of the radar profile can be improved. Fig.4(a) shows the new component 
figure after IMF1 and IMF2 are added and reconstructed, obviously, the relatively high 
frequency part in the profile is more clearly reflected. Fig.4(b) shows the new 
component figure after IMF3 and IMF4 are added and reconstructed, it is a new 
component figure after the components of relatively low frequency parts are 
reconstructed, it can be known through comparing original analog profiles that the 
originally-invisible relatively deep rectangular escaping abnormal bodies are clearly 
embodied in the profile figure. Obviously, all frequency sections in the radar waves can 
have reaction on underground abnormal bodies with different reaction intensifies, 
thereby the abnormal signals can be displayed more clearly in the profile figure after all 
components are reconstructed, thereby achieving the purpose enhancing the signals. 

 

          
   (a) IMF1+IMF2                                                           (b) IMF3+IMF4   
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Fig. 4. New Component Figure after IMF Superimposing Reconstruction 

5.2   Radar Data Complex Signal Analysis Based on EMD Decomposition 

The rock geological conditions of plant traffic tunnel in J0+200.00m~J0+ 984.00m 
section without lining of Heimifeng Pumped Storage Power Station are complex, 
adverse geologic body such as fracture zone, crannies and the like in the tunnel should 
be explored clearly, thereby potential hazards are detected through GPR in the tunnel 
section. SIR-3000 radar data acquisition unit is adopted in the detection process, 
900MHz antenna and point sampling method are adopted with dot pitch of 0.20m, and 
each scan is provided with 512 sampling points. Fig.5 is the radar original profile 
figure which is more typical in the section, it is easy to see that the original profile is 
very complex, and abnormal bodies can be directly felt in the profile due to 
interference of steel arch tunnel, barbed wire, cable and the like in the tunnel, 
however, the abnormal bodies cannot be accurately positioned. Obviously, the 
detection section can not be accurately judged and geologically interpreted only 
through the profile figure. Therefore, EMD decomposition should be carried out on 
the measured signals to remove high frequency noise.  



 Signal Enhancement and Complex Signal Analysis of GPR 383 

  

Channel Number 
Sa

m
pl

in
g 

po
in

t n
um

be
r

  

Channel
Number

Sa
m

pl
in

g 
po

in
t n

um
be

r

 

Fig. 5. Original profile of radar Fig. 6. Instantaneous amplitude profile 
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Fig. 7. Instantaneous phase profile Fig. 8. Instantaneous frequency profile 
 
Firstly, we removal of the first IMF by EMD, the abnormal information is clearer 

than that the original profile figure, but it still cannot reach the resolution for 
accurately guiding abnormal interpretation. Hilbert-Huang Transform is carried out 
on the signals after EMD decomposition, and the complex signal analysis is carried 
out to extract the instantaneous characteristic parameters on this basis. Fig.6 shows 
the reconstructed GPR instantaneous amplitude profile, Fig.7 shows the GPR 
instantaneous phase profile after reconstruction, and Fig.8 shows the GPR 
instantaneous frequency profile after reconstruction. It can be known through 
comparing three kinds of instantaneous profiles that the GPR profile after complex 
signal analysis and processing is more clear and intuitive with higher resolution, 
because they respectively correspond to the different physical parameters of 
subsurface media, so the appearances of profiles are different, the instantaneous phase 
spectrum effect is the best followed by instantaneous frequency spectrum in the three 
instantaneous parameter spectrums. We can clearly differentiate the position of 
fracture zones between trace No.50 and 125, and between sampling point No.150 and 
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200 in the three instantaneous profiles, and the results are completely meshed through 
verification by drilling later.  

6   Conclusion 

(1) The essence of EMD decomposition is summarized: which is equivalent to 
gradually separating out different frequency components in the GPR profile from high 
to low. The IMF radar profiles should be reconstructed according to different 
detection purposes, thereby the reconstruction IMF figures of abnormal information in 
the deep part or the shallow part can be more prominent, examples show that EMD 
decomposition has stronger adaptability corresponding to radar data with low signal 
to noise ratio, the application of EMD in noisy measured radar signals can better 
realize the removal of noise in noisy GPR data and achieve the purposes of enhancing 
GPR signal and improving the interpretation precision.  

(2) EMD decomposition should be carried out on GPR data firstly, and then the 
Hilbert transform and complex signal analysis should be combined to obtain the 
instantaneous characteristic parameters of the radar signal, the obtained three 
instantaneous information characteristic figures of instantaneous amplitude, 
instantaneous phase and instantaneous frequency should be combined with the profile 
figure of original signals, multi-parameter analysis method should be applied to 
express the information contained in the radar profile, which can help to highlight 
anomalous features in the radar profile and to improve the precision of GPR data 
processing and interpretation.  
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Abstract. Granular computing theory is an important tool for processing vague, 
incomplete, inaccurate information. Based on the granular computing theory, a 
new artificial emotion granular structure model is proposed in this paper. The 
model presents a new artificial emotion granular concept and defines some key 
factors. Finally, an experiment is given to calculate and verify the emotion 
granular structure model. 
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1   Introduction 

Emotions are an essential part of human life; they influence how we think, adapt, 
learn, behave, and how humans communicate with others. It is clear that without the 
preferences reflected by positive and negative effects, our experiences would be a 
neutral gray [1]. The importance of emotion has been identified in human-like 
intelligence recently. Some neurological evidence proves that emotions do in fact play 
an important and active role in the human decision-making process [2]. 

The explanation for emotion in psychology is that emotions are evaluations for 
oneself or for relation status between agents and environment by human body. The 
emotional reaction of human beings is generated by stimulation of outside 
environment and affected by the mechanism of demand and requirement inside 
themselves. The interaction between the emotional process and the cognitive process 
may explain why humans excel at making decisions based on incomplete information. 
Emotions are seen occurring when the cognitive, physiological and motor/expressive 
components are usually more or less dissociated in serving separate functions as a 
consequence of a situation-event appraised as highly relevant for an individual [3]. 

While in the psychology field, emotions can be described in terms of desires and 
expectations. Some hormones sent by the brain sometimes inhibit pain. Inspired by 
these psychological models and the growing interest in AI, many models that simulate 
the human mind have been proposed. However, since the psychology of emotions is 
not yet complete at this time, it is not easy to find a computational model that 
describes the complete emotional concept. By the 1990s, the Japanese researchers 
were interested in a system that can communicate with humans. Emotions are 
regarded as one of the most important factors in communication [1]. 

Granular Computing(GrC) is a new way to simulate human thinking to help solve 
complicated problems, and involves all the theories, methodologies and techniques of 
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granularity, providing a powerful tool for the solution of complex problems, massive 
data mining, and fuzzy information processing [8]. In the past few years, there is a 
renewed and fast growing interest in GrC. Granular computing has begun to play 
important roles in bioinformatics, e-Business, security, machine learning, data 
mining, high-performance computing and wireless mobile computing in terms of 
efficiency, effectiveness, robustness and uncertainty [9]. 

Affective Computing is important to realize harmonious human-computer 
interactions and process intelligent information. To deal with the uncertainty problem 
in artificial emotion expression, a new artificial emotion granular structure model is 
proposed. The model presents a new artificial emotion granular concept and defines 
some key factors. 

2   Basic Components of Granular Computing 

The pager [8, 9, 15] gave an overview of Granular Computing. In modeling granular 
computing, the author focused on three basic components and their interactions as 
follows: 

 

(1) Granules 
Granules are regarded as the primitive notion of granular computing. A granule may 

be interpreted as one of the numerous small particles forming a larger unit.  Collectively, 
they provide a representation of the unit with respect to a particular level of granularity.  
That is, a granule may be considered as a localized view or a specific aspect of a large 
unit. The size of a granule is considered as a basic property.  Intuitively, the size may be 
interpreted as the degree of abstraction, concreteness, or detail.  In the set-theoretic 
setting, the size of a granule can be the cardinality of the granule. 

(2) Granulated views and levels 
A level consists of entities called granules whose properties characterize and 

describe the subject matters of study, such as a real world problem, a theory, a design, 
a plan, a program, or an information processing system. Granules are formed with 
respect to a particular degree of granularity or detail. The granularity is reflected by 
the sizes of all granules involved. A granule in a higher level can be decomposed into 
many granules in a lower level, and conversely many granules in a lower level can be 
combined into one granule in a higher level. 

(3) Hierarchies 
Granules in different levels are linked by the order relations and operations on 

granules.  The order relation on granules can be extended to granulated views (levels).  
A level is above another level if each granule in the former level is ordered before a 
granule in the latter level, and each granule in the latter level is ordered after a granule 
in the former level, under the order relation.  The ordering of levels can be described 
by the notion of hierarchy. A hierarchy represents relationships between different 
granulated views, and explicitly shows the structure of granulation. 

With the introduction of the three components, one can examine three types of 
structures for modeling their interactions. They are the internal structure of a granule, 
the collective structure of the all granules (i.e., the internal structure of a granulated 
view or level), and the overall structure of all levels. The three structures as a whole is 
referred to as the granular structure. 
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3   Artificial Emotion Granular Structure Model 

3.1   Description of Abstract Granule  

According to the main theory of GrC, formally, we can use a quadruple to describe a 
granule, namely, ( (U, F, T), R ). Let U be an universe of discourse; Let F be a set of 
attributes; T denotes the relation of granularity structure between all objects, which 
may be an order structure, a topological structure, as well as a general structure of 
graph or other structures; R denotes granulation rule, which may be equivalence 
relation, compatibility  relation, indistinguishability relation, functionality relation, 
similarity relation, constraint relation, fuzzy relation, as well as compound relations 
consisted of a variety of relations. 

3.2   Granular Structure Model 

Definition 1. An Artificial Emotion Granular Structure Model is the following tuple: 
 

GS=( (P, A, S), R ) , 
 

where 
P is a set of all artificial emotion, 
A is a set of all attributes of emotion, 
S denotes the relation of structure between all emotions, 
R denotes granulation rule. 

 

On the basis of a hyperlinked structural graph of artificial emotion, we can form a 
granule of emotion as follows: (V, C, T, R) , where V only marks a node of emotion; 
C is a set of all attributes of the node, namely, C={Ci|Ci is a attribute, i=1,2,⋯}, 
including happy, surprise, anger, fear, disgust, sadness, respiration, heart rate, body 
temperature, etc. T denotes the relation of structure of artificial emotion, which is 
given by T={Parent, Son}, then Parent is called a Granular set of father nodes, and 
Son is called a Granular set of child nodes; R denotes granulation rule.  

 
Fig. 1. Artificial Emotion Granular Structure 
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Original Granule is called the roughest granule; Unit Granule is called the thinnest 
granule; Level Granule is called the middle granule.  

Definition 2. Let V be a node of artificial emotion. Granular of V is defined by 

         

)( ( )
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VG ∪

m
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1=
∪

n

j
jParent
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where 
     f denotes the amount of information which are contained in a granule,  

•  denotes the cardinality of a set of the granule. 

we can obtain the following properties: 

(1) if V is a Original Granule, then let f(Son) be equal to f(Parent); 
(2) if V is a Unit Granule, then let f(Son)=1; 
(3) if V is a empty granule, then let G(V)=0; 
(4) the value of G(V) lies between 0 and 1. 

Emotion Granular is the measure of the amount of information which are contained 
in a emotion node. The bigger the value, the more abundant the amount of 
information, and the more important the node of emotion in all node structure. 

Definition 3. For any A, B�GS,  Emotion Structure Similarity of V is defined as 
follows: 
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where  

( ) A⊆iSonA
, 

( ) B⊆jSonB
 

we have the following properties: 

        (1) if A=B, then let )( =B,Aγ 1; 

(2) if one does not exist intersection set between ( )iSonA  and 

( )jSonB , then let )( =B,Aγ 0; 

(3) )( =B,Aγ )( AB,γ ; 

(4) the value of )( B,Aγ  lies between 0 and 1.               

Emotion Structure Similarity reflects the similar degree of structure between 
different emotion granules. The bigger the value, the higher the similar degree of 
structure, and we can consider to merge or cut computation. 

Definition 4. Let V be a node of artificial emotion. Emotion Significance of V is 
defined as follows: 

)( ∑
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where 

iα denotes the emotion significant weight of node i ;  

if i=0, then let ∑∑
==

=
m

h
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n
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lVSig

11

Kk)( . 

Emotion Significance indicates the significant degree of node V. The bigger the 
value, the more important the node, it should be mainly considered in artificial 
emotion computing. 

4   Example 

An artificial emotion Granular structure example is showed in Fig.2, A is a Original 
Granule, B, C, D, E, F are Level Granules, G, H, I, J are Unit Granules. 

 

 
Fig. 2. Artificial Emotion Granular Structure Example 

According to the Definition 1, the level of Granular Structure can be denoted as 
follows: A={ B={D={G ,H}, E={H}, F={H,I}}, C={H,I,J} } . 

According to the Definition 2, with the knowledge of Set-theoretic Setting, 
Emotion Granular can be calculated as follows: 
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G(C)=3/4, G(D)=2/3, G(E)=1/3, G(F)=2/3, G(G)=1/2, G(H)=1/5, G(I)=1/3, 
G(J)=1/3. 

Apparently, the values of Emotion Granular are degressive from top to bottom in 
the Granular Structure. 

According to the Definition 3, Emotion Structure Similarity between node of D 
and F can be calculated as follows: 
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Similarly, )( =F,Cγ 1/3. Obviously, the structure of C is more similar with F  

than D. 
According to the Definition 4, the node of Emotion Significance can be given.  
 

)( 1=ASig , )( 363.0=BSig , )( 405.0=CSig , )( 227.0=DSig , 

)( 323.0=ESig , )( 227.0=FSig , )( 182.0=GSig , )( 311.0=HSig , 

)( 25.0=ISig , )( 193.0=JSig . 
 

From value, we can see 

)( )()()( GSigJSigISigHSig >>> . 

It is obviously that, the node of H is more important than the others, which 
dovetails with the key degree of it in the artificial emotion Granular structure. 

5   Conclusion 

Affective Computing is important to realize harmonious human-computer interactions 
and process intelligent information. Granular computing theory is an important tool 
for processing vague, incomplete, inaccurate information. Based on the granular 
computing theory, a new artificial emotion granular structure model is proposed in 
this paper. The model presents a new artificial emotion granular concept and defines 
some key factors. Finally, an experiment is given to calculate and verify the emotion 
granular structure model. In the future, we will research and extend the topic in 
following papers. 
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Abstract. DEA using data analysis has obvious advantages in company 
economies of scale. In this paper, a sample of listed electric power companies 
was used to establish the method of using DEA model to analyze, and point out 
this application model's data choose , indicator identify and  assumptions of the 
condition. The present paper validates scale economy effects of the sample 
companies, including overall performance, technical performance and scale 
performance, which has great theoretical and practical significance to the study 
of company scale economies. 

Keywords: DEA, Economies of scale, listed electric power companies. 

1   Introduction 

The definition of economies of scale is that reduction in cost of per unit resulting from 
increased production, realized through operational efficiencies. Economies of scale can 
be accomplished is that as production increases, the cost of producing each additional 
unit falls. It’s investigated in the same level of technology under the premise, all factors 
of production increased to increasing yield, not only a factor of production changes on 
the yield of the law of diminishing marginal returns. Economies of scale is expressed 
increasing returns to scale, namely, the rate of increase greater than the income scale 
range after the scale of production expanded. Economies of scale also can be analyzed 
on two aspects, from the enterprises themselves and the scale of industry, the former is 
the internal economy, the latter is the external economy. Analysis of economies of scale 
has a certain value on studying of an industry, determining enterprise appropriate scale, 
making investment decisions and competing in the industry. 

2   Document Summary 

Duranton and Puga (2003) summarized the concentration of economic enhance corporate 
efficiency of the micro-mechanism. Enterprises gathered in the region can share an 
inseparable products or facilities, share increasing economies of scale from industry 
diversity and division of labor specialization and share the benefits of specialization and 
the total risk and so on [1]. Heru Margono, Subhash C. Sharma and Paul D. Melvin II 
(2010) make use of cost efficiency, economies of scale and technological progress to 
analyze Bank Indonesia's productivity from 1993 to 2000. By comparing the relationship 
between the efficiency and total cost, proposing the bank's best assets scale. 
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Technological advances result in cost reductions and economies of scale are more 
significant before the economic crisis [2]. 

Zhou Wen and Li Youai (1999) took from January 5, 1996 to the end of 1998 the 
Shanghai Stock exchange's 50 companies for the research sample, confirmed the 
hypothesis of scale [3]. Chen Junning, Ma Zhitian (2000) randomly selected 60 listed 
companies of varying scale from the Shanghai stock market, empirical research its 
1997-1999 rate of return , and found the conclusion that Shanghai stock market 
existed scale [4]. Tong Wenjun (2004) took the economies of scale situation of 
China's banking from 1998-2003 for empirical analysis, found that with increasing the 
size of bank assets, asset expense ratio had a not significant decreasing trend. The 
studies suggest that economies of scale exist in the Chinese banking industry [5].  

In summary, the measurement of the methods for economies of scale contain 
accounting analysis, survival of the fittest, entropy weight double point, the 
production function, translog cost function, unbounded analysis and data envelopment 
analysis . Now, empirical analysis of the literature, most use statistics and correlation 
analysis, few uses DEA data analysis. This paper intends to use DEA model, select 
the input and output of financial indicators, and research the listed companies on 
economies of scale.  The reasons of selecting DEA method are: 1. No specific 
production function; 2. Can analysis scale with multi-input and multiple output freely; 
3. Facilitate the identification of invalid unit size of the direction of improvement, 4. 
Has more strong practical operation and time of the adaptation. 

3   Set Up DEA Model 

DEA model is an effective method which compares the relative efficiency and 
effectiveness in multi-input, multiple output of the DMU in a number of the same 
type. This method does not require description explicit mathematical expression of 
the production system between the input and output relationship, but the application 
of linear programming theory is that separate the effective sample and non-valid 
samples. It is using a valid sample points constructed a piecewise linear hypersurface 
to form a production frontier. 

Assuming decision making unit DMU j with n, the input of DMU is xj 

=(x1j,x2j,…xmj)
T ,the output yj =(y1j,y2j,…ysj)

T, m is the number of the  input indicators, 
s is the number of output indicators. xj>=0, yj>=0, j=1,2,…n, that is, its components 
non-negative and at least one is positive. 

 

1 Based on the input of the evaluation of DMU overall efficiency with a non-
Archimedean infinitesimal C2R model: 
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This model can evaluate technology and scale of the DMU’s overall efficiency, 
called the total efficiency. Let the optimal solution for the formula 1: λ*, s*-, s*+, σ *, 

Are: ① If θ*= 1, then 0j
D M U is weak efficient; ② If θ* = 1, and  s*-= 0, s*+= 0, then 

0j
D M U  is DEA efficient; ③ Order

* *
0 0x x sθ −= − , 

*
0 0y y s += + , then ( 0 0,x y ), as (x0, 

y0) in the efficient frontier projection surface , relative to the original n-DMU is 
effective; ④ If there is λj

*>(j=1,2,…m), so *

1
1

n

jj
x

=
=∑ established, then the DMU is 

the economies of scale invariant, if 
*

1
1

n

jj
λ

=
<∑ , the 0j

D M U  is  increasing the 

economies of  scale, and 
*

1
1

n

jj
λ

=
>∑ , The 0j

D M U is decreasing the economies of 
scale.  
 

2 Based on the input of Evaluated pure technical efficiency of DMU with non-
Archimedes infinitesimal C2GS2 model: 
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This model calculates the DMU’S technical efficiency, reflects DMU’S pure 

technical efficiency status, called pure technical efficiency. Let the optimal solution 

for the formula 2: 
*λ ,

*s −
, *s +

,
*θ , are: ① If 

* 1σ = , then 0j
D M U is weak efficient 

(pure technical); ② σ * = 1, and 
*s −

= 0, *s +
 = 0, then 0j

D M U  is efficient (purely 

technical). So the scale of DMU efficiency is calculated as * * *s θ δ= . 

4   Empirical Analysis of Economies of Scale in Power Generation 
Companies 

4.1   Samples and Index Selection 

The present paper selected 26 listed companies on power for samples as a decision-
making unit before the year of 2000. These companies are with a positive value, have 
gone through years of a mature business, and have relatively large individual scales. 
The selected financial indicators firstly need to meet the evaluation aim, the input or 
output indicators are not obvious linear relations, and data-caliber has consistency, 
comparability and data availability. This paper selected the 26 listed companies on 
power for samples, input and output indicators are as follows:  
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Output indicators: main business income, net profit. 

Input indicators: net fixed assets, first asset (including paid-in capital, capital surplus, 
surplus reserves and undistributed profits), main business costs. 

4.2   The Calculation Results of DEA  

Put the Original data into the C2R model and the C2GS2 model, use the lingo software 
to program solve, obtain thermal power listed companies DEA overall efficiency, are 
technical efficiency and scale efficiency values in Table1. 

Table 1. 26 Electric Companies DEA model results 

ID  Company Name  *θ *σ  
*S  ∑ jλ  Scale  

1 Bao Xin New Energy Company 0.125  0.21  0.60  0.345  Ascending  
2 ST Hui Tian  Company 1.00  1.00  1.00  1.00  Unchanged  
3 ST Neng Shan Company 1.00  1.00  1.00  1.00  Unchanged  
4 Hua Yin Electric Power Company 1.00  1.00  1.00  1.00  Unchanged  
5 Tong Bao Energy Company 0.281  0.38  0.75  4.329  Decreasing  
6 Shen Zhen Energy 0.389  0.95  0.41  0.439  Ascending  
7 Shen Nan Power A 0.516  0.61  0.84  0.938  Ascending  
8 Zhang Ze Power 0.884  1.00  0.88  0.689  Ascending  
9 Guo Dian Power 0.305  0.44  0.69  0.212  Ascending  

10 Nei Meng Power 1.00  1.00  1.00  1.00  Unchanged  
11 Fu Long Power 0.757  1.00  0.76  0.843  Ascending  
12 Sui Heng Yun A 1.00  1.00  1.00  1.00  Unchanged  
13 Yue Power A 1.00  1.00  1.00  1.00  Unchanged  
14 Wan Neng Power 1.00  1.00  1.00  1.00  Unchanged  
15 Gan Neng Share 1.00  1.00  1.00  1.00  Unchanged  
16 Shen Neng Share 1.00  1.00  1.00  1.00  Unchanged  
17 Le Shan Electric Power 0.385  1.00  0.39  0.589  Ascending  
18 Ha Tou Shares 0.415  0.75  0.55  0.605  Ascending  
19 Guo Tou Electric Power 0.456  1.00  0.46  0.245  Ascending  
20 Jian Tou Energy 0.649  0.69  0.95  0.729  Ascending  
21 Shao Neng Shares 1.00  1.00  1.00  1.00  Unchanged  
22 Kai Di Electric Power 0.878  1.00  0.88  3.356  Decreasing  
23 Guang Zhou Holding 1.00  1.00  1.00  1.00  Unchanged  
24 San Xing Electric Power 1.00  1.00  1.00  1.00  Unchanged  
25 San Xia Electric Power 1.00  1.00  1.00  1.00  Unchanged  
26 Si Chuan Investment Energy 0.403  0.945  0.426  1.480  Decreasing  

 

When
*θ ≠1, illustrating non-DEA efficient, from the table we can see a total of 13 

companies. Select 13 listed companies on power in non-DEA efficient to do 
projection analysis, the results shown in Table 2. 
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Table 2. Non-DEA efficient projection results of listed companies on power (10 thousand Yuan) 

I
ID  

Company  
Name 

Save 
the net 
fixed 
assets 

asset 
savings 

main 
business cost 

savings 

main 
business 
income 

net 
profit 
Increas

e 
 

1  
Bao Xin New 

Energy Company 
43.434 610.931 296.139 81.609 276.514 

 
5  

Tong Bao 
Energy Company 

436.170 131.660 253.231 0 0 

 
6  

Shen Zhen 
Energy 

9.464 25.493 0.048 0 459.175 

 
7  

Shen Nan Power 
A 

2.708 159.184 88.191 12.591 186.906 

8  Zhang Ze Power 76.298 136.140 93.489 23.417 158.298 
9  Guo Dian Power 88.835 276.567 2.794 0 275.914 
11  Fu Long Power 19.302 67.401 94.486 63.139 153.098 
17  Le Shan Electric 

Power 
92.415 114.872 49.613 0 97.216 

18 Ha Tou Shares 5.212 79.142 21.594 65.013 287.937 

19  
Guo Tou 

Electric Power 
4.218 88.421 120.348 53.348 0 

20  Jian Tou Energy 2.195 36.095 208.173 29.249 37.318 
22  Kai Di Electric 

Power 
52.859 52.329 183.295 88.298 238.472 

26  Si Chuan 
Investment 

Energy 

0.928 9.432 25.336 152.596 0 

 

4.3   Analysis  

DEA efficiency analysis. From Table 1, we can know in the 26 listed companies on 
thermal power which θ*= 1 the total of the company is 13, indicating that in the 
overall efficiency and pure technical efficiency frontier surface, accounting for 50% 
of the total sample, indicating that the overall efficiency of listed companies on power 
is medium.  The number of less efficient and more efficient companies is basically the 
same.  Except this 13 companies , where σ*= 1 of 5 companies which are at the 
forefront of the surface in the pure technical efficiency, accounting for 19.23% of the 
total sample, indicating that the level of technology of listed companies on power is 
relatively low, therefore, the main factors affect the overall efficiency is the pure 
technical efficiency. 

Economies of scale efficiency analysis. Traditional production theory presumes that 
production and operation in one phase from economies of scale invariant to 
diminishing economies of scale is efficiency. C 2 R model gives the overall efficiency 

of 26 companies have RMS, also can use iλ∑ to measure the situation of listed 
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companies’ scale.  Table 1 shows the scale of the company's situation: 
1iλ 〈∑ , there 

are 10, increasing economies of scale;  
1iλ =∑ , there are 13, economies of scale 

invariant; 
1iλ 〉∑  , there are 3, decreasing economies of scale, accounting for 

11.54% of samples, showing the state of diseconomies of scale. So that, the total 
economies of scale situation in the listed companies on power is better. 

DMU’S projection in the production frontier. DEA methods provide basis to 
improve the efficiency of the company. The companies which are not the overall 
efficiency of the efficient frontier surface, through adjustment input indicators and 
output indicators finally achieve the overall efficiency of the relatively effective.  
Table 2 is calculated by the Non-DEA efficient of listed companies on power can 
save the amount of input and increase the amount of output that indicates  achieve to 
economies of scale requirement, the sample companies have some room for 
improvement in both input and output. Taking the Bao Xin New Energy Company for 
example, it’s fixed assets, first assets, mainly business cost should be separately 
reduced by 4.3434, 61.0931 and 29.6139 million Yuan, and it’s main business 
revenue and net profit should increase 8.1609 and 27.6514 million Yuan, the results 
of operations can achieved the DEA efficient, so achieve the economies of scale. 

5   Conclusion 

Listed companies on power have lager scales and relatively stable performance. This 
paper uses DEA methods to empirical analyze listed companies on power, analyses 
the overall performance, technical performance and scale performance. The results 
show that the electric company are better on overall performance of the economies of 
scale, and propose methods on improving the direction of company in the economies 
of scale which include raising the utilization rate of fixed assets, controlling costs and 
expenses and improving operational efficiency and so on. 
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Abstract. Price fluctuation in the electricity market brings risk to electricity 
purchase. To reduce the risk effectively, this paper established a mean-variance 
risk measurement model for six in-and-out-of-province electricity markets 
based on the portfolio theory and the analysis of the distribution of provincial 
power gird market. On this basis, a risk optimization model for power 
purchasing was established and solved to get the reasonable allocation ratio of 
yearly electricity volume, monthly electricity volume and day-ahead electricity 
volume. Finally, through the calculation analysis using the model and 
simulation data from one provincial gird company, this paper proved the 
validity and practicability of the model.  

Keywords: Electricity Purchasing Strategy, Price Fluctuations, Portfolio, 
Mean-variance Method, Risk Optimization. 

1   Introduction 

The marketization is the only way for power industry to lead to prosperity. In China, 
power grid companies supply power on the premise of safety and reliability, and then 
concentrate on profit-maximization. Due to a lot of factors which influence the profits 
of grid companies, such as price, balance between supply and demand, network 
security and so on, in electricity market environment, income risk problem which grid 
companies have to face becomes one of the hot issues. Along with the construction of 
our country UHV grid, the growth of the inter-provincial power transactions will 
accelerate, and the electricity quantity ratio of inter-province transactions in in-
province transactions is increasing. How to optimize quantity ratio between the in-
province and inter-province transactions in the electricity market environment to 
lower the risk of electricity purchases becomes a great concern of the grid companies. 

Some research fruits of how to allocate the electricity quantity under multi-market 
environment already exist [1-5], Paper [6-7] classified the electricity purchasing 
market of the grid company into short-term and long-term markets, introduced some 
risk factors to research the optimal allocation of electricity, and analyzed the 
purchasing strategy when demand is determined and under the conditions of both 
independent and linear-correlated purchasing price in two markets. However, 
researches on electricity purchasing of provincial electricity companies are rare. Paper 
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[8] established a mathematical model of electricity purchasing cost for provincial 
electricity companies in 96 intraday trading periods, and the change in marginal 
electricity price brought by yearly, monthly and daily electricity allocation plan as 
well as deviation of load forecasting. However, the trading is classified by trading 
period instead of trading area.  

In China, because of the differences of the economic development, natural resources 
and the level of electric power construction in different provinces, the generation cost 
also varies. Therefore, the region factor must be taken into account when provincial grid 
companies making purchase decisions. This paper, through the analysis of the power 
market and transaction types which provincial grid companies will face possibly in future 
electricity environment, based on portfolio theory, established a mean-variance risk 
measurement model for provincial grid companies in in-and-inter-province electricity 
purchases. Then, an optimization model is constructed and solved based on the former 
model to procure the reasonable allocation ratio of yearly electricity quantity, monthly 
electricity quantity and day-ahead electricity quantity of in-and-inter-province electricity 
purchases of grid companies. Finally, through the calculation analysis using the model 
and simulation data from one provincial gird company, this paper proves the validity of 
the model. 

2   The Distribution of Provincial Electricity-Purchase Market 

In the market environment, provincial grid companies can purchase the electricity in 
and out of the province, and these two markets can be further divided to 3 transaction 
markets which are yearly, monthly and day-ahead. As shown in figure 1 below. 

 

 

Fig. 1. Provincial and inter-provincial electricity markets of the provincial grid company 
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Generally speaking, price fluctuation risks faced by different cycle power 
transaction are different. By domestic and foreign power market practice experiences, 
price fluctuation of day-ahead is fiercer, price fluctuation of year is smooth, and price 
fluctuation of month is between two ahead. Thus different cycle power exchange 
transaction risks also vary, and this is suitable for the power industry production 
characteristics. 

Provincial grid companies can meet the future expected basic demand through 
purchasing appropriate mid-and-long-term contract, which can reduce the power 
purchasing risk brought by short-term price fluctuations, and minimize the expenses 
and risks through optimal electricity transactions as well as maximize the profit of the 
electricity companies. 

Assume that provincial grid companies can purchase electricity in provincial and 
inter-provincial market, and can also purchase specific quantity of electricity or 
contracts in advance according to supply and demand and price fluctuation in 
different markets, with the additional required electricity purchased from the more 
risky day-ahead markets. Provincial grid companies hope to find an optimized power 
purchase strategy to minimize the expense and risk. To achieve this goal, we can use 
the portfolio theory to get the optimized purchasing plan. 

Provincial grid companies forecast the electricity demand first, and allocate the 
quantity needed to be purchased to each transaction market. Let the price of provincial 

yearly electricity trading market be 1P , and the expected value and variance be 1μ  and 
2

1σ ; let the price of provincial monthly electricity trading market be 2P , and the 

expected value and variance be 2μ  and  
2

2σ ; let the price of provincial day-ahead 

electricity trading market be 3P , and the expected value and variance be 3μ  and 
2

3σ ; 

let the price of out-of-province yearly electricity trading market be 4P , and the 

expected value and variance be 4μ  and 
2

4σ ; let the price of out-of-province monthly 

electricity trading market be 5P , and the expected value and variance be 5μ  and 
2

5σ ; 

let the price of out-of-province day-ahead electricity trading market be 6P  and the 

expected value and variance be 6μ  and 
2

6σ ; let the electricity sale price be P ,a 

constant value, because the fluctuation of sale price can be ignored. We also assume the 

purchasing ratio between these 6 markets is 654321 ::::: xxxxxx , and the line 

loss isγ , so we get the profit per unit electricity sold as following:  

)(1)( 665544332211 xPxPxPxPxPxPPxR +++++−−= ）（ γ  (1) 

3   Provincial and Inter-provincial Electricity Purchasing Risk 
Optimization Model 

According to the unit electricity profit model of the provincial grid companies, we can 
get the mean per unit electricity purchased )],([ PxRE : 
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1 1 2 2 3 3 4 4 5 5 6 6[ ( )]E R x P x x x x x x
 

(2) 

Then the variance of the i th market and the covariance between the i th and the j th 
market can be expressed as:  

ΣxxT== )],([)]([ 22 yxRxR σσ  
(3) 

∑ is the variance matrix 
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According to the Markowitz portfolio theory [9], the consolidated utility function 
of expected return and risk can be used to evaluate the portfolio. The greater the 
expected return, the higher the value of the utility function. The greater the variance, 
the lower the value of the utility function. Therefore, equation (2), (3) can serve as the 
risk measurement model for the grid companies. 

As we know, the higher the price level and the lower the fluctuation, the higher the 
utility. Thus we measure the electricity purchasing risk with the mean-variance 

method in risk decision, using function 
2

21 )( δkREkU −= to maximize the utility. 

The 1K  and 2K  in the function are the risk aversion factors, which represent the 

level of risk aversion of the people making final decision. The ratio between 1K  and 

2K  indicates the significance of the standard deviation relative to the mean. To solve 

the inter-provincial electricity purchasing allocation problem, we believe that the 
solution with the lowest risk is equivalent to the one with highest utility, or the 
solution with the maximum U which meet the following function is the one with the 
lowest risk: 
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 (5) 

Here we give 11 =K , 5.02 =K , in accordance with the widely used utility 

function in finance: 

25.0)( δ−= REU  (6) 

The mean electricity prices of provincial yearly electricity trading market, 
provincial monthly electricity trading market, provincial day-ahead electricity trading 
market, out-of-province yearly electricity trading market, out-of-province monthly 
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electricity trading market, out-of-province day-ahead  electricity trading market are 

1μ , 2μ , 3μ , 4μ , 5μ , 6μ . 

Then the utility maximization model can be constructed: 

2
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6 6
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(7) 

This model is a convex quadratic programming optimization problem with equality 
constraint, so we can use Lagrange method to solve. And we can get the optimized 
portfolio by programming using Matlab.  

4   Examples 

Using the historical electricity purchasing data of some provincial grid company, we 
can do a purchasing strategy analysis using the above-mentioned model. Assume the 
electricity purchasing prices through 2001 to 2010 for this provincial grid company 
are shown as the following table: 

 
Table 1. Electricity purchasing data of one provincial grid company Unit: Yuan/(MW•h) 

 
year provincial 

yearly  
provincial 
monthly  

provincial 
day-ahead  

inter-
provincial 
yearly  

inter-
provincial 
monthly  

inter-
provincial 
day-ahead  

2001 315 317 320 317 318 322 

2002 318 315 310 318 319 329 

2003 314 318 332 317 318 335 

2004 313 317 323 316 316 310 

2005 315 318 313 317 319 308 

2006 316 319 328 316 317 331 

2007 316 316 327 318 317 309 

2008 315 314 314 318 319 324 
2009 317 318 312 319 317 301 
2010 314 315 320 315 318 345 

 
With the help of Matlab7.1, we can get the optimized portfolio of provincial and 

inter-provincial yearly, monthly, and day-ahead trading market. The optimized ratio is 
68.43%、 、 、 、 、17.19% 2.84% 8.39% 3.15% 0.01% as shown in the following fig 2: 



404 L. Tan, H. Zheng, and X. Li 

 

Fig. 2. Optimized portfolio of provincial and inter-provincial markets 

The grid companies can purchase electricity in provincial and inter-provincial 
yearly, monthly, and monthly market according to the calculation results. At this time, 
the utility of the unit returns is the biggest.  If the grid company has a greater risk 

appetite, the value of parameters 2K will be greater. Assuming the value of 

parameters 2K is 0.6 in this example, the optimized ratio is 59.85%、15.55%、

03.09%、11.62%、9.83%、0.6%. 

5   Conclusions 

Markowitz portfolio theory provides the investment decision with the most fundamental 
and most complete framework. This paper used the Markowitz portfolio theory to 
analyze how the provincial grid companies can get a utility-maximized portfolio in 
provincial and inter-provincial yearly, daily and monthly markets, and constructed a 
mean-variance risk measurement model first, then based on that, a risk-optimized 
model. Through the example, a reasonable allocation ratio between the six contract 
markets is retrieved by solving the model in Matlab. The grid companies can adjust the 

parameters 2K  in the model according to their risk appetite. If the grid companies start 

to use the model to purchase electricity in provincial and inter-provincial markets, they 
can have lower risk, and reduce the losses these risks may bring. 
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Abstract. This paper presents a methodology to verify if the characteristics of 
the background noise are well represented in a given ASR system. The 
methodology is based on the PESQ vs. Recognition Rate relationship. It is 
shown that if a noise is not well represented in the training database, the 
inclusion of such noise can significantly improve the recognition rate. On the 
other hand, it is also shown that if the new noise is found to be adequately 
represented, the inclusion of such noise does not significantly improve the 
recognition rate. Thus, the methodology proposed here can be used to minimize 
the production cost of robust databases and improve recognition rate of speech 
signals in new noisy environments.  

Keywords: PESQ, real environments, recognition rate, robust automatic speech 
recognition, training material. 

1   Introduction 

It’s a well-known fact that mismatches between the training and recognition acoustic 
environments lead to degradation in the performance of automatic speech recognition 
systems. This issue becomes important especially in mobile applications, where the 
types and levels of background noise are unpredictable and may vary over time.  

This paper focus on the following problem: given a noisy speech, how well is this 
noise represented in the training material, and therefore in the recognition system? 
This is an important issue because this knowledge allows a system to predict its 
performance given the noise conditions of the incoming audio signal. 

On the other hand, it was shown in [1] that the relationship between the PESQ 
score [2] and the recognition rate can be modeled as a logistic function. Furthermore, 
for the Aurora-2 database [3], it was also shown in [1] that the noises could be 
grouped together with similar PESQ vs. Recognition Rate behaviors. 

The experimental results shown that it’s possible to predict if a  new noise is well 
represented in the training database just by comparing the PESQ vs. Recognition Rate 
curves. Thus, being possible to identify the noise type and level, it would be possible 
to predict the recognition rate of an ASR system with advance. This knowledge is 
useful, for instance, in call center systems that would redirect the call to a human 
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attendee if the noise conditions make the predicted performance fall below a given 
threshold. 

2   PESQ vs. Recognition Rate 

In this section a brief explanation about the relation between the PESQ score and the 
recognition rate is provide in order to pave the discussions in this paper. In [1] it was 
shown that the relationship between the PESQ score and the recognition rate could be 
adequately modeled by the logistic function shown below: 
 

                                        f (x) = 1

1+ eb −ax
− c

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟  100 .                                       (1) 

 

In addition, it was also shown that it’s possible to associate real world meanings 
for the a, b and c parameters. In short, we have: the parameter a defines the 
characteristic inclination of the curve, b defines a horizontal offset, and c defines a 
vertical offset. It was shown in [1] that each of these parameters can be associated to a 
performance measure of an RASR system: a can be viewed as “sensitivity of the 
system to PESQ variation”, parameter b is related to the robustness of the system to 
noise, and parameter c is the average recognition rate in clean conditions. 

Therefore, this model is not just a curve fitting for experimental data, but also a 
meaningful parametric model that can be used to analyze and predict the behavior of 
speech recognition systems in noisy conditions. Also, systems with similar curves can 
be grouped in the same “family”, which means that their characteristics in terms of 
recognition rate are similar under similar noise conditions. 

This work uses the following property: if the above statement is true, it can be 
possible to verify if the training material for a given ASR system has information 
about the acoustic environment in which the utterances are being collected. If the 
acoustic mismatch is higher than a certain threshold, then the system will probably 
have a poor performance. This issue is addressed in Section 5. 

On the other hand, in [1], the values of a, b and c were estimated by varying their 
values and calculating the square error, an approach which is computationally 
inappropriate. Thus, an efficient solution for numeric computation of these parameters 
is proposed here, and is described in Section 4. 

3   Experimental Setup 

The Aurora-2 [3] was used as the speech database for this work. Although well 
known, it’s worth a brief description: this database is composed of clean speech 
signals from the TI-Digits database [4], acoustically mixed with 8 noises: 4 noises for 
training (subway, babble, car and exhibition-hall), and 4 noises for tests (restaurant, 
street, airport and train-station).  
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3.1   Database 

For this work four new noises were recorded and added to the Aurora-2 database: 
metal-cutting, tunnel-front, tunnel-inside and crowd-children. This was done in order 
to add more diversity to the analysis scenarios. 

The metal cutting noise has very different characteristics compared to the noises in 
the Aurora-2 database. On the other hand, the remaining three have very similar 
characteristics when compared to the noises in the Aurora-2 database. These choices 
allow the study of the behavior of the ASR system in the presence of both similar and 
different noises.  

The metal-cutting noise has been recorded while a dry multi-cutting saw was 
processing a ¾” thickness stainless steel block. The noise in front of the tunnel was 
obtained in a highway, around 15 m away from the tunnel’s entrance and 2 m away 
from the track. The noise inside the tunnel was obtained at approximately the half of 
the tunnel’s length. Finally, the crowd of children’s noise was obtained at a school 
with a group of scholars between 5 and 12 years old at the classroom arrival time.  

The microphone used was a flexible omni-directional with adjustable headset. All 
the noises were recorded with a sampling rate of 16 kHz and 16 bits quantization. The 
sampling rate was converted for 8 kHz, the same used in Aurora-2 database.  

To generate the noisy utterances, the clean utterances from the TI-Digits database 
were mixed together with the new noises using the same SNRs used in the Aurora-2 
database: -5 dB, 0 dB, 5 dB, 10 dB, 15 dB and 20 dB for the tests, and 5 dB, 10 dB, 
15 dB and 20 dB for training. Before the mixing process, the noises have been passed 
by a G.712 filter [5], in the same way that in the Aurora-2 database. 

3.2   Recognition Engine 

This work was developed using the Front-End version 2.0 from WI007 [6], which 
consists of log-energy and twelve mel-cepstrum coefficients with their first and 
second derivatives. The HTK (Hidden Markov Model Toolkit) [7] was used for 
recognition (Back-End). The PESQ score were obtained using the software provided 
by the ITU [5]. 

4   Solution of the Logistic Function 

One of the most widely used methods to solve the problem of curve fitting is the 
Maximum Likelihood Estimation (MLE). However, it does not perform well in cases 
where only a few points are available [8][9], exactly the case of the problem at hand 
(six points only). 

In this section an algorithm to calculate the a, b and c parameters of the logistic 
function (1) from N experimental points is derived (N small).   

The resulting algorithm is called the Initial Logistic Adjust Method (ILAM). The 
name ILAM comes from the necessity to use a logistic initial adjustment curve of 
subjective form, with only three points and the equations presented for the solution  
of (1). 
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The first step is to choose three points (xi , yi),  i = 1,2,3 , which adequately 
represent the “behavior” of the curve being parameterized. An adequate choice would 
be a first point in the beggining of the curve, another in the middle and the third near 
the end. Thus, the c parameter is calculated using (2): 

                  
(A1 − A2K1)

K2

+ (A1 − A2)K3 − A3 = 0 .                                 (2) 

where,  

                              K1 = x1

x2

 .  K2 = 1− x1

x2

 .  K3 = x3

x1 − x2

 .       
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Equation (2) cannot be directly solved for c, so a numerical method must be used. 
In this case, Newton-Raphson method can be used, provided that the analysis interval 
guarantees a real solution. The following analysis shows that in the problem at hand, 
this condition is satisfied. 

Analyzing the expression of An for real values: 

              yn +100 c > 0⇒ c > − yn

100
 .                                     (3) 

              
100

yn +100 c
> 1⇒ c < 1− yn

100
 .                                     (4) 

From (3) and (4) it can be concluded that: 

                − yn

100
< c < 1− yn

100
 .                                              (5)  

As yn  varies in the range (0, 100), the allowed interval for c from equation (5)  is  
(-1, 1). Remembering that c is the recognition rate of the ASR in clean conditions, and 
therefore is the [0,1) interval, it’s clear that this condition is satisfied. 

The parameter c is then calculated to some given tolerance ε, and the resulting 
value is applied to (6) and (7) to obtain the parameters a and b.   

                      a = A2 − A1

x1 − x2

 .                                                (6) 

                      b = A1−(x1 / x2)A2

1− x1 / x2

 .                                          (7) 

With the values of a, b and c, it is possible to construct the fitting curve using (1) 
and calculate the square error between this curve and the experimental points using 
the equation (8): 

          
( )∑ −=
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2

.                                         (8) 
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where:    
 

lss – least  squares  sum;   
n – number of points;    
yi – recognition  rate  from  system  under  evaluation;     
yref – recognition rate from reference curve. 

It is important to note that this evaluation is made with all the N available 
experimental points, and not only for the initial 3 points. 

If the resulting lss is less ou equal than a given threshold Δ, i.e. lss ≤ Δ , it’s 
considered that a satisfactory logistic curve has been defined for the experimental 
points, and the algorithm is finished. 

In the otherwise, the following steps were used to refine the values of a, b and c: 

1. The experimental point xi , yi( ) that has the bigger perpendicular distance to the  

adjusting curve, i.e., with biggest error, is computed. Note that this point is not 
necessarily one of the three original points selected for the previous step. 

2. For this point, a gradual approximating from curve fitting is made, resulting in the 
lowest lss value possible with (xi, y'i). In this work, this approach was performed 
with a linear step obtained from the point of greatest error and the point closest to 
it. Thus, for each value of y', new parameters a, b, c and a new lss are calculated, 
and consequently, the “best” value for point (xi, y'i) is obtained.  

This process is repeated until the condition lss ≤ Δ  is achieved. To prevent the 
algorithm from entering an infinite loop, the maximum number of iterations was 
limited to 20 (the convergence result was obtained with three to six iterations for 
Newton-Raphson method). 

5   Results 

The distances of the curves of the new noises (metal-cutting, tunnel-front, tunnel-
inside, crowd-children) for each reference curve from Aurora-2 database (subway, 
babble, car and exhibition-hall) were calculated from the adjustment curves for all 
conditions [10]. The minimal distance (lss) between each curve of the new noises for 
each reference curve from Aurora-2 database, for all conditions, are shown in Table 1. 

Table 1. Minimal values of lss between new noises and reference noises. 

 New noises 

Reference noises Metal-cutting Tunnel-front Tunnel-inside Crowd-children 

Subway - - - - 

Babble - - 0.0157 - 

Car 0.0662 - - 0.0188 

Exhibition-hall - 0.0072 - - 
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It was observed that the metal-cutting noise was the only one  that  did  not  reach  
the  desired  tolerance   (lss ≤ Δ), which was defined as 0.05 (Δ = 0.05) for all tests. 
The result of the least squares method [9] shows that the noise nearest to metal-
cutting curve was the car noise curve.  

Figure 1 shows the curves for the car noise and metal-cutting noise. The lss value 
calculated for these two curves was lss = 0.0662. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Metal-cutting and Car curves for WI007 under multi-condition with ILAM. 

Table 2 shows the lss of metal-cutting noise for all reference noises, considering 
WI007 under multi-condition, where the lss values have been smaller for this noise.  

Table 2. Value of lss for metal-cutting. 

Reference noises lss 

Subway 0.0823 

Babble 0.1174 

Car 0.0662 

Exhibition-hall 0.1007 

For the adopted criterion (lss ≤ 0.05), it’s evident that the characteristics of the 
metal-cutting noise are not well represented in the Aurora-2 database. When adding 
the characteristics of this type of noise to the training material of the database 
(without the interference of noise reduction filters), a 3.69% average better 
performance in recognition rate of the WI007 system was obtained.  

Table 3 shows the recognition rate with and without the inclusion of metal-cutting 
noise in the training material, beyond details of the improvement for each SNR level, 
for WI007 system under multi-condition training [10].  
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Table 3. Recognition rate for metal-cutting. 

 
 
 
 
 
 
 
 
 
 

 

 

The results from Table 3 are graphically shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. WI007 system experimental performance with and without metal-cutting noise in 
training material. 

6   Conclusions 

The problem of acoustic mismatches between the training database and the 
environment in which an ASR system operates is addressed in this paper.  

In this direction, this work presents two contributions: a) a method to calculate the 
parameters of the logistic function observed in equation (1) and b) a methodology to 
evaluate, through a mathematical criterion, the mismatch between the incoming noise 
and the noises used to train the recognition system. 

 

Front-End 
WI007 

Recognition rate (%) 
using metal-cutting noise 

Degradation Original Aurora-1
Metal-cutting 

in training material
Improvement (%) 

Clean 98.68 98.68 - 

20 93.69 95.21 1.52 

15 92.18 94.34 2.16 

10 90.54 94.13 3.59 
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The methodology was tested using the Aurora-2 database, augmented with four 
new noises: metal-cutting, tunnel-front, tunnel-inside and crowd-children. After 
calculating the mismatches between the noises in the Aurora-2 database and the new 
noises, the metal-cutting noise was identified as the only one whose acoustic 
characteristics are not adequately modeled by the ASR system (lss > 0.05). The 
inclusion of this noise in the training material led to an average 3.69% improvement 
in the recognition rate of the system, while the inclusion of other noises in the training 
material did not cause noticeable changes in the recognition rates. 
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Abstract. It is existence of cross-sensitivity factors such as the temperature, 
humidity and power fluctuations in pressure sensor array. To solve this problem, it 
is proposed an information fusion based on the pressure sensor array calibration 
algorithm. By this method can effectively eliminate the environmental 
temperature and voltage disturbances and other non-target parameters, and 
crosstalk between large-scale sensor array signal output of pressure sensor array 
characteristics. It is improved system stability and reliability. Experimental results 
show that the information fusion processing algorithms realize the precise 
calibration of the pressure sensor array, the effective sensor array measurement 
data to ensure the accuracy and reliability of the results.  

Keywords: Pressure Sensor Array, Information Fusion, Calibration.  

1   Introduction 

Location of the sensor for robot tactile, pressure sensor data in the performance of the 
two-dimensional space of information, in addition to spatial data, the pressure 
distribution data, the use of tactile sensors can get access to information on a variety 
of physical objects in order to facilitate human-computer Information interaction. The 
research challenge is the uncertainty of how many effective sensor data processing [1, 
2, 3, 4]. As a result of the sensor parameters from each other, to accept the role and 
effectiveness of the state is not the same [5, 6, 7], not only to consider the data 
obtained compensation, more importantly, how to deal with the integration of multi-
sensor information [8, 9], so the calibration of sensor array data analysis and 
processing is to play a key role.  

Multi-sensor array system in view of the diversity and complexity of data in the 
current study of robot tactile sensor array, the information fusion problem rarely 
involved, this combination of research and practice of information fusion is proposed 
based on the pressure sensor array Calibration method for the majority of quantitative 
calibration of the sensor array provides a good technical reference.  
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2   Pressure Sensor Array 

Tactile pressure sensor array is a new type of tactile sensor array, providing reliable 
and accurate touch-sensitive information [10]. According to their spatial resolution, 
sensitivity, sensitive element, stability and other requirements of the different sensing 
principle can be appropriate and sensitive material, which is especially important for 
large area array sensors, sensitive material should have good flexibility. Smart clothes 
to cut production due to the array of clothing structure, flexible higher, so select a 
good flexible conductive rubber as sensitive materials [6]. Block through the 
production of clothing materials, components, and then connect with the combination 
method of sewing clothes, and ultimately cut into the robot tactile sensing can be 
dressed in costume. 

The 8×8 matrix touch material components: the electrodes parallel to each other 
constitute the sensitive elements of the external leads, the (row) electrode and the 
lower (column) electrode perpendicular to the piezoresistive sensitive material in the 
middle, upper and lower electrodes is defined as the intersection of a sensitive tactile 
array unit, shown in Fig.1 and Fig.2. Tactile sensor array, the ranks of the electrode 
structure, its purpose is to reduce the sensor's external leads, to increase the stability 
and accuracy of the array [8]. 

 

 
Fig. 1. Top and bottom electrodes tactile sensor array  

 

Fig. 2. Sensor array circuit 

3   System Configuration and Architecture  

The functional block diagram of basic system architecture is shown in Fig.3. The 
overall system is divided into five function units that are as follows. 
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1) Data Acquisition Unit, to acquire and store the raw tactile sensor information for 
later retrieval.  

2) Data Pre-Processing Unit, determined by the current phase. Only appropriate 
sensor data is transferred to the arithmetic processing unit and converted raw sensor 
data into the needed data formats. 

3) The Compensation Unit, to be known to give data that deviate from the actual 
values by a known relationship.  

4) The Data Processing Unit, to fuse all appropriate sensor data into a coherent 
data unit.  

 

 

Fig. 3. Block diagram of system configuration 

4   Fusion of Sensor Data 

The idea of fusion is to merge two or more separate items into a single entity. The 
problems can be arised in this fusion process if any of the sensing data specified are 
uncertain or in conflict, implying that an error in a sensor has occurred [4]. Therefore 
the data fusion will entail detection, verification, and recovery of sensor errors. 

4.1   Distance Matrix and Confidence Distance Measures 

Measures of confidence describing sensors by probability distributing, represent a 
primary means of effective data fusion [11]. Based on calibrated sensor’s 
characteristic curve, the error detection criterion is defined and the distance matrix is 
used as the criterion for detecting sensor errors [12]. 

For the tactile sensor array system, there consider two kinds of probability 
distributions Pi (x) and Pj(x) in Fig.4. Pij is defined as the following 

( / )ij i j iP P x x=
                                                      

(1) 

Similarly, Pji is defined as 

( / )j j i jiP P x x=
                                                      

(2) 

Due to uncertainties derived from multiple sensors, it will need to find the 
interrelations among different sensors. If the values are close it may fuse them 
together, otherwise not to consider fusion. 

Therefore it defines a new distance measure called as ‘confidence distance 
measure’, either dij or dji as a criterion, where  

2 ( / ) 2
j

i

x

ij i ix
d p x x dx A= =∫                                               

(3) 



418 B. Guo and X. Zeng 

2 ( / ) 2
i

j

x

ji j jx
d p x x dx B= =∫

                                           
(4) 

Here A or B is the area between sensor reading values xi and xj under Pi(x) or Pj(x). 

In general, i j jid d≠
(unless the standard deviation i jσ σ=

) and
0 , 1ij jid d≤ ≤

. As 
an extreme cases of dij, xi = xj when dij = 0, xi is far away from xj when dij = 1. 

 

 
Fig. 4. Two probability distributions Pi(x) and Pj(x) with different variance measures  

 
The confidence distance measure not only provides an abstract scale value, but also 

represents the relation of the distance versus confidence measures. Note that the 
higher the percentage of confidence interval, the larger the distance between xi and xj 
will be. 

The confidence distance measures can be computed by the use of an error 
function[7]  
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Now, from (1), (2) and (6), the confidence distance measures are  
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Assuming it has m sensors for measuring the same object property, the general 
confidence distance measures can be described as 
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4.2   Creation of the Relation Matrix and Directed Graph Representation 

The distance matrix can be defined as the corresponding relationships of the sensors 
to one another. The relation matrix R is defined as 
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Where rij is the threshold value of dij and 

1,

0,
ij

ij
ij

if d threshold value
r

if d threshold value

≤⎧
= ⎨ >⎩  

Rm can be conveniently represented in the form of a directed graph (or digraph for 
short). The complete digraph will then represent with a convenient way of visualizing 
the relationships among all of the used sensors, thus allowing us to look for consensus 
groups of sensors (i.e., with data in agreement)[8][9]. 

Three cases can be occurred in Fig. 5. (1) The two sensors do not support each 
other. The best way is to select the sensor value which has the smaller variance (i.e., 
the higher confidence measure). (2) Sensor 1 supports sensor 2, however, sensor 2 
does not support sensor 1. The sensor 2 is chosen as the resulting of fused data and it 
does not attribute to sensor 1 of the status in error. (3) Sensors 1 and 2 support each 
other. It is probable that both sensors are near to the actual data value. It would then 
fuse two sensor data using the data fusion principle. 

 

 
 

Fig. 5. Relationship between two sensor nodes in a digraph 

 
The largest connected group in the digraph (or a clique) represents the most likely 

group of sensors which yield an accurate representation of the actual data. All those 
sensors which are weakly supported by the largest connected group sensors would 
then be suspected of being in error and thus would have to be subjected to either 
compensation or complete dismissal (if compensation is not possible). 

 



420 B. Guo and X. Zeng 

4.3   The Strategy for Determining the Optimal Fused Sensor Data 

The approach is to maximize the total probability of all sensor data. The optimal fused 

sensor data θ̂ should maximize the value of (12). 
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li ,21 ，，= , In order to determine the optimal fused data value, taking the 

derivative of (12) and set it to zero. By iteration, this iteration procedure is continued 

untilθ̂ converges.  

5   Experiment   

The experiments is established a system to verify the pressure sensor array data fusion 
system availability in laboratory. Experimental equipment consists of three parts: the 
pressure sensor array, signal processing circuit and computer data processing system. 
Experiments using the proposed method, with the probability distribution function as 
a sensor characteristic equation, and apply to distance matrix and correlation matrix of 
the sensor array as a sensing probe the correlation between units, and the use of the 
best integration of data fusion values obtained Correctness. In the sensor array devices 
using the same force 120N in the same line of external force sensing unit 8 under, 
with the LabVIEW  software measurement many times on a single sensor, the 
measured sensor unit 8 output voltage as shown in Table 1. 

 
Table 1. The pressure sensing unit of measurement data 

 

Sensor number 1 2 3 4 5 6 7 8 

Measurements (v) 3.136 3.152 3.092 3.942 3.247 3.184 2.665 3.278 

Variance σ2 0.08 0.06 0.10 0.23 0.15 0.09 0.25 0.12 

By equation (11) and (12) to identify any credibility between the two pressure 
sensors spaced degrees, and with distance matrix (13) the results 

0.0000 0.0451 0.1236 0.9956 0.3053 0.1348 0.9041 0.3844

0.0521 0.0000 0.1935 0.9987 0.3019 0.1039 0.9532 0.3930

0.1107 0.1505 0.0000 0.9928 0.3760 0.2289 0.8231 0.4436

0.9072 0.9005 0.9237 0.0000 0.8527 0.8860 0.9922 0.8338

0.2256
D =

0.1938 0.3110 0.9273 0.0000 0.1292 0.8671 0.0638

0.1271 0.0849 0.12409 0.9885 0.1663 0.0000 0.9164 0.2460

0.6538 0.6699 0.60969 0.9894 0.87556 0.7007 0.0000 0.7798

0.3181 0.2839 0.4087 0.9447 0.0713 0.2139 0.9232 0.0000

⎡
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Select the critical value of 0.500 pairs of discrimination by the relevant distance 
matrix matrix (14) 

1 1 1 0 1 1 0 1

1 1 1 0 1 1 0 1

1 1 1 0 1 1 0 1

0 0 0 1 0 0 0 0

1 1 1 0 1 1 0 1

1 1 1 0 1 1 0 1

0 0 0 0 0 0 1 0

1 1 1 0 1 1 0 1

R

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦ 

Discrimination related to the largest group by 6 units (serial numbers as 1,2,3,5,6,8, 
respectively) also is the best fusion group was 6. Finally, the total probability law to 
calculate the maximum voltage of the optimal integration of the measured data 
3.15105V. Fusion will be using the test pressure sensor unit combines the output 
voltage acquisition circuit pressure sensing unit by the corresponding resistance value 
16.67 kΩ. 

Sensor array using this method the sensor was calibrated experiments. By 
measuring the output voltage sensing unit corresponds with the force device to get the 
pressure sensing element between the pressure and resistance, the experimental results 
shown in Table 2. 

 
Table 2. Relationship between conductive rubber sensors piezoresistive experimental data 

 

Pressure(N) Resistance(kΩ) Pressure(N) Resistance(kΩ) 
1 275.71 60 24.97 
2 171.82 70 23.9 
3 139.25 80 22.79 
4 123.33 90 21.75 
5 99.89 100 20.77 
6 90 110 17.78 
7 80.91 120 16.67 
8 73.33 130 15.32 
10 61.43 150 14.1 
12 52.5 160 13.26 
15 47.14 180 11.98 
17 44.05 200 10.41 
18 42.63 230 9.61 
20 40 250 8.52 
25 37.62 280 7.86 
30 35.45 300 7.09 
35 33.48 350 6.13 
40 31.67 400 4.29 
45 29.22 450 3.51 
50 27.74 500 2.99 
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6   Conclusion 

The pressure sensing array for multi-sensor signal processing, a fusion of the pressure 
sensor array signal processing methods. First intelligent array tactile sensing data for 
comprehensive, single-touch group of units to avoid the uncertainty of the error effects 
and error messages generated by the sensor fault, the effective integration of the results 
to ensure the accuracy and reliability, compared with a single sensor information, get 
more accurate, more complete, more reliable estimates and judgments. Secondly, the 
method is robust, can increase the pressure sensor array of spatial resolution and clarity, 
tactile image mapping accuracy, classification accuracy and reliability, enhanced 
interpretation and dynamic monitoring capabilities, reduce ambiguity, improve Tactile 
data utilization. Finally, the method can overcome the environment temperature, voltage 
disturbances and other external environmental impact, increased contact with the 
surface profile measurement and image reconstruction of data accuracy, so that the 
pressure sensor array system has good stability, fault tolerance and reliability.  
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Abstract. A remote wireless monitoring system for multi-parameters, including 
temperature, humidity, illumination etc., was researched based on the embedded 
chip and wireless transmission technology. The Spce061A was adopted as the core 
processor of the system, while the nRF905 was used for wireless transmission. 
Since the master-slave structure was adopted, the system could be configured 
flexibly and expanded easily. A monitoring software was also developed on the PC 
platform, so it is easy for upgrade. The whole system has a simple structure, stably 
performance and fine portability, and could work fast and exactly in some terrible 
condition.  

Keywords: distributed multi-parameter, wireless monitoring, embedded chip.   

1   Introduction 

With the continuous progress and gradually increase the productivity of the production 
process parameters on-site monitoring requirements gradually increase the types of 
parameters measured at the same time becoming diversified, specialized[1,2]. Remote 
monitoring and control system in industry, agriculture, defense, and many other areas of 
daily life is widely used, especially for the measured object and more poor working 
conditions (such as very high temperature, humidity, toxic environment, etc.) of the 
occasion, the use of wireless transmission of the measured object for remote data 
acquisition and control, not only to implement simple, low cost, and the system's real 
time and reliability are high[3,4]. In this regard, the author designed a wireless 
transmission based on distributed multi-parameter monitoring system, with distribution 
flexibility, easy maintenance, the advantages of lower cost, for the harsh environment of 
the site monitoring provides a new solution, and achieved good results. 

2   System Structure 

To meet the requirements of the different measurement parameters, the system's front-
end monitoring sites set aside a number of analog signal input of the interface can be 
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configured according to the site corresponding module to adapt to different 
environmental monitoring needs[5,6]. System uses the master-slave structure, by a 
management station and a number of points of the front-end monitoring of distributed 
monitoring system. The system structure is shown in Fig.1. 

Monitoring stations as the system front-end signal acquisition unit, can be flexibly 
arranged in the corresponding position to form three-dimensional or flat 
distribution[7,8]. Each site to set separate address to distinguish between different 
sites. Each monitoring site, including the corresponding sensors, pre-processing 
circuit, embedded processors and wireless transmission module. According to front-
end can also set the needed actuator drive circuit to complete the corresponding 
control operation[9,10]. Front-end site can be the front-end site data into the sensor 
measurements, and simple processing, and control the wireless communication 
module to the measured data to the central site. Center receives part by the wireless 
transmission module, embedded processors, the level conversion circuit and the 
central processing adapter body into the PC, the main function is to control the 
communication system to realize the receiver front-end point data, as well as provide 
access to other systems Interface. 

 
 

Fig. 1. Overall system block diagram 

3   The Main Function Module 

3.1   Temperature Measurement Circuit 

According to the characteristics of AD590, AD590 the current flowing through the 
thermodynamic temperature is proportional to the resistance when the resistor R1 is 
5kΩ, the output voltage VO of temperature is 5mV / K[11]. 

However, due to the gain of AD590 biased, the resistance has a margin of error, so 
the circuit should be adjusted. Adjustment methods: the AD590 put in ice water 
mixture, adjust the potentiometer R1, the VO = 1.366V. Or at room temperature (25 ℃) 
under the conditions of adjustment potentiometer, so that VO=1.366+0.125=1.491 (V). 
Temperature measurement circuit is shown in Fig. 2. 
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Fig. 2. Temperature acquisition circuit 

 
Because the device causes, AD590 measurement data is not completely linear, so 

need to be calibrated measurement using software[12]. 

3.2   Illumination Circuit Design  

As the partial pressure sensitive resistors style output, to reduce the measurement 
circuit of the sensor circuit, light detection circuit shown in Fig. 3. 
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Fig. 3. Light acquisition circuit 

 
The main characteristics of the circuit full advantage of the op amp's high input 

impedance measurement circuit to avoid the impact of front-end circuit, the circuit 
can be seen as an impedance transformation[13]. 

3.3   Embedded Processor 

Core of the system for 16-bit microprocessor chip is SPCE061A [14]. The chip 
μ'nSPTM core, built-in 32K FLASH 2K SRAM and storage space, with two 16-bit 
can be flexibly defined in the I/O port (including 8 channels of 10-bit voltage ADC), 
up to 49MHz of Processing speed, to meet the needs of measurement data processing. 
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This system will be temperature, light, humidity and other environmental parameters 
with the appropriate prefix circuit into a voltage amount, the full application of the chip 
to support multiple ADC inputs of the advantages of the multi-channel analog signals 
quantified, enabling the multi-parameter measurements. 

3.4   Wireless Communication Module 

System uses PTR8000 wireless transceiver module [15] for remote data transfer, the 
core chip is monolithic transceiver chip nRF905. The module can work at 
433/868/915MHz the ISM (industrial, scientific, medical) band, the working voltage 
of 1.9 ~ 3.6V. The chip’s architecture is shown in Fig.4. 

PTR8000 controlled by changing the pin MCU PWR_UP, TRx_CE, Tx_EN 
nRF905 level to switch the operating mode chip through SPI (Serial Peripheral 
Interface) chip to complete the parameter configuration and data reading and writing, 
according to transmission status indicator (CD / AM / DR) of the state to get the 
working status of data transmission. 

 

 

Fig. 4. Wireless communication chip nRF905 architecture 

 
Since there is no SPI SPCE061A interface software simulation program used in a 

way that [15]. The modular system programs the idea of some of the features of 
wireless communications is divided into three levels, including hardware control, 
control and delivery of basic reading and writing process, simplify the main program 
control process of the hardware. 

3.5   Data Transfer 

As a result of the distributed structure, each set up an address from the machine 
number, in order to achieve the management of multiple front-end. Centers take a  
proactive approach to achieve the polling data collection front end, to avoid channel 
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contention, improving channel transmission efficiency. Placed on each measuring site 
to receive state only when receiving a query command on the machine when the host 
response to the measured data. 

In the wireless transmission process, using a Carrier Sense technology; master and 
slave to a handshake between the transmission confirmation. After sending the data 
front-end site, the host will return to wait for confirmation to verify the need to send 
again; if re-issued three times while still confirmed that the radio channel failure 
occurs if the channel failed three times, MCU driver circuit fault alarm , prompted the 
overhaul. 

3.6   PC to Receive Data and Display  

Including the central control center host PC, client and management of two parts, in 
the management and central control PC, using serial asynchronous communication 
between client. Center-side the main MCU to complete the serial conversion of data 
between the wireless communication. PC-side data acquisition program main function 
is to send and receive instructions through the serial port on the command parsing and 
data reception, update the display and so on. 

Front-end machine with event-driven manner. Its main task is under the control of 
machines in the center, collecting data obtained from the local sensors and wirelessly 
sent to the host. 

The main front-end workflow collected microcontroller shown in Fig.5, the 
wireless front-end machines usually in a wait state to receive instruction until the 
wireless receiving inquiries instruction, according to the instruction, performing  
the appropriate collection procedures, obtained the desired data, the Wirelessly send 
the data center machine. 
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Fig. 5. The main front-end process of gathering machines 
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Front-end machine can be used for detecting the status of inquiries received, or 
interrupted manner. In order to ensure the logic of the software and reduce the 
complexity of the query used in this design approach, by detecting the state to check 
whether the DR receives a complete packet. Analysis of the main contents of the 
command is to check the accuracy of wireless data content and the interpretation of 
commands to perform the appropriate procedures. 

4   Centers Program 

Processing platform in the center of choice, consider the scalability from the system, 
using a PC, as the upper control processing center. Itself is not the PC, wireless 
interfaces, wireless module data from the microcontroller through the serial port to the 
PC. 

The design goal for the realization of multiple front-end point of data collection. In 
order to achieve more points collected data transmission, the use of the wireless 
channel, only the host can take the initiative to use the wireless channel, all the front-
end measured from the machine are used passively. The actual operation of the 
system, the host operator's control or under the procedures set out on the front of a 
point to send the queries. Inquiries received by the wireless signal the site, collecting 
complete data can send data out through the wireless module. 

Central part of the software process control logic and human-computer interaction 
interface consists of fully functional PC, to complete. With development of software-
based system design parameters can be displayed and a detailed set other advanced 
features. PC, the software portion of the detailed description. 

Center main task of the microcontroller through the serial port for the PC, wireless 
data transmission expansion. The small amount of data transmission system, still use 
the inquiry approach to treatment. Center program of the main flow shown in Fig.6. 
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Fig. 6. Single chip receiver processing center 
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Center SCM process is to achieve data transmission process forward, the 
equivalent of the wireless channel and transmission channel between the serial port. 
Tested by the way check the serial transceiver, can be carried out in the 57600 baud 
rate reliable transmission. The design of the default serial communication baud rate is 
9600bps. 

5   Experiment 

System testing using serial baud rate is 19200bps, 8 data bits, 1 stop bit. After testing, 
the system measurement site and the receiver front-end machine of the outdoor center 
for reliable communication distance of about 200m. The system tests the selected 
temperature sensor AD590; measured temperature error of less than 2%, and achieved 
satisfactory results, and has good repeatability, the measured data shown in Table 1. 

Table 1. Temperature data and error data table 

Nominal temperature (℃) 13 16 19.2 20 22.6 26.5 

Measured temperature (℃) 13.25 15.73 19.53 20.23 22.24 26.22 

Error（％） 1.92 1.69 1.72 1.15 1.5 1.06 

Nominal temperature (℃) 28.3 30 32.3 35 38 40 

Measured temperature (℃) 28.55 30.25 32.68 34.74 38.44 40.52 

Error（％） 0.88 0.83 1.18 0.74 1.16 1.3 

 
Enabled wireless transmission CRC error checking to ensure no generated. 

Measurement unit in front of the sensor output signal A / D conversion process 
accuracy 1mV, but the actual accuracy of the decision by the parameters of the sensor 
itself. 

6   Conclusions 

In this paper, the monitoring system for the realization of the harsh environment of 
on-site monitoring provides a new solution that can be used to forecast disasters, such 
as mines, rivers, toxic and hazardous situations; can also be used to the environment 
that require real-time multi-parameter monitoring Occasions, such as the valuable 
greenhouse crops, inflammable and explosive materials storage warehouse. With this 
system, PC, the powerful processing capabilities and large capacity of storage space, 
the long time data storage, query, reporting, and a series of practical features, but also 
combined with network technology, through the Internet from other PC, log on the 
appropriate page To obtain real-time monitoring data. 
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Abstract. In this paper we propose a novel method based on the characteristics 
of the object that we are interested in to distinguish it from other stars, whose 
images are line-shaped trails. The point-like object and streak-like stellar images 
become more visible after some pre-processing, and operated by boundary 
tracking, then they can be preliminarily identified by their form factors. The 
coordinates of the object on the CCD-frame can be further calculated by a 
two-dimensional Gaussian fitting in the original exposure. Experiment tests 
show that the new method can distinguish the object and other stars rapidly and 
precisely. The codes developed under the environment of Windows/Visual 
C++6.0 can be applied to both a single exposure and series of images to identify 
an artificial satellite or space debris in motion. 

Keywords: Faint Object, Boundary Tracking, Form Factor, Detection Method. 

1   Introduction 

There are some algorithms that have been proposed and used in different systems. The 
stacking method can only be applied if several images of the same star region are 
available[1]. According to Stöveken & Schildknecht[2], a star catalogue can be used to 
identify those pixels that belong to stars (up to a given magnitude). These pixels can 
then be masked, and the remaining illuminated pixels belong to the object of interest. 
The limiting magnitude for the star mask has to be adapted depending on the magnitude 
of the object of interest. And a disadvantage of this method is the comparably extensive 
computing effort to transform the information of the catalogue (e.g. star position in RA 
and Dec) into pixel coordinates. While using a median image, the image registration in 
preprocess is not easy for streak-like stellar images. If only two images are available, 
the noise introduced by image subtraction gets worse, which is especially crucial in the 
case of faint objects. 

In this paper we propose a novel method based on the characteristics of the object 
that we are interested in to distinguish it from streak-like stellar images. Section 2 of 
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this paper describes how to use object characteristics to distinguish between object and 
streak-like stellar images. In section 3, some successful illustration will be given. The 
last section is about summary and conclusions. 

1.1   A Typical CCD Image 

A typical CCD image is shown in Fig. 1, a point-like object between streak-like stellar 
images can be seen. This type of image can be produced when the object of interest is 
moving fast with respect to the stars and is taken by tracking the object or by CCD 
drift-scan observing[3,4]. 

 

  

Fig. 1. A typical CCD image 

2   Object Detection and Centering 

An object and stars have very different characteristics (in their image), and based on 
these characteristics, we try to detect the object of interest from the star trails in this 
paper. 

The image background is elevated by the blooming effect of bright streak-like stellar 
images, and it affects the detection of faint objects. We first use the Prewitt operator on 
the image to reduce its background, and strengthen the outlines of objects and stars to 
make them clearer and easier to identify. The pixels at the edge of objects and stars can 
reach the extremum after processed by the Prewitt operator, which calculates the 
gradient of the image intensity at each point. The image processed by the Prewitt 
operator is shown in Fig. 2(a). Comparing this result with the original image Fig. 1, the 
entire background of the image is dimmed, and the halos of streak-like stellar images 
get restrained. Thus, the outlines of objects and stars become sharper. 

After being processed by the Prewitt operator, the center of either the object or the 
streak-like stellar image appears darker (called vacancy). The “vacancy” can be slightly 
smoothed by averaging filter, and it can significantly eliminate the noise. A major use 
of averaging filters is in the reduction of “irrelevant” detail in an image. By “irrelevant” 
we mean pixel regions that are small with respect to the size of the filter mask[5].  
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Therefore, we should select the filter size depending on the size of the object image. In 
the case of a faint object (the image shown in Fig. 1) the 3×3 filter is enough to get a 
good result. Comparing Fig. 2(b) with Fig. 1, it is shown that a considerable number of 
faint stellar images are filtered, and bright stellar images are dimmed by the smoothing 
operation. 

We continue our work by using σ threshold to obtain the binary image. This 
operation can exclude those streak-like stellar images that are obviously darker than the 
object. In order to get the threshold σ, a Gaussian function is used to fit the image 
histogram, and 12 times σ is adapted. The result of thresholding is shown in Fig. 2(c). 

Boundary tracking is applied after threshold, and its performance depends on two 
factors. The first one is the selection of a starting point, which has direct impact on 
tracking accuracy and probably lead to more difficult if improperly selected. The 
second is the selection of a tracking criteria. According to the order of reading a FITS 
image that is designed from left to right, bottom to top[6], we select the most bottom 
left pixel as a starting point, and track the boundary in a clockwise direction. Fig. 2(d) 
shows an image of all the object and streak-like stellar images’ boundaries been 
tracked. 

 

  

  
 

Fig. 2. (a) Image processed by the Prewitt operator. (b) Image processed by a 3×3 averaging 
filter. (c) Result of σ thresholding. (d) Result of Boundary tracking. (e) Result of identification by 
the form factor. (f) Result of the Gaussian fitting. 
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Fig. 2. (continued) 

 
After the operations mentioned above, it is found that: the object of interest usually 

is round, and the stellar image is either streak-like (for a bright star), or segmented into 
some irregular adjacent regions (for a dark star), as shown in Fig. 2(d). We further use a 
form factor to distinguish them by the following formula 

 
2

4

C
F

Aπ
=

 
 

where C is the perimeter, A is the area. In realization, the perimeter is the number of 
pixels in boundary tracking, area is the number of pixels in that closing object. We find 
that the F of objects of interest are in the range of 0.7-0.8. In Fig. 2(e), the form factor of 
the object marked by an round F = 0.731. 

An initial position of the object can be estimated by the tracked boundary after the 
object and streak-like stellar images had been roughly identified by their form factors. 
A two-dimensional Gaussian fitting can be made in a small region centered by the 
initial position in the original image[7]. Even there are some fragmented regions of 
faint streak-like stellar images falling into 0.7-0.8 fortunately, they can be removed by 
the failure of this two-dimensional Gaussian fitting. The final output is the measured 
position of the faint object of interest from a Gaussian fitting. 

3   Detection Results 

We have developed our own image processing software using Visual C++ 6.0 in 
Windows environment. The faint objects in most of the images can be quickly detected 
by the above method. Here are some successfully detected samples. 

 

(1) 
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Fig. 3. Some successfully detected images 
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Occasionally, some images may be detected unsuccessfully when an object and a 
bright streak-like stellar image are overlapping. These images will be studied in further. 

4   Summary and Conclusions 

According to the characteristics of actual images, this paper proposes a novel method to 
detect an object of interest between streak-like stellar images. An original image is 
firstly processed by the Prewitt operator to strengthen the outlines of the object and 
stars, and processed by a spatial averaging filter to eliminate the noise, then it is 
thresholded by σ to get a binary image. Afterward, an initial position is estimated by the 
tracked boundary after the object and streak-like stellar images had been roughly 
identified by their form factors, and the measured position of the faint object is 
computed by a two-dimensional Gaussian fitting in the original image. 

The codes are designed in Windows/Visual C++ 6.0 environment, and can be 
applied to a single exposure or series of images rapidly. 
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Abstract. The real-time identification of insect pests on field crops was an 
inevitable trend of modern plant protection. The second-generation detection 
device for insect pests was formed with the hardware and the software system. 
The hardware system included the trapping, stunning and buffering unit, the 
even illumination unit, the scattering and transporting unit, and the image vision 
unit. The software system included image enhancement, image segmentation, 
feature selection and recognition for insect pests. The device realized the 
complete automation from the collecting to the identification of insect pests. 
The nine species of insect pests were automatically recognized, and the correct 
identification ratio was over 86%.  The experiment showed that the system was 
practical and feasible. 

Keywords: Plant protection, Insect pests of field crops, Detection device, Real 
time, Image recognition. 

1   Introduction 

The insect pests of field crops are of a wide species and of huge quantity. There are 
hundreds of common species of insect pests trapped by lamps in agriculture fields. 
The insect pests were manually recognized and counted after they were trapped by the 
black light lamp. And the forecasting method was mainly used in China for a long 
time. Its effect, accuracy and efficiency were closely related to the comprehensive 
quality of the forecasting person, and it was inevitably influenced by greater 
subjective factors[1]. Therefore, the real-time accurate identification of insect pests on 
field crops was an inevitable trend of modern plant protection. It was also an 
important issue that must be firstly studied and resolved for today's digital 
agricultural. 

Scholars made a deep study of the image recognition of insect pests on field crops. 
The static digital camera images of 40 species (25 families, 8 orders) of insect pests 
fastened with needles were classified[2]. The thirty-five species of common pests 
(Lepidoptera) placed manually were recognized with the grayscale images[3]. The 
eight species of insect pests in cotton fields was captured by the car, killed and 
brought to laboratory for further recognition analysis[4]. 
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The related studies at home and abroad had a positive role for the identification of 
insect pests on field crops. However, these studies had not yet achieved the complete 
automation from the trapping to the final recognition, and all required manual 
operation. The 2nd generation real-time detection system for insect pests on field 
crops was developed by authors after several years of research and exploration. The 
experiments showed that the system was feasible. The hardware and the software of 
the real-time detection system were mainly discussed in this paper. 

2   Hardware Design of the Detection System 

The real-time detection system consisting of the hardware and the software was 
developed. The hardware included four major units, and they were the trapping, 
stunning and buffering unit, the scattering and transporting unit, the even illumination 
unit and the image vision unit respectively (Fig. 1). 

 

 
[1]. Trapping, stunning and buffering unit [2]. CCD [3]. Illumination unit [4]. Scattering and 
transporting unit  

Fig. 1. The hardware components of the real-time detection system for insect pests on field 
crops. 

2.1   The Trapping, Stunning and Buffering Unit  

A 30W optical controlling light (Model PS-15Ⅱ) in the device was used to trap the 
insect pests of field crops. The area controlled by a vertical single lamp in the 
center of device was 4hm2. Three pieces of colorless transparent plexiglass were 
fixed vertically around the lamp. And the angle among the surfaces of plexiglass 
was 120 degrees. When they flied toward the lamp high-speedly, the insect pests 
would hit the plexiglass and fall into the hollow funnel under the lamp 
automatically. Then the stunned pests continued to drop along the connecting pipes 
until they fall into a specified area. The connecting pipes under the funnel were 
made up of three pipes that were 10cm in diameter. The angle among the three 
pipes connected into "S" curve was 60 degrees. When the pests passed through the 
"S" shaped path, the falling speed was reduced greatly, and this reduced the impact 
to the subsequent water flow.  
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2.2   The Scattering and Transporting Unit 

The insect pests passed through the trapping, stunning and buffering unit and then fell 
into the scattering and transporting unit. Water was used as the transmission medium 
here. This was because that it was very easy to balance for the pests, and the gesture 
of the pests was either the front or the back on the water. Water had a property of 
natural scattering the object. The stack possibility of the insect pests was reduced 
greatly at time of trapping the pests in bulk, for example, from eight to ten o'clock in 
the evening. And the processing difficulty of the subsequent software was reduced. 

The scattering and transporting unit was made up of the upper water storage tank, 
the lower water storage tank, 30W waterproof motor and the filter. The upper water 
storage tank consisted of three parts that were the overflow sink, the gathering-pests 
sink and the passing flow sink. The CCD camera was mounted on the top of the 
passing flow sink. The pump drew water from the lower water storage tank into the 
overflow sink of the upper water storage tank. The flow of water was as follows: 
when the overflow sink was full of water, water flowed into the gathering-pests sink, 
and over the passing flow sink, and then was filtered into the lower water storage tank 
by the filter. The insect pests fell slowly into the gathering-pests sink after they passed 
through the trapping, stunning and buffering unit. They were scattered naturally by 
water, and passed by the passing flow sink along the water flow, then were filtered by 
the filter and fell into the collecting-pests bag.  

2.3   The Even Illumination Unit 

The even illumination system was a key component of the image acquiring system. 
The pests trapped were mostly yellow, so the yellow was suitable in the color choice 
of the lights. It was very appropriate that the inverse color of the pests was selected as 
the background color of images. The dark blue was served as the color of the passing 
flow sink. This was because that water was colorless and transparent, and the 
background color was mainly decided by the color of the passing flow sink. 

The self-made light box provided even illumination and was fixed over the top of 
the passing flow sink. The yellow plastic cloth was acted as the walls of the light box. 
The four 15W yellow lights were placed evenly outside of the light box. The opaque 
black leather was selected as the material of the upper surface of the light box. The 
upper surface was opened a small role in order to place the CCD lens. Therefore the 
image boundaries of the insect pests were relatively sharp in the illumination system. 
This met the requirements of the subsequent image processing and analysis. 

2.4   The Image Vision Unit 

An OK-C30S card was used to acquire images of the insect pests based on 
microcomputer PCI bus. The card had power ability in filtering saw tooth 
phenomenon, therefore it was quite suitable in dynamic image acquisition system. 
The maximum resolution of image acquisition was 768×576, the sampling period was 
40ms, and the frame buffer size of the image sequence was 4M. The acquisition mode 
was RGB three component inputs. The complex synchronization between image 
acquisition and image processing was coordinated organically by calling the callback 
function. As the continuous images acquired were overlapping, the actual sampling 
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period was determined by the relationship among the speed of water flow, the field of 
view of CCD and the time required to process a single frame by the computer. The 
experiment showed that 0.4 second was more appropriate to process one frame. 

 
 

 
Fig. 2. The software workflow of the detection device 

3   Software Design of the Detection System 

On account of large amount, abundant information, high real-time performance, the 
burden of device for image processing was increased. The system used Windows 
2003 operating platform and Visual C++ 6.0 visual development language. The 
application software based on MFC framework was developed with API functions 
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provided by OK_C30S graphics acquisition card. The overall block diagram of the 
system was shown in Figure 2. 

3.1   Image Enhancement and Segmentation 

In the image acquisition process of the pests, there was a lot of noise, for example, 
fluctuation of water flow, body fragments of the pests, uneven illumination and 
others. An adaptive neighborhood average algorithm modified was used to enhance 
the original image. This enhancement method without any predetermined parameters 
can effectively smooth the noise, sharpen blurred image edges, and the calculation 
was simple. The image segmentation from the background was essential to form a 
binary image of the pests after image enhancement. The accuracy of the image 
segmentation was crucial to the subsequent feature extraction and recognition. It was 
found that the iterative threshold segmentation method had better adaptive ability 
after repeated experiments, and it was more suitable for image segmentation of the 
insect pests. 

3.2   Feature Extraction and Normalization  

Sixteen morphological features of the insect pests forming the original feature space 
were extracted from the binary image, such as area, perimeter and complexity. The 
difference among these features varied widely in dimension and magnitude. The 
classification performance of the system would be influenced greatly if these features 
were not preprocessed. The raw feature data would be normalized according to 
Equation 1 in order to eliminate the influence of dimension and magnitude[5].  
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Where 
ijf and 

ijf ′  were the feature value before and after the normalization of j th 

feature for the i th pest separately. jmax  and jmin  were the maximum and the 

minimum of the j th feature for the N  training samples separately. 1jΔ and 2jΔ  were the 
upper limit margin and the lower limit margin of the j th feature of the pests. Taking 
into account the correlation degree among all the morphological features, the seven 
features were taken as the final classification features of the pests after the 
normalization data were analyzed by comparison. These features selected were area, 
perimeter, complexity, eccentricity, sphericity, first and second invariant moments. 

3.3   Fuzzy Classification of Nine Species of Pests 

The field crops were seriously damaged by the nine species of insect pests, such  
as Mythimna separata, Clanis bilineata, Tobacco budworm and Black cutworm.  
The fuzzy classifier of the pests was designed based on fuzzy decision theory[6]. The 
classification algorithm consisted of two parts: one was the establishment of the 
standard vector model library based on the feature mean and the feature standard 
deviation of the species of pests; the second was the identification of the samples to 
be recognized based on the fuzzy decision principle of minimum and maximum. The 
thirty images were collected for each species in the laboratory, so that there were 270 



444 Z. Hongtao, G. Bo, and H. Yuxia 

images of the samples in total. The twenty images for each species were randomly 
selected as the training sample set of the fuzzy classifier, and the others were taken as 
the testing sample set. The ninety samples were classified by the fuzzy classifier, of 
which 12 samples were misclassified, so the accuracy of the classifier was 86.7%. 

4   Conclusions 

The second-generation real-time detection device for field pests was designed. The 
device realized the entire automation that was from trapping, scattering, transporting, 
image collecting, image analyzing to image recognizing of the pests. It shortened the 
cycle of pest identification and improved the level of automation. The correct 
identification ratio of the nine species of the pests was over 86%. The further study 
was to increase the species of the pests, and improve efficiency of the detection. 

Acknowledgement  

Financial support was provided by the National Natural Science Foundation of China 
(No. 30871449) and the Natural Science Research Program of the Education 
Department of Henan Province (No. 2011B210028).  

References 

1. Liu, X.-y., Zhang, H.-t.: Application of Fuzzy Recognition in the Detection of Pests in 
Fields. Journal of Agricultural Mechanization Research 31(12), 192–194 (2006) 

2. Zhao, H.-q., Shen, Z.-r., Yu, X.-w.: On Computer-aided Insect Identification Through 
Math-Morphology Features. Journal of China Agricultural University 7(3), 38–42 (2002) 

3. Watson, A.T., O’Neill, M.A., Kitching, I.J.: Automated Identification of Live Moths 
(Macrolepidoptera) Using Digital Automated Identification System (DAISY). Systematics 
and Biodiversity 1(3), 287–300 (2003) 

4. Drake, J.T., Walters, T.: RITA, the Robot, Provides Survey and Identification Support to the 
USDA. Cphst News 2(9), 3–4 (2006) 

5. Zhang, H.-t., Hu, Y.-x., Qiu, D.-y.: Application of Simulated Annealing Algorithm in 
Stored-grain Pests Image Recognition. Journal of Henan Agriculture Sciences 32(7), 28–31 
(2003) (in Chinese) 

6. Qiu, D.-y., Zhang, H.-t., Chen, T.-j.: Application of Fuzzy Recognition Technique in Stored-
grain Pests Detection. System Sciences and Comprehensive Studies in Agriculture 18(2), 122–
125 (2002) (in Chinese)  



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 445–449. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

A Comparison of PCA and 2DPCA in Face Recognition 

Zhang Haiyang* 

College of the Globe Science and Engineering of Suzhou University, 234000,  
Suzhou, Anhui Province, China 
seazhang188@126.com 

Abstract. Principle Component Analysis (PCA) technique is of vital importance 
and is an efficient method in extracting features in face recognition. Generally 
speaking, the image always needs to be transformed into ID vector in PCA. 
Recently two-dimensional PCA (2DPCA) technique has been proposed. In the 
method of 2DPCA, PCA technique is applied directly on the original images 
without being transformed into 1D vector. In this paper, we will compare the two 
methods in face recognition based on ORL face database. 

Keywords: PCA, face recognition, 2DPCA. 

1   Introduction 

Face recognition has obtained an increasing amount of attention in pattern recognition 
and computer vision over the past few years. The reason for that is face recognition 
technology can be applied in a wide range of fields, such as identity authentication, 
access control and so on [1]. 

Generally speaking, there are two categories of methods in face recognition [2]. One 
approach is based on facial feature. The most famous technique in the second approach 
is Principle Component Analysis (PCA). 

In the all previous face recognition techniques based on, the 2D face image matrices 
must be previously transformed into 1D image vectors. Recently in [3], a new PCA 
approach called 2DPCA is developed for image feature extraction.  

2   Principal Component Analyses (PCA) 

Principal component analysis (PCA), which is also known as Karhunen-Loeve 
expansion, is a classical feature extraction and data representation technique, and this 
technology is widely used in the areas of pattern recognition and computer vision [4]. 
Turk and Pentland proposed the well-known Eigenfaces method for face recognition in 
1991 in this context. Since then, PCA has been widely investigated and has become one 
of the most successful approaches in face recognition [5], [6]. 
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Principal component analysis is proposed by Turk and Pentland in 1991, which is 
often used for extracting features and dimension reduction. Let us have a brief view of 
the principle of PCA [7]. 

 
Step 1: A set of M images with size N*N can be represented by vectors of size N2   
Γ1, Γ2,Γ3,…,ΓM  
 
Step 2: The average training set is defined by  
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Step 3: Each face differs from the average by vector  

 ψφ −Γ= ii                                                         (2) 

Step 4: A covariance matrix is constructed as follows:  
TAAC =                                                               (3) 

Step 5: Finding eigenvectors of 2 2N N× matrix is very difficult. Therefore, we use the 
matrix ATA of size M x M and find eigenvectors of this small matrix. 
 

Step 6: If v is a nonzero vector and λ is a number such as Av = λv,  
then v is an eigenvector of A with eigenvalue λ. 

Step 7: Consider the eigenvectors iv of TA A  

iii
T vuAvA =                                                           (4) 

Step 8: Multiply both sides by A, we can obtain the result:    

)()( iii
T AvuAVAA =                                                   (5) 

Step 9: A face image can be projected into this face space by  

MkU kT
k ,...,1);( =Ψ−Γ=Ω                                            (6) 

3   Two-Dimensional PCA 

In this section, we will shortly review the basic principals, essential mathematical 
background and algorithm of 2DPCA. 

Let X denotes an n-dimensional unitary column vector. Our idea is according to the 
following linear transformation [8], [9] to project image A which is an m n× random 
matrix onto X: 

Y AX=                                                            (7) 
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From this, we can get an m-dimensional projected vector Y which is called the 
projected feature vector of image A. How do we determine a good projection vector X? 
we use the following criterion: 

( ) ( )X xJ tr S=                                                       (8) 

In this place, xS  denotes the covariance matrix of the projected feature vectors of the 

training samples and ( )xtr S denotes the trace of xS . The covariance matrix xS can be 

denoted by 
 

    
( )( ) [ ( )]T

xS E Y EY Y EY E AX E AX= − − = −
 

[ ( )] [( ) ][( ) ]T TAX E AX E A EA X A EA X− = − −                           (9) 

Thus, 

( ) [ ( ) ( )]T Ttr Sx X E A EA A EA X= − −                           (10) 

Let us define the following matrix 

[( ) ( )]T
tG E A EA A EA= − −                                           (11) 

The matrix tG is called the image covariance (scatter) matrix. From its definition, it is 

easy to verify that tG is an n n×  nonnegative definite matrix. We can use the training 

image samples to evaluate tG directly. Suppose that there are M training image samples 

in total, the jth training image is denoted by an m n×  matrix ( 1,2,..., )jA j M= and 

the average image of all training samples is denoted by
__

A . 
Then, tG can be evaluated by the following criterion: 
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Alternatively, the criterion in (8) can be expressed by  

( ) T
tJ X X G X=

                                                    (13) 

In this place X is a unitary column vector. This criterion is called the generalized total 
scatter criterion. The unitary vector X which maximizes the criterion is called the 
optimal projection axis. The optimal projection axis Xopt is the unitary vector that 
maximizes ( )J X . Generally speaking, it is not enough to have only one optimal 

projection axis. We usually need to select a set of projection axes, 1,..., dX X , subject 

to the orthonormal constraints and maximizing the criterion ( )J X , that is,  

1{ , } arg max ( )

0, , , 1,
d

T
i j

X X J X

X X i j i j d

=⎧
⎨ = ≠ =⎩

……，

……
                                 

(14) 



448 H. Zhang 

4   Experiments and Analysis 

Our experiments are based on Cambridge ORL face database and Matlab7.0 is used as 
programming tool. We show some images from ORL face database in Figure1.   

 

 

Fig. 1. Some images from ORL face database 

In this experiment, we take each person’s one image; two images… five images 
respectively as training samples and the left images are testing samples respectively.  

Table 1. A comparison of PCA and 2DPCA in recognition rate (%) 

Testing 
samples 

1 2 3 4 5 

PCA 77.5 81.25 83.33 83.13 83 
2DPCA 80 81.25 86.67 91.87 92 
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Abstract. In this paper we propose a new method of face recognition. DCT and 
PCA are combined in this method. Our experimental results show that we can get 
much better recognition rates based on the same face images. 
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1   Introduction 

Face recognition is a hot topic studied by many researchers in recent years. That is 
because face recognition technology can be applied in a wide range of fields, such as 
identity authentication, access control and so on [1].Generally speaking, there are two 
categories of methods in face recognition [2]. One approach is based on facial feature. 
Firstly, the features such as eyes, nose and mouth first are located and then various 
feature extraction methods can be adopted to construct feature vectors of these facial 
features. Finally, traditional pattern recognition methods like a neural network can be 
used to recognize the feature vectors. 

The other approach takes a holistic view of the recognition problem. It extracts the 
statistical characterization by the statistical method directly out of the entire training 
sample images instead of extracting the feature of the nose, mouth, or the eyes 
separately. Holistic feature extraction of face images is adopted in this approach. The 
most famous technique in the second approach is Principle Component Analysis 
(PCA). 

PCA-based face recognition analysis is a method which is about the features of the 
whole face appearance. These features extracted are related to the whole face or even to 
the whole sample set. They needn’t mean anything definitely. When you classify these 
features, you can get satisfactory results. PCA (Principal Components Analysis) is such 
an effective method. 

The variations between the images of the same face due to illumination and viewing 
direction are almost always larger than image variations due to changes in face identity 
[3]. Two key issues should be solved in order to reduce illumination effect [4]. A face 
image is easily subjected to changes in viewpoint, illumination, and expression. So the 
first issue is what features can be used to represent a face in order to be able to deal with 
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possible changes and expression. The second issue is what kind of classifier can be 
used to classify a new face image. In this paper DCT and PCA are combined, DCT can 
be considered as a preprocessing method before using PCA to extract features. Using 
DCT can reduce illumination effect so some extent. Our experimental results show that 
we can get much better recognition rates based on the same face images. 

In this paper, the principles of PCA and DCT are presented. In PCA-based method 
within-class average faces are computed to normalize training samples in order to 
reduce the difference between same-class samples, while at the same time to augment 
the difference between different-class samples. We have done our experimental results 
on ORL (Olivetti Research Laboratory) face database using the method of PCA and 
PCA combined with DCT and compare their recognition rates. 

Our paper is organized as follows: In the first chapter, we introduce the background 
of face recognition; in the second chapter, we introduce the principles DCT；in the 
third chapter, we introduce the principles of PCA; and in the last chapter, we introduce 
the ORL face database and compare the recognition rates of the PCA and PCA 
combined with DCT. 

2   Discrete Cosine Transform (DCT) 

Like other transforms, the Discrete Cosine Transform (DCT) attempts to decorrelate 
the image data. After decorrelation each transform coefficient can be encoded 
independently without losing compression efficiency. In this section we will shortly 
introduce the theory of DCT [5]. DCT includes one-dimensional DCT and 
two-dimensional DCT. 

In the 1D case, DCT can be defined by  
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In this place, 0,1,..., 1u N= −  
In the 2D case, DCT can be defined by  
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In this place , 0,1,..., 1u v N= −  
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3   Principal Component Analyses (PCA) 

Principal component analysis (PCA), which is also known as Karhunen-Loeve 
expansion, is a classical feature extraction and data representation technique, and this 
technology is widely used in the areas of pattern recognition and computer vision [6]. 
They argued that any face image could be reconstructed approximately as a weighted 
sum of a small collection of images which define a facial basis (eigenimages), and a 
mean image of the face. Turk and Pentland proposed the well-known Eigenfaces 
method for face recognition in 1991 in this context. Since then, PCA has been widely 
investigated and has become one of the most successful approaches in face recognition 
[7]. 

Principal component analysis is proposed by Turk and Pentland in 1991, which is 
often used for extracting features and dimension reduction. Let us have a brief view of 
the principle of PCA [8]. 

Step 1: A set of M images with size N*N can be represented by vectors of size 2N    

Γ1, Γ2,Γ3,…,ΓM  

Step 2: The average training set is defined by  
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Step 3: Each face differs from the average by vector  

      ψφ −Γ= ii                                             (6) 

Step 4: A covariance matrix is constructed as follows:  

TAAC =                                               (7) 

Step 5: Finding eigenvectors of 2 2N N× matrix is very difficult. Therefore, we use the 

matrix TA A of size M x M and find eigenvectors of this small matrix. 
 

Step 6: If v is a nonzero vector and λ is a number such as Av = λv,  
then v is an eigenvector of A with eigenvalue λ. 
 

Step 7: Consider the eigenvectors iv of TA A   

iii
T vuAvA =                                          (8) 
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Step 8: Multiply both sides by A, we can obtain the result:    

)()( iii
T AvuAVAA =                                               (9) 

Step 9: A face image can be projected into this face space by 

MkU kT
k ,...,1);( =Ψ−Γ=Ω                                     (10) 

4   Experiments and Analysis 

Our experiments are based on Cambridge ORL face database and Matlab7.0 is used as 
programming tool .This face database contains 40 individuals, and each individual has 
10 images with variations in pose, illumination, facial expression and accessories. The 
size of each image is 92 ×112 pixels; with 256 grey levels per pixel .We show some 
images from ORL face database in Figure1.   

 

 

Fig. 1. Some images from ORL face database 

In this experiment, we take each person’s one image; two images… five images 
respectively as training samples and the left images are testing samples respectively. 
The recognition rates that we get are in Table 1. 

Table 1. The comparison of PCA and PCA combined with DCT 

Training 
samples 

1 2 3 4 5 

PCA 77.5% 81.25% 83.33% 83.13% 83% 
PCA+DCT 90.71% 88.57% 92% 84.17% 85% 
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Abstract. Nowadays coal mine monitor system exists some fault, such as 
no-perfect function, complicate technology and difficult commit, so this paper 
designs a monitor system of distant coal mine based on Labview. A distributed 
wireless sensor net is built up by Labview developments kids, Zigbee net 
technology and virtual instruments technology. This paper detail discusses the 
hardware structure and software design. This system has high stabilization, 
flexible control and convenient apply. Moreover, it is reliable to distantly 
monitor coal mine gas.  
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0   Introduce 

The gas safe accidence is one of accidences with big harmfulness and high mortality. 
The wire transmission mode is applied at traditional data sample in gas monitor system. 
However, because of complicate geological condition and distribute working surface, 
with working face’s carrying forward, it is more difficult to place wire and build up gas 
monitor system, therefore some signals cannot be obtained on time on working surface 
and it is frequent to result to accidents taking place.  

1   Monitor System Structure 

As the Fig1 is shown, the system is made up of monitor station on the ground, monitor 
base station and mobile monitor terminal. 

 

 

Fig. 1. System structure 
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(1) The monitor station on the ground puts gas monitor data together and process, 
which main function is to receive data, process, inquiry, transmit to internet and 
give an alarm if the gas’s concentration exceeds its safe standard; 

(2) The task of monitor base station is to receive wireless data from mobile terminal, 
preprocess and communicate with the monitor station on the ground. 

(3) The mobile monitor terminal samples gas data and transmit them to monitor bas 
station, and terminal can give an alarm. 

2   Hardware Design 

2.1   Monitor Base Station 

The monitor station on the ground controls mobile terminal through monitor base 
station, whose control kernel is C8051F126 microcomputer. The structure of monitor 
base station is shown in Fig2. The nRF9E5 is selected as wireless receive and transmit 
module, which is high performance single wireless chip produced by Nordic VLSI 
corporation. This chip is real SoC(system on chip), which includes nRF905433／868
／915MHz receiver 

 

 

Fig. 2. Monitor base station 

The monitor base station sends and receives data by SPI synchronose of C8051F126. 
In the nRF9E5 the pin CD, AM and DR stands respectively for carry-detect, 
address-matched and preparation-complete for data. These perfect function make more 
convenient and dependent to transmit and receive data. The monitor base station is 
connected to the monitor station on the ground by the URAT0 and RS232 interface. The 
data from mobile monitor terminal is transmitted to the monitor station on the ground, 
therefore data transmission is completed.  

2.2   Mobile Monitor Terminal 

As the Fig3 is shown, mobile monitor terminal is made up of gas sensor, 
microcontroller and data communication module. 



 Research on Monitor System of Distant Coal Mine Gas Based on Labview 459 

 

Fig. 3. Mobile monitor terminal 

The gas sensor’s type is KGS-20 made in China, and microcontroller is AT89C51 
made in America. The signals are transferred to A/D converter in the microcontroller 
by gas sensor. The AT89C51 codes to correspond digital signal, converts to data 
according to protocol, and load to data transmitting modual. 

3   Software Design 

3.1   The Control Program Design by LabVIEW 

LabVIEW is a perfect virtual instrument development platform, which have abundant 
function, such as signal sample, measurement and analysis, data process, display and 
store. The users spent less time and money to develop more dependent and perfect 
virtual instrument system.   
 
 

 

Fig. 4. Procedure diagram of the monitor station on the ground  
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The all sub-programs have two primary functions in control system: 
 
1) Transmit control command and receive measurement data, that is, the serial 

communication is done between monitoring station on the ground and monitoring base 
station. According to serial communication protocol, RS232 serial communication is 
realized by VISA control. 

2) The measurement data is processed, including comparison, analysis, restore and 
print. Especially, data is stored dynamically, and the file is named by time, so it is 
convenient for users to look over data, analysis and process.      

3.2   Building the Zigbee Net 

ZigBee is a kind of open wireless sensor net applied by wireless communication 
technology. Based on the IEEE802.15.4 protocol, this net can communicate on 3 free 
frequency ranges, which are general 2.400-2.484GHz in globe, 868.0-368.6MHz in 
Europe, and 902-928MHz in America, and transmission rate are respectively 250kbps, 
20kbps and 40kbps. The communication distance range from 10 to 75 meters. Its 
remarkable character are low power and low cost, because Zigbee net adopts more low 
data transmission rate, low work frequency range and small capacity stack, and it is on 
sleep mode when ZigBee module doesn’t work. ZigBee net is construct by coordinator, 
which scan a free channel other nets don’t occupy, and define Cluster-Tree parameters, 
such as maximum mobile measure terminal, maximum quantity of route nod, and route 
algorithm.     

Fig 5 shows how mobile terminal enter and break off net. After coordinator star, 
other mobile terminal can be admitted to enter net when its channel is set the same as 
coordinator, and the correct authentication information is supplied. After a mobile 
terminal enter net, it can gain own MAC address, ZigBee net address and parameter the 
coordinator define. Certainly, if a mobile terminal will break off net, it must apply to 
measure base.   

 

 

Fig. 5. Diagram of the mobile terminal’s entering and breaking off net 

4   Conclusion 

Substituting the old cable transmission, the system adopts ZigBee technology in 
wireless sensor net, avoiding the effect of cable resistance and distributed capacity, and 
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the disturb of the environment temperature and electromagnetism. Comparing cable 
data transmission, this system show remarkable advantage and broad application 
future.   
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Abstract. An interline CCD camera is developed for remote outdoor monitor 
applications. This paper narrates the system requirements of the CCD camera 
first, presents the design considerations and a basic architecture of the analog 
circuit and digital controller in detail, such as the CCD peripheral circuit, 
preamplifier, the analog front end and its interface, the clock driver, the power 
supply, and the clock timing generator programmed with VHDL in FPGA. The 
simulation and testing results for some key modules and the whole system are 
analyzed.  

Keywords: CCD Camera, Circuit Design, FPGA, Remote Monitor. 

1   Introduction 

CCDs widely used in the imaging systems can be divided into three types: full-frame, 
frame-transfer and interline according to their readout modes. Consequently, the 
cameras fabricated by the CCDs are called full-frame cameras, frame-transfer 
cameras and interline cameras. The three types of cameras have their own strengths, 
and are used in different imaging applications respectively. For example, the full-
frame cameras with mechanical shutter are popular in the astronomical observations 
at night, and the frame-transfer cameras are candidates in which the mechanical 
shutters are not easy to use. The interline CCD has a special structure of the electronic 
shuttering action, thus the interline transfer cameras do not need the mechanical 
shutter. These cameras are suitable for high-speed imaging applications, such as solar 
observation, medical imaging, industrial monitoring and control, and so on. 

We developed a prototype CCD camera for outdoor monitoring applications. The 
CCD is a Kodak KAI-04022 image sensor with 2048(H) × 2048(V) active pixels. 
Each pixel is a 7.4μm square one with a microlens [1]. It is an interline CCD with 2 
high-speed outputs. We called this camera KAISS for simplicity. 
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2   System Design of the KAISS Camera 

2.1   Design Requirements and Considerations 

The KAISS camera will be used in the imaging experiment of outdoor monitor. Thus 
the system is required to have good remote imaging performance. Here the “remote” 
means that the camera may be far away to the computer (PC) used for imaging control 
and image acquisition. The remote control can be implemented by the TCP/IP 
internet. Through the internet, the remote PC sends commands of control and test to 
the camera, collects the image data from the camera, displays the image on its screen 
and finally saves the image to a hard disk. 

The KAI-04022 is an interline CCD. Different with the full-frame and frame-
transfer CCDs, after exposure it must do a charge shift so as to transfer the 
photoelectrons in the photodiode to its adjacent non-photosensitive vertical register 
(VCCD) through a interline gate. The later process of reading out the photoelectrons 
in the VCCD is similar to the full-transfer or frame transfer. The KAI-04022 needs 7 
driving clocks: 2 for vertical transfer, 3 for horizontal transfer, 1 for electronic shutter 
and 1 for fast line dump [1]. 

Taking into account the requirements of AD bits, readout rate and power 
dissipation of the camera, and also the simplification of the analog circuit design and 
debug, we chose ADI’s high-performances CCD analog front end (AFE) AD9845B. It 
is an improved CCD signal processor with a 3-wire serial programming interface 
(SPI), and features a 30 MHz single-channel architecture designed to sample and 
condition the outputs of interlaced and progressive scan area CCD arrays. Its signal 
chain consists of an input clamp, a correlated double sampler (CDS), PxGA, a 
digitally controlled VGA, a black level clamp, and a 12-bit A/D converter [2]. Thus 
the AD9845 totally needs 6 operating clocks, such as, preblanking clock, black level 
clamp clock, 2 CDS sampling clocks for CCD’s reference and data level, input clamp 
clock, digital data output latch clock. 

An embedded system is required to meet the requirements of the CCD control and 
image acquisition. The key component is an Atera’s high-speed FPGA device 
Cyclone EP2C35 with 33216 logic elements and 4 PLLs [3]. A softcore CPU—NiosII 
can be downloaded to the device. It is easy to building an embedded system and to 
implement an internet-based transmission of the commands and image data. 

2.2   System Architecture 

The KAISS camera system is composed of five parts: photoelectrical imaging devices 
(lens and CCD), analog circuits, a digital controller and a remote terminal. All the 
modules and their signal flow chart are shown in Fig.1. 

An optical image is formed on the CCD photosensitive area by the optical lens. 
After the CCD is powered up with appropriate levels of the biases and clocks, the 
input optical image on the CCD can be converted into a photoelectron image in the 
CCD pixels. With proper driving clocks the image can be readout via output  
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amplifiers on the CCD. Then the charge image becomes into a series of analog 
voltage signal called analog video. The video, amplified by the preamplifier, is 
transmit to the AFE to do the CDS and ADC, and finally converted to a series of 12-
bit data, that is, digit image. The digit image is sent to the embedded system through a 
buffer, and uploaded to the remote PC. 

 

Fig. 1. System modules and signal flow chart of the KAISS camera 

3   Analog Circuit Design of the KAISS Camera 

The analog circuit of the camera is composed of 4 parts: CCD and preamplifier, AFE 
and its interface, clock driver, and power supply, which are placed in a same PCB 
(called Board A). The board is assembled with a commercial Altera FPGA 
development board (named as Board B), which is used for imaging control and data 
transmission. 

3.1   Circuit Design of the CCD Analog Video Processing Chain 

There are 2 video outputs in the KAI-04022. Consequently we should have 2 same 
chains of video processing. The CCD video arrives at the preamplifier first. The 
amplifier is made up of an emitter follower, a DC blocking capacitor and a non-
inverting amplifier. In order to match the maximum CCD output signal to the AFE 
input range, the total gain of the preamplifier is set to be 0.78, which is composed of 2 
factors: 0.6 for the emitter follower, 1.25 for the non-inverting amplifier. The 
preamplifier is followed by a CCD signal processor--analog front end. One channel of 
the analog chain is shown in Fig.2. 
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Fig. 2. One channel of the analog chain 

3.2   Circuit Design of the AFE and Its Interface 

After the CCD video enters into the AFE AD9845B with proper clocks input, the 
video processing tasks such as the DC restore, CDS, amplification, clamp and ADC 
can be done in the device. Its output digital data are buffered and then sent to the 
embedded system.  Before the device starts to process the CCD video, it is needed to 
be programmed with a 3-wire SPI to set its operation mode. The serial programming 
signals are generated by NiosII. Its interface circuit is similar to the recommended 
circuit given in its datasheet [2]. The AFE functions and it interface are shown in 
Fig.3. 

 

 

Fig. 3. AFE and its interface circuit 

3.3   Circuit Design of the Clock Drivers 

The clock drivers are used to convert the low volt (3.3V) TTL clock signals from FPGA 
to appropriate levels so as to output those vertical, horizontal, electronic shutter and fast 
dump clocks required by the KAI-04022. Although frequency of the vertical clocks is 
not high (100 kHz), but its driving loads are high capacitance loads, thus some 
transistors are employed for the analog switches, and some high-speed 1.5A MOSFET 



 Electronics Design for an Interline CCD Camera Based on FPGA 467 

drivers (MAX4427) are used to drive the capacitance loads. The horizontal clocks are of 
higher frequency (10 MHz), but their loads are of lower capacitance, therefore some low 
power transistors are used for the analog switches and drivers. Block schematic 
diagrams of the vertical and the horizontal clock drivers are shown in Fig.4. The basic 
circuit structure of the clock drivers is similar to the Kodak’s recommendatory drivers 
for the CCD [4]. But some devices are replaced, and values of some resistors and 
capacitors are appropriately adjusted by our PSpice simulations. 
 

 

Fig. 4. Block schematic diagrams of the horizontal (a) and the vertical (b) clock drivers 

3.4   Circuit Design of the Power Supply 

The input power supplies of Board A are ±20V and +5V. The number of the biases 
and the clock driving levels required by the selected CCD is up to 19. The power 
supply circuit is used to generate all these voltage levels. Its main structure is similar 
to those presented in our published papers [5-6]. 

4   Design of the Timing Generator of the KAISS Camera 

The most important component in the digital circuit is the FPGA. Almost all the key 
logic and timing modules written in VHDL can download to the FPGA. The digital 
logic design is to program the timing generator with VHDL according to timing 
diagrams of the CCD and the AFE. The design method is similar to our previous 
method [7-8], except for the electronic shutter, fast dump and vertical transfer for 
interline. The concrete implementation procedure and some test results are presented 
in He’s paper [9]. 

5   Test Results and Analysis 

Before the PCB design all the key circuit modules are simulated by PSpice for analog 
circuits or by Quartus for digital logic circuits (VHDL), and the simulation results are 
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analyzed. The method and procedure are similar to our previous method and 
procedure [5-8]. Then the PCB is designed and manufactured. Board A is soldered by 
us. The adjusting and the test are alternant so as to make all the voltage levels and the 
waves meet the requirements of the CCD. A mixed-signal oscilloscope is used to 
record the CCD driving clocks. The results and analysis are also presented in He’s 
paper [9]. The assembled camera is shown in Fig.5. 

 

 

Fig. 5. KAISS camera 

After tests of the analog, digit circuits and software debugging, the KAI-04022 
CCD is plugged in its socket to do the imaging experiment. In our laboratory, 
thousands of images in different readout rate and exposure are acquired, of which one 
image is shown in Fig.6. The fundamental design requirements are met.  

 

Fig. 6. An image taken by the KAISS camera 
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6   Summaries 

The system requirements and architecture of the KAISS camera are presents. The 
design method and procedure of the CCD analog video processing chain, the clock 
driver, the power supply, and the clock timing generator are described in detail. After 
analysis of the images acquired in different rate and exposure, it is proved that the 
circuit design of the KAISS camera is feasible, and the fabricated camera meets our 
imaging demands. However, the camera is tested only in our lab environment. We 
will test it outdoor later. 
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Abstract. Ferroresonance is one of the main and important reasons to distortion 
equipments in GIS substations. This phenomenon is not always predictable and 
clear. So overvoltages evaluation due to ferroresonance is necessary to analyze 
before designing the substation. In this paper, the Boushehr 230/400 kV GIS 
substation are implemented with detailed in EMTP-RV software, then possible 
operating scenarios simulated and possible overvoltages discussed.  At the end, 
in worst scenarios from point of view overvoltages the effect of auto 
transformers hysteresis characteristic shape will be investigated. 

Keywords: Ferroresonance, overvoltages, EMTP-RV, hysteresis characteristic, 
GIS substation.  

1   Introduction 

For investigating ferroresonance overvoltage in reality case should be considered the 
switching scenarios that are common in substations operation rules. For some reasons 
like maintenance or commissioning the equipments, some switching scenarios act to 
become out of service the failure equipment. These switching scenarios contain two 
steps, first shopping current at maintenance equipment and then the cutting voltage at 
failure equipment terminals. These two actions usually apply to power system with 
some time constants. Between these actions some overvoltages cause of resonance 
between system capacitors and transformer core nonlinear characteristics happened. 
In this time the only factor that limits the current of system is equipment’s resistor. 
The simulation overvoltages contain two types of overvoltages, at the beginning of 
trace the transient overvoltages appear and after that the sustained overvoltages occur. 
Those scenarios that have the sustained peak value more that transient peak value are 
more critical because the overvoltages are continued for more times. However both 
two types of overvoltages are dangerous and should be controlled with protective 
equipments. According to the steady state condition, ferroresonant states can be 
classified into four different types as Fundamental mode, Sub harmonic mode, Quasi-
periodic mode, Chaotic mode that are explained more at [1]. Boushehr GIS Substation 
has the unique configuration combined the GIS substation and cable system. At the 
400 kV sides the one-half type of connection exists that is energized from 2 separated 
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overhead line with 24 Km length. Two exit lines from GIS substation are connected to 
Boushehr power plant generator transformers and other two lines connected to two 
400/230kV auto transformers. Auto transformers with 230kV XLPE cables are 
connected to 12Km two circuit over head line that energize from Boushehr substation. 
At the 230kV side of substation is not any circuit breaker and all of the changing 
operational modes are handled with the circuit breakers that are in Boushehr 
substation. So, the overhead line capacitor and cables increase the equivalents 
capacitor that is challenge to nonlinear reactor of transformers.  For investigating the 
ferroresonance study in this substation the nonlinear characteristic of autotransformer 
considered to analyze the various switching scenarios. In this way the parameters that 
influence on ferroresonance are modeled with detail.  

2   System Modeling 

Elements modeling in power system are main aspect of investigating the case study. 
The case study contains the effective elements in ferroresonance study like auto 
transformers, three windings transformers, GIS busbars, XLP cables, overhead lines, 
surge arresters, circuit breakers, Disconnectors, VTs, CTs. The system topology is 
shown at Figure 1. 

Fig. 1. Single line Diagram of Boushehr GIS substation 

2.1   Hysteresis Modeling 

The Hysteretic reactor is a nonlinear device designed to simulate saturation and 
hysteresis in the steel core of a power transformer. The theoretical background to this 
model is given in [2] which will be also referring to [3]-[9]. The Hysteretic reactor is 
modeled by a closed-form function that relates instantaneous flux to current in two 
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Fig. 2. Hysteresis function 

 

Fig. 3. Flux-Current characteristic 

2.2   Autotransformer/ Three Windings Transformer Modeling  

For modeling the various type of transformer the primary and secondary resistor and 
reactance, the nonlinear characteristic and the capacitor between HV-LV, HV-earth, 
and LV-earth should be considered (Fig.4). For fitting the measuring data at Flux-
Current characteristic the least square method is used. The raw data and fitting data 
are shown on figure 3. With inputting the Fig.3 characteristic to hysteresis model the 
hysteresis characteristic parameters calculated on the base of equation (1-5) that are 
shown in table 1. Shv/ Ssv is slope of hysteresis/ saturation vertical asymptote, Shh / 
Ssh is slope of hysteresis/ saturation horizontal asymptote, Chyst / Csat is Curvature 
of the hysteresis/saturation curve.  

 

Fig. 4. Three windings transformer and Auto transformer 1-Phase model 

Table 1. Hysteresis characteristic data 

Parameters Value Parameters Value 
Shv 6993.46 Shh 48.29 

Chyst 0.24 Coer 0.06 
Ssv 1 Ssh 0.0005 
Csat 38590.25 Ysh 285.68 

Ysh is Y-axis intercept of saturation horizontal asymptote and the end Coer is half 
width of major loop. 

+

+

+

+

+

+ +
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2.3   Cable and GIS Busbar Modeling 

The PI modeled is used for modeling the XLPE cables and GIS busbar. The various 
types are examined like frequency depended (FD) and constant parameters (CP) 
model for modeling these elements. In this way, not only the results are more 
accuracy than the PI models but also the simulation time increase severely. It should 
be considered the reason of selecting this type, is low length of cables. The cable and 
GIS busbar lengths are shown on Figure 1.  

Table 2. GIS and cable data 

element  C(F/m) L(H/m) R(ohm/m) 

GIS busbar 5.06E-11 2.43E-07 0.000231 

 
Cable No. L(H) R(ohm) C/2(F) 

C1 1.07E-05 2.56E-01 2.48E-09 

C2 2.93E-05 1.19E-01 1.32E-08 

C3 6.85E-05 0.256 1.58E-08 

2.4   Overhead Line and Switching Modeling 

The 230kV overhead line is 12Km two circuit lines. For modeling this element the 
frequency depended model is used that responses appropriate to various range of 
frequency appear in system cause of the various ferroresonance modes. One of the 
main parameters that have the great affect on ferroresonance overvoltage is the 
switching angle. Previous studied believe that worst condition occur at voltage peak 
angle but in later studies this subject focused to analyze. In this paper, in order to 
verify the influence of switching angle, 50 shots of uniform distribution are used for 
the switch using EMTP-RV statistical approach. For the 50 operation study, the 
opening angle of the circuit breaker contact has normal distribution and its standard 
deviation is 3[ms], the open mean time is at voltage peak time. First, second and third 
switching mean time set at 10, 210 and 410 [ms] respectively.  The circuit breaker 
model accommodates variations in the pole opening speed according to a normal 
distribution with a specified standard variation and limited ±3. For every circuit 
breaker the grading capacitor equal to 1400 pF is considered as modeled parallel to 
statistical switch. 

3   Operational Scenarios Simulation 

In this paper the ferroresonance regard with 230kV side operational scenarios is 
investigated. As it is said in introduction this scenarios contain to main step that act 
with circuit breaker and disconnectors. In this way, 19 different defined scenarios was 
simulated that here only the critical scenarios from point of view of overvoltage are 
listed at Table 3.  
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Table 3. Summaries the results of the 230&400kV ferroresonance studies 

Study 
NO. 

CIRCUIT CONFIGURATION node 
Voltage

(KV 
peak) 

Current 
(A) 

Ferroresonance 
 Mode 

study 1 CB30 is switching when CB32&31 are N/O
AS2LV 221.2 220.5 Non-ferroresonant 

AS1LV 241.6 92.9 Subharmonic ferroresonance

study 2 
CB30 and DS41 are switching when 

CB32&31 are N/O 
AS2LV 221.3 220.5 Fundamental ferroresonance 

AS1LV 241.6 92.9 Subharmonic ferroresonance

study 3 AL05 is switching from Boushehr substation 10BSHV 220.4 104.2 Fundamental ferroresonance 

study 4 
AL06 is switching from Boushehr substation

when CB31&32 are N/O 

AS2LV 221.8 220.5 Fundamental ferroresonance 

AS1LV 241.7 101 Fundamental ferroresonance 

study 5 
AL06 is switching from Boushehr substation

when CB21&10&32 are N/O 

AS2LV 257.7 220.3 Fundamental ferroresonance 

AS1LV 256.2 132.5 Fundamental ferroresonance 

study 6 AL06 from Boushehr substation and DS6 
are switching when CB21&10&32 are N/O

AS2LV 257.7 220.3 Subharmonic ferroresonance

AS1LV 256.1 132.5 Subharmonic ferroresonance

As it concludes, the worst condition occurs when the switching scenarios operate 
from Boushehr substation and some GIS busbars are in circuit configuration. In these 
scenarios the equivalent capacitor resonance with autotransformers nonlinear 
inductance contains the 12Km overhead line capacitor. For evaluating the affective 
parameters the scenario 5 is selected and various hysteresis parameters are changing 
to observing the effective gain to autotransformer terminals overvoltage. At figure 8 
only 4 parameters that various range of them have the high effect to overvoltage value 
are reported. In contrast, Changing the various value of the Chys,Shh,Coer,Ssv have 
negligible effect on overvoltage.  

 

Fig. 5. Autotransformers terminals phases voltage for scenario 5 
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Fig. 6. Autotransformers voltage Harmonic 
Components for scenario 5 

 

Fig. 7. Autotransformers iron Flux-Voltage 
Characteristic for scenario 5 

With decreasing the slope of hysteresis vertical asymptote (Shv) the X-axis 
intercept of hysteresis characteristic at positive side of X-axis is increasing and so the 
area of hysteresis characteristic becomes more. This process is repeated when the Ssh 
is decreasing. This two parameters have the more influences on overvoltage between 
four reported parameters. 

 

Fig. 8. Autotransformers terminal voltage for scenario 5 with changing the hysteresis parameters 
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4   Conclusion 

In this paper the ferroresonance study at Iran nuclear energy GIS substation is 
investigated with all components detailed modeling and simulation the 19 common 
operational scenarios. In this way, 6 critical scenarios are known and at the worst 
condition the 8 hysteresis parameters are changed to evaluating the gain of them to 
autotransformer terminal overvoltage. First suggestion for preventing the element 
distortion at the substation cause of the critical scenarios is isolating the 230KV cable 
from overhead line with the circuit breaker. The switching scenarios from Boushehr 
substation with this circuit breaker are omitted and all of the critical operational 
scenarios can act without dienergize the 12 Km overhead line. Another suggestion is 
avoiding acting the critical switching scenarios and uses the 400 KV GIS switches to 
handle the common operational scenarios. With changing the hysteresis characteristic 
at scenario 5, changing four hysteresis parameters Shv,Ssh,Csat,Ysh have the more 
effect on overvoltage  value and  other parameters have the very low effect.  
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Abstract. Traditional buck-boost converter will generate switching losses when 
on and off, so the efficiency of the whole system is decrease. In this paper soft-
switching technology is used in the buck-boost transform part, it can use soft-
switching method by increasing the auxiliary switch and resonant circuit to 
reduce the switching loss and electromagnetic interference. This paper analyzes 
the principle of the main circuit buck-boost topology in detail and the 
conditions of soft switching operation, shows the circuit diagram for the state of 
the process and related waveforms. The simulation results show that the DC-
DC converter achieves soft switching, reduces the switching loss and improves 
the efficiency of the circuit.  

Keywords: soft-switching technology, switching losses, resonant circuit,  
DC-DC converter. 

1   Introduction 

DC-DC converter circuit (also known as chopper circuit) is connected to the DC 
power supply and the load, it becomes the uncontrollable DC input into a controllable 
DC output converter by controlling voltage. Traditional buck-boost Converter with 
simple structure, easy to implement, etc, has been widely used in various 
occasions[1]. But in recent years, with the switching frequency increases, the 
switching of power also becomes light and small, but the switching frequency and 
switching losses is proportional, so the switching frequency increases, switching loss 
also increases [2]. In order to improve conversion capacity, adjustable range and 
efficiency, the traditional buck-boost Converter has been improved. This paper 
presents a new soft-switching buck-boost converter, by adopting auxiliary switch and 
resonant circuit of the circuit structure to achieve the main, auxiliary switch soft 
switch, which not only reduces the switching loss, but also improves overall system 
efficiency. 

2   The Buck-Boost Converter of Added Buffered Circuit 

The main circuit switch of Buck-Boost converter is composed of switch, diodes, 
capacitors and inductors [3], as shown in figure 1. 
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Fig. 1. The main circuit of buck-boost converter 

The proposed Buck-Boost circuit adds a buffer circuit in the original basis, shown 
in Figure 2. 

 

 

Fig. 2. The buck-boost converter of added buffer circuit 

There are two ways of working of the converter. One is the current in continuous 
conduction mode (CCM), the other is the current discontinuous conduction mode 
(DCM)[4][5].Through the switch S to PWM control to regulate the output voltage. 
The converter is characterized by switch must be off in the inductor current reaching 
the maximum time. Therefore, when the switch is turned off, in order to reduce the 
pressure ,it should use a buffered capacitor and Buck-Boost circuit switch in parallel. 
But this has generated a problem, due to the increased resistance of the buffer 
capacitor and buffer[6][7], the Buck-Boost circuit is greatly reduced efficiency 
compared to previous. 

3   Improved BUCK-BOOST Circuit 

In order to reduce switch stress, while improving the overall efficiency of the circuit, 
in this chapter presents a new type of Buck-Boost circuit [8], shown in Figure 3. 
Improved Buck-Boost circuit is controlled mainly by the switch S1 and S2, the 
inductor Lr, Cr composition of buffered capacitor. 

The working process of the improved circuit is the general with Buck-Boost 
circuit, by controlling the switch duty cycle to regulate the output voltage. A fixed 
frequency controls on and off of switches, making the switch of the improved circuit 
implement soft-switching by some resonant. When the switch S1 and S2 is suddenly 
opened, the circuit is the local occurrence of resonance, the inductor Lr constantly 
charge through the capacitor Cr, when the voltage across S1 and S2 is zero for the 
ZVS. As in the case of discontinuous inductor current weekly changes of the current 
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is zero, so when the switch S1, S2, when suddenly closed, is always able to achieve 
ZCS. Switches S1 and S2 close simultaneously, through the local resonance circuit, the 
input voltage recharge to the buffered capacitor, although there are the voltage at this 
time, but are not power loss on buffered capacitor. This is a great improvement in the 
traditional Buck-Boost Converter. 

 

 

Fig. 3. Improved Buck-Boost Converter 

Generally through the analysis of circuit structure can be see, improved Buck-
Boost circuit achieves soft-switching with resonance part (the switch is closed when 
the ZCS, switching off when the ZVS), which makes switching power loss 
significantly reduce and the conversion efficiency of the entire circuit Greatly 
increase. 

Circuit in a switching cycle the equivalent circuit is shown in Figure 4 

 

Fig. 4. Equivalent circuit of improved Buck-Boost converter in an switching cycle 

In the initial conditions, the current iLr through Lr is zero, the main switch S1 and 
S2 is disconnected, the capacitor Cr is charged by the input voltage Vin and output 
voltage Vco, the value of both is Vcr: Vcr = Vin + Vco. 
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Stage 1(t0-t1): (Fig 4a) S1 and S2 close simultaneously, the input voltage Vin and the 
capacitor voltage Vcr superimpose on the role of the inductor Lr. Then, the capacitor 
Cr and inductor Lr constitute series resonant circuit, capacitor Cr discharges, while Lr 
constantly charges. At this time, the switch closes in the state of current to zero, so at 
this time is a ZCS circuit. 

The expression of capacitor voltage Vcr and inductor current iLr as follows: 
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Until Vcr reduces to zero, work 1 is completed. 

Stage 2(t1-t2): (Fig 4b) Vcr is zero, diodes D1 and D2 conduct. Inductor current iLr 
not through the capacitor Cr, but by the two branches S1-D1 and D2-S2 shunt. Before 
the switch off, the inductor current iLr increases linearly: 
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When S1 and S2 turn off at the same time, work 2 is the end. 

Stage3(t2-t3): (Fig 4c) S1 and S2 both off enter another mode, the inductor Lr release 
current, through the path of D2-Cr-D1 to charge the capacitor. Then, the inductor Lr 
and capacitor Cr constitute series resonant circuit. When both S1 and S2 turn-off 
moment, Vcr = 0, this time, the equivalent of Cr parallel in the S1 (S2) ends, the circuit 
achieves zero-voltage turn-off (ZVS). 

The expression of capacitor voltage Vcr and inductor current iLr as follows: 
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When the capacitor charge reaches Vin + Vco, the diode D3 turns on, the work is 
completed. 

Stage 4(t3-t4): (Fig 4d) With the diode D3 turns on, inductor current flows into the 
load, the value iLr reduces linearly. 
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Lr +−=                                                (9) 

Until the value decreases to zero, the entire switching cycle is over. With the S1, S2 
close again at the same time, the next cycle begins. 

4   Simulation Research 

According to detailed analysis of the previous section of 4 working mode, in the 
simulation, taking the switching frequency is 40kHz, pulse width is 40%, the input 
voltage is 100V, the resonant inductor Lr is 100uH, resonant capacitor Cr is 50nF. 

Figure 5 is the Matllab / Simulink model of Buck-Boost Converter with the 
addition of buffer circuit, Figure 6 is the Matllab / Simulink model of Improved Buck-
Boost Circuit. Among them, in Figure 6, the buffer resistance R is 50 Ω , the buffer 

capacitor Cs is 0.47uF. 
 

 

Fig. 5. The simulation module of Buck-Boost Converter with added buffer circuit 

 

Fig. 6. The simulation module of improved Buck-Boost converter 
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Figure 7 and Figure 8 intercepte the waveforms of capacitor voltage Vcr, inductor 
current iLr and the current and voltage of switches S1 and S2 at two switching cycles. 
From this, we can see that inductor current works in the discontinuous mode, switches 
S1 and S2 can achieve the soft opening and soft turn-off. 

 

 

Fig. 7. The waveform analysis of capacitor voltage and inductor current 

 
Fig. 8. The voltage and current analysis of switches S1 and S2 

Figure 9 is the comparison of efficiency in the Buck-Boost circuit with buffered 
circuit and the proposed improved Buck-Boost circuit. It can be clearly seen that the 
conversion efficiency of the improved Buck-Boost circuit greatly improves than the 
former, thereby reducing the EMI and switching losses. 
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Fig. 9. The comparison of output power and output efficiency 

5   Conclusion 

This paper presents a new type of DC/DC converter, which is improved in the original 
Buck-Boost circuit. Theoretical analysis and experimental waveform analysis can 
show, the circuit can achieve higher conversion efficiency. The new converter applies 
the boost inductor and the lower loss snubber capacitors to achieve the resonance part 
of the circuit, reducing the loss of the resonance components and current and voltage 
stress. The final simulation results show that the power loss on the improved Buck-
Boost converter is very low, compared to the traditional Buck-Boost circuit, the 
output efficiency of the system is greatly improved. 
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Abstract. In this paper, we have studied and analyzed some key technologies of 
the NCO (numerical controlled oscillator) which based on the analysis and 
discussion of the NCO structure in digital trunking communication system. 
Currently, design of baseband digital transceiver is commonly used in some 
typical digital trunking system. But this way has the disadvantage of low degree 
of software and digital, as well as less flexibility, so it’s hard to expand and 
upgrade the functions of the system. Broadband Zero-IF digital trunking base 
station can be a good solution to these problems and its structure is simpler and 
easier to maintain and also can reduce the system costs. In this article, the NCO 
is specifically designed for the broadband Zero-IF digital trunking system by 
using C language. And it fully adapts to the multi-carrier generation for the 
wideband IF with strong commonality. 

Keywords: broadband Zero-IF digital trunking system, NCO, phase accumulation, 
LUT. 

1   Introduction 

Because of the current technology development of components, especially the high 
speed precision ADC and DAC devices and the large-scale programmable logic 
devices, digital trunking base station using multi-carrier access scheme based on 
broadband Zero-IF digital technology is more extensive application. And the NCO is 
an important part of the broadband Zero-IF digital trunking system. NCO also the 
main factors to determine the whole system performance, with its high resolution, fast 
frequency switching time and low phase noise. 

In this paper, we introduce the structure of the broadband Zero-IF digital trunking 
system first. And then present the principle of digital implementation of NCO and 
describe how to use C language to program it. Using the MATLAB software, we 
design and implement the program, and apply it to engineering. The program can run 
on a general PC, for digital trunking stations based on broadband frequency digital 
technology, it can greatly reduce the cost of system. 
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2   The Basic Structure of Digital Trunking Base Station 

The main idea of multi-carrier access solutions in broadband Zero-IF digital trunking 
base station is as follow. The structure showed in Figure 1. 

 

Fig. 1. Digital front-end processing algorithm of digital trunking stations at receiving channel 

Firstly, move the entire frequency band of uplink signal to zero frequency position 
at the receiving end. Then use the broadband ADC to digitalize the whole spectrum. 
The subsequent signal processor and software extract the signal which in the IF 
processing bandwidth and at a specific carrier frequency, and complete the baseband 
processing work for the signal, such as synchronization, demodulation, decoding and 
judgments. The core structure is the front-end digital signal processing module.  

Digital front-end processing algorithm at launch channel is similar as receiving 
channel, but plays opposite function. We can see from the figure that in the digital 
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trunking system, NCO produces two orthogonal carrier signals which mixed by the 
multiplier. The operation speed and precision of NCO directly restricts the work 
performance of the whole system. And digital trunking system requires different 
carrier for different road carrier channel, which needs multiple NCOs. If each NCO is 
separately designed, it will waste resources. So design the NCO with general function 
will have remarkable significance. 

3   NCO Design Principles Based on Lookup Table 

The goal of NCO is to produce an ideal sine and cosine waves. In the case of high-
speed signal sampling frequency in the software radio, it is impossible for NCO to 
real-time calculation. At this point, the easiest and the most effective way for NCO to 
produce sine wave, is to use Look-Up Table(LUT)[1], which pre-computed the sine 
value of the corresponding phase according to the sine wave phase, and used phase 
angle as the memory address to store the data in the sine of the phase. The structure of 
NCO is shown in Figure 2. 

 

  

Fig. 2. NCO design principles 

The Figure 2 shows that the NCO consists of three key parts: the phase accumulator, 
the phase adder and the sine table ROM. The role of the phase accumulator is to convert 
the sum of local frequency and offset frequency into phase. With each clock pulse, 
phase add a phase incremental on the original basis. 

3.1   The Principle of Phase Accumulators  

Phase accumulator accumulate the N bits Frequency Control Word ( wF ), according to 

the reference clock frequency cf . Output data form phase accumulator is the synthesis 

signal phase. Addressing the output we can get the sine or cosine of the NCO. Then 
the overflow output signal frequency ( of ) is the frequency of NCO. It has the 
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N
cwo fFf 2/)*(=    (1) 

When frequency control word sets 1, NCO output frequency is the lowest. So the 
frequency resolution of NCO is N

cf 2/ . According to the Nyquist sampling theorem, 

the maximum output frequency can be achieved to 2/cf . However, due to the 

frequency stray and follow-up filter requirements, the maximum frequency is less 
than 2/cf . So the design was generated cosine frequency between N

cf 2/ and cf4.0 .  

Seeing from the above, a higher setting of phase accumulator bits would lead to a 
better frequency resolution. But increase the digit of accumulator will make excessive 
LUT data, and create resources burden. Considered both the high resolution and the 
resources requirements of the system, we intercept the high-Y-bit accumulator output 
to address the LTU. Phase interception will causes stray on output signal. The 
maximum stray amplitude caused by the phase interception can be expressed [2]: 

)(02.6)2lg(20)( NBdBP NB −== −  (2) 

The B is the abandon digit. Spurious generated by phase interception can be 
suppressed by the phase jitter. In order to realize the phase jitter, we added a random 
number which between )2,0( B behind the accumulator and then used the intercepted 
value to address LTU. 

3.2   The Principle of Look-Up Table  

Any phase and amplitude in periodic waveform are one to one. If considering the 
phase as the address and the amplitude as the data, then LUT is suitable to implement 
this relationship. The way to generate LUT is that dividing phase π into 2N[3]. The 
correspondence between phase and sine is: 

n
f

f

s

LO **2πφ =  (3) 

As the actual value of the phase angle φ is generally not an integer, so it is very 
complex to take phase angle as a direct LUT address [4]. We get the transfer function 
to enlarge the phase: 

n
f

f
F N

s

LO *2*=  (4) 

MATLAB was used to generate 2N sine data of the corresponding phase, and then 
translate them into 16-bit fixed-point integer, store them in the array. The 
corresponding array index then used as addressing address. The size and program run-
time were took into account, because we run the program on the base station system. 
In this paper, the corresponding relationship between sine and cosine waveforms 
(Figure 3) will simplify the LUT. 
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Fig. 3. Sine and Cosine Corresponding Relation Diagram 

It can be seen from the Figure 3 that B point (fourth quadrant) value is the opposite 
number of the A point (first quadrant) value. The value of A and B have the following 
relationship: A+B=2N. Similarly, the cosine function also has such a corresponding 
relationship. Furthermore, in the first quadrant, cosine value and sine value are 
symmetrical between 2N / 8. So, LUT can only store the first quadrant sine value, and 
the other quadrants can be derived, with saving 7 / 8 space. 

Since the formation of two orthogonal local oscillators is obtained by looking up 
the table, and the LUT values are obtained by MATLAB operators and stored in 
advance, so in theory, the two signals can be ensured orthogonal [5]. 

4   Software Realization of NCO 

200MHz system clock was used to generate 75MHz local oscillator signals, and 24-
bit phase accumulator was adopted, with high interception 12 bits addressing. The A / 
D sampling rate was 60MHz. After sampling, the input data bit was 14 bits, and the 
register for LUT was 16 bits. Finally, the output data bit was 15 bits. 

The design used pure software implementation and without hardware-related 
problems. We took phase accumulation and addressing operation integrated in a 
function. So, we can directly addressing the cumulative output, which not only 
facilitate the realization of the program also reduced the time difference. 

The sine or cosine value generated by the software would be multiplied with the 
input modulation signal, and then output to some different text files. Then the 
MATLAB was used to draw the relevant waveform and spectrum, and verify the 
related performance of the NCO software implement. 

The key procedure in C language software is as follows:  

nSum = (nSum + nFw) % MAXSUM;       // Accumulate 
nSum_num = Niose(nSum);            // Add phase jitter 
nSum_num = nSum_num >> sg_Bits;   // Take high 12 bits  
nSum_num = (nSum_num + nPHASE) % MAXADDER;  
                                                         // Determine the initial phase 
…… 
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if (nLable= =2)             // Determine the quadrant, 
the third quadrant correlation processing 
{  
  nAddress = nSum_num – MAXADDER/ 2;  
  gnSinNco [i] = -sgnREG_COS [nAddress];  
  gnCosNco [i] = -sgnREG_SIN [nAddress];  
} 

If wF =6291456, when there is no frequency offset, the software fixed produced 

75MHz waveform. When receiving a frequency offset, the NCO added with the wF , 

and then sent into the accumulator to accumulate. 

5   Orthogonal NCO Operation Results 

The following figures showed the information, which processed through the C 
language programming software, and then drawn through the MATLAB. 

 

 

Fig. 4. The wave and spectrum diagram of sine and cosine which generated by NCO  

Figure 4 shows that 10MHz NCO sine and cosine waveforms and frequency 
spectrum. It can be seen from the figure that the two signals have 2/π phase difference, 
which are totally orthogonal. 
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Fig. 5. Frequency change in sine and cosine wave which generated by NCO 

Figure 5 shows that the NCO adjusted the frequency offset and phase offset 
through feedback data which returned by the frequency detector and follow-up PLL, 
resulting in sine and cosine waveforms with the same frequency and phase of 
modulated signal. 

6   Conclusion 

The digital design of wideband zero-IF in the digital trunking system has the 
advantage of high performance, flexibility and easy to modular design and the digital 
design of NCO introduces the feature of high precision, wide spectrum and good 
stability. 

In this paper, we studied the design principles of NCO in detail and explained the 
methods of implementation of NCO. According to the work, some reference is 
expected in the development of digital trunking system. 
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Abstract. The application of the internet of things in the medical profession, 
the domestic and overseas research status of mobile digital medical system, the 
existing problems and key technology were analyzed, in view of the medical 
industry application characteristics, mobile digital medical system based on the 
internet of things was designed. This system mainly includes perception layer, 
network layer and application layer, the perception layer is composed of reader-
writer of perception layer, mobile sensor networks, wearable sensor, and micro-
actuator, network layer is consisting of all kinds of wire or wireless computer 
network, and the application layer is composed of service centre, medical 
personnel mobile terminal and patient mobile terminal. The system functions 
include obtaining human body multiple physiological parameters to medical 
service center accurately in real time micro invasive or non-invasively through 
miniature human wearable multi-parameter medical sensor network, developing 
interactive mobile medical services to realize common or serious illnesses 
characteristic parameter and remote diagnosis, launching cooperative medical 
service system with regional integration, and carrying out efficient service 
system to prevent and cure disease and building a healthy lifestyle system with 
valuation, encouragement and guarantee ,etc. It ensures the life of seamless care 
and overall health management.  

Keywords: Internet of things, Mobile medical, Digital healthcare, Medical 
services, Mobile terminal. 

1   Introduction 

With the unceasing enhancement of social development and people's living level, 
people pay more attention to themselves health concern, which boosting medical care 
transition from "passive health" to "active prevention and monitoring ", medical 
industry also need the transition from " fee-oriented" to "patient-centered", this needs 
medical industry to take more advanced informationization means to improve 
management and enhance the medical technology [1]. 

In recent years, with the development of computer technology, sensing technology, 
wireless communication technology as well as radio frequency identification 
technology, especially the emergence of Internet of things technology, mobile digital 
medical systems have a certain degree of development. Internet of things technology 
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in the medical field have tremendous applied  potential, it can help hospital to achieve 
the intelligent medical for people and the intelligent management for thing, support 
digital data acquisition, processing, storage ,transmission and sharing of the internal 
medical information for hospital, equipment information,  drug information and 
personnel information and management information, realize material management 
visualization, medical information digitalize, medical process digitalize, treatment 
process scientific, service and communication humanize, can satisfy intelligent 
management and monitoring of the health information, medical equipment and 
supplies, public health and safety, etc, so as to solve the problems such as weak 
medical platform , the overall lower level medical service and  hidden dangerous 
medical security, etc. 

The mobile digital medical system based on the internet of things technology 
satisfy the health needs of people who pay attention to themselves, promote the 
development of medical and health information industry [2]. 

Mobile digital medical system can share original information system of hospital 
highly, and make the system more mobility and flexibility, thus achieve the purpose 
of improving the work efficiency of medical industry whole , mobile digital medical 
system can make medical process extend to each angle of the hospital , give brand-
new change to medical staffs and patient doctor, can improve the quality and accuracy 
of medical treatment greatly, improve efficiency of the medical equipment and 
medicine management. 

Mobile digital medical system has a huge potential market and broad application 
prospect, researching and developing the mobile digital medical systems has 
important practical significance, it can increase informationization level of the 
Chinese medical industry, improve medical personnel working efficiency and quality 
of work, improve the medical service level, improve the utilization ratio of medical 
information resource and improve the satisfaction of seeking treatment [3]. 

2   Domestic and Overseas Research Situation of Mobile Digital 
Medical System 

Move is the key for applied internet of things technologies to solve medical 
informationization which need mobile computing and intelligent diagnosis. The most 
important object in medical industry is patient, around them is a doctor, nurse, 
medicines and equipment, put all the systems with patients into operation according to 
certain standard, which is named internet of things of digital medical strategy. 

Mobile monitoring technology has many benefits, such as patients need not live at 
the hospital, it easy for them to get basic medical data at home after seeing a doctor, 
the information of patient is more comprehensive, activity is basically without 
restriction, and so on. 

At present, most monitoring therapy instruments all need get through wired way 
for data transmission, a few wireless monitor are applied in clinical and daily health 
medical.  

In May 2010, Dell put forward "mobile clinical calculation" solutions, and is 
helping China's health ministry enact pertinent standard, which in order to realize the 
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sharing of standard electronic medical records, as well as the exchange of regional 
information [4]. 

Intel and Cisco have established professional mobile medical industry departments 
for research of mobile digital medical system. California VivoMetrics company have 
set up the LifeShirt subsidiary, the subsidiary is developing shirt with sensors, the 
sensor equipment of this shirt can monitor human respiratory function, people who 
with sleep apnea syndrome put on it will not have to go to the sleep clinic in hospital, 
sleep at home may diagnose. 

Philips and Ericsson Company conduct research and development for various 
wearable monitoring systems. At present, a project that Philips research is MyHeart, 
also is developing clothes that can monitor heart, MobiHealth Ericsson developed, are 
testing, this system depend on PDA, transmits the collected data through wireless 
phone network to the doctor, for the doctor's diagnosis, consultation, treatment and 
monitoring, MobilHealth transmits the data getting from sensor to doctor’s diagnosis 
room by connecting Bluetooth technology and sensor placed in humans [5]. 

Nortel networks (Nortel) also have launched an "end-to-end converged network" 
mobile digital medical system solution, providing collaborative applications of 
combining voice, data and video multimedia for medical diagnosis and clinical 
services [6]. 

3   Problems Existed in the Mobile Digital Medical System 

In the aspects of engineering research and application of mobile digital medical systems, 
which has made some achievements, accumulated the massive precious experience, but 
set obstacles to mobile medical to a certain extent for diversity and implementation 
complexity of mobile applications involving technology .In addition, the realization of 
mobile medical have something to do with the existing informationization level of 
hospital, only information system of hospital have developed to a certain degree, can 
mobile applications implement to better. The mobile applications exists a second 
development of practical needs in the medical industry which is a complex and special 
field. Different hospitals, different users need to adapt to request that their respective 
work environment and mobile working, treatment or nursing of the task, according to 
different business flow and different groups the development of application software is 
more difficult than general software to a certain extent. 

Besides, there still exist the following questions. 
 
(1) The research of domestic digital mobile medical system start late, the research 

is seriously undercapitalized, the technical level is low, the transformation of the 
achievements is little, and technology application fails to get sufficient development. 

(2) Researchers who engaged in mobile digital medical system development are 
lack, scientific research strength is weak, the knowledge innovation ability is 
insufficient, competitiveness is lacking. 

(3) The engineering technology of domestic mobile digital medical system is not 
mature enough; it is necessary to further increase the strength of basic research and 
applied basic research. 
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(4) The low information level of domestic medical institutions and inadequate 
informatization construction fund investment, cause the further difficulty of mobile 
digital medical system industrialization. 

(5) Countries have not a unified development plan on engineering technology of 
mobile digital medical systems, making basic research, applied research; market 
developing cultivation and construction of the mobile digital medical system are 
difficult to deserve the safeguard. 

4   The Main Function and Key Technology of the Mobile Digital 
Medical System 

4.1   The Main Function of the Mobile Digital Medical System 

(1) The systems obtain human body multiple physiological parameters accurately in 
real time micro invasive or non-invasively through miniature, intelligent and digital 
human wearable multi-parameter medical sensor network , transmit physiological 
parameters data to medical service center safely, reliably and quickly, and develop 
different types of interactive mobile medical services anytime, anywhere. 

(2) The systems have the function that realizing common or major disease 
characteristic parameters and remote diagnosis eventually through the internet of 
things technologies and human wearable multi-parameter medical sensor. 

(3) The systems have cooperative medical service system with regional integration, 
high-quality and high-efficiency service system to prevent and cure disease, a healthy 
lifestyle system with valuation, encouragement and guarantee. It ensures the life of 
seamless care and overall health management.  

(4) The digital medical system service center with perfect function and advanced 
technology  may simultaneously monitor e.g., breathing, blood pressure, blood 
oxygen, pulse, temperature and physiological parameters of each service object and 
call the instructions of displaying comprehensive waveform signal, digital signals, 
and the rich image. It finish Comprehensive professional electrophysiology analysis, 
such as dynamic analysis, ambulatory blood pressure analysis, the dynamic breathing 
analysis, the dynamic the blood oxygen analysis, even sleep analysis and so on.  

(5) The systems based on the medical staff and patients digital mobile terminal of 
embedded microcontroller processor, displaying the detected physiological parameters 
under the condition that daily life are not affected in the real-time, realizing the dialogue 
between patients and receipt of doctor's advice, and so on. The systems embed 
professional analysis software such as holter, ambulatory blood pressure, and sleep 
apnea etc, issuing detailed test reports. 

(6) The systems support realizing seamless docking in the information of township, 
community hospital with central hospital, obtaining the expert proposal in real-time, 
arranging referral and accepting training, and so on. 

(7) The reliable and effective information storage and testing method realize 
patient identification rapidly, determine the name, age, blood type, emergency contact 
phone number, Past Medical History, family members and other relevant details and 
complete Hospital registration formalities so as to obtaining precious treatment time 
for emergency patient. 
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4.2   The Critical Technology of Mobile Digital Medical System 

The critical technology of mobile digital medical system is: 
 

(1) wireless computing techniques, including mobile computing and EDA (Enterprise) 
technology, the mobile computing technology is using intelligent computing terminals 
equipment to solve different network seamless access in wireless environment, realizing 
mobile computing ,data transmission and sharing of resources, and providing the accurate 
information to any users at any time,  in any place; 

(2) The middleware technology includes CIS, LIS, PACS and MIS etc database 
services in medical service centre of hospital. In order to guarantee modularization, 
compatibility and expansibility of the hospital information system, use the 
middleware technology to shield the diversity of hardware platform and heterogeneity 
among operating system ,network protocol and each interface of systems ,then make 
application software can run on different platforms quite smoothly; 

(3) The embedded software and hardware design technology, some sensory device 
and mobile terminal all need embedded microcontroller processor to realize them;  

(4)The miniature sensor technologies need to be embedded into the monitoring 
personnel clothing; 

(5) The wireless sensor network technology, such as Zigbee, Bluetooth, WIFI, 
RFID, etc. 

 
In addition, there still include object identification, architecture, communications 

and networking, security and privacy, the service discovery and search, energy 
acquisition and storage, etc. 

In medical health domain, the main application technology of the internet of things 
is the three aspects such as visualization networking of medical management, 
digitalization medical information and mobilization medical process. 

5   The Architecture Design of Mobile Digital Medical System 
Based on the IOT 

The key link of the internet of things can be summarized as comprehensive 
perception, reliable transport and intelligent processing. Comprehensive perception 
refers to the collection and acquisition of information on the people and objects 
anytime, anywhere by using radio frequency identification, camera, sensors, sensor 
network etc. Reliable transport refers to conducting interaction and sharing of reliable 
information through various communication networks and Internet anytime 
.Intelligent processing refers to analyze and deal with a vast amount of data and 
information to realize intelligent decision-making and control. 

The mobile digital medical systems based on the internet of things include: reader-
writer of Perception layer, mobile sensor networks, wearable sensor and perception 
layer is composed of micro actuators; Network layer consisting of all kinds of wire or 
wireless computer network; Application layer three-layer structure is composed of 
service centre, medical personnel mobile terminal and patient mobile terminal. 
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The component of the mobile digital medical system based on the internet of things 
is shown in Figure 1. 

 

Fig. 1. The component of the mobile digital medical system based on IOT 

The perception layers of the internet of things are generally including RFID tags 
and reader, camera, GPS, sensors, terminals, sensor network, is mainly to identify the 
object and gather information. The perception layers of mobile digital medical system 
based on the internet of things are mainly composed of medical sensors, actuators 
MCU, wireless communication device, data storage and output equipment parts and 
so on. All kinds of wear sensor including which can be composed of wear sensor 
communication system, seamless embedded into personal daily equipment, complete 
functions such as the acquisition work of medical health parameters and execution of 
various actuators output. The sensors which attached to the body identify the wearer's 
biometrics and situational state continuously, give patient the instructions that using 
wearable and implanted medical sensor used for distributed mobile monitoring 
according to the patient’s current situation, ring sensors monitor the heart rate 
continuously and transfer the data wirelessly by using signal. Wearable sensors and 
actuators need miniaturization and low power consumption, the collected medical 
data mainly include blood pressure, sensor, blood sugar, electrocardiogram, body 
temperature, weight, waistline, the blood oxygen, electroencephalograph and other 
parameters. The information monitored by wearable monitoring are transmitted to the 
reader-writer of Perception layer through wireless sensor network, and are transferred 
to the network layer of the internet of things through reader-writer of Perception 
layer. 

The network layer of mobile digital medical system based on the internet of things 
includes all kinds of wire or wireless medium-range and telecommunication networks, 
such as the INTERNET, 2gb GPRS, GSM, WDMA of G, CDMA2000, TD - CDMA, 
WIMAX and other networks, transfer the information getting from perception layers 
to the medical service center for intelligent processing through the fusion network of 
communication and internet. 

The application layer of mobile digital medical system based on the interment of 
things was the depth fusion of the internet of things and medical professional 
technology; realize the intellectualized management in medical industry. The service 
center of mobile digital medical system based on the internet of things conduct 
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document management and analysis showed. Personal information management 
mainly aimed at personal basic condition and data item need to monitor, etc. 

Analysis showed module help medical workers make quick and effective judgment 
on data of the monitored object. This mainly provide doctors and nurses to use, can 
satisfy the doctor diagnosed and nurses care needs. Using it can check body features 
information, including the patient's temperature, pulse, respiration, blood pressure, 
discrepancy quantity, and weight information; Doctors can input content of orders, 
choose frequency using orders, input drugs specification and so on, also may disable 
orders or cancel orders. The doctor can look up the patient's inspection, the detailed 
information of inspection result, abnormal results will with red, Doctors and nurses 
can view patient records by using medical personnel mobile terminal, including the 
first of cases, duration of record, etc; collect every index such as the patient's 
temperature, pulse, respiration, blood pressure, discrepancy quantity, and sane 
information in the real time ;automatic dynamic calculate the time point that patients 
need to measure when combined with the provisions of the hospital, Look at the 
patient's checking application situation, inspection and test results, conduct 
assessment and health education on the patient, etc. 

Patient handheld mobile terminal can be real-time check physiological monitoring 
situation and relative data of themselves, and have dialogue with medical staff, accept 
wills and Suggestions, etc, its file management realize to monitor data of the local 
management, facilitate in data storage when network impeded. 

The component of the mobile digital medical system based on the internet of things 
is shown in Figure 2. 

 

 

Fig. 2. Structure of mobile digital medical system based on IOT 

Through the above analysis, we can conclude that the mobile digital medical 
system based on the internet of things have  integrated advanced data technology, 
wireless network technology, mobile computing platforms, wireless infrastructure, 
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sensor integrating voice, data and video multimedia collaborative applications for 
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medical diagnosis and clinical services .Through the wear sensor to detect blood 
oxygen, e.g., blood pressure, body temperature, pulse and other information. Through 
the sensor network: Zigbee, WIFI, Bluetooth, RFID LAN etc to transmit information. 

Application solutions of Mobile digital medical system can provide wireless 
detection on patients’ condition, mobile nursing, wireless voice, network voice, 
conference call and video monitoring. So to speak, patients in the hospital experienced 
all process, from the remote registration, treatment, can use mobile technology for 
optimization. It will improve the working efficiency and core competitive power of the 
medical institutions. 

6   Conclusions 

Mobile digital medical system provides a new medical model; make people accept 
personalization medical services anytime, anywhere. New mobile digital medical 
system must be able to realize the seamless links with the original information system 
can make full use of the existing medical information system, reduce the cost of 
informatization construction to the greatest degree. It will be realized detection and 
treatment for patients without hospitalized, through wireless network, equipped with 
mobile terminals, wireless radio frequency identification devices (RFID) to conduct 
the original system integration. With a lot of embedded and mobile information tools, 
there will appear intelligent hospital and intelligent doctor. Therefore mobile digital 
medical systems which realize the sharing of medical information are development 
tendency of medical information system.  
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Abstract. A back propagation network sliding mode variable structure control 
method is proposed for ship course nonlinear control. Neural network is used to 
simulate the functional relation between state hyperplane of the system and the 
exponential reaching law. A hyperbolic tangent function is applied to replace 
the saturation function to realize the boundary method of sliding mode control. 
Chattering is greatly reduced and simulation results demonstrate the presented 
control method has good adaptability and high robustness. 

Keywords: Ship course nonlinear, sliding mode control, back propagation 
network, reaching law. 

1   Introduction 

Since 1920s and 1970s, ship autopilot based on PID algorithm and adaptive control 
theory has been worked out separately[1]. Unfortunately, due to ship’s big inertia, 
nonlinearity, parameters perturbations and random external disturbances, there are 
severe uncertainties in ship course control. This makes it difficult for adaptive control 
method to control ship course perfectly[2]. Afterward, various new control 
algorithms[3], such as sliding mode control, H∞ control, forecast control, feedback 
linearization control, back-stepping control, neural network control, fuzzy control, 
etc, are subsequently adopted in ship course control. Although some progresses are 
made in these methods, many disadvantages are also exposed. For example, chatting 
exits in sliding mode control; high precision model is needed in H∞ control, 
generalized forecast control, feedback linearization and back-stepping algorithm. And 
generalization ability is needed further research and the problem of completeness still 
exists in neural network control. In fuzzy control, it is usually difficult to determine 
and optimize the control rules. In order to resolve these problem and satisfy the 
demand of ship course control, intelligent control technology is used in autopilot[4], 
such as combining PID and neural network, fuzzy control and neural network, fuzzy 
and genetic algorithm, sliding mode and fuzzy, neural network and genetic algorithm 
                                                           
* This work is supported by Shandong Provincial Natural Science Foundation, China under Grant 

# ZR2009FL013 to Xiao Hairong and “Ship Safety and Low-Carbon Intelligent Control 
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etc. This paper is to study a back propagation(BP) neural network sliding mode 
variable structure controller used in ship course control. 

Sliding mode control is a nonlinear control and the fundamental difference with 
common control is the discontinuity[5]. It forces the system state variables tracking 
the setting phase trajectory to desired points by using a special sliding mode control 
method. Because the given phase trajectory is independent with the change of 
controlled object and external disturbance, system has better robustness when moving 
on the sliding surface. Furthermore, the algorithm and application of sliding mode 
control is rather easy, so it offers good solution for complex industry control. In china, 
professor YANG Yan-sheng and SONG Li-zhong [6,7]both researched ship course 
sliding mode control. In fact, there exits time delay inevitably when control variable is 
switching. Chattering becomes more violent if control variable amplitude is bigger. 
So it is necessary to study new method for weakening or removing chattering. 

A BP neural network sliding mode controller is designed in this paper. BP network 
is used to adjust switching gain of sliding mode control and saturation nonlinear 
section is replaced by hyperbolic tangent function. Simulation is performed on ship 
course nonlinear system and the results demonstrate that the chattering is greatly 
reduced. 

2   Ship Motion Nonlinear Mathematical Model 

In 1957, Professor Nomoto proposed K&T parameters to represent ship maneuverability 
based on maneuverability linear equation and control engineering. The ship steering 
linear mathematical model is established[8]: 

3

1 2

(1 )( )

( ) (1 )(1 )

K T ss

s s T s T s

ψ
δ

+=
+ +

                                        (1) 

Where, T1, T2, T3 are maneuverability index of two order Nomoto mathematical 
model, K denotes turning ability index, then the ship model can be simplified in low 
frequency section: 

1 2 3

T K

T T T T

ψ ψ δ+ =
= + −

                                                   (2) 

In which, ψ  is course angle, δ  denotes rudder angle, T, K are maneuverability 

index, K>0. 
Ship has big inertia and its dynamic characteristic is only important in lower 

frequency section, so autopilot controller is often designed based on one order or two 
orders Nomoto model. But Nomoto model is linear and only applied in maneuvering 
motion when ship speed is constant. When changing course, the ship is a serious 
nonlinear system if big rudder angle is involved. In order to improve model precision, 
nonlinear term ( )H ψ  is used to replace ψ  to describe ship’s nonlinear characteristic. 

   3 2
3 2 1 0( )H n n n nψ ψ ψ ψ= + + +                                    (3) 
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In formula(3), for symmetrical ship, 2 0 0n n= ≈ , so, 
3

3 1( )H n nψ ψ ψ= +                                              (4) 

For stable ship, 1n =1, and 1n =-1if ship is unstable, 3n can be get from turning test. 

Take formula(4) into formula(2) 
3

3 1T n n Kψ ψ ψ δ+ + =                                         (5) 

The influence of wind, wave, and current to ship course is rather complicated. It is 
impossible and unnecessary to establish mathematical model exactly. Usually, 
equivalent rudder angle can be used to replace the wind, wave, current and other 
disturbance to ship course. The equivalent disturbance mainly includes direct current 
disturbance and periodic disturbance[9]. Direct current disturbance is equivalent to 
constant rudder angle acting on ship and make the ship move to a direction in constant 
speed. Periodic disturbance is equivalent to periodic rudder angle acting on ship and 
make the ship left and right periodically. Periodic disturbance is usually 
approximately equivalent by a series of sine wave. The equivalent rudder of wind, 
wave and current can be simply described as: 

1

sin
m

d i i e
i

tδ δ ω δ
=

= +∑                                                (6) 

Where, dδ is the equivalent disturbance rudder angle, iδ , iω  are respectively 

amplitude and angular frequency of periodic disturbance rudder angle. eδ is constant 

disturbance rudder angle. 
Considering the uncertainty of outside disturbance when ship is sailing at sea, the 

ship mathematical model with uncertain term is: 
3 ( )dT Kψ ψ αψ δ δ+ + = + + Δ                                    (7) 

Δ is the uncertainty of outside disturbance and supposed bounded, | | JΔ < , J is 

unknown positive number. 

To chose state variables as 1x ψ= , 2x ψ= ,control variable is u δ= ,ship course 

nonlinear system mathematical model considering disturbance of wind, wave, current 
and uncertainty is: 

2

3
2 2

( ) ( ) ( )

00

1 d

x f x g x u d t

x
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x x
T T T T

δα

= + +

⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥= + + + Δ⎢ ⎥⎢ ⎥ ⎢ ⎥− −

⎣ ⎦ ⎣ ⎦ ⎣ ⎦

                          (8) 

3   Design of Fixed Gain Variable Structure Controller 

To the ship course nonlinear system described in formula (8), choosing the switching 
surface: 
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1 1 2( )s x Cx c x x= = +                                           (9) 

Where, choosing positive number 1c to satisfy Hurwitz polynomial, then,  

( ) ( ) ( ) ( )s x Cx Cf x Cg x u Cd t= = + +                          (10) 

To make ( )s x =0, then equivalent control variable equ  on switching surface is: 

1( ( )) ( ( ) ( ))equ Cg x Cf x Cd t−= − +                            (11) 

For sliding mode control system, its control effect is composed by two parts, one is 

the reaching control variable vssu which makes system into sliding mode hyperplane 

in reaching motion stage; the other is equivalent control variable equ which reacts on 

sliding mode hyperplane. So the sliding mode control variable is: 

1( ( )) ( ( ) ( )eq vssu u u Cg x Cf x Cd t−= + = − +  sgn( ) )s ksη+ +            (12) 

In formula(12), η 、k are positive real number. Here, exponential law is used and 

the chattering phenomenon can be weakened by adjusting reaching coefficients. 
Paper[10]proofed that sliding mode exits and is accessible for system described by 
formula(8) if using control variable as is described in formula(12). 

The discontinuous part of sliding mode control needs instantaneous switching to 
keep system state on sliding mode plane. But the idea sliding mode state emerges 
hardly because of transmission delay, actuator’s limits, calculation delay and other 
factors. System state moves to the origin in the form of crossing sliding mode plane 
repeatedly. So chattering happens. For solving problem mentioned above, boundary 
layer conception is introduced in sliding mode control. The symbolic function in 
sliding mode control is replaced by saturation function to reduce the chattering. Here, 
boundary layer conception is used and saturation function is replaced by hyperbolic 
tangent activation function of neural network. 

4   Design of Reaching Law for Sliding Mode Controller Based on 
BP Neural Network 

BP network is used to design coefficientη of reaching law and hyperbolic tangent 

function is used as activation function. The curve shape of hyperbolic tangent 
function is similar to that of saturation function. In this way, continuous switching 
function can be realized and the chattering can be reduced[11]. 

The form of exponential reaching law is: 

( ) sgn( )s x s ksη= − −                                           (13) 

Where, η >0, k >0. The first term of exponential reaching law produces constant 

speed term and the second term produces variable speed term. The state reaching 
speed can also be changed by adjusting coefficientη . 
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When s<0, from formula(13), 

0( ) kts t s e
k k

η η −⎛ ⎞= + −⎜ ⎟
⎝ ⎠

                                        (14) 

In which, 0s is initial value of system state. To suppose system state reaches zero state 

from negative state in limited time 0t
− , then s become a monotone function about η : 

0

0
0
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−− − −−= + = +                            (15) 

In formula(15), 
01 kte

k
α

−−
− −= , 0

0
kts eδ

−−− −= , because 0t
− is a given performance 

index and k is a positive constant number, s can be considered as linear function about 
η .In the same way, when 0s > , 
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In formula(16), 
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Where, 
1γ
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+= , 
δρ
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+
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+= − , 
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−

−= − . 

SISO neural network is used to approach the linear relation showed in formula(17). 
The network input is switching plane and the output is speed gain term of exponential 
reaching law. Here, hyperbolic tangent function is used: 

1 e
( )

1

x

x
f s

e

α

α

−

−

−=
+

                                                (18) 

The curve shape of hyperbolic tangent function is similar to that of saturation 
function. By adjusting coefficientα , the linear width of saturation function can be 
changed, that is, the width of boundary layer is changed. When α increases to a 
certain value, hyperbolic tangent activation function can be regarded as sign function 
approximately and it keeps the function continuity. 
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Here, error back propagation network algorithm is adopted which is suitable for 
single layer or multilayer neural network. Its principle is based on gradient descent 
method. SISO one layer network can realize to approach the linear function. 

To suppose output of neurons ( )y f net= ,
1

m

j j
j

net WX xω
=

= =∑ , m is input 

dimension, quadratic performance index is adopted to control output error. 

2 2

1

1 1
( ) || || ( )

2 2

n

i i
i

E W D Y d y
=

= − = −∑                                (19) 

In formula(19), n is output dimension. In order to minimize ( )E W , to calculate its 

derivative: 

'( ) ( )j j j
j j

E E net
d y f net x

netω ω
∂ ∂ ∂= = − −
∂ ∂ ∂

                         (20) 

So, 

'( 1) ( ) ( ) ( ) ( )j j j j j j
j

E
k k k d y f net xω ω λ ω λ

ω
∂+ = − = + −
∂

            (21) 

Back propagation network algorithm needs teacher sample signals. To choose a 
suitable value for k and determine coefficients in formula(15) and (16) according to 

the given reaching time 0t
+ , 0t

− and initial value 0s of system state. Then, to calculate s 

according to η∈( Dη , Uη ) to construct sample data for training neural network. For 

approaching linear function, the network is always convergent if adopting suitable 
neural network structure. This method can be designed according given performance 
index and make the state of the whole sliding mode control system reach sliding mode 
hyperplane in reaching stage. 

5   Simulation Research 

The simulation test is based on a ship which principal dimensions is as follow[12]: 
ship length L is 160.9m, breadth molded d is 7.467m, block coefficient CB is 0.588. 

The initial speed is set as v=8.3m/s, 3n =23, 2n =0, 1n =1, 0n =0, T1=72.49, T2=8.54, 

T3=17.61, K=0.1141, T=63.42. The disturbance of wind, wave, current is seemed as 
disturbance rudder angle and uncertainty term Δ adopts uniform random distribution. 
Simulation results of gain-fixed sliding mode course controller are as figure1and 
figure2. From figure1, output course can track the given course angle rather quickly, 
but as is shown in figure2, the controller output does not only exit great chattering and 
decrease the performance seriously, but also injure actuator heavily. 
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Fig. 1. Course output under solid gain 

 

Fig. 2. Sliding mode controller output under solid gain 

The ship course control simulation based on BP network sliding mode controller is 
shown in figure3, figure4. The course control performance does not decrease 
obviously, but chattering phenomenon of sliding mode control is decreased greatly. 

 

Fig. 3. Ship course angle output based on BP network sliding mode controller 
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Fig. 4. Sliding mode controller output based on BP neural network 

6   Conclusion 

Ship course nonlinear control mathematical model is established. The BP neural 
network sliding mode controller is applied in ship course control. Simulation results 
indicate that this method has high robustness and reduces chattering phenomenon of 
sliding mode control. 

References 

1. Xu, Y., Lao, D.-z., Li, D.-h., Song, Y.-j.: Simulation study on nonlinear control of ship 
course. Ship Engineering 31(1), 38–44 (2009) (in Chinese) 

2. He, Z.-j.: Ship’s course steering controller based on adaptive neural-fuzzy inference 
system. Ship Engineering 30(6), 46–51 (2008) (in Chinese) 

3. Luo, W.-l., Zou, Z.-j., Li, T.-s.: Robust tracking control of nonlinear ship steering. Control 
Theory & Applications 26(8), 893–895 (2009) (in Chinese) 

4. Wu, H.-s., Huang, K., Xu, X.: Variable structure control and simulation for course-keeping 
of ships. Journal of naval university of engineering 16(3), 27–33 (2004) (in Chinese) 

5. Ak-Ayca, G., Cansever, G.: Three link robot control with fuzzy sliding mode controller based 
on RBF neural network. IEEE Transactions on Intelligent Control 1(1), 2719–2724 (2006) 

6. Yang, Y.-s., Jia, X.- l.: Design for ship autopilot using variable structure control algorithm. 
Journal of Dalian Maritime Universit 24(1), 13–18 (1998) (in Chinese) 

7. Song, L.-z., Ma, W.-m., Chen, S.-c.: Discrete Variable Structure Control of Ship Autopilots 
Based on Bech’s Equation. Shipbuilding of China 44(4), 68–72 (2003) (in Chinese) 

8. Wang, X.-c., Jiang, X.-h., Zhang, J.: Nonlinear Backsetpping design of ship steering 
controller. Control Engineering of China 9(5), 63–68 (2002) (in Chinese) 

9. Du, G., Zhan, X.-q., Zhang, W.-m., Zhang, S.: The Adaptive inverse control of nonlinear 
ship maneuvering based on improved radial basis function neural network. Journal of 
Shanghai Jiaotong University 40(6), 988–994 (2006) (in Chinese) 

10. Jiang, K., Zhang, J.-g.: Design for ship autopilot using variable structure control algorithm. 
Journal of system simulation 14(7), 964–967 (2002) (in Chinese) 

11. Wang, W., Yi, J.-q., Zhao, D.-b., Liu, X.-j.: Design of a new type of neural network 
sliding-mode controller. Electric machines and control 9(6), 603–606 (2005) (in Chinese) 

12. Zhang, X.-k., Jia, X.-l., Liu, C.: Research on responding ship motion mathematical model. 
Journal of Dalian Maritime University 30(1), 18–21 (2004) (in Chinese) 



Fictitious Correlation-based Tuning

Integrating the Data-Based Stability Test
at Each Parameter Update

Kazuhiro Yubai, Hiroki Fujii, and Junji Hirai

Mie University,
1577 Kurimamachiya, Tsu, Japan

yubai@elec.mie-u.ac.jp, hiroki fujii@ems.elec.mie-u.ac.jp,

hirai@elec.mie-u.ac.jp

http://www.ems.elec.mie-u.ac.jp

Abstract. Recently, the model-free controller syntheses have been paid
attention to as one of promising controller tuning methods. The authors
proposed the Fictitious Correlation-based Tuning (FCbT) which obtains
reasonable controller parameters using the input/output data set. How-
ever, the stability of the tuned closed-loop system was not guaranteed in
this approach. This paper proposes the controller tuning method guar-
anteeing the closed-loop stability at each parameter update without any
plant models. The data-based stability test is imposed at each parameter
update to make the tuned closed-loop system stable at least. Moreover,
Particle Swarm Optimization (PSO) is introduced to reduce the initial-
value dependence in the nonlinear optimization instead of the Gauss-
Newton method. The effectiveness is confirmed by experimental results.

Keywords: model-free controller synthesis, FCbT, data-based stability
test, PSO, Gauss-Newton method.

1 Introduction

Model-free controller syntheses directly providing desired controller parameters
using the input/output data set without any mathematical model are recently
actively reseached [1,2,3,4]. The model-free controller syntheses save the time-
consuming model identification and alleviate the designer’s burden. Moreover,
the design of the fixed structural controller such as a PID controller is easiliy
addressed in comparison with the model-based controller syntheses.

The authors have proposed the model-free controller synthesis named as the
Fictitious Correlation-based Tuning (FCbT) [4]. Since the FCbT is based on the
correlation approach, the tuned controller parameter is robust for the measure-
ment noise contained in the input/output data set. The distinguished feature of
the FCbT is that only the one-shot intput/output data set is required for the off-
line tuning even for MIMO systems and for the nonlinear optimization problem.

This paper addresses the closed-loop stability of the control system tuned by
the FCbT, which has not been taken into consideration in the model-free con-
troller syntheses. The FCbT optimizes the controller parameter so as to minimize

X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 511–518.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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the 2-norm based cost function constructed by the acquired input/output data
set. However, in the early works the situations are limited to the cases where only
minimization of the data-based cost function leads to the appropriate solution
for the given reference model, the controller structure, and the initial parameter
that are determined based on partially known information on the plant. Since
there is no guarantee to have enough information on the plant, we have no idea
whether the control system is actually stabilized or not prior to implementaion.

This paper newly proposes the FCbT integrating the data-based stability
test at each parameter update. The parameter is updated again in response to
the result of the data-based stability test until the control system is expected
to be stabilized, which guarantees the closed-loop stability at each parameter
update. The parameter update guranteeing the closed-loop stability is called
the safe update in this paper. Moreover, initial-value dependence is imroved by
introducing Particle Swarm Optimization (PSO) [5] as the solver of the nonlinear
optimization problem instead of the Gauss-Newton method. The effectiveness of
the proposed method is confirmed by some experiments.

The following is a notation used in this paper: q represents a shift operator.
For a discrete-time signal x(t) at time instant t, q−1x(t) = x(t−1). ρ denotes the
controller parameter to be tuned, especially, ρn denotes the controller parameter
at the nth parameter update. a(i) denotes the ith element of the column vector
a. E[•] and σ̄[•] represent a mathmatical expectation and a maximal singular
value, respectively.

2 Parameter Tuning by the FCbT

This section reviews the Fictitious Correlation-based Tuning (FCbT) previously
proposed by the authors [4]. Consider the controller parameter tuning problem
to approximate the closed-loop system consisting of an unknown plant P and a
controller described by a parameter vector ρ, denoted by C(ρ), to its reference
model M . This problem is described as minimization of the following criterion
in the frequency domain;

JMR(ρ) =
∥∥M − (I + PC(ρ))−1PC(ρ)

∥∥2

2
, (1)

or minimization of ‖ε(ρ, t)‖22 in the time domain as shown in Fig. 1. Gener-
ally, minimization of ‖ε(ρ, t)‖22 with respect to ρ requires the nonlinear opti-
mization such as the steepest gradient method, e.g., the Gauss-Newton method.
The gradient and the Hessian of ‖ε(ρ, t)‖22 in the Gauss-Newton method must
be calculated using ε(ρ, t), which means that the iterative experiments are re-
quired. In order to avoid the iterative experiments, the FCbT introduces the
fictitious reference signal [6], r̃(ρ, t) = C(ρ)−1u0(t) + y0(t), where the data set
{u0(t), y0(t)} is acquired from the closed-loop system with the initial controller
C(ρ0). The output of P is fixed to y0(t) when r̃(ρ, t) is applied to the closed-
loop system with an arbitrary controller C(ρ) in Fig. 1 instead of r(t). Since
ε̃(ρ, t) ≡ Mr̃(ρ, t) − y0(t) consists of the initial data set {u0(t), y0(t)}, min-
imization of ‖ε̃(ρ, t)‖22 does not require the iterative experiments. In order to
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Fig. 1. Model reference control problem.

reduce the effect of the measurement noise contained in y0(t) for the controller
parameter tuning, the cost function based on the correlation approach for a λ×λ
square system is newly defined in the FCbT as

J(ρ) = f(ρ)Tf(ρ) =
λ∑

i=1

λ∑
j=1

f (ij)(ρ)Tf (ij)(ρ), (2)

where

f (ij)(ρ) =
1

Nd

Nd∑
t=1

ζ(j)(ρ, t)ε̃(i)(ρ, t), (3)

ζ(j)(ρ, t) = [r̃(j)(ρ, t + l), · · · , r̃(j)(ρ, t), · · · , r̃(j)(ρ, t− l)]T, (4)

Nd and l are the data length and the window length, respectively. Conventionally,
the Gauss-Newton method is adopted as the solver of the minimization problem
of J(ρ). In this paper, Particle Swarm Optimization (PSO) is introduced to solve
the above optimization problem.

2.1 Parameter Update by the Gauss-Newton Method

Without loss of generality, we describe the parameter update in the case of a
2-input 2-output square system. For sufficient large data length of Nd, (3) is
rewritten in the compact form as

f(ρ) =
1

Nd

Nd∑
t=1

L(ρ, t)H(ρ, t), (5)

where

L(ρ, t) = diag(ζ11(ρ, t), ζ12(ρ, t), ζ21(ρ, t), ζ22(ρ, t)), (6)
H(ρ, t) = [η11(ρ, t), η12(ρ, t), η21(ρ, t), η22(ρ, t)]T. (7)
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The controller parameter at the nth iteration, ρn, is updated by the Gauss-
Newton method as

ρn+1 = ρn − γQ−1 ∂J(ρ)
∂ρ

∣∣∣
ρ=ρn

, (8)

where a positive parameter γ < 1 adjusts the convergent rate of ρ. Q denotes
the Hessian matrix which is approximated as

Q =
∂f(ρ)

∂ρ

∣∣∣
ρ=ρn

(
∂f(ρ)

∂ρ

∣∣∣
ρ=ρn

)T

, (9)

where

∂f(ρ)
∂ρ

∣∣∣
ρ=ρn

=
1

Nd

Nd∑
t=1

(
∂L(ρ, t)

∂ρ

∣∣∣
ρ=ρn

H(ρ, t)
)

+
1

Nd

Nd∑
t=1

(
∂H(ρ, t)

∂ρ

∣∣∣
ρ=ρn

LT(ρ, t)
)

.

The derivatives of H(ρ, t) and L(ρ, t) with respect to ρ consist of the derivatives
of ε̃(ρ, t) and r̃(ρ, t), respectively. As a result of some manipulation, we have
the following relations:

∂ε̃(ρ, t)
∂ρ(x)

∣∣∣
ρ
(x)
n

= MC(ρ)−1 ∂C(ρ)
∂ρ(x)

∣∣∣
ρ
(x)
n

C(ρ)−1u0(t), (10)

∂r̃(ρ, t)
∂ρ(x)

∣∣∣
ρ
(x)
n

= −C(ρ)−1 ∂C(ρ)
∂ρ(x)

∣∣∣
ρ
(x)
n

C(ρ)−1u0(t). (11)

Since all components of (10) and (11) are available, J(ρ) is minimized using only
the initial input/output data set {u0(t),y0(t)}.

2.2 Parameter Update by PSO

This subsection describes the parameter update by Particle Swarm Optimiza-
tion (PSO). PSO is a robust stochastic optimization technique based on the
movement and intelligence of swarms. PSO minimizes J(ρ) by having a popula-
tion (called a swarm) of candidate solutions (called particles), and moving these
particles around in the solution space according to the simple rule. Let K be
the number of particles in the swarm. The kth particle has a position ρk

n and
a velocity vk

n at nth iteration (n = 1, · · · , N). The movements of the particles
are governed by their own best known position ρ̂k

n and the best known position
in the swarm ρGb

n which are updated as better positions found by the particles.
The parameter update law is then described as

ρk
n+1 = ρk

n + vk
n+1, (12)

vk
n+1 = μvk

n + c1r1(ρ̂k
n − ρk

n) + c2r2(ρGb
n − ρk

n). (13)

0 < r1 < 1 and 0 < r2 < 1 are uniform random numbers, and μ, c1 and c2 are
non-negative weightings. PSO does not use the gradient of J(ρ), which means
that PSO does not require the derivative of J(ρ) as is required by the Gauss-
Newton method.
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Fig. 2. Equivalent closed-loop system
with the ideal controller C∗.

Fig. 3. Stability test.

3 Data-Based Stability Test for the FCbT

This section states the data-based test evaluating whether the updated controller
parameter stabilizes the resulting closed-loop system in advance of implemen-
tation. The closed-loop system consisting of P and C(ρ) can be represented as
Fig. 2 by introducing the ideal controller, C∗, which is the exact solution such
that M = (I +PC∗)−1PC∗. If the controller mismatch C(ρ)−C∗ is regarded
as an additive perturbation for C∗, the sufficient condition of the robust stability
could be derived from the small-gain theorem as

δideal(ρ) =
∥∥(I + PC∗)−1P (C∗ −C(ρ))

∥∥
∞

= ‖M − (I −M)PC(ρ)‖∞ < 1 (14)

Therefore, δideal(ρ) is evaluated as the H∞ norm of the transfer matrix from
w(t) to z(t) shown in Fig. 3. Now, we must consider how to evaluate δideal(ρ)
using the available signals {u0(t),y0(t)}. For this purpose, the following theorem
plays an important role [7].

Theorem 1. Given time series w(t) and z(t) (t = 0, · · · , N), there exists a
stable, causal linear, time-invariant operator G(q) with ‖G(q)‖∞ ≥ γ and such
that z(t) = G(q)w(t) if and only if ZTZ < δ2W TW or σ̄[Z(W TW )−

1
2 ] < δ,

where W is a lower block Toeplitz matrix associated with w(t) defined as

W =

⎡
⎢⎢⎢⎢⎢⎣

w(0) 0 0 · · · 0
w(1) w(0) 0 · · · 0
w(2) w(1) w(0) · · · 0

...
...

...
. . .

...
w(Nd − 1) w(Nd − 2) w(Nd − 3) · · · w(0)

⎤
⎥⎥⎥⎥⎥⎦

, (15)

Z is also defined associated with z(t) as same as W .

This paper introduces δ̂ ≡ σ̄[Z(W TW )−
1
2 ] as a stability index. However, avail-

able information is only the input/output data set {u0(t),y0(t)}, and we do
not have any information on the data set {w(t), z(t)}. As similar in generating
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r̃(ρ, t), we can calculate w(ρ, t) = C−1(ρ)u0(t) and z(ρ, t) = Mw(ρ, t)− (I −
M)y0(t) as shown in Fig. 3. This means that δ̂(ρ) can be estimated by the initial
data set {u0(t), y0(t)} without any extra experiments. If δ̂(ρ) ≥ 1, there may
be the possibility of destabilization of the resulting control system. Otherwise,
the resulting control system is expected to be stabilized.

The above mentioned data-based stability test is integrated into the FCbT as
follows: For optimization by the Gauss-Newton method, the result of the above
mentioned data-based stability test is reflected in the convergent rate γ. In the
case of δ̂(ρn) ≥ 1, γ ← αγ with 0 < α < 1, and ρn is updated again until
δ̂(ρn) < 1. For optimization by PSO, the choice of ρGb

n is determined according
to the result of the data-based stability test. ρGb

n is chosen as the best position
in terms of J(ρn) among the particles with δ̂(ρn) < 1 instead of among all
particles.

4 Experiment

In order to confirm the effectiveness of the FCbT integrated with the safe update,
this paper addresses the speed control problem of the two-mass system encoun-
tered in many industrial processes. The two-mass system has the delay time of
20 samples (i.e., 100 ms) at the input channel simulated by the software, which
makes the plant difficult to be stabilized. However, its information is not used in
the tuning of ρ. The sampling time, Ts, is set to 5 ms. The controller structure
is set to a PI controller parameterized as C(ρ) = ρp + ρiTs/(1 − q−1), where
ρ = [ρp, ρi]T. Figure 4 shows the initial input/output data set {u0(t), y0(t)}
of length Nd = 5000 acquired from the closed-loop system consisting of P and
C(ρ0) where ρ0 = [0.035, 0.01]T. Note that both the tuning of ρ and the data-
based stability test can be performed using only {u0(t), y0(t)}. The reference
model to be tracked is given as M = 402/(s + 40)2 in the continuous-time. The
experiments were performed in 5 cases for comparison. The experimental con-
ditions and the tuned parameters are listed in Table. 1. For the Gauss-Newton
method (i.e., case I, II, III), γ = 0.2 and α = 0.5. For PSO (i.e., case IV,
V), the number of particles in the swarm K = 20. The initial positions and
velocities of particles are randomly given. The weightings c1 and c2 are set as
c1 = c2 = 1.5. The weighting μ is determined according to the Linearly Decreas-
ing Weight Method [8] as μ = μmax − (μmax − μmin)n/N where μmax = 0.9,
μmin = 0.4, n and N = 20 denotes the current generation and the generation
number, respectively.

Figure 5 shows the step responses for case I, II, III optimized by the Gauss-
Newton method. In case I, the closed-loop system is not stabilized but the
persistent vibration is observed. Although J(ρ) converges to much small value,
δ̂(ρ20) is much higher than 1. This result implies that only minimization of J(ρ)
may lead to the unsatisfactory parameter. On the other hand, case II and III
avoid the undesirable vibration thanks to the safe update. However, the initial-
value dependence is observed between case II and III. Note that the desirable
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Table 1. Conditions & tuned parameters.

case I case II case III case IV case V

opt. method G. N. G. N. G. N. PSO PSO
safe update w/o w/ w/ w/o w/
ρp (initial) 0.035 0.01 0.035 — —
ρi (initial) 0.008 0.0005 0.01 — —

ρp 0.63 0.048 0.049 0.63 0.049
ρi 0.13 0.0021 0.013 0.13 0.014

J(ρ20) 59 5.9 ×108 8.8 ×106 59 6.2 ×106

δ̂(ρ20) 9.908 0.99946 0.9999 9.908 0.9995

Fig. 4. Initial input/output data set {u0(t), y0(t)}.

Fig. 5. Experimental results by the Gauss-
Newton method (case I, II, III).

Fig. 6. Experimental results by PSO (case
IV, V).

response of case III is obtained as a result of the time-consuming trial-and-error
adjustment of ρ0.

Figure 6 shows the step responses for case IV and V optimized by PSO. From
Table. 1, the tuned result of case IV coincides with that of case I. In case V,
the least J(ρ) is obtained while avoiding the undesirable vibration. Note that
since the initial positions and velocities of particles are given randomly in case
V, the time-consuming initial value setting in the Gauss-Newton method is much
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alleviated. Both the Gauss-Newton method and PSO can provide the stabilizing
parameter with the safe update and the destabilizing parameter without the safe
update, which illustrates the effectiveness of the safe update.

This paper addresses the controller parameter tuning of a SISO system with
two tuning parameters (ρp & ρi). In this experimental setup, both the Gauss-
Newton method and PSO provide almost same controller parameters with the
safe update except for the time-consuming initial value setting in the Gauss-
Newton method. However, the proposed method is not limited to SISO systems
and is applicable to MIMO systems. For MIMO systems, since the number of the
controller parameters drastically increases, the initial value setting in the Gauss-
Newton method would not be tractable, but PSO would solve this difficulty.

5 Conclusion

This paper newly proposes the FCbT integrating the data-based stability test. If
enough knowledge on the appropriate reference model and the suitable controller
structure were not available, the tuned control system could maintain the closed-
loop stability by the proposed method. Moreover, the difficulty in setting the
initial controller parameter ρ0 is avoided by introducing PSO as the solver of
the nonlinear optimization instead of the Gauss-Newton method.

As a future work, the proposed method should be applied to MIMO systems.
The data-based stability test should be also improved to estimate δ̂(ρ) when the
initial data set contaminated by the large measurement noise is used.
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Abstract. This paper suggests feature-based requirement analysis method. The 
method uses features instead of use case and user instead of actor, and introduces 
the generalization relationship among users, the use relationship between user 
and use case, the precede relationship among features , two levels view and two 
kinds of feature diagrams to express the requirement model. 

Keywords: Feature, User, Requirement Analysis, UML. 

1   Introduction 

This paper suggests a feature-based requirement analysis method transfering from 
use-case modeling method. This method is different from UML and OML and other use 
case modeling approach, We use “feature” instead of “use case” and “user” instead of 
actor. However, their meaning is the same. 

2   What Is a Feature 

A feature is a description of a set of sequences of actions, including variants, which a 
system performs to yield an observable result of value to a user. Graphically, a feature 
is rendered as an ellipse, like a use case. 

A feature must have a name and its name must be unique within its enclosing 
package in order to distinguish it from other feature. A name is a textual string. That 
name alone is known as a simple name; a path name is the feature name prefixed by the 
name of the package in which that feature lives. A feature is typically drawn showing 
only its name, as in Figure 1. 

 

Fig. 1. Simple and Path Names 
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A feature name may be text consisting of any number of letters, numbers, and most 
punctuation marks (except for marks such as the colon, which is used to separate a class 
name and the name of its enclosing package) and may continue over several lines. In 
practice, features’ names are short active verb phrases naming some behavior found in 
the vocabulary of the system you are modeling. 

3   Features and Users 

A user represents a coherent set of roles that users of features play when interacting 
with these features. Typically, a user represents a role that a human, a hardware device, 
or even another system plays with a system. For example, if you work for a bank, you 
might be a LoanOfficer. If you do your personal banking there, as well, you'll also play 
the role of Customer. An instance of a user, therefore, represents an individual 
interacting with the system in a specific way. Although you'll use users in your models, 
users are not actually part of the system. They live outside the system. As Figure 2 
indicates, users are rendered as stick figures. You can use the UML's extensibility 
mechanisms to stereotype a user in order to provide a different icon that might offer a 
better visual cue for your purposes. 

A user name also must be unique over the whole system. Every user also must have 
a name that distinguishes it from other users. A name is a textual string. Generally the 
users just have a simple name. The naming rules of user are the same as feature. 

4   Features and Flow of Events 

A feature describes what a system (or a subsystem, class, or interface) does but it does 
not specify how it does it. When you model, it's important that you keep clear the 
separation of concerns between this outside and inside view. 

You can specify the behavior of a feature by describing a flow of events in text 
clearly enough for an outsider to understand it easily. When you write this flow of 
events, you should include how and when the feature starts and ends, when the feature 
interacts with the users and what objects are exchanged, and the basic flow and 
alternative flows of the behavior. 

You can specify a feature's flow of events in a number of ways, including informal 
structured text (as in the example above), formal structured text (with pre- and 
post-conditions), and pseudocode. However, we just suggest specifying a feature’s 
flow of events in informal structured text, especially in natural language. feature 
modeling generally happens when you capture the requirement and analyze the system. 
At this time, the requirement and system are ambiguous and it is very difficult to 
describe them formally and clearly. 

5   Features and Scenarios 

It is desirable to separate main versus alternative flows because a feature describes a set 
of sequences, not just a single sequence, and it would be impossible to express all the  
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details of an interesting feature in just one sequence. For example, in a human resources 
system, you might find the feature Hire employee. This general business function might 
have many possible variations. You might hire a person from another company (the 
most common scenario); you might transfer a person from one division to another 
(common in international companies); or you might hire a foreign national (which 
involves its own special rules). Each of these variants can be expressed in a different 
sequence. This one feature (Hire employee) actually describes a set of sequences in 
which each sequence in the set represents one possible flow through all these 
variations. Each sequence is called a scenario. A scenario is a specific sequence of 
actions that illustrates behavior. Scenarios are to features as instances are to classes, 
meaning that a scenario is basically one instance of a feature. However, the user’s 
instance also is a user. We do not need a different word to describe the class and 
instance of user. 

There's an expansion factor from features to scenarios. A modestly complex system 
might have a few dozen features that capture its behavior, and each feature might 
expand out to several dozen scenarios. For each feature, you'll find primary scenarios 
(which define essential sequences) and secondary scenarios (which define alternative 
sequences). 

6   The Relationship between User and Feature 

In UML, the connection among things is classified into four important relationships: 
dependencies, generalizations, associations and realizations. However, the distinction 
among them is mostly orthogonal to the classification above. Both the generalization 
relationship and the association realization are also a kind of dependency relationship. 
Generalization relationship means the derived class depends on base class. Realization 
relationship means implementation depends on interface. Association relationship also 
reflects the dependency relationship. Any two things with an association relationship 
could be a two-way dependency or a one-way dependency. In actual fact, with regards 
to the relationship between these two things, the most important thing is to focus on 
whether a dependency relationship exists, and what direction it is. Due to the 
relationship between a feature and an user might be two-way dependency, it should be 
an association relationship. The association relationship between feature and user refers 
to the intercommunication between them. This means that users can send messages to 
features, and features can also send messages to users. 

In UML, an association relationship is expressed in a straight line. Some UML 
modeling tools, however, use straight lines with arrows to specify the dependent 
direction of association relationship. If the arrow points to feature, it means that the user 
depends on the feature: the user sends messages to the feature, and vice versa. If there is 
no arrow, it means that the user depends on the feature and the feature also depends on 
the user The two arrows are omitted: the feature and the user send messages to each 
other. It does not focus too much to pay attention to the sending messages’ direction 
between the feature and the user in the feature diagrams. When describing a feature,  
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every message between the user and the feature is illustrated clearly. In feature diagram 
we only need to concern ourselves with whether there is a relationship between a user 
and a feature. We directly use straight line to express the relationship between a user 
and a feature (see Figure-2). We term the association relationship between user and 
feature as use relationship in order to distinguish it from the other association 
relationship such as the association relationship among classes. Obviously, use 
relationship conveys client/server relationship between user and feature. 

 

Fig. 2. The use relationship between user and feature 

7   The Relationship among Users 

You can define general kinds of users (such as Customer) and specialize them (such as 
Commercial Customer) using generalization relationships. Figure 3 shows the 
generalization relationship between the user Customer and Commercial Customer. 

 

 

Fig. 3. Users and their generalization relationship 

8   The Relationship among Features 

There are three kinds of relationships among features in early UML version: 
generalization, extend and including. However, UML 2.0 does not support the 
generalization relationship among features. Some UML modeling tools do not support 
the generalization relationship among features at all. 

In our feature based requiement analysis method, we only use the precede 
relationship, which is introduced in OML, among features. The precede relationship  
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among two features means that the former feature must be executed precede the latter  
one. For different users, the same feature may have a different precede relationship. We 
use straight lines with arrows to express the precede relationship among features. The 
feature at the arrow tail must first execute before the feature at the arrow head (see 
Figure-4). 

 

Fig. 4. The precede relationship among features 

9   Feature Diagram 

A feature diagram is a diagram that shows a set of features and users and their 
relationships. Feature diagrams commonly contain the features, the users, the 
generalization relationships between users, the precede relationships between features 
and the association relationships between users and features. 

A feature diagram must have a name. A System may have many feature diagrams. 
Each feature diagram must have a name that distinguishes it from other feature 
diagram. 

Like all other diagrams, feature diagrams may contain notes and constraints. Feature 
diagrams may also contain packages, which are used to group elements of your model 
into larger chunks.  

The feature modeling is classified into two views. The first view is called feature and 
user view including several feature diagrams listing all users and features in the system 
but not marking the relationship among features. It only indicates the use relationship 
between feature and user and generalization relationship among users. This view helps 
to identify which users interact with a feature, capture the system requirements about 
user’s right and define the system’s boundary. The second view is called feature view. 
In this view, each user needs a feature diagram. We must list all features that interact 
with the user and precede relationships among features in the feature diagram. The user 
does not need to be marked in the diagram. There are different precede relationships 
among features for different users. Precede relationships among features convey a kind 
of user requirement related to the business logic order. Figure-5, 6 show two levels and 
two views of feature. 
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Fig. 5. The whole system’s feature diagram 

 
Fig. 6. The user assistant’s feature diagram 

10   Common Modeling Techniques 

You apply feature diagrams to model the static feature view of a system. This view 
primarily supports the behavior of a system the outwardly visible services that the 
system provides in the context of its environment. 

When you model the static feature view of a system, you'll typically apply feature 
diagrams in one of two ways, to model the context of a system and the requirements of 
a system. 

When you model the feature view of a system, the steps are following: 
Identify the users that interact with the system. Candidate users include groups that 

require certain behavior to perform their tasks or that are needed directly or indirectly to 
perform the system's functions. 

Organize users by identifying general and more specialized roles.  
Indentify all features for each user.  
Draw feature diagrams and form the first view: feature and user view. List all users, 

generalization relationships among users, features, use relationships between user and 
feature in the feature and user view. 

Draw the second view: feature view. For each user, Draw a feature diagram and list 
all features interactive with it and precede relationships in the feature diagram. 
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Describe all the event flows of every feature in detail. 
We have applied the feature based requirement analysis method to our several MIS 

projects and have achieved good effects. The method gets rid of the complex rules of 
feature and ambiguity in UML and also provides enough support for capturing and 
describing requirements, designing, programming and testing etc. 
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Abstract. Along with wind energy widespread popularization and application, how 
to improve power supply reliability is an important issue in electric power systems 
including wind energy. This paper incorporates the deterministic criteria in a 
probabilistic framework, and builds well-being model. The model describes system 
reliability in terms of three different states. This paper analyzed the reliability of the 
three different states in small isolated power system, and researched the influence of 
energy storage capacity and annual peak load on small isolated wind power system 
reliability. This analytical approach can clearly classify system operation state; it 
also can improve the accuracy of reliability evaluation. 

Keywords: Well-being Model, Reliability Evaluation, Wind Energy, Energy 
Storage, Small Isolated Power System. 

1   Introduction 

Owing to the random nature of the wind, reliability analysis method about wind power 
generation system is different from conventional units. At present, reliability analysis 
method of electric power system including wind energy is mainly divided into two 
categories of deterministic technique and probabilistic technique. Deterministic 
technique only can analyze the specific power failure in electric power system; it can 
not reflect the uncertainties effects such as random wind speed and fluctuation of load. 
Probabilistic technique is classified into analytic method and simulation method [1]. 
The main disadvantage of analytic method is that the number of system states increases 
exponentially as the number of system components increases. The calculating time is 
related tothe calculation precision closely, so simulation method also has disadvantage. 
Simulation method often spends a lot of time to guarantee the high accuracy [2-6]. 
Based on the characteristic of deterministic technique and probabilistic techniques, this 
paper builds well-being model, which can overcome the disadvantages of deterministic 
and probabilistic technique, and use the model in the small isolated power system 
reliability analysis. The method can improve the accurate of reliability evaluation. 

2   Well-Being Model 

Well-being model incorporate the accepted deterministic criteria in a probabilistic 
framework, which is suitable for the small isolated wind energy conversion systems. It 
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describes the system reliability level in terms of three different states as healthy, 
marginal and risk, as shown in Fig. 1. Every states adequacy indexes of generating 
system are calculated by some probabilistic techniques such as Monte Carlo method 
[7-9]. By doing this, it can accurately assess the isolated power system reliability level. 

 

 

 

 

 

 

 

 

 

Fig. 1. System well-being model 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Superimposition of the capacity states and the chronological load pattern 

In Fig. 2, the generation model is superimposed on the load model to obtain the 
adequacy of generating system. 

iT  is the periods in which the available capacity 

exceeds the load and it is the periods in which the load exceeds the capacity. The 

energy curtailed in each case is ie . The load is modeled in one hour time steps in this  
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analysis. The basic operating strategy of energy storage is as follows: Energy storage 
charges when the generation power output exceeds load, and the stored energy 
discharges when the generation power output is shortage [10].  

The conventional reliability indices of a small isolated power system can be obtained 
by recording the loss of load duration it  and the energy loss ie due to load curtailment. 

The well-being reliability indices can be obtained using the time duration iT  and it . If 

the energy stored in the battery (ESIB) is equal to or greater than the average load (AL) 
or the peak load (PL) multiplied by the accepted the number of autonomous hours 
(NAH), the system condition is healthy and the corresponding duration is a healthy 
state duration designated as iT (H)  for each healthy state. On the other hand, whenever 

the ESIB is less than the AL or PL multiplied by the NAH, the condition is marginal 
and the corresponding duration is a marginal state duration and designated as iT (M) [8].  

  i
i

i

T (H), if ESIB NAH PL(or AL)
T

T (M), if ESIB NAH PL(or AL)

≥ ×⎧
= ⎨ < ×⎩

                               (1) 

The total time of the system in the healthy state, marginal state and risk state can be 
respectively stranded for n(H), n(M) and n(R). Well-being reliability indices are 
calculated by (2)–(5): 

Healthy state probability: 
n(H)

i
i 1

1
P(H) T (H)

8760N =
= ∑                            (2) 

Marginal state probability:
n(M)

i
i 1

1
P(M) T (M)

8760N =
= ∑                                (3) 

Risk state probability: 
n(R)

i
i 1

1
LOLP t

8760N =
= ∑                                      (4) 

Loss of Health Expectation(h/yr): 
n(H)

i
i 1

1
LOHE 8760 T (H)

N =
= − ∑           (5) 

3   Example System Reliability Evaluation 

To evaluate and analyze the reliability of small isolated power system, example system 
parameters are shown in Table 1 according to the IEEE-RBTS [11]. The hourly 
chronological load model of the IEEE-RBTS has been used in the example system. Its 
peak load is 40kW. 

The healthy state probability of Case 1 is zero in Table 2, because the system has no 
energy storage. Depending on the continuous stable of diesel generation power output 
and load demand, the system can run normally, but it runs in the marginal state for the  
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most of time. Although Case 2 has energy storage devices, this system can satisfy the 
load demand even when the load have slight fluctuate. Case 2 is still in the marginal 
state and has high risk state probability. The WTG power output varies with wind 
speed, so little change of wind speed can cause great change of WTG power output, so 
Case 2 is in the low reliability level. The LOHE of Case 3 is the smallest in the three 
kinds of system. It can provide stable electric energy, and its system is healthy and has 
a high reliability level. 

Table 1. Example System Data 

Case Generation and storage No Rating FOR (%) Failure Rate per year 
1 WTG 

Diesel 
2 
2 

30kW 
20kW 

4 
5 

4.6 
9.2 

2 WTG 
Storage 

2 
1 

30kW 
300kWh 

4 
- 

4.6 
- 

3 
 

WTG 
Diesel 

Storage 

2 
2 
1 

30kW 
20kW 

300kWh 

4 
5 
- 

4.6 
9.2 
- 

Table 2. The Result of the Well-being Indices for Systems 

Case P(H) P(M) LOLP LOHE(h/yr) 
1 0 0.964999 0.035001 8760 
2 0.115734 0.22264 0.661625 7746 
3 0.988548 0.009694 0.001759 100.322 

4   Analysis of Influencing Factors  

4.1   Effect of Storage Capacity 

Some kinds of reliability indexes in Case 2 and Case 3 are calculated in different 
storage capacity in order to explain the effect of storage capacity in small isolated 
power system. Fig. 3 shows the healthy, marginal and risk state probability for the three 
basic system configurations with different storage capacity levels ranging from 200 
kWh to 700 kWh. The healthy state probability increases as the storage capacity 
increases, but the marginal and risk state probability decreases. With the energy storage 
capacity increasing, the marginal and risk state turn into healthy state. The reliability of 
Case 2 is improved.  

Fig. 4 shows effect of the storage capacity on the LOHE in Case 3. With the energy 
storage capacity increasing reliability increases, and the incremental benefit decreases 
until the energy storage capacity exceeds 500kWh. Fig. 3 shows that the state indexes 
curves of Case 3 are smooth after the storage capacity which is greater than 300kWh. 
The reasonable storage capacity is 500kWh in case3 from the Fig. 3 and Fig. 4. 
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Fig. 3. Effect of the Storage Capacity on the Healthy, Marginal and Risk states  
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Fig. 4. Effect of the Storage Capacity on the LOHE 

4.2   Effect of the Load 

The system load is an important factor in reliability analysis. The annual peak load of 
system normally uses a single load parameter in deterministic method. However the 
system load often varies with the time. The annual peak load changes from 40kW to 
70kW and the step value of annual peak load is 5kW as shown in Fig. 5 and Fig. 6. 

Fig. 5 shows that healthy, marginal and risk state probability change with the annual 
peak load increasing. Healthy state probabilities about Case2 and Case 3 decrease with 
increasing in the annual peak load; the change curve of each state probability is 
smoothly when annual peak load is under 55kW. The marginal state probabilities of 
Case 1 and Case 2 decrease with increasing in the annual peak load. Unlike Case 1 and 
Case 2, the marginal state probabilities of Case 3 increases as annual peak load 
increases. Despite the risk state probabilities of three systems increase with increasing 
in annual peak load, the risk state probability of Case 3 changes slowly. Its value is the 
lowest in the three systems. 
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Fig. 5. Effect of the annual peak load on the Healthy, Marginal and Risk states  

Fig. 6 shows the effect of the annual peak load on the LOHE in three systems. The 
LOHE of Case2 and Case 3 increases with the increasing in annual peak load. The 
LOHE of Case 3 almost increases linearly with the annual peak load when the annual 
peak load exceeds 55kW. By comparison, the reliability of Case 3 is better than other 
two systems. The results show that the annual peak load is a sensitive variable which 
influences system reliability seriously. 

 
 

 
 
 
 
 
 

Fig. 6. Effect of the annual peak load on the LOHE 

5   Conclusions 

This paper developed well-being model, which can categorize the system operation 
state clearly. Accuracy of reliability evaluation is improved by using the well-being 
model in small isolated power systems. Both the energy storage capacity and the annual 
peak load have influence on each state probability index and LOHE, but the influence 
degree is different. When energy storage capacity increases, healthy state probability 
increases, and the reliability of system also is improved. Especially, the LOHE 
increases as the annual peak load increases, but the healthy state probability reduces, 
and the small isolated power system is in a low reliability level. The results of this paper 
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can provide a method to choice the energy storage equipment capacity and the 
maximum annual peak load, which is accepted by system, in the small isolated power 
systems.  
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Abstract. A Ka band microstrip patch antenna utilizing RF MEMS switches is 
proposed and analyzed. The patch is dumbbell-shaped. Two planar spiral 
structures are arranged at both sides of the central patch. MEMS switches are 
used for controlling the status of connection between the planar spirals and the 
central patch, therefore, the structure of antenna can be switched and frequency 
reconfiguration is realized. The central operation frequencies are 33.2GHz and 
35.1GHz, respectively. 

Keywords: frequency reconfigurable, Ka band, MEMS, antenna. 

1   Introduction 

Due to wide frequency bandwidth and little electromagnetic interference, Ka band 
(26.5GHz-40GHz) is widely used in the fields of satellite television reception, airport 
management, armamentarium, environment detection, secure communication, etc. 
Some applications in these fields need to work in multi-frequency [1]. Because of 
wide frequency span, conventional multi-frequency communication in Ka band 
mostly uses a plurality of antennas operating in different frequencies for switching, 
therefore, the size and weight of the antenna system increases and the application in 
some occasions that has special requirements of size and weight, such as handheld 
terminals, aviation and aerospace, is limited. Reconfigurable antenna has a common 
aperture and can replace multi-antenna by real-time structure transformation, so 
reconfigurable Ka band antenna can reduce the size and lower the weight effectively. 
Therefore the application range of the existing antenna can be expanded. The most 
commonly used mechanisms of antenna structure reconfiguration are PIN diode, 
optical fiber switch and radio frequency micro-electromechanical system (RF MEMS) 
switch [2-4]. The PIN diode has fast response speed but poor isolation and high insert 
loss which may decrease the radiation efficiency of the antenna. The optical fiber 
switch has low power dissipation but high insert loss and is inconvenient to integrate 
with printed circuit. The RF MEMS switch has low insert loss, high isolation, small 
size, light weight and convenient for integrating due to the CMOS fabrication process. 
The only weakness is the slow response speed which is at the level of microsecond 
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(10-6s). This design utilizes RF MEMS switches as the reconfiguration mechanism. 
The designed antenna can work at 33.2GHz and 35.1GHz. 

2   Numerical Simulation and Analysis of Microstrip Antenna 

The designed dumbbell-shaped antenna adopts rectangle microstrip patch antenna as 
the basic radiation antenna. The primary radiation unit of the patch antenna can be 
equivalent to a magnetic stream element. The wave source is the side walls of the 
substrate cavity between the patch and the ground. Electromagnetic waves radiate 
from the open magnetic wall utilizing resonance in the cavity. According to the cavity 
mode theory [5], when the rectangle microstrip antenna operates at its dominant mode 
TM010, the length of the patch can be calculated by the following equation (1). 

02 2 2
2 2 2

g

e r e

c
L l l l

f

λ λ
ε ε

= − Δ = − Δ = − Δ                         (1) 

Hereinto, c is the speed of light in vacuum. gλ is the wavelength in the dielectric. 

0λ  is the wavelength in free space. eε is the effective dielectric constant. The relation 

between eε  and the relative dielectric constant rε  is as follows: 

1

2
1 1 10

(1 )
2 2

r r
e

h

W

ε εε
−+ −= + +

                                      
(2) 

Hereinto, h is the thickness of the substrate. W is the width of the patch. lΔ  is the 
equivalent electrical length of the radiation aperture, which is corresponding to the 
capacitive stored energy field of the radiation reactance. 

( 0.3)( 0.264)
0.412

( 0.258)( 0.8)

e

e

W

hl h
W

h

ε

ε

+ +
Δ =

− +
  

                                 (3) 

eε is increasing when rε  is increasing according to equation (2). Therefore, under 

the condition that the operating frequency is fixed, the increasing of the effective 

dielectric constant eε  will lead to decreasing of the wavelength in dielectric, which 

means high dielectric substrate can help reduce the size of the antenna. However, if 
the dielectric constant increases up to some level, the dielectric will bound the 
electromagnetic field and weaken the radiation, so the value of the dielectric constant 
shall not be too high.  

The width of the patch W has influence on the dielectric constant. When W 
increases, the effective dielectric constant increases, which means larger W can help  
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reduce the length of the patch. Also, appropriate enlargement of W can increase the 

radiation efficiency and the bandwidth [6]. However, if W is larger than 0

2

λ
, high 

order modes will appear and cause distortion of the field and lower the radiation 
ability of the dominant mode, so W shall not be larger than L. 

The thickness of the substrate is also important to the effective dielectric constant. 
When h increases, the effective dielectric constant will decrease, so the operating 
frequency of the antenna will decrease. This phenomenon is particularly obvious in 
Ka band. The increase of h can cause serious loss in the substrate which is harmful for 
radiation in Ka band. Thus the thickness of the substrate shall not be too large. 
Usually, the maximum value of h shall not exceed h0. 

 

0 0.05
r r

c
h

f ε
=                                                (4) 

3   Design and Analysis of Frequency Reconfigurable Antenna 
Based on MEMS Technology 

The primary radiation patch of the designed antenna is the dumbbell-shaped patch. 
According to the equations (1), (2), (3) and (4), the size of the narrow section of the 
dumbbell-shape is L1=4.2mm, W1=1.2mm. The size of the rectangle at both ends is 
L2=6mm, W2=4.8mm. The substrate material is chosen to be Rogers RT/druid 
5880(tm). The relative dielectric constant is 2.2. The size of the substrate is 
Wsub=Lsub=20mm, Hsub=0.5mm. The feeding method is chosen to be the coaxial 
cable from the bottom. The outer radius of the coaxial cable is Rout=0.28mm and the 
inner radius is Rin=0.08mm. The feeding point is at the center of the patch. The 
schematic figure of the antenna is shown in Fig. 1. 

The operating frequency of the microstrip antenna is changed along with the 
switching of the shape and size of the patch, so the transformation of the patch shape 
can be used to realize frequency reconfiguration. The designed reconfigurable antenna 
is obtained by arranging planar spiral structures at both sides of the central patch as 
the additional patches, and the operating frequency of the new structure will be 
higher, thus size reduction can be achieved. The spiral is 3.5mm away from the 
central patch, which is shown by L4 in Fig 1. The width of the lines comprising the 
spiral is W4=0.3mm. The outermost size of the spiral is L3=3mm, W3=2mm. The 
inner gaps of the spiral are Gap1=Gap2=0.5mm. 

Two MEMS switches are arranged between the dumbbell-shaped patch and the 
planar spiral patches for controlling the shape of the antenna. 

The MEMS switch has the characteristics of ideal switching, high on-off ratio and 
good isolation of RF signals from DC to over 40GHz [7], so it can be used in the 
design of Ka band antenna. The structure of the capacitance switch used in the design 
is shown in Fig. 2. 
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Fig. 1. The structure diagram of the designed antenna 

The switches are made utilizing MEMS fabrication process such as scarification 
process and reaction ion etch (RIE) method, and these process are integrated with the 
antenna process well. The length of the MEMS bridge is 350μm. The width of the 
bridge is 100μm. 

 

     (a)  (b)  

Fig. 2. Diagrams of MEMS switch: (a) sectional view, (b) top view. 

The transmission coefficient (S21) and the reflection coefficient (S11) are 
simulated using Ansoft HFSS(tm) and shown in Fig. 3. 

S21 of the ON state switch is higher than -0.11dB (more than 99.89% energy 
transmitted) in the frequency band from 5 to 40GHz. The isolation is higher than 
17.5dB with the maximum value of 20.9dB and the insert loss is lower than 0.5dB in 
Ka band.  

S11 of the OFF state switch is higher than -0.04dB from 26 to 40GHz (more than 
99.96% energy reflected). The isolation is higher than 23.3dB with the maximum 
value of 32dB and the insert loss is below 0.5dB in Ka band. 
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Fig. 3. S parameters: (a) switch is ON, (b) switch is OFF. 

Due to the ideal performance of the designed switch in Ka band, the 
reconfiguration mechanism of the antenna is discussed by using an ideal model of the 
MEMS switch. 

 

     (a) (b)  

Fig. 4. Equivalent radiation structures. (a) switch is OFF, (b) switch is ON. 

When DC control bias voltage is not added between the upper and lower 
electrodes, the switches are at the off state. The planar spiral patches are not 
connected with the dumbbell-shaped patch and the antenna mainly utilizes the central 
dumbbell-shaped patch to radiate. The equivalent radiation structure is shown in Fig. 
4(a). When DC control bias voltage is added between the upper and lower electrodes, 
the switches are at the on state. The planar spiral patches are then connected with the 
dumbbell-shaped patch to form a united double wing shaped patch and the antenna 
utilizes the new patch to radiate, which is shown in Fig 4(b). Therefore, the on-off 
state of the MEMS switches changes the patch structure of the antenna, thereby 
realizes the frequency reconfiguration. 

The reflection coefficient at the feeding port of the coax is simulated and the result 
curve diagrams are shown in Fig. 5. 

The radiation pattern in the E-plane and H-plane are shown in Fig. 6 and Fig.7, 
respectively. 

When the MEMS switches are at the off state, the central operating frequency of 
the antenna is 33.2GHz. The bandwidth of -10dB is 1.8GHz (from 32.3GHz to 
34.1GHz). The ratio bandwidth is 5.42%. The lowest reflection coefficient is -
26.94dB. 
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Fig. 5. The reflection coefficient curves of the antenna when switches are ON and OFF. 

When the MEMS switches are at the on state, the central operating frequency of 
the antenna is 35.1GHz. The bandwidth of -10dB is 1.4GHz (from 34.5GHz to 
35.9GHz). The ratio bandwidth is 3.99%. The lowest reflection coefficient is -18.0dB. 
Meanwhile, two relative lowest reflection coefficient points appear at 40.3GHz  
(-6.16dB) and 42.2GHz (-6.02dB). An appropriate explanation is that the planar spiral 
structure introduces possible high order resonance when the switches are on. At these 
possible high order resonance frequencies, a small amount of energy may radiate or 
lose, but the interference to the dominant radiation is very limited because the 
reflection coefficient is less than 10dB. 

Analysis on the whole, under the control of MEM switches, the antenna shows a 
fairly good frequency switching over performance. The antenna can work at 33.2GHz 
and 35.1GHz, respectively. 
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Fig. 6. The radiation pattern when switches are OFF.(33.2GHz) 
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Fig. 7. The radiation pattern when switches are ON.(35.1GHz) 

4   Summary 

A Ka band frequency reconfigurable microstrip patch antenna has been proposed and 
analyzed. The reconfiguration mechanism is realized by changing the structure of the 
radiation patch. In this work, two planar spiral patches are arranged at the sides of the 
dumbbell-shaped patch. MEMS switches are utilized for controlling the connection to 
change the effective radiation structure of the antenna. At the two states, the designed 
antenna can work at 33.2GHz and 35.1GHz, respectively. The result shows that the 
method has reference significance to Ka band frequency reconfigurable antenna. 
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Abstract. This paper proposes an optimization method based on LT (Luby 
Transform) codes in order to resolve the lower efficiency problem caused by 
error code and packet-lost in Digital Radio Mondiale (DRM) data transmission. 
The Optimization effect is tested and analyzed. The experimental results 
demonstrate that this optimization method can notably improve the data 
transmission efficiency in DRM. 

Keywords: LT code, DRM, MOT, Critical packet-lost rate. 

1   Introduction 

DRM (Digital Radio Mondiale, ETS ES 201 980) is the world's digital AM 
broadcasting standard under 30MHz, which is used in digital system for short-wave 
(HF), medium-wave (MF) and long-wave (LF). Because of the full use of the 
advanced digital encoding and transmission technology, DRM system is considered as 
an advanced digital broadcast system and has the ability of multimedia data 
transmission. Implementation of digital broadcasting in today's AM bands based on 
DRM technique will enable broadcasting operators to provide all kinds of multimedia 
services in addition to high-quality audio services. Because AM broadcast channel 
has time-varying feature and the available bandwidth is narrow, usually there is not 
only error code but also packet-lost at the terminal end as a result of burst errors in 
data transmission and synchronization problem of receiver’s own. Packet-lost leads to 
that inefficient transmission of the large-capacity data object in DRM system. Under 
the poor channel conditions, the time required to receive a full data object 
successfully will be intolerable for the terminal. Therefore, using the latest data 
encoding technology to improve the data transmission efficiency is important for 
multimedia broadcasting system based on DRM technology. 

LT (Luby Transform) Code is a practical digital fountain code, which is rate-
independent and has linear codec complexity. Degree distribution of LT code is 
designed to implement the sparse coding matrix. LT code has a lower probability of 



544 Y. Hou et al. 

decoding failure in the massive data transmission. It is appropriate to use LT code in 
those data applications with large-capacity data objects [3-6]. For the sake of resolving 
large-capacity data transmission problem in DRM system, the paper introduces digital 
fountain code (LT code) technology into DRM system by inserting LT code into MOT 
pre-coding module. By making full use of rate-independent feature of LT codes, and 
making the effective use of accumulated data which has been transmitted, the terminal 
receiver achieves the ability of “resuming broken transfer” without ARQ (Automatic 
Repeat request) [7]. The experimental results demonstrate that this optimization method 
can notably improve the DRM data transmission efficiency. 

2   Joint Pre-coding Scheme Design 

The joint pre-coding scheme is specifically applied to the data transmission of DRM 
system. In the scheme LT code is embedded into MOT pre-coding module as outer 
code (Convolution code as inner code). Convolution code can effectively improve the 
ability of LT code symbol- recovery and the ability of system real-timing decoding. 
On the other hand, LT code can effectively reduce the probability of repeatedly 
receiving caused by packet-lost at the terminal. In addition, this scheme can maximize 
the retention of original codec structure in DRM system, only increase the LT codec 
module with no changes involved in following modulation part. 

 

 

Fig. 1. Schematic diagram of joint pre-coding (LT code embedded into MOT) 
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The joint pre-coding process is shown as figure.1. First, the data object file is 
processed according to MOT Package encoder part1[2] in figure1. This step generates 
K input symbols Ai (1 ≤ i ≤ k). Second, input symbols Ai (1 ≤ i ≤ k) are coded to 
generate K LT-coded symbols Xj (1 ≤ j ≤ k), the LT-coded symbols Xj are mapped to 
data segment according to MOT Package encoder part2[2] in figure1, and then the 
following process is same as MOT original encoding process. 

Considering channel characteristics and the effect of data transmission, degree 
distribution of the scheme adopts robust soliton. 

3   Test and Data Analysis 

3.1   Test of the Critical Packet-Lost Rate  

Definition of critical packet-lost rate: gradually increase packet-lost rate in the test 
environment while keeping other parameters unchanged, when the actual time needed 
by the test system to transmit a data file successfully reaches  50 times of the 
theoretical error-free transmission time, then the packet-lost rate at the moment in test 
environment is called critical packet-lost rate. 

Testing purposes: through extensive tests to obtain the time sample space which 
DRM system (without LT code) successfully transmitted data given size at different 
packet-lost rate, sum up the critical packet-lost rate in specific experimental 
conditions. The test result can be taken as comparison for the same test of DRM 
system (optimized by LT code). 

Test conditions: DRM mode: B; the bandwidth:10kHz; MSC mapped mode: 
64QAM; Data services: Slide-Show (Packet Mode); Bit-rate: 32000kbps; Data objects: 
200KB JPEG image and 1MB (1024KB) image.  

The figure of critical packet-lost rate test is shown as follows: 

 200KB data object (Packet size: 640 bits; Package Number:2560; Theoretical 
error-free transmission time: 51.2 s.)  

The test shows that the critical packet-lost rate is about: 3.906E-04. 

 

Fig. 2. The test of critical packet-lost rate (data object size: 200K Bytes) 
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 1MB data object (Packet size: 640 bits; Package Number: 13108; Theoretical 
error-free transmission time: 262.144 s.)  

The test shows that the critical packet-lost rate is about: 7.629E-05. 

 
 

Fig. 3. The test of critical packet-lost rate (Data object size: 1M Bytes) 

The test results of the critical packet-lost rate show that: In the process of packet-
lost rate increasing until close to the critical packet-lost rate, the time that DRM 
system (without LT code) successfully transmitted data objects exponentially rise; 
When the packet-lost rate exceeded the critical packet-lost rate, the possibility of 
successfully receiving data object in DRM system (without LT code) is close to 0; 
Compared to DRM system (without LT code), DRM system (optimized by LT code) 
has a better and stable performance independent of impact of critical packet-lost rate 
during the process of the same data object transmission test. 

3.2   The Test of Transmission Probability Distribution  

Test purpose: through extensive tests to obtain the sample space of packet number 
needed by DRM system (optimized by LT code) to successfully transmit data object 
in different channel environments, and to research the relationship between the 
probability of successful data transmission and the distribution of packet number 
required to receive. 

Tested Channel model: Channel 1, 2, 3 [1]; Test Data objects: 200KB JPEG image 
and 1024KB (1MB) JPEG image. 
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(1)  DRM channel 1 

Table 1. Environmental parameters and test condition of channel 1. 

 
Channel no 1: AWGN 

Good 
Typical/moderate 

bad 

LF,MF,HF 
LF,var.SNR 

 Path 1 Path 2 Path 3 Path 4 
Delay(△k) 0    

Path gain,rms( ρ
k ) 1    

Doppler shift(Dsh) 0    
Doppler spread(Dsp) 0    
Test condition--- mode B; Bandwidth:10kHz; Service: Slide-Show; Bit-
rate:32000bps; SNR: 18dB; Packet-lost rate: 11.483% 

 
The test figure of transmission probability distribution in channel 1 is shown as follows: 

 

 
Fig. 4. Transmission probability distribution in Channel 1(Left --200KB data object, LT packet 
size: 640 bits;  Right--1MB data object, LT packet size: 1280 bits) 

(2)  DRM channel 2 

Table 2. Environmental parameters and test condition of channel 2. 

 
Channel no 2: Rice with delay 

Good 
Typical/moderate 

bad 

 
MF,HF 

 Path 1 Path 2 Path 3 Path 4 
Delay(△k) 0  1ms   

Path gain,rms( ρ
k ) 1  0.5   

Doppler shift(Dsh) 0  0   
Doppler spread(Dsp) 0  0.1Hz   
Test condition--- mode B; Bandwidth:10 kHz; Service: Slide-Show; Bit-
rate:32000bps; SNR: 20dB; Packet-lost rate: 2.286% 
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The test figure of transmission probability distribution in channel 2 is shown as 
follows: 

 

 

Fig. 5. Transmission probability distribution in Channel 2(Left -- 200KB data object, LT packet 
size: 640 bits; Right -- 1MB data object, LT packet size: 1280 bits) 

(3)  DRM channel 3 

Table 3. Environmental parameters and test condition of channel 3. 

 
Channel no 3: US Consortium 

Good 
Typical/moderate 

bad 

HF 
MF 

 Path 1 Path 2 Path 3 Path 4 
Delay(△k) 0  0.7ms 1.5ms 2.2ms 

Path gain,rms( ρ
k ) 1  0.7 0.5 0.25 

Doppler shift(Dsh) 0.1Hz  0.2Hz 0.5Hz 1.0Hz 
Doppler spread(Dsp) 0.1Hz 0.5Hz 1.0Hz 2.0Hz 
Test condition--- mode B; Bandwidth:10kHz; Service: Slide-Show; Bit-
rate:32000bps; SNR: 22dB; Packet-lost rate: 19.9% 
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The test figure of transmission probability distribution in channel 3 is shown as 
follows: 

 

Fig. 6. Transmission probability distribution in Channel 3(Left -- 200KB data object, LT packet 
size: 640 bits; Right -- 1MB data object, LT packet size: 1280 bits) 

Test results of the transmission probability distribution show that: in the actual 
transmission environment with large packet-lost rate, it is almost impossible for DRM 
system (without LT code) to successfully transmit large-capacity data object (>200K 
Bytes). Compared to DRM system (without LT code), large-capacity data object 
(>200K Bytes) can be transmitted successfully in DRM system (using LT coding) as 
long as the terminal receives enough packets. 

4   Conclusion 

As a result of narrow available bandwidth of Digital AM radio and the complex 
channel environment, a large number of error symbols will appear in the process of 
data transmission. Then the receiver can not make effective use of accumulated data 
which has been transmitted due to the high packet-lost rate, which causes the lower 
receiving efficiency. To improve the efficiency of large-capacity data transmission in 
DRM system, this paper proposes a joint coding scheme by combining LT code with 
the existing convolution code. The test results show that the optimization scheme can 
significantly improve the efficiency of DRM system for large-capacity data 
transmission, as well as the probability of receiver’s correctly receiving data objects. 
Therefore the research on DRM transmission optimization based on LT code has 
important practical significance to the future development and application of DRM-
based digital broadcast system. 
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Abstract. An improved C-C algorithm based on the chaotic time series theory 
to predicate coal gas concentration sudden emission is discussed in this paper. 
By the improved C-C algorithm the optimization embedded dimension m and 
the time delay τ are selected to raise correlation integration computing speed in 
the gas concentration reconstructed phase space. Simulation results show that 
the coal gas concentration time series has a chaotic characteristic, and the best 
embedded dimension m and best delay τ are higher accuracy than the traditional 
C-C algorithm in the dimensional phase space. The results prove that the 
proposed C-C algorithm to determine the time delays and the embedding 
dimensions is effective if the time series data are polluted with noises. 

Keywords: Coal Gas Predication, Chaotic Time Series, Improved C-C Algorithm, 
Phase Space Reconstruction. 

1   Introduction 

The coal gas concentration sudden emission occurred in the underground coal mine is 
very complex nature phenomena, which are influenced by many factors such as the 
outburst gas quantity size. In the actual production process, the coal gas concentration 
is daily measured, therefore the coal gas concentration sudden emission quantity time 
series can be easily obtained. It is the solid foundation for the chaotic time series 
theory to predict the coal gas concentration variation with these known data [1].  

But these measured data are often disturbed by means of noises, which lead to the 
inaccuracy prediction model for gas concentration change after filter. The computing 
process of the embedded dimension m and the time delay τ for the reconstructed gas 
concentration phase space is much influenced especially when C-C algorithm is used 
to select the parameter embedded dimension m and the time delay τ. In this paper an 
improved C-C algorithm is discussed based on the chaotic time series theory to 
predicate coal gas concentration sudden emission with these data [2].  

This paper is organized as follows. After this introductory section, in the section 2 
some important impacting factors for the coal gas concentration are introduced. In 
section 3, the original coal gas concentration time series data are analyzed and an 

                                                           
* Scientific Research Program Funded by Shaanxi Provincial Education Commission (Program 

NO.2010JK663). 



552 X.-M. Ma 

improved C-C algorithm is discussed. The chaotic time series prediction steps are 
introduced in section 4. A neural network model of coal gas concentration predication 
model is introduced in section 5.Conclusions are drawn in section 6. 

2   Impact Factors for Coal Gas 

The coal gas in the mining bed is produced while the plants become the spoiled 
organic matters during the millions years. In the biochemistry periods, the following 
reaction happens: 

6 1 0 6 4 2 9 6 24 7 8 3C H O C H C O C H O H O→ + + +  (1) 

The coal is deteriorated into gas after following series responses occurred: 

16 10 6 67 66 10 2 4 24 4 3 2C H O C H O C O C H H O→ + + +  (2)  

6 7 6 6 1 0 5 4 4 2 6 4 2 22 3C H O C H O C H C O H O→ + + +  (3) 

OHCHHCOHC 244151416 2 ++→  (4) 

So the main composition of the coal gas is CH4. If there is enough oxygen, the coal 
gas is exploded: 

MOLKJOHCOOCH /6.88222 2224 ++→+  (5) 

The blast concentration of the coal gas refers to 9.5% in the mixed gas and oxygen 
and so on. 

From above reaction formulas, the some impact factors for coal gas explosion are 
as follows. 

 
a） Depth of coal bed: Generally the deeper coal bed is buried, the better the coal 

gas is sealed. And the concentration Q of coal gas is expressed as follows: 

Q=6.58+0.038X1 (6) 

The parameter X1 denotes the depth of the coal bed. 
b） Breathability of coal bed: Generally the permeability of coal and rock 

decreases, the methane gas content is the greater. 
c） Lean angle of coal bed: Lean angle of the coal bed is smaller, and the 

methane gas density is the higher. 
d） Mining technique: The mining techniques include the mining methods, speed 

schedule of the daily average digging up and daily production and so on [3].  
e） Geologic condition: The coal bed geologic condition is one of most important 

factors affecting the gas concentration.  

There are still some factors which are also impacting factors for the coal gas 
concentration, so only some important factors are listed as the model parameters. 
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3   Improved C-C Algorithm 

The gas concentration is measured. The 500 group gas concentration data collected in 
half year are shown in Fig.1.  

 

Fig. 1. Collected gas data condensation 

From Fig.1, the coal gas time series data are changed in much width ranges. In fact 
if the appropriate embedding dimension number m and time delay τ can be selected, 
then reconstruction of phase space can be written as follows: 

TmtxtxtxtX ]})1([,),(),({)( ττ −−−=  (7) 

The key in the reconstruction of phase space technology is to select the embedded 
dimension m and the time delay τ. The C-C algorithm is often used to determine 
embedding delay τ and embedding window width (m-1) τ simultaneously. 

The conjunction integration in embedded time series is defined as follows:  
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where, m  is embedded dimension, N is the length of time series, r is the 
neighborhood radius, τ is the time delay. The Heaviside unit function is:  
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The conjunction dimension is expressed as: 
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The time series can be divided into the non-intersect sequence: 
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The statistical quantity of the every sub-sequence is calculated as follows: 
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where, Cl is the conjunction integration of the l sub-sequence.  
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The differential amount of the corresponding maximum and minimum radius is 
defined as follows: 

jitrNmStrNmStmS ji ≠−=Δ )],,,,(min[)],,,(max[),(  (13) 

According to statistical theory, if the range of m is between 2 and 5, then the 
radius r is between σ/2 and 2σ. Where σ is the mean square deviation of the time 
series .Therefore the embedded dimension m and the time delay τ can be calculated in 
the following equation.  
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where, )(tS is the mean value of the ),,,( trNmS j
, the first minimum of )(tSΔ is 

the first local maximum time τ and  the minimum of )(tS rω is the corresponding 

delay time window. In practice it is difficult to compute the difference )(tSΔ  

fast sometime. Therefore it is necessary to improve the traditional C-C algorithm as 
follows: 

1 ( , , , ) ( , , , ) (1 , , , )mS m N r C m N r C N rτ τ τ= −  (15) 
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(16) 

then, 

1 2S S SΔ = −  
(17) 

The △ S has the same dynamic period with (14) and (15), so the noise 
effectiveness can be decreased and the computing speed is faster. 

4   Chaotic Time Series Predication 

According to the chaotic time series prediction theory, the one dimensional 
observation coal gas concentration data are first changed to the phase points XT in 
high dimension to restore the chaos attractor, which reflects the regularity of chaotic 
systems. The moving states of the point XT to XT+t can be predicted by the point XT 
and the points before XT , the prediction model can be expressed as follows: 

( )T t TX F X+ =  (18) 

where, XT+t is the predicting state of the phase points, and the parameter t is the 
prediction time. The prediction function F is determined by the observation coal gas 
concentration data sequence. The lth predicting step is written as follows: 
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1( )T l T lX F X
∧ ∧

+ + −=  (19) 

In fact, it is not impossible to predict the longer time coal gas concentration. So the 
one step prediction is just used in this paper. 

Lyapunov exponent is used to describe the orbital divergence. In phase space, the 

initial distance of the phase trajectory between two points is 0( )X tδ , after the nth 

iterations the distance between two points is defined as: 
1

0 0
0

( ) ( ) '[ ( )] ( ) n

n
t

n i
i

X t X t f X t X t e
λδ δ δ

−

=

= =∏  (20) 

Lyapunov exponent λcan be expressed as following:  
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If 0<λ , the system has a stable fixed point; if 0=λ , the system has bifurcation 

or periodic solutions; but while 0>λ , the system has chaotic characteristics. 

In the practice, the maximum Lyapunov index 1λ is gotten as: 
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where, the Xi(ti) is  a point near the point X(t0)  at ti , so distances between nearest 
neighbor points are )()(' 1−−= iii tXtXL and )()( 1−−= iiii tXtXL , 

respectively. Similarly, the sequence 2λ , 3λ , 4λ ,…, and nλ  of the Lyapunov 

exponents can be calculated. However, only the largest Lyapunov exponent 1λ  is 

calculated in the practice application. 
The chaotic time series prediction scheme is shown in Fig.2. 
 

 

Fig. 2. Chaotic time series prediction scheme 

So the prediction steps are as follows: 
 

a） Collecting time series data: In order to predict the coal gas concentration 
change rule, the coal gas concentration data are collected firstly. 

Unknown models Setup models 

Collecting time series data Selecting m and τ 

Phase space reconstruction 
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b） Reconstructed phase space: The collected coal gas concentration time 
sequence data are used to reconstruct the higher dimension phase space according to 
Takens principle. 

c） Selecting m and τ: If the collected data are disturbed with noise, then the 
improved C-C algorithm can be adopted for the unknown coal gas concentration 
prediction mathematic model.  

d） Solution for maximum Lyapunov index: Look for maximum Lyapunov index 
λ, and judge whether the Lyapunov index is larger than zero or not. If Lyapunov index 
λ>0, the theory mathematic model is established. 

e） The real chaotic time series prediction coal gas concentration model is set up. 

5   Neural Network Chaotic Time Series Model 

In this paper, a forward neural network is used to approximate the nonlinear discrete 
function [4]: 

)]([)( tXFhtx h=+  (23) 

where h is the predicted step. By Takens theorem, the state evolution in reconstructive 
state space can be expressed: 

)]([)1( tXFtX =+  (24) 

The state x(t) can be gotten by the observed state vector  X(t): 

)]([)( tXgtx =  (25) 

Then the following equations are established: 

)]([)1( tXFtX =+  
)]}([{)]1([)2( tXFFtXFtX =+=+  

 
)]}([{)]1([)( tXFFhtXFhtX =−+=+
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(26) 

The neural network model for coal gas concentration prediction based on chaotic 
time series is shown in Fig.3. 
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Fig. 3. The proposed neural network mode 
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There are five input variables. The input variable X1 denotes the depth of the coal 
bed, the variable X2 represents coal bed thickness, the variable X3 is gas condensation, 
the variable X4 is mining progress per day, the variable X5 is the coal yield in every 
day, respectively. The output variable Y1 represents gas outburst quantity.  

The embedded dimension m and the time delay τ are first solved by improved C-C 
algorithm. The correlation function curve is shown in Fig.4.  

 

 

Fig. 4. The correlation function curve 

In Fig. 4, the time delay τ is 5, the embedded dimension m is 5 due to the embedding 
window width is 16. After calculation, the gas concentration Lyapunov exponent λ is 
0.2392, so that the gas concentration sequences have chaotic characteristics. The 
reconstruction of gas concentration in sequence can be carried out to restore the original 
gas concentration changes for prediction based on chaotic time series. When the training 
is completed, the gas concentration prediction function is expressed by: 

2*)( BLWAtX +=  (27) 

where, 
)1*(1

1
BpIWe

A +−+
= , and p is the matrix of the gas concentration phase-space 

reconstruction. After the 100 new input data are reconstructed, the 80 new training 
data are gained. The comparison between the prediction and the real curve is shown in 
Fig.5.  

 

Fig. 5. The comparison between prediction and real results 

In the Fig.5, the predicting coal concentration variations are better consistent with 
real values in short time. But the error in the longer period is larger. Therefore the 
model is only suitable for short time prediction. 
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6   Conclusion 

An improved C-C algorithm is discussed to raise the speed of the optimal search for 
the local minimum in the coal gas concentration phase space reconstruction based on 
the chaotic time series theory. The simulation results show that the improved C-C 
algorithm has some immunity of the noise and can be used to predict the gas 
concentration change rule in future short time. 
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Abstract. Based on the Retinex method and the SIFT feature analysis, this 
paper presents a novel algorithm for hand vein recognition. First of all, the 
principle of the near-infrared hand vein image acquisition is introduced. 
Secondly, the Retinex method is used to normalize hand vein images, and the 
adaptive smoothing method is selected to estimate the illumination. Then gray 
cosine transform is used to enhance the discrimination of the skin and the vein 
in hand vein images. Thirdly, the SIFT feature analysis algorithm is used to 
extract the feature of hand vein. Finally, the match method of two hand vein 
images based on SIFT is given. A hand vein recognition system in Microsoft 
VC6.0 is also developed and the experimental results demonstrate the high 
efficiency of the proposed algorithm in runtime and correct recognition rate. 

Keywords: Hand Vein Enhancement, Feature Extraction, SIFT, Biometrics, 
Hand Vein Recognition.  

1   Introduction 

Biometrics is more reliable and effective than the traditional identification technology 
[1]. Hand vein identification has emerged as a promising component of biometrics 
study [2][3]. Since hand vein is inside the skin and difficult to be copied, it is one of 
the safest biometric identification technologies [4]. The acquisition of the hand vein is 
the key step of one hand vein recognition system. A common method used for getting 
hand vein images is to use the low-cost near-infrared camera [5]. Since there is 
infrared light in the natural environment and hand vein is inside hand skin, the vein 
images we acquired are of less contrast and difficult to be segmented. Therefore, 
many algorithms were established to enhance and segment the hand vein. Ding 
proposed a method [6] base on threshold graph, which sets threshold on every pixel of 
the image and then splits together with the border. However, some noise is fetched in 
and the method is of higher complexity.  

Because the hand vein images we acquired are of rotation, scaling and translation, 
the recognition rate may be affected.  The feature extraction method of hand vein is 
mainly based on the detection of the endpoints and cross points [7], but this method 
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was only applied to fixed location identification. To extract the stable feature of hand 
vein, we select the SIFT (Scale-invariant feature transform) algorithm.  

In this paper, we present a novel algorithm to enhance the images and extract the 
stable local feature of the hand vein. The proposed algorithm is based on the Retinex 
method and the SIFT method, and works on still images. 

2   Hand Vein Image Acquisition 

The principle of the near-infrared hand vein image acquisition is introduced as 
follows:  

The near-infrared light travelling in the palm and dorsal skin is absorbed by the 
haemoglobin in the blood of artery and vein but can easily pass through the muscle 
and bones [8]. So we select an infrared camera to acquire hand vein images. The near-
infrared LED sources are circularly located around the camera and peak at 850nm 
wavelength. Hand vein images can be acquired from the reflex light of the dorsal 
skin. Some hand vein images acquired by this method are shown in Fig.1.  

    

Fig. 1. Some samples of hand vein images 

3   Enhancing Hand Vein Images 

The illumination of hand vein images is not uniform and the vein is very thin, so it is 
necessary to normalize the illumination and enhance the contrast of the hand vein 
images.  

The Retinex method proposed by Land [9] can be used to remove the influence of 
illumination and obtain the reflective nature of the hand vein images. 

Based on the researches of Land, the Single Scale Retinex is defined by Jobson as 
follows [10]:  

            ( , ) log ( , ) log[ ( , )* ( , )]R x y I x y E x y I x y= −                         (1) 

where ( , )I x y is the input image function, ( , )E x y is the estimated illumination 

function, usually a Gaussian function. ( , )R x y  is the output image function which 

can respond the  reflective nature  and is of  uniform grey scale value. 
The key step of Retinex method is to estimate illumination, which is often 

estimated as a smooth version of the input image and Gaussian smooth is a common-
used method. The high frequency enhanced image would be get, after the original 
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image minus the Gaussian low-pass filtered image. But Gaussian smooth could not be 
applied in hand vein images, because the vein is very thin and the contrast is very 
low, so smoothing should especially be carried out among pixels which have 
homogeneous grey scale value. We select the adaptive smoothing method to estimate 
illumination [11]. The adaptive smoothing can be done as follows: 
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where ( , )I x y is an original input image, ( , )N x y  is a normalizing factor, ( , )w x y is 

an adaptive smoothing filter that is a nonnegative monotonically decreasing function, 
which represents the amount of discontinuity at each pixel. D is the size of the filter, 
we select 3*3. 

( , )w x y can be defined as a decreasing function with the pixel gradient increasing: 

| ( 1, ) ( 1, ) | | ( , 1) ( , 1) |
( , ) exp( )

I x y I x y I x y I x y
w x y

K

+ − − + + − −= − where K=10.       (3) 

 

    
                                                       (a)                                         (b) 

      

                                                      (c)                                          (d) 

Fig. 2. (a) Source hand vein images, (b) Illumination normalized hand vein image, (c) its 
histogram, and (d) grey stretched hand vein image. 

To get a better smoothing and enhancement, the adaptive smoothing filter should 
be used iteratively. With a large number of experiments, we got to know that 16 times 
of iteration is enough.  
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Once ( , )* ( , )E x y I x y  is calculated, the illumination normalized hand vein image 

( , )R x y  can be calculated easily by the definition of the Retinex method. Finally, 

( , )R x y should be normalized to the range [0, 1]. The result is shown in Fig. 2. 

We can see from Fig. 2(b) that the hand vein is clear to see and is of uniform grey 
scale value, but the grey scale value of hand vein image concentrates in the area from 
0.8 to 1.0. To enhance the discrimination of the skin and the vein in illumination 
normalized hand vein image, grey cosine transform can be used as follows: 

( , ) 1 cos( ( , ))
2C RI x y I x y
π= − ×                                        (4) 

Where ( , )RI x y  is the normalized vein image ( , )R x y , ( , )CI x y  is the grey 

stretched image (Fig.2(d)). We can see from Fig.2 (d) that there is a lot of noise after 
grey stretched, so the smoothing filter should be used to denoise. 

4   Hand Vein Feature Extraction 

In order to avoid the interference of rotation, scaling and translation of the hand vein 
image, we select the SIFT algorithm to extract the hand vein feature.  

SIFT algorithm was proposed by Lowe [12] can be used to do stable local feature 
detection and representation. It consists of three major stages: key point localization, 
key point descriptor and key point matching. 

4.1   Key Point Localization 

Firstly, potential interest points are identified by scanning the image over location and 
scale. The Gaussian scale-space ( , , )L x y σ  of an image is defined as follows: 

( , , ) ( , , ) ,L x y G x y I x yσ = σ ∗ ( )                                      (5) 

2 2 2( )/2
2

1
( , , )

2
x yG x y e

π
− + σσ =

σ
                                  (6) 

Where ( , )I x y is an input image, ( , , )G x y σ  is a variable-scale function, σ  is the 

scale space factor, which determines the smoothness of the scale transformed 
image, ( , , )L x y σ  is the convolution of ( , , )G x y σ  and ( , )I x y . 

To detect the key point in the scale space efficiently, DOG (Difference of 
Gaussian) is defined as the difference of two nearby scales separated by a constant 
multiplicative factor k [13]:  

( , , ) ( ( , , ) ( , , )) ,

( , , ) ( , , )

D x y G x y k G x y I x y

L x y k L x y

σ = σ − σ ∗ ( )
= σ − σ

                        (7) 

If the sample point compared to its eight neighbours in the current scale image and 
nine neighbours in the scale above and below is maxima or minima of ( , , )D x y σ  , 

we think it is a key point (see Fig.3). 
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Fig. 3. Detection of feature point in DOG 

The DOG is of strong edge response, so the unstable edge response points and 
some low contrast key points which are sensitive to noise must be deleted. 

4.2   Key Point Descriptor 

The key point descriptor is done by computing the gradient magnitude and orientation 
at each image sample point in a region. The gradient magnitude ( , )m x y  and 

orientation ( , )x yθ  are defined as follows: 

2 2( , ) ( ( 1, ) ( 1, )) ( ( , 1) ( , 1))m x y L x y L x y L x y L x y= + − − + + − −                (8) 
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( ( 1, ) ( 1, ))

L x y L x y
x y

L x y L x y
θ ⎛ ⎞+ − −= α 2⎜ ⎟+ − −⎝ ⎠

                                 (9) 

To get the orientation of one key point, an orientation histogram should be draw 
with 36 orientations, and the sample points are within a region around the key point, 
we select 16*16 pixels. The peak orientation represents the main orientation. To 
achieve rotation invariance, axis should be rotated to the orientation of the key point. 
Then describe the key point with the 4*4 seeds around, computed the gradient 
orientations histogram of each seeds with eight orientations, and format the 
4*4*8=128 element feature vector for each key point. 

4.3   Key Point Matching 

The correlation coefficient of two key points is defined as follows: 
1
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                                          (10) 

Where A and B are the feature vector of feature point with N=128, A and B  

respectively the mean of the elements of A and B . If pr t> , we think there are the 

two key points matching successful. Statistics show that  0.65pt > . 

The match coefficient of two hand vein images is defined as follows:  

/ ( , )m A Bs Num MIN Num Num=                  (11) 
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mNum  is the number of the  matching key point of the two image, ANum  and 

BNum are the key point numbers of the two images. If ss t> , we think the two 

hand vein images are of the same category, otherwise, on the contrary. 

5   Experiments 

Since there are not public hand vein databases, we established a hand vein database 
(40 hands, 20 hand vein images for each one, A total of 800 hand vein images with 
size 120×160, taken in our laboratory using an IR camera) to evaluate the 
performance of the proposed algorithm.  

5.1   Matching Experiment 

Set 0.7pt = , σ = 1.5 . The two hand vein images in Fig.4 (a) are from the same 

hand and there are 36 key points matching, the two hand vein images in Fig. 4(b) are 
from different hands and there are only 4 key points matching. 
 

 
(a)                                        

 
(b) 

Fig. 4. Matching experiment between two hand vein images. (a) Two hand vein images from 
the same hand, and (b) two hand vein images from the different hands.  

5.2   Recognition Rate Experiment 

Taken ten images of each people, and enhanced the images according to the algorithm 
presented in this paper. Then got the SIFT feature vector of each feature points 
( σ = 1.5 ), and stored in the so called matching database.  

In the remaining 400 hand vein images, selected one sample randomly , detected 
the SIFT feature points with the same algorithm as above, then computed the match 
coefficient s between this  sample A and each sample B in the matching database.  

Set  0.7pt =  and st = 0.3 to 0.7. 
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Table 1. Experiment Results. 
 

st  
FAR FRR TOTAL 

0.30 0.1172 0 0.1172 

0.35 0.0551 0 0.0551 

0.40 0.0123 0.0005 0.0128 

0.45 0.0081 0.0014 0.0095 

0.50 0.0012 0.0072 0.0084 

0.55 0.0002 0.0201 0.0203 

0.60 0 0.0651 0.0651 

0.65 0 0.1102 0.1102 

0.70 0 0.1853 0.1853 

The experiment results are show in Table 1, we can see that the correct certification 

rate is close to 99.16%, if setting st =0.5.  

6   Development in VC++6.0 

We developed a hand vein recognition system in Microsoft Visual C++ 6.0 as shown 
in Fig. 5. It contains the module of enhancing and feature extracting of hand vein 
images, which is according to the algorithm presented in this paper. The same hand 
vein database was used as in the above sections to evaluate the performance of the 
software, which worked on a Pentium 4/3.0GHz personal computer. The average 
runtime for recognizing one hand vein image is about 1 second per image, so the 
algorithm presented in this paper fits for a real-time system. 
 
 

 

Fig. 5. The interface of our hand vein recognition software 
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7   Conclusions 

In summary, by the Retinex method and the SIFT method, a novel algorithm was 
developed in this paper for hand vein recognition. The experimental results 
demonstrated the efficiency of the algorithm in runtime and correct certification rate. 

References 

1. O’Gorman, L.: Comparing passwords, tokens, and biometrics for user authentication. 
Proceedings of the IEEE 91(12), 2019–2040 (2003) 

2. Ajay Kumar, K., Prathyusha, V.: Personal Authentication using Hand Vein Triangulation 
and Knuckle Shape. IEEE Transactions on Image Processing 38, 2127–2136 (2009) 

3. Liu, T.G., Wang, Y.X.: Biometric Recognition System Based on Hand Vein Patten. Acta 
Optica Sinica 29(12), 3339–3343 (2009) 

4. Lin, C.-L., Fan, K.-C.: Biometric Verification Using Thermal Images of Palm-Dorsa Vein 
Patterns. IEEE Transactions on Circuits and Systems for Video Technology 14(2), 199–
213 (2004) 

5. Tanaka, T., Kubo, N.: Biometric authentication by hand vein patterns. In: SICE 2004 
Annual Conference, pp. 249–253 (2004) 

6. Ding, Y.H., Zhuang, D., Wang, K.: A Study of Hand Vein Recognition Method. In: ICMA 
2005, pp. 2106–2110 (2005) 

7. Wang, K.J.: A study of hand vein based identity authentication method. Engineering & 
technology 1, 35–37 (2005) 

8. Mobley, J., Vo-Dinh, T.: Biomedical Photonics Handbook. CRC Press, Boca Raton (2003) 
9. Land, E.: An alternative technique for the computation of the designator in the Retinex 

theory of color vision. Proc. Nat. Acad. Sci. (1986) 
10. Jobson, D.J., Rahman, Z., Woodell, G.A.: Properties and performance of a center/ 

surround Retinex. IEEE Transactions on Image Processing 6(3), 451–462 (1997) 
11. Saint-Marc, P., Chen, J.-S., Medioni, G.: Adaptive smoothing: a general tool for early 

vision. IEEE Trans. Pattern Anal. Mach. Intell. 13(6), 514–529 (1991) 
12. Lowe, D.G.: Object recognition from local scale-invariant features. In: International 

Conference on Computer Vision, Corfu, Greece, pp. 1150–1157 (1999) 
13. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International 

Journal of Computer Vision 60(2), 91–110 (2004) 



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 567–573. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Knowledge and Data Engineering for Analyzing the 
Quality of Education Using Fuzzy Logic 

Sergio Valdés-Pasarón, Bogart Yail Márquez, and Luis Gaxiola  

Baja California Autonomous University, Chemistry and Engineering Faculty,  
Calzada Universidad 14418, Tijuana, Baja California, Mexico, 22390 

http://fcqi.tij.uabc.mx 

Abstract. The quality of education has awakened the interest in researchers 
worldwide because it is an important aspect in solving the problems in 
education which can be studied as a complex social system; and of course, there 
are several ways to model a complex social system. The objective of this paper 
is to propose a model that deals with problems in education among  knowledge 
societies in situations where conventional analysis is insufficient in describing 
the intricacies of realistic social phenomena and social actors. We use the 
Distributed Agency methodology that requires the use of several computational 
techniques and interdisciplinary theories.  

Keywords: Knowledge, Data Engineering, Complex Social Systems, Data 
Mining, Fuzzy Logic, Education, Distributed Agencies. 

1   Introduction 

Social systems contain many components which depend on many relationships; this 
makes it difficult to construct models closer to reality.  To analyze these systems with 
a dynamic and multidimensional perspective, we will consider data mining theory, 
fuzzy logic and distributed agencies. Human capital theory emerges from the 
contributions of Mincer (1958) [1], Schultz (1961)[2] and Becker (1964) [3], they 
considered education as an investment to be made by individuals which allows them 
to increase their human capital endowment. This investment increases productivity 
and, in the neoclassical framework of competitive markets in which this theory is 
developed, future income; thus, establishing a causal relationship between education, 
productivity and income, so that an increase of education produces a higher level of 
income and greater economic growth. 

Gary Becker developed the pure model of human capital; in brief, the main 
hypothesis is based on the fact that as education increases so does the productivity of 
the individual who receives it [3]. 

Becker reaches two important conclusions, the first deals with theories of income 
distribution, rising yields, a simple model that emerges from Human capital. This can 
be described as: 

 
Gi=f (QNi, Ei)                                                         (1) 
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Where G is returns, QN is innate or natural qualities, E is education or characteristics 
acquired through investment in human capital, and the subindex i is a person. 

Becker arrives to an interesting conclusion in this first part of his study and as outlined 
in his article, "Human Capital.” pp.62 and 63, one can assume that there is a whip 
positive correlation between the natural qualities and the level of educational investment. 

For the purpose of satisfying all of societies expectations and needs as a whole in 
terms of education, there is a link between a series of qualitative and quantitative 
variables which together give an insight as to the differences in quality of education. 
By merely mentioning a few aspects we can refer to: ratio of students per teacher, 
student’s access to technology and a county’s Gross Domestic Product (GDP) 
allocated to education. 

In recent years numerous studies have found that there is a disparity in the criteria 
of variables used to measure elements of education or in related factors. These 
variables include the cost of schooling, and the average number of paid years. For 
example, the number of years a person studies or the average number of years a 
person has to pay for education. Furthermore, these variables are imperfect measures 
of the educational component of human capital since they measure quantity and not 
quality in education, weakening the value between these comparisons [4-6]. 

The quality of education has begun to become a high concern among researchers of 
education because they believe that the expectations and needs of human beings depends 
on factors like the quality of curricula for which they are prepared, the countries 
education infrastructure, the academic environment which is developed, the faculty and 
the relationship between teachers and students, among others. Despite this being clearly 
identified, it still remains a difficult task to select the most appropriate indicators to 
determine which of them have a greater impact on the quality of education [4]. 

The motivations to incorporate these indicators to improve the quality of education 
imply that the factors vary from year to year. For instance, in Latin American 
countries the education systems vary widely in terms of the organization of resources, 
teacher qualifications, student-teacher ratio in classrooms, access to technology and 
education spending per student among other factors. 

The hegemony of the positivist epistemological paradigm in the social sciences has 
been hindering theoretical constructions that are approximations to reality without 
reducing their complexity, dismissing non-scientific phenomena such as subjectivity, 
culture, health, social system and education.  

There have recently emerged, from different disciplinary fields, a number of 
theories that come close to the social reality and are able to approach it in all its 
complexity. These have a clear epistemological emphasis. 

One theory of complexity is that of fuzzy sets as a mathematical formalization of a 
logical model of imprecision and uncertainty [7]. 

2   Measurement of Quality 

2.1   How to Measure the Quality of Education 

Several factors have been incorporated to measure aspects involving the quality of 
education. Hanushek and Kim [8] proposed to measure education using skills learned 
from the test or tests used internationally. For example, the Program for International 
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Assessment Students (PISA) of the OECD or in the case of Mexico, National 
Assessment of Academic Achievement in Schools (LINK, from the Spanish 
acronym), which are intended to assess how far students near the end of their 
compulsory education acquired, to some degree, the knowledge and skills necessary 
for full participation in society.  

The results of these tests show a relationship between the quality of education with 
the growth of gross national product (GNP) per capita. This suggests that the quality 
of education is a factor of great importance for the analysis of the relationship 
between human capital and economic growth [9-11].  

However, these results have not yet reached a consensus on how to measure 
qualitative and quantitative factors jointly due to the heterogeneity in the capture of 
such data. Given the difficulty that exists in measuring the quality of education,  the 
main contribution of this work would be a model to measure the quality of education 
quantitatively and qualitatively, eliminating the heterogeneity in the ways of 
measuring this indicator and reaching a final consensus on this controversial issue.  

2.2   Fuzzy Logic  

The concept of Fuzzy Logic was conceived by Lotfi Zadeh, a professor at the 
University of California at Berkeley, who understood the limitation of classical sets in 
describing the imprecision of reality. In classical sets an item either belongs or does 
not belong to the set. On the other hand, fuzzy sets [12] are flexible in allowing an 
item to have a degree of belonging, giving a smooth transition between items that do 
not belong and items that do.  

Fuzzy logic, unlike conventional logic, can work with information that is not 
entirely accurate and can help classify items in a less strict fashion by not 
disregarding items that are near the defined boundaries of the set. This allows for a 
deterministic  way to model and work with uncertainties, to model knowledge in the 
form of rules, feasible to be processed by computers. 

If we compare classical and fuzzy logic we can say that classical logic provides a 
logical parameters  for true or false, that is, using binary combinations of 0 and 1, 0 if 
false and 1 if true. In a different manner, fuzzy logic introduces a function that 
expresses the degree of membership of an attribute or variable to a linguistic variable 
taking the values between 0 and 1, this is called a fuzzy set and can be expressed 
mathematically as: 
 

                  A = {x / μA(x) ∀ x ∈ X}                                                (2) 
 

Where A is the fuzzy set representing a linguistic variable and consists of ordered 
pairs representing the level of belonging for each point in the universe X. Applying 
classical sets to measuring the quality of education, we can analyze how much public 
expenditure there is on education. This approach would show either good quality or 
poor quality regardless of the income distribution of students or the percentage of the 
generations that come at a higher level, e.g., if option one then Education Quality 
(EQ) = 1 or if the second option EQ = 0. 

Fuzzy logic allows for this classification to be made in a more natural way by not 
limiting the classification to two categories and allowing an item to be classified as 
partially belonging to multiple sets. For example, an item can be classified in the 
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“Quality of Education” variable with the following degree of membership for each 
fuzzy set: Excellent quality (EQ) = 1, good quality (GQ) = 0.8, medium quality (MQ) 
= 0.5, bad quality (BQ) = 0.1 and very bad quality (VBQ) = 0. 

3   Methodology 

The proposed methodology consists of analyzing the indicators used by the United 
Nations Educational Scientific and Cultural Organization (UNESCO) to measure the 
education of the countries that have the following input variables to consider. 

 
a) Education expenditure as a percentage of Gross Domestic Product 

(EXPGDP). This variable represents the percentage of gross domestic 
product that countries devote to education. 

b) Government Public Expenditure on Education (GPEE). This variable 
represents the total government spending for education. 

c) Distribution of Public Spending by Level of Government (DPSLG). This 
variable represents the distribution of government expenditure by 
educational levels (primary, secondary or tertiary) of the total allocated 
for education. 

d) Pupil-Teacher Ratios (PTR). This variable represents the number of 
students for each teacher at different educational levels. 

e) Income rate to last grade of primary (TIUGP). Represents the rate of 
students who manage to conclude the primary level.  

f) Percentage of students who continue to secondary school (SSPE). This 
variable represents the percent of students who continue their secondary 
studies once completed primary school. 

g) Expenditure per pupil as a percentage of GDP Per Capita (EPP GDP). 
Represents the average expenditure per student relative to per capita gross 
domestic product. 

h) Average per pupil expenditure (APPE). Represents the average expenditure 
per pupil. 

3.1   Equations  

The relationship between the quality of education and its determinants can be 
analyzed by a production function of education as: 

  
Q=f (EF, R) + U                                                      (3) 

 
Where Q represents the quality of education, EF represents the economic factors, R is 
the resources used in schools and U is unmeasured factors that may affect the quality 
of education. 

The system, which is divided in three blocks, makes use of fuzzy logic techniques. 
It is important to carefully model the inputs and outputs of the system. The former  
consists of the variables that are taken into account in the intended representation by 
the system. The output is a Quality of Education and the input variables are chosen 
thru selection process that involves knowing the context of the problem being 
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addressed. To illustrate, Figure 1 shows the MATLAB module dealing with fuzzy 
logic, considering the following inputs and outputs given the linguistic variables: very 
bad, bad, medium, good, very good. The linguistic variables are made to the 
perception of education of a particular country. 

As input, establishing the factors that influence: EXPGDP, GPEE, DPSLG, PTR, 
TIUGP, SSPE, EPPGDP and APPE 

 

 
 

Fig. 1. Membership function 

 
As output, gives the linguistic value that determines a country's education. The 

functions of each component shown in Figure 2 are: 
 

a) Fuzzification interface: transform variables into fuzzy variables. For this 
interface, ranges of variation must be defined for input variables and 
fuzzy sets associated with their membership functions. 

b) Knowledge Base: contains the linguistic rules and information relating to 
the membership functions of fuzzy sets. 

c) Inference engine: calculates the output variables from input variables by 
processing the fuzzy rules in the knowledge base and, delivering the 
output fuzzy sets. 

d) Defuzzification interface: gets a crisp output from the aggregation of 
fuzzy outputs. 

 
 

Fig. 2. Fuzzy logic system 
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To create the fuzzy inference system that calculates the role of education quality, 
we used the Matlab 2009 Fuzzy toolkit. Each education indicator was considered a 
linguistic variable, and each of these is associated with five fuzzy sets with 
membership functions of the “real” variable. Each set was labeled with the linguistic 
labels of "very good", "good", "medium " "bad" and "very bad" to rate the value of 
the indicator considered. The degree of membership of an element in a fuzzy set is 
determined by a membership function that can take all real values in the range [0 1]. 
Inputs and outputs make a total of 8 variables which correspond to the quality of 
education that a country has.  

4   Results 

With the use of new tools and methodologies in economic theory, the following 
results where obtained: each level was rated high or low quality depending on the 
limit values "good" or "bad" for all indicators, which do not always coincide with the 
upper and lower value ranges. In the case of PTR, EPP, and GDP, a greater disparity 
is shown between low and high quality, this is because of the large differences in 
ranges these values can have. 

5   Conclusions 

The methodology developed for obtaining a function of the quality of education is 
easy to manage, interpret and can serve for multiple sensitivity analysis of changes in 
the values of education indicators. The great advantage of the methodology based on 
fuzzy logic is that you can handle an unlimited number of indicators expressed in any 
unit of measurement. Like any other methodology, it is strongly dependent on the 
accuracy with which the indicators have been calculated or determined. This paper 
shows the potential of fuzzy logic to describe particular systems and public policies to 
determine that the education of a country is either "good "or "bad ".  
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Abstract. The objective of this research is to propose a multi-agent model 
implemented in a virtual environment to assess and demonstrate how significant 
the learning of users has ehanced their aquired knowledge. This paper explains 
how to implement the use of multi-agents. It will discuss how the curriculum 
can be enriched by activities involving problem-based learning, case studies 
simulations and virtual reality. This new model provides multiple uses for 
exploring knowledge and supporting learning-by-doing. It engages users in the 
construction of knowledge, collaboration, and articulation of knowledge. 

Keywords: e-learning, Knowledge, Data Engineering, Multi-agent. 

1   Introduction 

1.1   E-Learning 

E-learning comprises all forms of electronically supported learning and teaching. The 
information and communication systems, whether networked or not, serve as specific 
media to implement the learning process. The term will still most likely be utilized to 
reference out-of-classroom and in-classroom educational experiences via technology, 
even as advances continue in regard to devices and curriculum. 

E-learning is essentially the computer and network-enabled transfer of skills and 
knowledge. E-learning applications and processes include Web-based learning, 
computer-based learning, virtual classroom opportunities, and digital collaboration. 
Content is delivered via the Internet, intranet/extranet, and others such as information 
technologies. It can be self-paced or instructor-led and includes media in the form of 
text, image, animation, streaming video, and audio. 

1.2   Computer-Based Training 

Abbreviations like CBT (Computer-Based Training), IBT (Internet-Based Training) 
and WBT (Web-Based Training) have been used as synonyms to e-learning. Today 
one can still find these terms being used along with variations of e-learning, such as, 
elearning, Elearning, and eLearning.  
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Using e-learning in virtual spaces [1], especially where the images provide most of 
the information needed for cases such as radiology and dermatology [2] [3]. 

E-learning has become common in specialties that use standardized treatment 
pathways, such as emergency medicine [4-6]. However, learning programs based on 
simulation using virtual rooms are still scarce, as they are expensive and laborious [7] 
[8-9]. 

1.3   Virtual Room 

Simulation of Virtual Rooms (VR) today is a new technology applied to research of 
new methods, forms, techniques, and architectures that provide solutions to problems 
that occur in both medicine and industrial engineering, and thus create experience 
when actual cases are confronted[9]. 

Today education is heading toward virtual learning, online, and distance learning. 
These types of environments are incorporated into classroom practices that as we 
know, are greatly enhancing, with technology, the possibilities of teaching in all 
areas. There is no doubt that within a classroom learning environment, a process that 
always takes place is communication.  Interaction takes place within the media. 

Multi-agent systems: it consists of autonomous agents working together to solve 
problems, characterized in that each agent has incomplete information or capabilities for 
problem solving, there is no global system control, data is decentralized and computation 
is asynchronous. The agents dynamically decide to undertake these tasks [10]. 

1.4   Multi-Agent System (MAS) 

MAS organizations can be understood as complex entities where a multitude of 
agents interact within a structured environment for a global purpose. The partner 
organizations are often associated with the idea of openness and heterogeneity of 
MAS. Heterogeneous environments which pose new challenges in the design and 
implementation of MAS, including the integration of global and individual 
perspectives and the dynamic adaptation of systems to environmental changes. As 
growth systems that include hundreds or thousands of agents  [11]. 

Formal theories are needed to describe interaction and organizational structure and 
understand the relationship between the organizational functions of these agents. This 
technique is accomplished by being autonomous and intelligent agents. It is when the 
systems become more distributed[12]. The model using the MAS help the study of 
knowledge in virtual environments [9]. 

2   Implementation 

When adopting an agent-oriented view, we sense that many problems involving 
multiple actors to represent the decentralized nature of the problem, such as control of 
multiple sites, the different perspectives and interests. Moreover, agents must interact 
with others to carry out their individual goals and to manage dependencies. These 
interactions can vary from simple semantic translations to the ability to cooperate, 
coordinate and negotiate on any issue. The social interaction between players is 
different from other paradigms. In its guidance to staff communication it occurs at a 
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very high level (declarative). Consequently, interactions are conducted at the level of 
knowledge: in terms of what goals must be pursued, at what time and by whom. It 
should compare this with the calls or method invocations operating at the syntactic 
level. Secondly, agents are ideal for troubleshooting operating in an environment 
where they have partial control and observability.  Interactions should be handled the 
same way. Agents can make decisions about the nature and extent of their interactions 
and have the capacity to initiate and respond to interactions (which may not have been 
foreseen at the time of design). By creating a simulation model that reproduces the 
behavior of a student in different scenarios, through intelligent agents, we must 
establish the perceptions of the environment. 

 

 
 

Fig. 1. Simulation model that reproduces the behavior of a student in different scenarios[13] 
 

The virtual rooms are a consolidated solution to improve both student learning and 
performance of companies of any kind. 

All interactions (employee, customer or partner organization) at any place and time 
can be combined to complete projects more efficiently. 

To this end, sharing applications, results, and real-time interactions and virtual data 
room will be stored; the data will be placed on the multi-agent system. For our facility 
which will use the Netlog platform, each agent will be represented by a user, the 
simulation will determine the lack of knowledge and thus the agent can implement the 
missing knowledge and make the user learn and compare the results with simulation. 

 

 

Fig. 2. Virtual Cave Simulation[14] 
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Using a specific case, as in the medical field, medical students use the virtual room 
built into a web service accessible via Netlogo [15], where students interact with each 
other and simulating an operation coordinated by a teacher shared within the virtual 
environment. 

Virtual simulations in the cave where they can reproduce the behavior of students 
and obtain data that can compare with actual behavior. 

The agents aim to assist the user by organizing the interface automatically. For this, 
the agent must learn the preferences and predict the user behavior. The agent captures 
the information while the user is performing either an operation or procedure, the agent 
records the user's behavior, and may proceed to give information of interest to an 
evaluator, performing an autonomous exploration of links that the user has at that time. 

The agent is able to communicate with users and recommend the procedure that 
automate the process of "open outcry" learning the views and preferences of users and 
determine what information would best serve the needs of the user. 

 

 

Fig. 3. Description model User-Agent 

3   Conclusions  

The virtual rooms have two predominant applications in both the medical and 
engineering processes of learning. Having an impact as a learning tool. With the use 
and implementation of this technology much progress has been in the areas of 
medicine, and other sciences.  With the use of these tools a more direct application 
can be given to learning, therefore, this project is mainly focused on the direct support 
to professors and students who adopt e-learning systems learning. Also we chose the 
implementation of Multi-Agent Systems for the need of improvement of such tools. 
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Abstract. By using the relevant highway network monitoring data extracted 
from the national highway network management and emergency response 
platform, this paper summarizes the monitor and analysis index system of the 
highway network operation according to the demands of this industry. Then, the 
index extraction method under the special demands is analyzed. Finally, by 
making use of this method, this paper summarizes the logical relation between 
the index and the demand and sum up the corresponding rule between the index 
and the demand, provides a simple method of getting quantities and qualities 
indexes in the periodic analyzing report for the industry supervisors and helps to 
reduce human and financial resources greatly. 

Keywords: Operational monitoring, Index system, Extraction method, 
Corresponding rule. 

1   Introduction 

At the end of the Eleventh Five-Year Plan, the total length of the highway network in 
the country has amounted to 3,984,000 km. The length of the highway has increased 
from 41,000 km at the end of the Tenth Five-Year Plan to 74,000 km now. Twelve main 
state lines (5 vertical and 7 horizontal strokes) have been completed 13 years ahead of 
time. Eight interprovincial main lines in the western development project area are now 
basically connected. It is estimated that in 2020, the total length of the road will come to 
4,200,000 km and the total length of highway will break through 100,000 km. National 
highway network management and emergency response technique are a gradually 
developed and emphasized emerging technology area under the background of national 
highway network which takes the highway as backbone and state and interprovincial 
main lines as main body. At present, the basic work is to obtain highway network 
monitoring data of the incident and the information of traffic flow by making use of 
national highway network management and emergency response technique. With the 



582 J. Wang et al. 

gradual establishment of highway network monitor data index system, the technical 
scotoma is how to obtain extract detail index in special incident, in special time and in 
special demand and obtain the analysis results required by actual highway network 
management. In the reality and the operation, a set of standardized index extraction 
method and model is urgently needed to be used as the junction of fundamental 
research and actual operation. The highway network monitoring data index extraction 
system proposed in this paper will provide powerful technical support for realizing this 
goal. 

2   Current Situation of Research at Home and Abroad 

Overseas: At present, developed countries like UK and Japan have conducted many 
researches in the aspect of highway network monitor and their technique in the relevant 
fields is in the leading position. British highway network center has established many 
acquisition and publication systems of highway network operation information. The 
network appraisal and index evaluation system is formed on this basis and provides 
real-time directions for the dispatch and emergency response for the operation of the 
highway network; Japanese Transport Ministry Road bureau, closely together with 
local road bureau, has established national traffic information service system and 
provided service for road users in the form of internet.  

China: China has a short history of developing highway network monitoring and 
analysis, in addition, each level of the road administration department hasn’t paid 
enough attention to this work, therefore, the existing technique of analyzing data cannot 
meet the demand of the reality. In July, 2008, highway network management and 
emergency response center (hereinafter referred to as highway network center) founded 
by the Ministry of Transport has been the important department with the function of 
monitoring the operation of main lines in the country. Network management platforms 
of each place not only monitor the highways, but also give attention to the state and 
provincial main lines to gradually improve the layout of the network monitoring 
equipment, to enrich the data collected by the network and to realize the connection and 
information sharing between the highway network monitoring and managing platforms 
of different departments and different regions. By now, the extraction of highway 
network monitoring data and analyzing index, especially in the choice of periodic 
analysis index, are basically confirmed by manual work. Therefore, extraction of 
automatic selection in special incident and special demand cannot be realized. 

3   Research Approach 

The extraction of highway network monitoring data and analyzing index and the simple 
computing system research work is based on the method of combining fundamental 
research and actual development, analyzes the advanced experience of overseas  
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highway network operational monitor and current condition of domestic research, 
analyzes the foundation of the project and defined the contents of the research. The 
contents of the research are divided into two major parts: highway network operational 
monitoring and analysis index system: the data monitored from the highway network 
monitor system is described according to the incident properties. Every data can only 
describe the detained information of the incident, but it cannot describe the overall 
operational condition of the whole highway network in general. Index extraction 
method: combine information extraction and information retrieval, apply the unceasingly 
improved method, analyze the process of index extraction, summarize the corresponding 
rule of index and demand of incident and lay foundation for the development of the 
system. 

 

Chart 1. Technology Roadmap 

4   Highway Network Monitoring Data Analysis Index System 

According to different targets, highway network monitoring data analysis index system 
can be divided into two types: the index of incident and the index of the traffic flow. 
According to the data origin, it can also be divided into direct monitor index, indirect 
monitor index of incident, indirect monitor index of traffic flow. The highway network  
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direct monitor index is the data directly monitored by the highway network center. It is 
a direct reflection of the monitored traffic accident; indirect index is the reflection of 
the analysis, process and manage condition of the monitor data. The index system is 
summarized in Table 1. 

 

Table 1. Highway network monitoring data analysis index system 

Type of the index Index 

Direct monitor index 

Road compatibility of traffic; Road importance; Traffic volume; 
Traffic capacity; Site speed; Blocking time; Blocking reason; 
Disposal measures; Incidents occurring time; Site of the incident; 
Vehicle type in the incident; Casualties 

indirect monitor 
index of traffic 
accident 

Distribution of the accident sites; Accident rate; Distribution of 
time; Distribution of accident formation; Distribution of causes of 
accidents; Distribution of disposal measures; Distribution of direct 
economic loss; Distribution of blocking mileage; Distribution of 
blocking duration; Distribution of casualties 

indirect monitor 
index of traffic flow 

Traffic volume; Distribution of traffic composition; Time 
distribution of traffic volume; Space distribution of traffic volume; 
Traffic density; Vehicle speed; Road load degrees; Blocking time 

5   Index Extraction Method 

With the rapid development of dynamic transportation information acquisition 
technology and communication technology, the establishment of transportation sharing 
system and the development of relevant technology, the key link of giving full play of 
the overall highway network operation analysis is how to carry on integrated 
management of the flood of transport data, meet the special demand of special 
application and to choose relevant index information quickly and accurately[1]. 

Highway network monitoring analysis index extraction method proposed in this 
paper is based on the information extraction technology, combines information 
extraction and information retrieval together, provides powerful means for the analysis 
of transportation data and extraction of index and provides decision support for 
managing transportation more effectively and scientifically. The topic will construct 
the theory frame of highway network operational monitor analysis index extraction 
method on the basis of theory of information extraction[2] and information search[3], 
select the breakthrough point and provide model for the practical application of 
highway network operational monitor analysis index extraction method. 

Information extraction is to extract factual information directly from the natural 
language document, describe the information in the structured form, provide the 
applications like information search, deep excavation of the document and automatic 
question answering and provide powerful means of getting information. The major 
function of information extraction system is to extract specific factual information from  
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the document. Information retrieval is a research closely related to information 
extraction, but it differs from information extraction. The differences are mainly 
displayed in three aspects: different functions, different process technologies and 
different application fields. However, information extraction and information retrieval 
complement each other. In order to handle the flood of documents, information 
extraction usually uses the output of information retrieval system as input; while, 
information extraction technology can be used to improve the performance of 
information retrieval system. The combination of information extraction and 
information retrieval can better meet the users’ demands of information processing. 

On the basis of analyzing and researching the highway network monitor data index 
system, researching the method of index extraction is of great practical significance to 
the entire highway network monitoring as well as the following establishment of simple 
computing system. The starting point of constructing the theoretical frame of highway 
network monitor analysis index extraction method is to fully consider the demands of 
industry management and develop the advantage of information extraction in the field 
of transportation data processing. The extraction target of this topic is a database. The 
theoretical model of index extraction for this kind of database is shown in Table 2. 
Highway network monitor analysis index extraction method is composed of four parts: 
corresponding rule base of demands and index, corresponding rule base of index and 
parameter, extraction and result database. 

Table 2. Theoretical system of highway network operational monitoring analysis index 
extraction method 

 

According to the theoretical method of index extraction and the inquire process of 
database, the process of index extraction can be summarized and extracted which is 
shown in Table 3. 

 
 
 



586 J. Wang et al. 

Table 3. Process flow of index extraction 

 

The index system shown in the flow is made up of direct monitor index and indirect 
monitor system listed in Chapter 4. The description of the process flow is stated as follows: 

(1) Define the incident type of the demand: In the process of index extraction, users 
(system) have to input or choose specific demands and define the incident type 
according to the demands. Though sometimes same index can be used to describe all 
kinds of incidents, the targets of index calculation data are actually different. When 
calculate the index, datas about this kind of incident have to be selected out according 
to the type of the incident and then be calculated. Moreover, sometimes different type 
of incident may have different indexes. For example, in the demand of “traffic 
information census of the southwest region”, there is no need to do region distribution 
census; in the demand of “traffic information census of May Day holiday”, there is no 
need to do census about the distribution s of season, month and week. 

There are two kinds of input modes in the system: one is choosing, users choose the 
options which are same with their own demands in the demands of demands; the other 
is automatic input, users input their own demand and language into the system. In most 
situations, the text which is automatically input by the users is inconsistent with the 
index or traffic field. In this occasion, approximate string matching has to be done in 
order to get the index that meets the demands. 

(2) Define the characteristics of the incident demanded: According to the specific 
characteristics of the incident demanded, it can be defined which index (es) match (es) 
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with the demands. Under the situation that the type of the incident is defined, indexes 
can be searched according to the demands of the users. Due to approximate string 
matching, indexes may be more than expected. Therefore, all the indexes searched out 
will be listed to be selected. 

(3) Index set and relevant information output: According to the two steps above, 
index that matches with the demand is extracted. Then, according to the definition of 
the corresponding index in the index system and quantities method, input all the 
relevant indexes and quantities formula in the special demand to help the following 
calculation and analysis. Define and analyze the operational condition of the monitored 
region (road section) correctly and take effective measures to handle the traffic 
accidents timely, rapidly and effectively. 

6   Corresponding Rule Base of Index and Demand 

According to the study above, analyze all kinds of demands of the highway network 
monitoring from the aspects of demand of time, demand of incident, demand of angle and 
summarize all kinds of demands by sorting and analyzing the datas and resources obtained. 
Extract the overall monitor index for special research group, extract corresponding index 
according to different characteristics of the demands, form the corresponding rule base of 
index and demand of incident, provide extraction base for index extraction and form the 
index extraction method based on the rules[4][5]. The details are listed in Table 4. 

Table 4. Corresponding rule base of index and demand 

Category of demand Relevant index 

The impact that major 
social incident on 
highway traffic 

Traffic capacity in relative area; traffic volume; road load 
degrees; vehicle speed; traffic density 

The characteristics of 
accident caused by bad 
weather 

The accident formation caused by bad weather such as rain, 
snow, fog, high temperature; accident rate; distribution of 
accident site; distribution of accident time; distribution of 
disposal measures 

The characteristics of 
accident caused by 
geological disasters 

The accident formation caused by geological disasters such as 
earthquakes and landslides; accident rate; distribution of accident 
site; distribution of accident time; distribution of disposal 
measures 

The characteristics of 
accident caused by 
accident 

The accident formation caused by accident disaster such as 
dangerous leak, vehicle failure and wade bridge accidents; 
accident rate; distribution of accident site; distribution of 
accident time; distribution of disposal measures  

The characteristics of 
accident in highway 
construction period 

Accident formation; accident rate in sections; road importance 

The casualties and loss 
and severity of accident 

The number of injured people; number of deaths; million car 
mortality; direct economic losses 

The related conditions of 
traffic blocking incident 

The distribution of traffic blocking reasons; the distribution of 
disposal measures; distribution of traffic blocking mileage; the 
level of traffic blocking roads 
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7   Conclusion 

This paper aims at establishing the highway network operation monitor analysis index 
system. By combining the technology of information extraction and information 
retrieval, establish highway network operation monitor analysis index extraction 
method. Together with the logical relation between index and demand, this system will 
half structurized the extraction and be applicated into the automatic extraction system 
of highway network operation monitor analysis index in order to save the time of 
selecting indexes. It will provide guaranty for fastening the establishment of highway 
network operation monitor analysis automatic system and getting the information of 
operational conditions of state highways, main lines and important stations timely. 
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Abstract. This paper bases on the analysis of the safety status of parking facilities 
especially large parking equipment, in view of the different characteristics of 
garage lifting equipment, puts forward parking equipment safety operation security 
technology composed of the active prevention technology and passive technology 
of prevention. But because of active prevention research has become increasingly 
mature, and passive prevention is often neglected, therefore this paper mainly 
studies the passive prevention measures, realizing parking equipment’s safe, quick, 
continuous use function, give full play to the parking equipment social and 
economic benefits. 

Keywords: parking equipment, active prevention, passive prevention, preventive 
measures. 

1   Introduction  

Because of the economic, technology, equipment and facilities and parking 
management level backward, our country in the aspect of safe operation in parking 
equipment is lack of adequate theory and practice experience, has not yet become 
effective parking equipment safety operation safeguard system. According to the 
development of our parking equipment and the operating characteristics, this paper 
proposes parking equipment safeguard technology safe operation which is composed 
by fault diagnosis technology, active and passive prevention technology to prevent 
technology. Because the research of the fault diagnosis technology and active 
prevention technology has a mature earlier, people in research parking equipment 
safety, neglect the passive prevention measures. Passive preventive measures after the 
incident can respond quickly and make safety measures and rescue strategy, 
simultaneously all aspects of coordination and management, to minimize the loss. So 
studying passive prevention is very necessary. 

2   Safety Situation Analysis 

Using parking equipment involving personal safety and vehicle intact, belongs to the 
greater danger hoisting machinery equipment, and has been incorporated into special 
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equipment safety supervisory scope. Therefore, the mechanical parallel parking 
equipment will inevitably have higher and more stringent security requirements than 
general hoisting equipment or logistics warehousing equipment higher and more 
stringent security requirements. To do of personnel entering and leaving no hurt, 
vehicle parked and take nondestructive, equipment dynamic reliability, the mechanical 
action being normal, motion control accurate and computer management effective and 
safety device perfect and emergency measures to powerful, etc. Therefore, mechanical 
parallel parking equipment is taken many security protection measures to ensure that 
the three-dimensional parking equipment is the safe and stable operation. Parking 
equipment have complete security systems, such as msn or car to go confirming device, 
the emergency brake device, preventing fall device, overload protection device, 
leakage protection devices, vehicle ultra-long and ultra-high detection devices, etc. 
From the parking equipment operation Already installed into view, overall operating is 
good condition, but overall operating occurred serious quality accident, if defy, fall, 
smashing cars, electric control cabinet explosion accidents, and due to design, 
installation, operation problems, causing there's a heavy security presence in some 
parking equipment.  

3   Passive Preventive Measures of Parking Equipment 

3.1   Warning Induction Device 

The warnings of the parking equipment installation includes warning lamp, induced 
warning belt, warning marks, elevation markers, ground warning line, reflective elastic 
warning column, security guidance system and identify alarm function. Parking 
warning induction device can lead driver rapid, accurate, successfully reach their 
destination; in the light of the darker cases underground garage made drivers quickly 
and accurately read mark content and see the ground marking orientation and makes the 
corresponding judgement advance; safe driving in all kinds of traffic signs, facade 
mark, ground of line under the warning role, stop and reduce unnecessary traffic 
accidents or vehicle damage, improve the management ability and wheel-dreven 
economic benefits. 

3.2   Prevent Fall Device 

3.2.1   Classification of Prevent Fall Device 
The prevent fall device as upper load of the floors after carrying’s the protection 
organization, its function is to prevent the floors falling accident happens. The device 
generally uses hooks, adopt electromagnet drive and mechanical drive two modes [4]. 
The device is mainly divided into mechanical fall prevent device, traction type fall 
prevent device and shaft stretch type fall prevent device. 

3.2.2   Prevent Fall Device in the Application of Parking Equipment 
Mechanical prevent falling hook’s work process schematic diagram shown as shown in 
figure 1. After confirmation the structure of the garage, the cars tray 9’s side into the air  
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parking frame 5 ‘s distance L is determined. Parking trays side install a4 ring, each ring 
1 corresponding to a prevent falling hook. The link below side, there is a long dial the 
iron 8. Prevent the initial state sank hook as shown in figure 1 (a) below. 

 

 
                          (a)                                               (b)                              (c) 

Fig. 1. Mechanical prevent falling hook of working principle diagram 

Parking realization process are shown below: 

 

 

Fig. 2. Parking process 

3.3   Buffering Technology 

3.3.1   Classification of the Buffers  
Parking system equipped with buffer device, when the floors drop or the car got into the 
the floors, buffer action to reducing the vibration and ensure system security. Buffer 
guaranteed the vehicles and garage equipment’s safety. When the floors on the limit 
position, it can absorb the floors energy generated. The principle is to make the 
movement’s energy into a harmless form or security form. Buffer will make moving 
load slowing and stop in a certain time travel, put in collision acceleration and collision 
force control in safety range. 

3.3.2   The Performance Requirements of Buffers 
For hydraulic buffer job performance, Gb provisions: when the elevator with rated load 
and operate in rated speed,  the average reducing speed no greater than g, maximum 
reducing the speed of the duration should be no more than 1/25 SEC. 
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Formulas for the hydraulic buffer’s buffer trip: (1.15 )2 / (2 )S v g=  

Type of: S ——Buffer trip m 

v ——Rated speed m/s 

Effect time               (2 )1/ 2 /t s g=  

The rated speed of the tractive system is 40m/min 

(1.15 )2 / (2 ) (1.15 40 / 60)2 / (2 ) 0.03m 30S v g g mm= = × × ≈ =           

(2 )1/ 2 / (2 0.03)1/ 2 / 0.025s 0.04t s g g s= = × ≈ ≤                     

In here, garage’s rated speed of Hydraulic buffer is 0.25—1.0m/s, allow the total 
mass < 4000kg, total height is 390, buffer trip is 108mm. The slow effect time is 0.025 
s, within the required 1/25 SEC range. 

3.4   Overspeed Protection Device 

3.4.1   Roles for the Speed Limit  
In order to ensure the safe operation of hoisting system, need to add the speed limit 
device and security clamp, composition speeding protection device. 

When ascension system got to limit value, signal cut off power supply, at the same 
time in the mechanical drive security clamp to act. Security clamp device under the 
action of speed limit device to hoist the floors or stopping in guide rail in force. The 
speed limit device needs to use with tensioner device and wire rope combined together. 
The speed device is installed on top, tensioning devise located in the abyss of the well 
ascension, wire rope is bypassing round the rope of the speed limit devices and 
tensioning devise to connect the speed limit device and tensioning devise. Garage speed 
through the wire rope reflect to the speed limit device. Tensioner device ensure enough 
friction between rope and speed device. 

3.4.2   Security Clamp 
Security clamp device is supporting with the speed limit. It is speeding protection 
device composed by stopping institutions and manipulation institutions. Both ends of 
the speed limit device’s rope connect with drive connecting rod of the security clamp 
lever system. When upgrade system is in normal operation, the floor through driving 
connecting rod to drive speed limit device’s wire rope act. This time, security clamp in 
not the acting state, its stopping components and rails keeping a certain gap. When the 
floors over the speeding allowable value, achieve speed device act then stuck wire rope. 
Along with the drop of the floors, drive connecting rod will be mention by wire rope to 
drive safely device. Security clamp mouth clamped guide, stop making the floors of 
load. 

3.4.3   Research of Security Clamp’s Requirements  
In braking process of the security clamp, it can absorb all the kinetic energy of the 
floors of sports load and potential energy. According to the energy law: 
 

2 2*
* ( ) *

2*g 2*g

W V V
E W S W S F S= + = + =
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Therefore, braking force:  
2

*( 1)
2*g*S

V
E W= +

 
Type of: E ——The sum of the floors of kinetic energy and potential braked before 

(N*m); 

V ——Tripping speed (m/s); 

W ——Load the floors of self-respect add car weight (kg); 

S ——Stopping distance (m); 

g ——Gravity acceleration (9.8m/s2); 

F ——Braking force (N)。 

According to the design parameters, calculated the required safety pin garage for 
4016N power, thus as security clamp criteria for one of selection. 

4   Closing 

Using vehicles warning induction device to induce the car, using the prevent fall 
technology to prevent floors of vehicles falling suddenly in the process of parking and 
taking car, using the buffering technology to control the speed of floors of vehicles, 
using speeding protection device protect the floors of speeding protection using the 
passive prevention system reduces eents; after the event, using modern communication 
and control technology, rapidly formulates rescue strategy, makes the corresponding, 
and realizes the minimum loss. 
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Abstract. The paper is based on the demand of world low carbon development. 
analyzes the current motor vehicle exhaust situation of Xi'an, applies the method 
of the combination of system engineering and environmental engineering, puts 
forward the overall framework of motor vehicle exhaust control and makes the 
system design of Xi'an, and carries on the analysis of implementing result. The 
application result shows that: this system design can improve the environmental 
quality, improve the people's living environment and realize economic 
sustainable development and environmental protection that is harmonious and 
unified, and provide decision basis for government department. 

Keywords: Low Carbon, Motor Vehicle, Exhaust Control, System Design. 

1   Introduction 

Urban traffic is base on urban development, it is an important symbol of modern urban 
economic development. China is currently in a fast urban development stage, the 
constant development of economy, and people's standard of living rises ceaselessly, 
but, with the increase of motor vehicle quantity in China, the city has become the main 
source of air pollution. With the increasing quantity of urban motor vehicles, motor 
vehicle exhaust pollution problem has become an important source of air pollution in 
cities, in low carbon orientation, controlling vehicle exhaust pollution has become the 
top priority of which can improve the urban atmospheric environment quality. 

On December 7, 2009, as Copenhagen world climate conference (namely the UN 
framework convention on climate change, the first 15 times contracting party congress) 
opened the curtain, sought to carbon reduction for the purpose of low carbon 
development mode, has become a global consensus (LIU Li-ya,2010). China 
announced the Chinese emission reduction target: by 2020, unit gross domestic product 
of carbon dioxide emission decline more than 40% ~ 45% of it in 2005, the non-fossil 
energy accounted for around 15% of the proportion of once energy consumption, 
before the treaty powers congress of the Copenhagen UN framework convention on 
climate change. The challenge to achieve a series of goals is very huge, various 
industries all need to act. In order to achieve the emission target set by China, the 
leading role and potential of urban transportation are very big. According to the data of 
international energy agency, in so far as the world, the power industry is the biggest 
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carbon industry undoubtedly, accounting for 40% of the total, followed by is 
transportation, accounted for 21% of the total (see table 1). Thus, transportation is also 
an important domain developing low carbon economy (SU Feng-ming,2010). 

Table 1. The carbon dioxide emission of Global industries related to energy units: million tons 
Data sources: the international energy agency, world energy outlook 

 

CECD Countries
Transition 
economies 

Developing 
countries 

World total 
 

2002 
year 

2030 
year 

2002 
year 

2030 
year 

2002 
year 

2030 
year 

2002 
year 

2030 
year 

utility industry 4793 6191 1270 1639 3354 8941 9417 16771 
Petrochemical and 

other industries 
1723 1949 400 618 1954 3000 4076 5567 

transportation 3364 4856 285 531 1245 3353 4914 8739 
Residents and 

service 
1801 1950 378 538 1068 1930 3248 4417 

else 745 889 111 176 605 1142 1924 2720 
total 12446 19833 2444 3501 8426 18365 23579 38214 

Visible, low carbon economy has become the development orientation of the whole 
world now, and low carbon transportation becomes city development orientation. The 
paper based on low carbon transportation guidance, under the background of 
constructing “low carbon, ecological, livable” city (ZOUDe-ci,2010). Consider the 
emission control technology of traffic tool, reduce carbon emission, promote energy 
conservation and emission reduction of urban transportation area. With rapid economic 
development and substantial increase in the number of urban motor vehicle under the 
present conditions of Xi’an using environment engineering and system engineering 
method, from the angle of multi-disciplinary systematically, puts forward design of 
motor vehicle exhaust control system of Xi’an, and carries on the environmental 
assessment, so as to guide and help the development of Xi’an city. 

2   Analysis of Xi’an Present Motor Vehicle Exhaust Pollution 

With the rapid development of social economy in Xi’an, its per capita GDP is in the 
sustained growth trend, until 2009 it is close to $5,000. The economy is in the midst of 
quick and well development period, required under the sustainable development and 
the scientific development concept, develop economy must be combined with 
environmental protection, realize environmental and economic "win-win". But, with 
the quickening of the process of urbanization, and the continuous increase of motor 
vehicle inventory, by the end of 2009, motor vehicle inventory has reached one million, 
vehicle increase inevitably leads to the increase in the number of vehicle exhaust 
emissions growth, and road traffic congestion aggravates motor vehicle exhaust 
emissions. Pollution trend from present line-source to area-source pollution, low level 
air quality of the second ring of the city center outnumber the national secondary air 
quality standards. From year 2004 to year 2009, the NO2/SO2 ratio in Xi’an 
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environment air is constantly increasing, it explains that the air pollution type of Xi’an 
changes from "sooty and dusty” pollution type (mainly pollutant as SO2) to into "dust 
and exhaust mixed" pollution type (mainly pollutants as PM10� N02), motor vehicle 
emissions has become an important source of Xi’an air environmental pollution. Urban 
road traffic environment problem, not only seriously affecting the social image of 
Xi’an, hindering the construction of international metropolis of Xi’an, and it has 
become one of the key problems that cannot be ignored about the social and economic 
development. At present, the main pollutant of Xi’an vehicle exhausts have nitrogen 
oxides, carbon monoxide, hydrocarbons, total particulate, etc. Specific data analysis 
(Fig.1, Fig. 2 show the examples). 
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Fig. 1. Motor Vehicle Quantity and NO2/SO2 ratio in Xi’an 
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Fig. 2. Air Pollution Factor Emissions 

3   Overall Framework and System Design 

This paper uses system engineering and environmental engineering methods, 
combining the vehicle exhaust measures of  environmental protection agency in Xi’an, 
puts forward the overall frame of management in Xi’an vehicle exhaust. (Figure 3 
shows it: the labelled blue subsystems have been established by Xi’an environmental 
protection agency). Aiming at the city road traffic environment status of Xi’an, in order 
to effectively curb the traffic environment’s further deterioration, and crackdown on 
illegal traffic action� purify the city environment, improve the city people work and life 
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condition, Xi’an city government invested a lot of people, material and financial resources. 
Based on the combination of dynamic monitoring and static monitoring, combination of 
regular monitoring and random monitoring, and combination of advanced monitoring and 
traditional monitoring method, with the help of environmental protection authorities and 
relevant government departments, Xi’an city has successively built motor vehicle exhaust 
pollution periodically supervision system, mobile law enforcement system, motor vehicle 
exhaust pollution prevention information management system in a central database, 
electronic map management module, new vehicle registration management system, 
vehicle environmental classification qualified marks management system six big systems 
and so on. 

 

Fig. 3. Xi'an overall framework of motor vehicle exhaust control system design 

3.1   Data Acquisition System 

Motor vehicle exhaust pollution periodically supervision system (has been built), mobile 
law enforcement system (road monitoring law enforcement inspection car and law 
enforcement monitoring equipment) (suggested adding configuration), remote 
monitoring system (suggested adding configuration), traffic air pollution monitoring 
management subsystem and air quality monitoring substation, atmospheric environment 
monitoring system, "smoking" monitoring mobile law enforcement car and "smoking" 
vehicle fixed monitoring station, key unit vehicle management subsystem, they together 
make up the information collection platform of motor vehicle exhaust and air monitoring, 
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namely, the large information collecting system of urban road traffic environment. 
Combining with the old data system, establish and perfect the vehicle basic information 
database, road traffic and environment database, basic motor vehicle exhaust emissions 
information database, meteorological database, etc. The monitoring data transfers 
through wired or wireless way to the data processing system, provide the basis for further 
implementing analysis and processing of pollution. 

3.2   Data Processing System 

This system design includes environmental remote monitoring management information 
system, motor vehicle exhaust pollution prevention information management system in a 
central database (has been built), electronic map management submodule (has been 
established), query statistics and analysis management submodule, resource management 
and system log management submodule, monitoring command center. The whole system 
incorporates the network technology, the communication technology and system 
integration technology, geographic information technology application technology, in the 
monitoring command center, through the system log management submodule and its 
correlation processing analysis equipment, judge, inspect and store the environment of 
collected data, then analysis, process, evaluate the the collected monitoring data. The 
system design uses unified interface layout and system operation, unified GIS geographic 
information operating system, reduce the complexity, inquire the objective through the 
map, and it is convenient to control.  

3.3   Decision Support System 

Vehicle exhaust is the main source of environmental pollution of road traffic, 
overweight vehicles, "smoking" vehicles are the key exhaust pollution source. This 
system includes new vehicle registration management system (has been built), road 
sampling and overweight vehicle maintenance tracking subsystem, motor vehicle 
management and compulsory scrap subsystem, motor vehicle environmental 
classification qualified marks management system(has been built), motor vehicle 
emission control external information release subsystem. Overweight vehicle 
maintenance management and tracking system is specifically targeted at overweigh 
vehicle that driving in the special areas; motor vehicle management and compulsory 
scrap subsystem aimed at the vehicles which don’t comply with the national safety or 
environmental regulations, enforce them to scrap. 

4   System Implementing Result Analysis 

The negative externalities of urban transportation development is that the traffic 
congestion bringed to the city. Along with the increase of traffic demand, road traffic 
becomes deranged from unobstructed free flow state, namely exceeds the demand and 
can’t pass bottleneck, forms the waiting rows in bottlenecks, produces traffic 
congestion, and gradually makes longer time to the destination. Due to the traffic 
congestion, cars longerly drive in low-speed condition, gasoline consumption increases 
nearly 50% more than normal driving, and the exhaust emissions is also far higher than 
normal driving. Because of congestion, the urban road resource utilization rate declines 
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to 20%. According to the statistical data of America, it lost 84 billion hours per year 
caused by the road congestion, if we assume the minimum wage is 8 dollars per hour, 
the result was 627 billion dollars, the loss was very big, and it is about 10 billion yuan a 
year in our country. Thus, the economic loss of traffic congestion is very large. 

Environmental benefits, mainly refer to the direct environmental benefits after the 
system implementation of Xi’an city roads. Through the system design, it may increase 
the effective number, set it the N. According to the national pollution source census 
statistics software, the environmental protection agency staff in Xi’an have calculated 
the average annual emission, it is about 0.0354 ton; the overweight vehicle’s average 
annual emission is more than 1-3 times than normal vehicle, it may be 0.0708 ton of the 
average cut amount that an overweight vehicle is managed. The cost of treatment of 
vehicular pollutant both at home and abroad, has not uniform standard, in view of this, 
each city can comprehensive consideration of the per capita GNP, expense of managed 
and the experience of other cities, we may get a basic managed expense M. Then, this 
system design may bring environmental benefits 

=N*0.0708*M                                                    (1) 

This system design can improve Xi’an city traffic environment, protect the 
environment, benefit the public welfare undertaking of later generations, and it will 
largely reduce emission of pollutants, improve the Xi’an environmental air quality, 
make great efforts to let the good days that above the second class of whole year 
environmental air grow from 304 days to 311 days. 

5   Conclusion 

The system design can improve the environmental quality, improve the people's living 
environment and realize economic sustainable development and environmental 
protection that is harmonious and unified, and provide decision basis for government 
department. The implementation can apply to other provinces and cities, and provide an 
experience to other managers. 
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Abstract. This paper uses SWOT method to analysis the factors that influencing 
development environment of comprehensive transportation. After considering all 
factors comprehensively, through calculating every factor's weight by AHP and 
setting up Fuzzy evaluation matrix, the result of comprehensive transportation's 
development environment can be reached. The result can determine whether it is 
appropriate to develop comprehensive transportation. And taking Zhejiang 
province as an example, this paper evaluates its comprehensive transportation's 
development environment. 

Keywords: Comprehensive transportation, SWOT, environmental evaluation. 

1   Introduction 

At present, the evaluation of comprehensive transportation's development environment 
does not have a set of methods that is effective. It is difficult to evaluate comprehensive 
transportation's development environment objectively and scientifically. Therefore, it is 
necessary to establish a reasonable set of evaluation index system and evaluation 
method. According to this problem, using SWOT method, this paper analyses the 
comprehensive transportation's strengths, weaknesses, development environment's 
opportunities and challenges, to evaluate comprehensive transportation's development 
environment objectively and scientifically, to promote the development of the 
comprehensive transportation effectively. And the results can be the important basis of 
formulating policies, developing industry management, scientizing programming plans 
for transportation department. 

2   Influence Factors of Comprehensive Transportation 's 
Development Environment 

SWOT is also called situation analysis, among them, S representative strength, W 
represents weakness, 0 represents opportunity, T represent threat. SWOT is a kind of 
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strategic analysis method, which can analyse the object's strength, weakness,  
opportunity and threat, through the internal resources, external environment. Combining 
mathematical evaluation methods, it can reach the conclusion with comprehensive 
evaluation and analysis. The external factor refers to the factor that traffic managers 
cannot or hardly can change the situation through his own department or subjective 
effort, but this factor is an important component of comprehensive transportation's 
competitive. As comprehensive transportation is concerned, state and local government 
whether to support the comprehensive transportation's development, economic 
development level and transportation investment, natural conditions, location, residents 
of spontaneous choose travel way and so on, all those transportation management 
department can't change. Internal factors are those which can be changed through the 
traffic management department's own efforts. Improving the service level of 
transportation is one of the important factors, the service level of traffic indicators 
including transportation infrastructure, transportation coordination between the 
development, the quality of the traffic administrative department, etc. 

Therefore, using SWOT method to analyse comprehensive transportation's 
development environment, it can based on internal resources and external environment. 
Comprehensive transportation environmental factor can be divided into two categories: 
the internal and external. 

2.1   Internal Factors 1U  

From their own perspective, internal factors analyse its strength and weakness (S, W). 
 
(1) Transportation infrastructure 

1l  

Comprehensive transportation infrastructure including the infrastructure of highway, 
railway, aviation, water transport, pipelines and transportation hub and so on, and 
highway, railway, aviation and hub primarily are the main.  
 
(2) The coordination of the transportation 

2l  

The coordination of the transportation can be considered from two aspects: planning 
research and construction  management. Planning is the foundation, and construction 
management research is the guarantee. 
 

(3) The quality of the traffic administrative department 3l  

Traffic management department's quality is the guarantee of comprehensive 
transportation's development. 

2.2   External Factors 2U   

From the perspective of environment, external factors analyzes the opportunities and 
weaknesses (O, T) supplied by environment for developing comprehensive 
transportation.  
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(1) Location 
1m  

Location factors can be divided into the location in the domestic and international, 
and the domestic location is the main one. 
 
(2) Policy 

2m  

It is mainly about policy that develop comprehensive transportation, and can be two 
levels: the national policy and local policies. The local policy affect the comprehensive 
transportation's environment directly. 
 

(3) Economic 3m  

It mainly refers economic strength that support comprehensive transportation's 
development, which can be reflected such as GDP level, traffic fixed investment, the 
development level of urban and rural, and so on. 
 
(4) Natural conditions 

4m  

It mainly refers the natural conditions that related comprehensive transportation's 
development, such as land resources, geology, topography, etc. 
 

(5) Residents travel's conditions 5m  

With the economic and social development, we can see residents travel's conditions is 
diversity and particularity from consumption that residents spending on transportation. 

2.3   Factors' Value and the Relationship with SWOT 

This paper collected the indexs by the acquisition of the method, the concrete 
classification is as follow: (1) If the quantitative index and related material is all 
ready, with objective quantitative values to corresponding indexes’value are 
quantitative values as it's criterion, such as transportation infrastructure, economic, 
etc. (2) If the quantitative index data collection is not complete, ask for the expert's 
advice, ask them to give the evaluation results and concentrate the results. Take the 
results as the value, such as residents option trip mode, etc.(3) If it is qualitative 
indexes, design various grades comments, ask experts to choose corresponding level, 
and then concentrate, the comments may be as the corresponding indexes, such as 
location, traffic's coordination, policy, natural conditions, etc. 

Multiple attribute decision making system meet the problem that the index is not 
male degree sexual and contradictoriness inescapable. Because of not male degree 
sexual, index has no unified metrics so it can't direct contrast. Therefore, before using 
index system to evaluate, the specific indexes must be standardized attribute values, 
and unified transformation to standardization within [0, 1]. 

When the influence factor's value is in [0,0.5], it means the factor is the weakness 
when develop comprehensive transportation or the factor take treat for comprehensive 
transportation. When the influence factor's value is in [0.5,1], it means the factor is 
the strength when develop comprehensive transportation or the factor take 
opportunity for comprehensive transportation.  
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3   Evaluation Method of Comprehensive Transportation 's 
Development Environment  

Factors that influence comprehensive transportation's development environmental are 
many, which also can't be quantified easily. So, it is applicable to use AHP and Fuzzy 
comprehensive evaluation that combine qualitative and quantitative evaluating 
comprehensive transportation's development environmental. Considering relative 
importance of all factors, calculating every factor's weight by AHP and setting up 
Fuzzy evaluation matrix, the result of comprehensive transportation's development 
environment can be reached. 
 
(1) Calculating every factor's weight by AHP 

Table 1. Analysis table of total index weight 

1U  

2U  

0.64 0.36 

Table 2. Analysis table of internal index weight  

 1l  2l  3l  

0.62 0.33 0.05 

Table 3. Analysis table of external index weight  

1m  2m  3m  4m  5m
 

0.32 0.22 0.25 0.09 0.12 

 
(2) Establish fuzzy evaluation judgment matrix 
Using the method of experts investigation, working out the comments set V = {strength, 
weakness, opportunity, threat}, this paper sets up fuzzy evaluation judgment matrix of 
technical evaluation index. 
 
(3) Results of fuzzy comprehensive's evaluation  
According to the method of fuzzy comprehensive's evaluation, the weight of each 
indicator and fuzzy evaluation judgment matrix, it can be calculated as follow: 

BwP ⋅=  (1) 

According to the principles of maximum membership degree, results of fuzzy 
comprehensive's evaluation about comprehensive transportation's development 
environment can be reached. 
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4   Case Study 

Traffic network have been formatted basically in Zhejiang province. Economic and 
social development has brought more traffic demand than traffic supply, so it 
necessary to develop traffic network from high quantity to high quality. Taking 
Zhejiang province as an example, according to the actual situation of Zhejiang 
province, this paper uses the SWOT to analyse the internal and external environment 
of comprehensive transportation. And then, using experts investigation to grade 
internal and external factors, scope of the value is between [0,1]. When the value of 
internal factor is between [0,0.5], it means the factor is the weakness when develop 
comprehensive transportation. When the value of external factor is between [0,0.5], it 
means the factor takes treat for comprehensive transportation. When the value of 
internal factor is between [0.5,1], it means the factor is the strength when develop 
comprehensive transportation. When the value of external factor is between [0.5,1], it 
means the factor takes opportunity for comprehensive transportation. When the 
influence factor's value is in [0.5,1], it means the factor is the strength when develop 
comprehensive transportation or the factor take opportunity for comprehensive 
transportation. And then this paper can reach the judgment matrix of fuzzy evaluation. 
At last, according to the principles of maximum membership degree, the results can 
be reached.  

First, establish an fuzzy comprehensive judgment matrix 

Table 4. The fuzzy comprehensive judgment matrix 

 

Evaluation matrix Strength Opportunity Weakness Treat 

1l  0.712 
 

0.288 
 

2l  0.617 
 

0.383 
 

internal 
factors  

3l  0.875  0.125  

1m   0.875  0.125 

2m   0.793  0.207 

3m   0.674  0.326 

4m  

 

0.279 
 

0.721 

external 
factors  

5m  
 

0.501 
 

0.499 

 
Secondly, according to the fuzzy comprehensive evaluation method, the weight of 

the factors (table 1,2,3) and fuzzy evaluation judgment matrix, it calculates as follow: 
Internal factor evaluation's results: 

 1 1 1p w B= ⋅ ={0.6888 0 0.3112 0}  
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External factor evaluation's results: 

2 2 2p w B= ⋅ ={0 0.70819 0 0.29181}  

Comprehensive factors evaluation's results : 

( )1 2p w p p= +i / 2 ={0.440832  0.254948  0.199168  0.105052} 
 

According to the principles of maximum membership degree, the result that fuzzy 
comprehensive's evaluation about comprehensive transportation development 
environment of external factors is strength to develop comprehensive transportation. 

5   Conclusion 

(1) This paper uses SWOT to analyse factors affecting comprehensive transportation 
development environment, and divides the factors into two parts: internal resources 
factor and external environment factors. Internal factors include location, transport 
infrastructure, transportation cohesion, etc. External factors include policy, economic 
and natural conditions, residents travel's conditions, etc. 
 
(2) Considering relative importance of all factors, calculating every factor's weight by 
AHP and setting up Fuzzy evaluation matrix, the result of comprehensive 
transportation's development environment can be reached. Taking Zhejiang province 
as an example, the evaluation result is Strength. so, it is applicable to develop 
comprehensive transportation in Zhejiang province. 
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Abstract. Data migration refers to the process of moving the data from one 
database environment to another. This article describes the general methods and 
procedures of the data migration between heterogeneous databases and the 
implementation of data migration from Oracle to MySQL. It also analyzes the 
causes of heterogeneity between different databases, the principle of data 
migration and establishes a general model of heterogeneous data migration 
platform. 
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1   Preface 

With the development of computer application and database technology, the database 
is often used to store and manage large amounts of data. In the development and 
application of database or some integrated applications using a database, sometimes 
because the existing data management system of the enterprise needs to upgrade or 
update, or the different sites of dynamic website use different local database systems, 
or the historical data of old system needs to be migrated to the new or the same data 
needs to be applied to different sites, the data created already in a database 
environment usually needs to be migrated to another. So the data migration between 
remote or heterogeneous database systems needs to be resolved. 

2   The Data Heterogeneity and Migration Methods 

Data migration specifically refers to the complete migration of the database of the 
source server and all of the table structure, data, associated indices, triggers and stored 
processes of it to the purpose server, and then the new database can be fully 
operational. The process includes not only moving data, but also data format 
conversion [5]. Heterogeneous database means the database systems of source and 
target have heterogeneity, and this heterogeneity is reflected in three aspects (as shown 
in Figure 1).  
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Fig. 1. Several Heterogeneities between Different Databases 

It’s quite difficult to achieve a smooth data migration between the heterogeneous 
databases successfully. 

There are many ways to migrate data between heterogeneous databases: the 
dedicated data migration tools can be used, or combine professional tool with 
procedures developed, or compile dynamic SQL statements, and SHEN F X, ZHU Q M, 
etc. proposed the dynamic SQL migration based on JDBC and XML, and HUANG P, 
etc. proposed the design and implementation of cross-platform data migration based on 
Java and XML and developed the associated software [7]. There are a lot of data 
migration tools in the current. With the development of database technology, data 
migration tools are increasingly demanded to have a good function, simple operation 
and better realization of heterogeneous databases compatibility, but any one of the 
available data migration tools can not possess all of these properties and only can meet 
the general requirements. They can not handle many details of special requirements and 
are not suitable for large data volume of data migration; Combining professional tool 
with procedures developed can quickly complete the complex migration tasks 
containing large amounts of data, for example Data Stage and PL / SQL; Only 
compiling dynamic SQL statements for data migration is relatively cumbersome, 
especially when the data volume is very large and different syntax and functions of 
heterogeneous databases request to be made individual treatment; The dynamic SQL 
migration based on JDBC and XML has certain general effect because it is also suitable 
for the migration containing large amount, can well support Chinese and applies to most 
of relational databases [2]; the cross-platform data migration based on Java and XML 
also has some general effect and supports a variety of cross-platform data migration . 
Although the last two methods have considerable advantages in universality and quality 
of data migration, but they have a higher professional requirement to the migration 
operators. These methods have advantages and disadvantages of their own. The 
migration operators can select the appropriate transfer method according to their 
abilities and the requirements of tasks to achieve a smooth migration of the database 
structure, content and its system quickly, accurately, and efficiently.  

3   Data Migration Model and  Process 

Data migration model is shown in the following figure. The data source should be fully 
understood and identified in identifying the data source module. All data included in the 
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data dictionary, applications documents and text fields can be identified by refering in 
the JCL, application guidelines and documents and so on. The mapping of source to 
target data needs to be established after determining the real data source, including the 
conversion mapping of the metadata and the corresponding relationship of the 
composing fields while data integrated. The default type of the Source type in the target 
database requires some corresponding type matching treatment before starting the data 
extraction, assembly, conversion template settings, data acquisition and transmission. 
Log and review function should be designed to record a variety of anomalies happening 
in the migration and indicate the details so as to analyze and deal with these anomalies. 

Source data Connection

Data dictionary extraction

target database

Target data connection

data collection, transmission

Log 
and 
error 

handling

Data assemblyEstablish the mappingData Query

Mapping process

source database
 

Fig. 2. Data migration model 

Database Data Migration is very challenging and the valuable data resources will face 
the risk of loss once the inappropriate measures are adopted. We need to be well-planned 
and well-prepared if we are to succeed in achieving the smooth migration of database 
data. The process can be generally divided into three steps: preparation before data 
migration, migrating of data and the check after data migration [3]. Data should be made 
a full backup to prevent loss. And then install the relevant hardware and software 
facilities and finish the configuration of important parameters seriously. It is very 
important to analyze carefully and determine the various grammatical and semantic 
conflict of the two database models, for example naming conflict, if the identifier of the 
source model is the reserved word of the target, then renaming is needed; Format 
conflict, if the same data type in the two database models has different representations 
and semantic differences, then the transformation function between the two models needs 
to be defined; Structure conflict, if data definition model between the two database 
systems is different-such as the relational model and the hierarchical model, then the 
entity attributes and links need to be redefined to prevent the loss of property or contact 
information. As the development and application of large database Oracle are different 
from small database system MySQL in resource utilization, table structure design and 
database structure, the operation must be properly in accordance with established 
programs, and particularly the details need to be dealt with in the process of data 
migration to prevent such problems: (1)different character sets of old and new databases  
result in garbage problem, particularly the Chinese garbled; (2)the new database may not 
recognize some specific functions and technology of the old database , and even some 
characteristics of the old database may conflict with  the new database's after migration 
[2]. The new database should be checked to the integrity and consistency of data after 
migration and the related database parameters and performance in the application 
procedures need to be adjusted until the application system can run successfully.  
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4   Data Migration between Oracle and MySQL 

The database of client network center is MySQL, but we applied Oracle which is more 
widely used in the current when we started designing web sites. In order to enable our 
customers to run the website in their own application environment and save server 
resources, we have to migrate of the data from Oracle to MySQL. The data migration 
from Oracle to MySQL mainly needs six aspects: Table, including table structure and 
data; Triggers; Stored procedure, function and package; Job; Users and some other 
aspects; overcoming the differences in details happening when the related application 
procedure accesses with the SQL statement.  

Many existing migration tools are designed and developed based on ETL. They 
integrate data extraction, transformation, loading in one and have visual user interface. 
That makes the migration easy and fast. So using data migration tool is a relatively 
popular method, although the current data migration tools can not guarantee data 
integrity, consistency and accuracy after migration, the data volume of the database 
involved in the small site is not large and the operator does not have a deep 
understanding and accurate grasp to the professional database language use in the last 
two methods, and so data migration tool with simple operation and relatively high 
speed is an appropriate choice.  

 

 

Fig. 3. ETL architecture 

4.1    Implementation of Data Migration from Oracle to MySQL 

MySQL GUI Tools is a MySQL database management console with visual interface 
provided by MySQL Official. It includes four graphical applications: MySQL Migration 
Toolkit, MySQL Administrator, MySQL Query Browser, MySQL Workbench, and 
these graphical management tools can greatly improve database management, backup, 
migration and query efficiency. MySQLMigrationTool of these is designed for the data 
conversion between MySQL and the other database. It applies to MySQL5.0 or later. It 
provides very powerful function and can complete data migration between Oracle, or 
Microsoft SQL Server, or Microsoft Access, or Sybase, or MaxDB and MySQL. It uses 
the JDBC connection, has a higher speed and is very suitable for the migration of the 
large data. Direct Migration generally includes eight steps: specify the link parameters 
of the source and target database server, here Oracle Database Server is selected as the 
source database of course, but it should be noted that we have to download a driver 
package ojdbc.jar14 and then select “Locate Driver on Harddisk”, just after that we can 
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restart the MySQL Migration Toolkit to continue to configure the relevant parameters; 
choose the objects (tables, views, sequences, etc.) to be migrated; choose the needed 
mapping and conversion methods for the objects(because the Chinese data is used, we 
need set utf8 as the default character set, otherwise garbage problem will come); edit the 
new objects manually to ensure proper conversion; create the conversion object in the 
target MySQL server and the data migrated will be saved in the object; specify the data 
needed to be changed in the data migration and this can be used as the basis of the data 
validation after migration; MySQL migration toolkit transfers the data from the source 
server to the target server; at last MySQL migration toolkit creates a summary report for 
you to review. The summary report generated in the instance is shown in the following 
photos. We can see 16 tables and one view has been successfully migrated from the 
report, but those are not all the contents of data migration.  

 

 

Fig. 4. Is the migration record automatically generated by MySQLMigrationTool. 

Oracle to MySQL is the second tool to try. It is specially designed for the data 
conversion between Oracle and MySQL. The software itself is very small, but it has 
more powerful features. The configuration is very simple and it’s easy to use. You can 
directly transfer the data from Oracle to MySQL or export .sql files by using it and 
then import it to MySQL. After exporting the Oracle’s database as .sql files, in order to 
avoid garbage problem, we need to select gbk or utf8 as the default character set when 
the MySQL Server Instance is created. This is very critical. Then type “mysql -h 
hostname -u root -p” to enter the MySQL and after entering the password import the 
exported .sql file(data.sql) to MySQL using the command “mysql -h localhost -u root -
p data< e:\data.sql”. By default, MySQL limits the size of the imported file and the 
maximum is 2M, so the larger than 2M files can not be directly imported. And then 
you need to modify the related parameters in the file Php.ini: memory_limit=128M, 
upload_max_filesize=2M, post_max_size=8M to the size meeting the needs. It is 
generally recommended that these three values are set to be larger than the database 
file and the configuration value of post_max_size and memory_limit should be larger 
than the configuration value of upload_max_file. Only some of the objects have been 
migrated by using MySQL database query tool to view the new database after 
migration, and stored procedures, triggers, etc. are not migrated successfully. 
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Oracle and MySQL have some differences in structure, and although the two 
migration tools support different objects to migrate, they are not able to overcome 
these differences to achieve the complete migration of the six aspects at the same time 
from Oracle to MySQL. The contents not migrated successfully need to be modified 
manually to ensure the accuracy, completeness and consistency of the data migrated.  

4.2   Solution to the Contents without Being Migrated 

Use the query tools of old and new systems to check the quality of the data migrated 
and query the data on the same indicators, and then find only a lot of data and structure 
were successfully moved, purpose-built indexes, views, triggers, stored procedures and 
tasks were left because the two databases can not be compatible with each other. We 
have to recreate them one by one according to the relevant documents of source 
database Oracle to achieve the complete migration. Indexes, views, triggers and stored 
procedures can be recreated correspondingly according to the specific names and 
scripts found in the schema of management function in Oracle Enterprise Manager. If 
scripts are not chosen to recreate the indices and views, the following commands can 
be used:  

select index_name, uniqueness, status from ind where 
table_name=’EMP’ 
select view_name, text  from user_views 

to get their relevant information for the migration to MySQL; There are also not 
existing tools for the migration of triggers. Only later versions of MySQL 6.0 support 
for triggers and there are no ready tools for their migration. Because the syntax 
differences between the triggers of the two kinds of databases are relatively large, they 
are only added one by one manually according to the original logic in Oracle. The 
transplant package of stored procedures, functions, and packages is an object which 
Oracle uses to organize the logic function, and MySQL does not support it, so all the 
stored procedures, functions, etc. in this package should be put in the public procedures 
and functions of MySQL; Job is the method of Oracle achieving timing tasks while the 
method in MySQL6 is event. 

4.3   The Heterogeneity between Oracle and MySQL 

DBMS of different database systems define their own set of data types and 
corresponding mapping transformation needs to be made in the process of migration 
because of the data type differences between Oracle and MySQL(Mapping conversion 
table is shown in Table 1). After the map conversion some field types changed, and 
Data types which have changed need to be modified accordingly in the application 
program based on the database system. Otherwise, data type errors will occur in the 
process of practical application. We need to carefully deal with the default values of 
date field, primary key of table, the indexes of tables and so on. The bitmap indexes 
were converted to BTree indexes, tables and fields’ notes were lost. Because Oracle 
has no auto-increment field, sequence attributes in Oracle need to be converted into 
auto_increment property in MySQL, or sometimes a separate table is created to 
specifically record automatic growth-oriented data. 
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Table 1. Data type mapping between oracle and mysql 

Oracle  MySQL 
number(<11) integer 
number(>11) biginteger 
varchar2(<255) varchar 
varchar2(>255) text 
clob text 
date datetime 
binary_float float 
binary_double double precision 
blob longblob 
clob longtext 
char char 

 
The use of the reserved words in Oracle and MySQL is different. Reserved words 

can be used as table names and field names in Oracle and that does not affect the 
application. But in MySQL reserved words can not serve as the table names and field 
names. It will report a syntax error if you use that. So the reserved words of sql 
statements in MySQL are required to use the symbol ‘`’ to quote. 

Oracle and MySQL have different sensitivity to the case. Generally, case is not 
distinguished in Oracle but in MySQL the case sensitivity of the operating system used 
determines the case sensitivity of database names and table names. Case is sensitive in 
the operating system with Linux as the kernel. When the case is sensitive, the case of 
database name in MySQL should be the same as the one in Oracle, table names should 
be consistent with the table names in the sql string of application, the case of field 
names in the sql string should be consistent with the characters in double quotes if the 
field names use double quotes in the application. Table names and fields that are 
involved in and referenced by the application should be unified case. 

Oracle and MySQL have different restrictions to the length of the index. The 
maximum length of the Oracle's index is larger than the MySQL’s. From MySQL 
4.1.2, the length of the table index field of MyISAM and InnoDB can not be more 
than 1000 bytes. If this length is exceeded, it will report this error: ERROR 1071 
(42000): Specified key was too long; max key length is 1000 bytes. If it’s encoded in 
UTF-8, it is equivalent to 333 characters in length (because a UTF8 character takes up 
3 bytes), then the index definition or the defining length of the field needs to be 
modified.  

Because of the syntax differences in detail between the two databases, many SQL 
statements of the application need to be modified. The statements which are different 
but achieve the same functionality should be modified one by one after the migration. 
And then the application reconnected with the new database can run properly. 

In order to have a better compatibility and achieve a better data migration between 
the two databases, we must comply with the standard usage of the database, try not to 
use the specific usage of some database, avoid case-sensitive issue of the database and 
not use reserved words as table names and field names and so on. 
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5   Conclusion 

With the development of database technology and changes of database market, 
multiple database systems coexist and are used in combination. The existence of 
heterogeneous databases is inevitable and data migration between heterogeneous 
databases has become a common and important issue.  This article describes the 
general approach to solve such problems and the method of   completely migrating 
Oracle databases to MySQL. And then it puts forward the specific operation scheme 
and requirements. The application program can run smoothly after reconnecting with 
the new database system. It has some practicality. 
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Abstract. Global model of permanent magnet linear synchronous motor 
(PMLSM) drive system is built in this paper by bond graph method. In the 
global model each component of PMLSM drive system are concerned, which 
include motor driver, PMLSM, mechanism structure and sensor. 20-sim 
software is used to simulate the global model and do analysis of system’s 
character. Simulation results illustrate that time constant of inverter in motor 
driver results in response lag, and sensor resolution influences the following 
accuracy. The process of modeling and analyzing fully shows the superiority of 
bond graph method and 20-sim software in multi domain system. 

Keywords: PMLSM, global model, bond graph, motor driver, sensor quantitative 
error. 

1   Introduction 

Permanent magnet linear synchronous motor (PMLSM) drive system has been 
produced and distributed mainly through the modern industry technology, especially in 
semiconductor and electronic assembly industries[1], focusing on high acceleration, 
high speed, high precision, low noise, and simplification of driving apparatus. 

PMLSM drive system is a typical mechatronic system includes sensor, driver, 
motor, controller, and mechanical structure, in which integrates machine, electron, 
magnetism and thermal energy. The performances of whole system are influenced by 
both electrical parameters and kinetic parameters [2], so global model should be built 
to obtain satisfactory performance or understand characteristics of the system, 
meanwhile, the multi-domain modeling method should be adopted.  

Bond Graphs were used to develop the model. Bond graphs [3, 4] are a concise 
pictorial representation of all types of dynamic interactions. They offer a clear 
pictorial diagram that represents energetic interactions between elements and 
subsystems in physical systems. The PMLSM drive system existing in multi-domain 
is very suitable to modeling by bond graph technique. 

This paper build bond graph model of PMLSM drive system. Unlike previous 
works, motor driver and sensor quantitative error are concerned. Model verification 
and analysis are obtained basing 20-sim software. System structure is firstly described 
in section 2 and sub-models of each component are built separately in section 3. 
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Based on these sub-models, global model of PMLSM drive system is obtained in 
section 4 and system’s characters are also analyzed by 20-sim software in this section. 

2   PMLSM Drive System Structure 

A typical PMLSM drive system is as shown in Figure 1[5]. It contains PMLSM, 
sensor, motor driver, controller and mechanism. Slider and mechanism moving along 
the guide, sensor real time collects position data and transmit it to controller, 
controller send a control signal to motor driver according position and control 
algorithms, finally, motor driver gives the current signal to armature realize the 
motion control.  

In this paper, ironless PMLSM motors are appropriate choices for its lack of detent 
force. Controller is not contains in global model because of there may be different 
algorithm in different systems and applications. 

 

driver signal

control  
signal 

sensor 
signal 

PMLSM

sensor 

slider and
mechanism

 

Fig. 1. PMLSM drive system structure 

3   Modeling of Subsystem 

According above structure, global model of PMLSM drive system includes motor 
driver, PMLSM, sensor, and mechanism structure. When the model is constructed, 
each component is modeled separately. Then these sub-models assembled into an 
overall system model suitable for analysis or simulation. 

3.1   Bond Graphs of PMLSM 

PMLSM can be thought for a normal rotating permanent magnet synchronous motor 
(PMSM) cut down along the radial plane and unrolled. These two kinds of motors  
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have similar operation principle but different transmission ways. So the basic 
modeling of PMLSM is in accordance with that of rotating PMSM basing on 
electromagnetic theory.  

Vector control technology in d-q coordinate that can obtain motor’s constant 
coefficient differential equations by using coordinate transformation, is a widely used 
method of analyze and control motor. When field-oriented control is chosen, id =0, the 
motor force is proportional to iq, PMLSM can be treated as DC motor, the equivalent 
circuit is shown in figure 2[6]. Electromagnetic induction which is the basic working 
principle of motor can be described by the bond graph element gyrator. The motor’s 
bond graphs can be described directly basing the circuit as shown in figure 2. 

 

Fig. 2. Equivalent circuit and bond graphs of PMLSM 

Se denotes the input voltage in q-axis, I:Lq and R:Rs denote the inductance and 
resistance in circuit, GY denotes the energy conversion between magnetic energy and 
mechanical energy in air gap, Ke is the conversion coefficient. I:Mm denotes the slider 
mass. There are two 1-junctions in the bond graph, the first describes the voltage 
equation (1), and the second describes the force balance equation (2): 

dqqsq
π

d

d
vΨΨ

t
iRu

τ
++=  (1) 

Where, fddd ΨiLΨ +=  and qqq iLΨ =  are flux of d-axis and q-axis. Ψf is the flux of 

permanent magnet and it is a constant. There same current flow through these 
elements, so the 1-junction can be used. 

Lm FvMF +=  (2) 

FL is load force which has the same velocity with slider, so the 1-junction also can be 
used. 

3.2   Bond Graphs of Motor Driver 

Normally, the motor driver contains A/D converter, coordinate transformation part, 
current regulator ACR, PWM signal generator and inverter, as shown in figure 3. 
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Fig. 3. Structure of motor driver 

Current is collected by sensors in motor’s winding, and the data subtract with input 
signal of iq, then current regulator output generates SVPWM waveform, finally the 
inverter drive A/B/C winding of PMLSM according the SVPWM waveform.  

 

Fig. 4. Equivalent circuit of inverter 

 

Fig. 5. Bond graphs of inverter 

 

In motor driver, inverter can generally be treated as a first-order inertia link with time 
constant Tinv and equivalent gain Kinv. So it can be described by circuit in figure 4. In the 
circuit, A1 and A2 are amplifier, CRT 2inv = , 12inv / RRK = , and 43 RR = . According 

to the circuit, its bond graphs can be obtained in figure 5. 
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3.3   Sub-model of Sensor 

Sensor plays an important role in influencing performance of the positioning stage. A 
sensor’s measure signal inevitably contains the quantization error which caused by the 
resolution, the error may degrade the control performance [7]. 

A general structure of sensor with resolution a is shown in Figure 6. 
x and y denote sensor’s input and output. So the sensor can be treated as a special 

relay character which brings quantization error into system without taking the effect 
of signal processing into account. It can be modeled by block diagram. 

 

Fig. 6. Structure of general sensor 

3.4   Bond Graphs of Mechanism Structure 

Mechanism is simplified as a mass moving under external force and friction force, 
there is no deformation and rigid connection between load and slider.  

           

Fig. 7. Model of mechanism and its bond graphs 

 

Model of it is shown in figure 7. vvf μ=)( is the viscous friction, it is proportional 

to the speed. The total moving mass is slider mass Mm plus load mass ML, now the 
force balance equation (2) is become equation (3). Then the bond graphs can be built 
in figure 7: 

)()( Lm vfvMMF ++=  (3) 
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4   Global Model of System by 20-Sim Software 

20-sim [8] is a modeling and simulation program for ironic diagram, bond graph, block 
diagram and equation models. With it you can simulate the behavior of dynamic system, 
such as electrical, mechanical and hydraulic systems or any combination of these. 
According to sub-models in section 3, the global bond graphs of PMLSM drive system 
is in figure 8. Basing on the bond graphs, similar model can be built in 20-sim as shown 
in figure 9. In the simulation model, Ω= 66.0sR , mHLq 07.6= , ANKe /7.25=  are 

resistance, inductance and force constant of linear motor. 01.0=μ , 1inv =K , slider 

mass kgM 86.0m = , load mass kgM 3L = . 

In the model, sensor resolution is taken into account. It’s mainly a system that 
handles (powerless) signals, which is more conveniently described by block diagrams. 
In 20-sim software, bond graphs can be combined with block diagrams, the coupling 
can be performed by special sub-models. 1 junctions in 20-sim have a signal output 
which is equal to the flow, and can be used as input for a block diagram, such as the 
last 1 junction in figure 9. Similarly, the results of a block diagram can be converted 
into power by means of a generator. In a bond graph model, this can be done by 
connecting a signal to modulated source elements, such as MSe in figure 9. The first 
gain block that connected with 1 junction is reciprocal of resolution, and the type of 
its output is integer. Then the signal multiple with resolution, output signal can 
simulate the relay character of sensor that caused by resolution and results in 
quantitative error.  

 

Fig. 8. Bond graphs of PMLSM drive system 

 

 

Fig. 9. Bond graphs of PMLSM drive system in 20-sim software 
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20-sim consists of two main functions. The first function is the Editor (as figure9) 
for modeling and the second is the Simulator for analyzing.  

A square wave simulates the input of voltage drive. PMLSM drive system’s 
response is plot for different inverter time constant and different sensor resolution, as 
shown in figure 10 and figure 11. 
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Fig. 10. PMLSM drive system’s response to square wave with different inverter time constant 
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Fig. 11. PMLSM drive system’s response to square wave with different sensor resolution 

Figure 10 denotes the PMLSM drive system response to square wave with different 
inverter time constant. In the figure, switching frequency is 1 KHz, 10 KHz and 
infinity (in simulation it’s a large enough data), the response curve lagging more with 
the increase of time constant. Figure 11 denotes the PMLSM drive system response to 
square wave with different sensor resolution. In the figure, sensor resolution is 0.01, 
0.002, 0.001 and zero (that is ideal case, in simulation it’s a small enough data), the 
positioning error becomes larger with the decrease of sensor resolution. 

5   Conclusions 

This paper built a global model of PMLSM drive system using bond graph method. 
Unlike previous work, the model not only contains mechanism structure and 



622 T. Li, Y. Liu, and L. Sun 

electromagnet transformation, but also has signal processing. Meanwhile, it takes the 
inverter switching frequency and sensor resolution into account. 20-sim software 
provides a convenient tool for modeling and analyzing. Simulation results show that 
time constant of inverter in motor driver results in response lag, and sensor resolution 
influences the following accuracy. So the switching frequency of inverter should be 
the faster the better, and its effect should be concerned in control algorithm. The 
sensor resolution should be the higher the better. 
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Abstract. A novel photonic crystal fiber is proposed which is composed of a 
central defect core and a cladding with square mesh structure elliptical air holes. 
Its dispersion, birefringence, nonlinear and confinement loss are numerically 
investigated by full vector finite element method with anisotropic perfectly 
matched layers. And the novel PCF shows high birefringence high nonlinear 
negative dispersion effects which will be helpful to get admirable application in 
the field of polarization maintaining transmission system and dispersion 
compensation. 

Keywords: Fiber optics and optical communications, Photonic crystal fibers, 
nonlinear optics fibers, fiber design and fabrication, birefringence.  

1   Introduction 

Photonic crystal fiber (PCF) consisting of a periodic distribution of air holes along its 
length and a defect region in its center, have been intensively studied in recent years 
due to their unique optical properties [1-5]. Now, some researches focus on the design 
of PCF with ultra-low and ultra-flattened dispersion for practical application [6-8]. 
Also, some other researches are absorbed in studying high birefringence or even 
single-polarization single-mode characteristics. However, few researchers discuss the 
property of birefringence and dispersion simultaneously. It is well known that the 
dispersion control of PCF can be easily achieved by adjusting its structure parameters. 
Also note that the birefringence (HB) of PCF can be made by changing the air-hole 
diameter along two orthogonal axes [9, 10], known as asymmetric core design [11-13] 

or by replacing the circular holes with elliptical ones in the cladding [14]. Obviously, 
both the dispersion and the birefringence are strongly dependent on the geometry 
structure of the PCF, such as the dimension, pitch and arrangement of the air-holes.  

In this paper, a novel PCF is proposed which is composed of a central defect core 
and a cladding with square mesh structure elliptical airholes. Its dispersion, 
birefringence, nonlinear and confinement loss are numerically investigated by full 
vector finite element method (FV-FEM) with anisotropic perfectly matched layers 
(PMLs). Numerical results indicate that the proposed PCF shows high birefringence 
high nonlinear negative dispersion effect and stronger confinement ability of guided 
mode. It will be helpful to get admirable application in the field of polarization 
maintaining transmission system and dispersion compensation. 
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2   Design Principle and Theoretical Model 

The cross section of the proposed PCF is depicted in Fig. 1, its cladding geometry 
structure looks like to a simple square mesh. This structure is formed by introducing 
another air hole between two air holes along x-axis for every other line to the 
conventional rectangular lattice PCF to improve the capability of the dispersion 
compensation. All cladding airholes are squeezed elliptically in the y-axis to induce 
higher birefringence. And, by introducing the added air holes, the index contrast 
between core and cladding gets higher than that of the conventional rectangular lattice 
PCF. Therefore, the higher birefringence can be achieved compared to that of the 
conventional rectangular lattice PCF, while maintaining the improved dispersion 
compensation. It can be characterized by the lattice constants Λ, air-filling fraction d/Λ, 
the elliptical airhole major axis d and minor axis b and ellipticity η=b/d.  
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Fig. 1. Schematic cross-section of square mesh elliptical air holes PCF 

 

 
In general, the waveguide dispersion Dw(λ) of PCF, depending on the effective refractive 

index of the fundamental mode, can be determined according to the formula [15] 
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while, the birefringence is expressed as [16] 
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where C is the velocity of the light in vacuum, λ is the wavelength of the light, ny
eff and 

nx
eff are the effective refractive indices of two orthogonal polarization fundamental 

modes, and Re denotes the real part. Another, the leakage loss Lc(λ) of PCF can be 
determined according to the following formulation 
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where Im denotes the imaginary part. Hence, once the fundamental model refractive 
index neff is solved, the model birefringence B(λ), the dispersion parameter Dw(λ) and 
the leakage loss Lc(λ) can be obtained. In order to solve the fundamental model 
refractive index, here, we employ the FV-FEM to accurately predict sensitive 
properties [17].  

Meanwhile, the nonlinearity coefficient γ(λ) of PCF can be defined as 

eff
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n

λ
λγ = ,                                                  (5) 

where n2=3.0×10-20 m2/W is the nonlinear refractive index of silica material, and Aeff is 
the effective mode area, which is calculated by [15] 
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In what follows we investigate numerically the dependences of the values of 
dispersion Dw(λ) and birefringence B(λ) of the proposed PCF on its structural 
parameters in detail, with the purpose of controlling its dispersion profile in a wide 
wavelength range.  

3   Numerical Result and Discussion 

Firstly, we explore the dependences of Dw(λ) and B(λ) on the air-filling fraction d/Λ, 
The numerical results are shown in Fig. 2 by fixing Λ=2.0 μm and η=0.75. We can 
clearly obtain from Fig. 2(a) that the proposed PCF has negative dispersion parameter 
and negative dispersion slope in the wavelength range around 1.55μm, which 
demonstrates the excellent dispersion compensating property. Its dispersion decreases 
with the increase of wavelength and d/Λ. In the meantime, Fig. 2(b) shows that the 
dependence of the birefringence versus wavelength with different d/Λ. It is obviously 
that the birefringence increases with the increase of wavelength and d/Λ. According to 
Fig. 2, in order to gain a excellent negative dispersion parameter and a higher 
birefringence in a wavelength of 1.55 μm , we select the air-filling fraction d/Λ=0.5. 
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Fig. 2. Waveguide dispersion Dw(λ) (a) and birefringence B(λ) (b) versus wavelength for the 
proposed PCF with different air-filling fraction d/Λ. Λ=2.0 μm and η=0.75 
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Fig. 3. Waveguide dispersion Dw(λ) (a) and birefringence γ(λ) (b) versus wavelength for the 
proposed PCF with different values of pitch Λ. d/Λ=0.5, η=0.75. 

 
Next, the dependences of Dw(λ) and B(λ) on hole pitch Λ are simulated and shown in 

Fig. 3, with fixing air-filling fraction d/Λ=0.5 and hole ellipticity η=0.75, while 
changing Λ from 1.6 to 2.4 μm with a step of 0.2 μm. It can be seen from Fig. 3(a) that 
the value of Dw(λ) decreases gradually with wavelength in a shorter wavelength range, 
while increases in a longer wavelength range. Meanwhile, the Dw(λ) is enhanced by 
changing Λ from 1.6 to 2.4 μm in a step of 0.2 μm. Hence, the minimum dispersion 
wavelength is red-shift with the increase of Λ. Figure 3(b) shows that the B(λ) increases 
gradually with the increase of wavelength, and the γ(λ) decreases gently when Λ is 
increased. In order to obtain a higher B(λ) and through an overall consideration of the 
dispersion compensating, here, Λ=2.0 μm is selected. 
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Fig. 4. Waveguide dispersion Dw(λ) (a) and (b) birefringence B(λ) wavelength for the proposed 
PCF with different values of η. d/Λ=0.5 and Λ=2.0 μm. 

 
Finally, fixing d/Λ=0.5 and Λ=2.0 μm while changing air-hole ellipticity η, and the 

dependences of Dw(λ) and B(λ) on wavelength are further analyzed and depicted in Fig. 
4. It is clearly seen from Fig. 4(a) that the value of Dw(λ) increases when η is increased. 
While, Fig. 4(b) indicates that the value of B(λ) will become larger when η is decreased. 
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Here, with the purpose of achieving higher birefringence and optimizing dispersion 
compensation, we fix η=0.75 for the proposed PCF.  

According to the discussion above, in order to obtain a higher birefringence and a 
excellent dispersion compensation in a wavelength range around 1.55μm, the 
optimization structure parameters for the proposed PCF are found to be d/Λ=0.5, 
η=0.75 and Λ=2.0μm. By now, the proposed PCF has an admirable negative dispersion 
parameter and negative dispersion slope and higher birefringence closes to 7.9×10-3. 
Then, the confinement leakage loss, the mode field distributions and the nonlinearity 
coefficient of the optimized PCF are analyzed and shown in Fig. 5. It can be seen from 
Fig. 5(a) that the mode field is stronger confined in the core region. The stronger mode 
confinement can give rise to higher birefringence and lower leakage loss. Figure 5(b) 
provides the leakage loss of the optimized PCF, it has been significantly reduced to the 
order of 10-2 magnitude. Figure 5(c) shows that the nonlinearity coefficient closes to 65 
km-1 W-1. Hence, the optimized PCF has admirable low-loss and the incorporation of 
high birefringence high nonlinear negative dispersion, which will has important 
applications in the field of polarization maintaining transmission system and dispersion 
compensation. 
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Fig. 5. Contour plots of fundamental mode (a), nonlinearity coefficient (b), and leakage loss (c) 
for the proposed PCF with Λ=2.0 μm, d/Λ=0.50 and η=0.75 
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4   Conclusion  

A novel PCF is proposed which is composed of a central defect core and a cladding 
with square mesh structure by introducing another air hole row between two air hole 
rows for every other line to a conventional rectangular lattice PCF. Its dispersion, 
birefringence, nonlinearity and confinement loss are numerically investigated by 
FV-FEM with anisotropic perfectly matched layers. Numerical results indicate that the 
proposed PCF shows high birefringence high nonlinear negative dispersion effect, and 
stronger confinement ability of guided mode, in which the confinement loss is lower 
than 10-2dB/m. The wavelength for high birefringence negative dispersion can be 
optimized by adjusting the parameters of proposed PCF, such as Λ and d/Λ. The 
nonlinearity coefficient almost close to 65 km-1.w-1 and the birefringence is higher than 
10-3 over C band under the condition of Λ=2.0μm, d/Λ=0.5. It will be helpful to get 
admirable application in the field of polarization maintaining transmission system and 
dispersion compensation. 
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Abstract. With the development of the dispatch of airport vehicles, the tracking 
and monitoring system of snow removal vehicles in airport becomes more and 
more popular to improve the efficiency of snow removal operations in the snow 
days. Since the small scope of airport calls for high-precision tracking and 
positioning of snow removal vehicles, monitoring system of snow removal 
vehicles based on the Global Positioning System (GPS) can play an important 
role. In this paper, a monitoring system of snow removal vehicle terminal was 
introduced, which employed pseudo-range differential methods to locate the 
position and adopted General Packet Radio Service technology (GPRS) for the 
remote wireless transmission. And it also could make alarm to alert working 
drivers to pay attention to driving and keeping safety when a collision was 
imminent between vehicles and aircrafts or among vehicles. 

Keywords: Airport, Snow removal, Differential GPS, GPRS, Dispatch. 

1   Introduction 

With the development of Civil Aviation of China, the flight movements in large 
airports increase rapidly. However, it is very essential to clear the snow on the runway 
in the event of snowy weather. So there will be a problem that the monitoring center can 
not get the precise position of snow removal vehicles and its own state information 
timely to reduce the efficiency of snow removal system. Meanwhile, there will be a 
collision phenomenon among vehicles and aircrafts in the snow removal process. In 
addition, there will be some forbidden regions for snow removal vehicles at different 
times. If the vehicles invade the regions, it will affect other sectors or even cause an 
accident.  

An ideal solution is proposed in the vehicle monitoring system, which is based on 
GPS. At all runways of airport, the system can collect positioning information of snow 
removal vehicles through the GPS positioning technology dynamically and online. 
Data can be transmitted via GPRS between monitoring center and vehicle terminals. So 
the system can complete data collection by monitoring center and arrange snow 
removal task reasonably. 
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2   System Structure 

The equipment of vehicle terminal is mainly made up with ARM processor terminal, 
GPRS wireless transmission module, and GPS positioning module. This system employs 
embedded operating system /c os .The operating system of /c os  begins 

its transplantation by the transplantation of boot-loader of the system. Based on the 
fundamental program code of /c os , we should modify the system code 

corresponding to the new system hardware and this code will be called in the later 
program comfortably in the ARM development environment. Then we need to do the 
transplantation of /c os  System. At the same time, we also need to pay much 

attention to the configuration of the system kernel to generate the file system. Finally run 
the /c os  system and download it to FLASH when the test is OK[1]. 

 

Ⅱ−OSC /μ

 

Fig. 1. This shows the main flow chart of system 

Because /c os  is a multi-task system, it can be divided into several parallel 

tasks according to the actual needs of the vehicle terminal. Likewise this system can be 
divided into GPS signal receiving process, SMS task process, sending dispatch 
information and warning information process flow, LED display process and so on[2]. 
It is shown as Fig. 1.  

3   Technical Line 

3.1   Differential Position with Pseudo-range  

Differential GPS is a method which can improve the performance of timing and GPS 
positioning. It can take advantage of known coordinates obtained from the base station 
to get the distance from satellite to base station, and the distance will be compared with 
the measured one including error. Then the difference is filtered to calculate the 
deviation through a filter, and all satellite ranging error will be transmitted to users. 
Users can correct the measured pseudo-range by the ranging error. Finally, users’ 
coordinates can be obtained by the correction of pseudo-range. 
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The pseudo-range between station i and satellite j at time t is: 
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Where ( )j
ic t tδ δ−  is the equivalent distance error of the relative clock between 

receiver clock and satellite clock; j
iIδ is the equivalent distance error of the refraction 

delay of ionosphere at t time; j
iTδ is the equivalent distance error of the refraction 

delay of troposphere at t time; j
id ρ is the distance error caused by satellite ephemeris 

error. 
According to the known three-dimensional coordinates of the base station and the 

satellite ephemeris of GPS, we can calculate the geometric distance between the 
satellite and the base station. 
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So there is the difference between the geometric distance and the pseudo-range 
which contains various errors and is measured by the receiver of base station. 
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In this formula, j
iδρ  is the correction value of pseudo-range and will be sent to the 

user's receiver. The user's receiver makes the correction of distance plus measured 
pseudo-range to obtain the corrected pseudo-range. 
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Differential positioning can improve the precision of positioning by counteracting of 
the errors of the two stations, so their common error is related to the distance between 
base station and vehicle terminal. With the distance increasing, the error is gradually 
decreased. Therefore, because of seeking more precise positioning, it is very important 
to decrease the distance between base station and vehicle terminal[3]. 

In this terminal, GPS receiver of base station sends pseudo-range differential 
information continuously, and the vehicle terminal continues to receive the differential 
information to correct their positioning information. Then we can obtain more precise 
location information. Since the scope of the monitored airport is not large, we can 
assume that the common system error of the two stations is the same. Before GPS 
module works, we should use ARM processor to initialize the module, including 
configuration of the module's baud rate, data output format, output parameters and 
interval of output time.  
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Establish the buffer to receive the positioning data and save the data. Then set the 
receiving flag and determine whether the head of string containing $GPRMC of ASCII 
code. If it is yes, extract the time, latitude, longitude and speed information after the $ 
letter[4]. It is shown as Fig. 2.  

 

Fig. 2. This shows the receiving process of GPS signal 

3.2   Wireless Transmission of Data  

GPRS introduces two new network nodes based on the original GSM network of 
circuit-switched approach: GPRS service node (SGSN) and GPRS gateway nodes 
(GGSN).  

 

 

Fig. 3. This shows a GPRS system diagram 

GPRS terminal can obtain data from the client system through the interface, and 
processed data of GPRS packet is sent to the base station of GSM. After packet data 
being encapsulated by the SGSN, SGSN can communicate through GGSN which is the 
supporting node between GPRS backbone and gateway. The packet data is processed 
by GGSN correspondingly and will be sent to the destination network, including the 
Internet[5]. System diagram is shown in Fig. 3. 
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In the design of the terminal, we should initialize the baud rate of serial 
communication and the system, and create the thread to read the return information of 
GPRS module. Configure the properties of serial port and read the content of the 
message to be sent in file when sending SMS. After reading it successfully, it will be 
sent to the destination, as shown in Fig. 4. 

 

Fig. 4. This shows the sending SMS process 

3.3   Sending Dispatch Information and Warning Messages 

Location information and status information of snow removal vehicles can be displayed 
on the GIS (geographic information system) in detail. Then the monitoring center can 
summarize and analyze snow removal tasks for making a warning according to this 
information when there is an accident. Dispatch command and warning messages will 
be sent to the vehicle terminal via GPRS. 

When the vehicle terminals receive this information, the speech data stored in 
FLASH will be broadcasted based on the dispatch command to control the snow 
removal task and warn an accident. 

Speech content for broadcasting can be stored into FLASH in advance, and it can 
reduce amount of data for wireless transmission apparently. The monitoring center can 
broadcast it with a few simple commands to dispatch or alert the drivers. As shown in 
Fig. 5. 
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Fig. 5. Process of receiving dispatch information and sending warning messages 

4   Summary  

The system can achieve the function of terminal positioning, communication with the 
monitoring center and alarm. The system uses the positioning method of pseudo-range 
differential, which can improve the positioning accuracy of the vehicles. And the 
accuracy could reach sub-meter. At the same time, the system has characteristics of 
low-cost, wide system coverage, lower maintenance cost and reliable communication. 
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Abstract. The rotors are the key components of engine which its’ performance 
deterioration play the important role in the engine performance. The component 
characteristic is revised through the compressor and turbine component revised 
factor. The performance deterioration of engine model is established based on 
the revised component characteristic which presented a new cloud particle 
swarm optimization in order to accelerate convergence. The effects of 
component performance deterioration are analyzed. The results offer theoretical 
referenced value to rotor component even engine performance deterioration and 
relative influence between components. 

Keywords: component characteristic, performance deterioration, cloud particle 
swarm optimization. 

1   Introduction 

The rotors are the key components of engine which include compressor and turbine. The 
rotors are the major composition which its’ deterioration play the important role in the 
engine performance. The short performance deterioration and fault diagnostic model are 
presented for CF6 and JD9T by NASA, which provides information for assessing the 
effect on overall performance. A polynomial function has been specified to the variety 
trend of components. Much research of rotors performance focus on component 
performance [1-3].Professor Li has commented on the effect of the single stage 
compressor performance to the whole engine[4]. While the compressor and the turbine 
have gas dynamic contact, the compressor with small deviation may affect the other such 
as turbine. The present paper discusses the deterioration of jet engine performance caused 
by compressor deviation, turbine deviation and the two component deviation at the same 
time. From different view of developing the rotors performance analysis, the conclusion 
can supply the whole engine performance evaluation and control with a reference. 

2   Engine Performance Model Based on Characteristic Revised 

Deterioration of rotors performance is caused by several mechanisms, which are tip 
clearance increase, airfoil shape change and surface quality change. Mechanism wear 
and erosion can be responsible for clearance changes, erosion and corrosion can change 
airfoil shape and surface quality, while fouling changes mainly surface quality and 
secondarily shape. Turbines suffer from the same main types of changes, but in this case 
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shape changes have a more direct and pronounced effect on swallowing capacity. Vane 
trailing edge bowing and trailing edge erosion are effects that may increase swallowing 
capacity, while affecting efficiency at the same time. Swallowing capacity can decrease 
in the case deposits are formed on the airfoils surface. A common feature of all cases is 
the reduction in component efficiency. Swallowing capacity reduces for compressors 
while it can either reduce of increase in turbines. Different causes and mechanisms of 
performance deterioration of rotors are induced the component characteristic variation, 
while the component characteristic determined the precision of performance model. 
After revised the component characteristic such as high compressor and low turbine, the 
more accurate solution can be obtained at the given operating point. 

Parameters employed to characterize the condition of each component are a flow 
factor SW and an efficiency factor SE. They determine how component flow capacity 
and efficiency are modified with respect to a reference condition. For a component 
with entrance at station i of the engine, the flow factor is defined:  

[ ] )//()/()/( 000000
'

iiiiiiiiii PTWPTWPTWSW ⋅⋅−⋅=  (1)

efficiency factor:  

00
' /)( iiiiSE ηηη −=  (2)

i0 is the criterion value for given condition. 
 

ε<

 

Fig. 1. Computational flow of effect of component deterioration on engine performance 
deterioration 



 Research the Effect of Component Deterioration 639 

The revised characteristic of rotor components is used to set up performance mode 
for given operating condition, which can produce the effect to performance parameter 
with the rotor components deterioration. The computational flow and principle is 
shown in Fig.1. 

3   Cloud Particle Swarm Optimization Algorithm 

When the characteristic parameters of components have changed, the convergence 
speed is slow for stability model so that the calculating time may have been increased. 
Taking the case into consideration, a new approach based on cloud particle swarm 
optimization algorithm has been produced in order to accelerate the convergence 
speed.  

The particle swarm optimization algorithm has been advanced by Kennedy[5].. 
Keeping the formula of the basic particle swarm speed and position, references have 
advanced the improvement at the convergence aspect[6-9]. The real optimization 
search course can’t appear through the basic particle swarm algorithm. The technique 
presented here based on the cloud generation implement, which can bring a new 
strategy creating weight factors rely on individual adaptive value. 

Generally, the species group has been divided by three subgroups, each subgroup 
employs different strategy of weight factor. If the scale of particle swarm is m , the 

adaptive value if is the particle ix  at the kth iterative, so the mean adaptive value of 

particle swarm is mff
m

i
iavg ⎟
⎠

⎞
⎜
⎝

⎛= ∑
=1

; if the adaptive value larger than avgf ,then average 

all values , 'avgf is got; if the adaptive value smaller than avgf ,then average all 

values , ''avgf is got; the adaptive value of optimized is minf . 

If if  smaller than 'avgf   , then the particle is excellent particle so its weight factor 

is defined as 0.2 which can accelerate the convergence; If  if  larger than 'avgf , the 

weight factor of the particle is defined as 0.9. 

If the value of particle if  is in the scope ''avgf and 'avgf , then the weight factor 

has been dynamically adjusted by cloud generation implement. The algorithm is 
described as follows: 

 

'avgfEx =  

( ) 11min' cffEn avg −=  

22cEnHe =  

 

 



640 Y. Wang and L. Dong 

),(' HeEnnormrndEn =  

( )
( )2

2

'25.09.0 En

Exfi

ew
−−

×−=
 

Where 11c 、 22c is control parameters, En  can affect the cliffy of the normal cloud. 

the value of En is larger, the horizontal width of the cloud is more wide. In order to 

enhance the speed and precision, then 9.211 =c . The scatter degree is decided by 

He .If the He  is too small, the randomness will be lossed at a certain extent; If the 

He  is too large, then the stable tendentiousness can be lossed, so 1022 =c . The 

cloud particle swarm optimization algorithm has been formed based on the adjusted 
strategy of weight factor, the computational flow is shown as Fig.2. Compared with 
the basic particle swarm optimization algorithm, the new algorithm can significantly 
decrease the amplitude of particle movement and accelerate the convergence of 
model. 

 

 

Fig. 2. Computational flow of the cloud particle swarm optimization algorithm 

4   Simulation Calculation 

As a case, the performance deviation caused by single component and the combined 
component is simulated on the performance deterioration model at the largest military 
condition. The results are shown as fig.3 and fig.4. 
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Fig. 3. The effect cure of the engine performance parameter variation   
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Fig. 4. The effect cure of the compressor performance variation to the turbine at the same shaft 
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Fig. 4. (continued) 

 
From the simulating results, the conclusion can be drawn that the importance 

degree to the whole engine performance in proper sequence is the low-pressure 
compressor, the high-pressure compressor, the low-pressure turbine and the high-
pressure turbine. At the same time, the performance deterioration of compressor 
influences the whole engine performance is more critical than the turbine, so that the 
quantitative calculation can be obtained. 

5   Conclusion 

The rotors are the major composition which its’ deterioration play the important role in 
the engine performance. The component characteristic is revised introducing the revised 
factor in order to increase the precision of model. The performance deterioration of 
engine model is established based on the revised component characteristic which 
presented a new cloud particle swarm optimization in order to accelerate convergence. 
The main conclusions are drawn as follows: 

The effects of component performance deterioration are analyzed. The results offer 
theoretical referenced value to rotor component even engine performance deterioration 
and relative influence between components. 

 
1) Compared with the basic particle swarm optimization algorithm, the new 

algorithm can significantly reduce iteration times, accelerate the model convergence 
speed. 

2) The performance deterioration of engine model is established based on the 
revised component characteristic, so that the quantitative relationship of the rotors 
performance deterioration and engine performance has been obtained which can 
provide the basis for the engine condition monitoring. 

3) The conclusion from the given turbofan engine can be extended to other models.  
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Research of Engine Performance Deterioration Based on 
Optimal BP with GE Algorithm 

Wang Yong-Hua, Li Dong, and Meng Lu 
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Abstract. This paper establishes nonlinear model of engine component 
performance parameters and engine measure parameters by using BP neural net, 
researches variation of engine performance. In the training of BP net, model 
precision is elevated by introducing random weight factor in the input, and 
optimizing key parameters using GE algorithm. This paper provides theoretical 
reference for performance deterioration. 

Keywords: engine performance, BP net, random weight factor, optimal.  

1   Introduction 

As time used prolongs, main gas component performance in the engine decrease, namely 
compressor and turbine, which leads to whole engine experience performance 
deterioration [1-2]. In the process of engine performance deterioration, it can prolong 
engine life used and reduce maintenance cost by measures to restoring performance of 
deteriorated engine to some extent. Formerly, there is lack of research of engine 
performance deterioration, most focus on data record of performance deterioration, 
lacking of systematical research. Research performance variation using engine stable 
model, applicative means tend to modifying component characteristic parameters. But if 
component characteristic parameters vary too much, it maybe cause model to not 
converge, the results are wrong. The complexity of engine configuration, much nonlinear 
of gas component, jacobi matrix expresses their nonlinear relationship not very well.  

BP neural net is a nonlinear mapping, nonlinear model of engine performance 
parameter and measure parameter is established, variation of engine performance is 
researched by variation of measure parameters. In the BP neural net, embedding 
random weight coefficient in the input of neural net is proposed, optimizing learning 
coefficient of BP, middle level and random weight coefficient by GE algorithm, raising 
train precise of BP neural net. 

2   Determine Engine Component Performance Parameters 

This paper uses BP neural net of optimal GE algorithm, establishes model of engine 
component performance parameters and measure parameters. In the primary selecting 
of model, component performance parameters are determined as fan flow mass 

deterioration ( fM αΔ ), fan efficiency deterioration ( fαηΔ ), high pressure compressor 

flow mass deterioration ( cM αΔ ), high pressure efficiency deterioration ( cαηΔ ), high 
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pressure turbine flow mass deterioration ( tHMΔ ), high pressure turbine efficiency 

deterioration ( tHηΔ ), low pressure turbine flow mass deterioration ( tLMΔ ), low 

pressure efficiency deterioration ( tLηΔ ). Measure parameters are determined by low 

pressure rotor speed ( 0NL ), high pressure rotor speed ( 0NH ), high pressure 

compressor pressure ( 30Pt ), outlet temperature ( 8Tt . Performance deterioration 
parameters are selected which influence output parameters by further analysis. 

Performance deterioration of engine mostly focus on decrease of thrust and increase 
of oil rate, when outlet geometrical area is constant, decrease of thrust mainly focus on 
decrease of flow mass in the outlet, but fuel flow mass only occupies little proportion of 

air, therefore decrease of thrust is mainly caused by decrease of air, therefore afMΔ  

and acMΔ are selected. Increase of oil consumption focuses on decrease of rotor 

component efficiency, because turbine works in the environment of high temperature 
and high pressure, it makes turbine efficiency decrease, therefore, it need consider 

THηΔ  and TLηΔ [3, 4]. 

Qualitative analysis is work out by researching the relativity of performance 
parameter and output parameter [5], find out some parameters which largely influence 
performance parameter on output parameter. Here relative coefficient is defined: 

iationparametereperformanciiationparameteroutputjr thth
ij var/var=  

(1) 

Its physical means is the effect of ith performance parameter variation on jth output 
parameter. Adopting disturbing method, respectively change 1.0% of performance 
parameter, compute corresponding percentage of output, disturbing performance 
parameter, variation of output parameter is showed at table 1. The results are gained by 
data in table 1 is divided by 1.0%. 

Table 1. Variation of output parameters 

 0NL  0NH  30Pt  8Tt  

fM αΔ  -0.0313 0.0308 0.6018 0.5760 

fαηΔ  0.0928 -0.0616 0.4117 0.3840 

cM αΔ  -0.2000 -0.0616 1.0082 0.4526 

cαηΔ  -0.0838 -0.0308 0.4117 0.3154 

tHMΔ  0.190 0.0924 1.0663 0.0960 

tHηΔ  -0.0359 -0.1541 -0.6440 -0.0274 

tLMΔ  0.2800 -0.0616 0.7232 0.0960 

tLηΔ  -0.2100 -0.1233 -0.7126 0.0411 
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For conveniently analysis, find performance parameter which influence some output 
parameter mostly, normalize relative parameters, normalized according 

to jjj rrr 821 ...,, , normalized parameters are gained: 

∑
=

=
8

1

2/
k

ijijij rrr  , )8,,2,13,2,1( ⋅⋅⋅== ji  (2) 

Results are showed at table 2. 
 

Table 2. Unitary correlative coefficient 

 0NL  0NH  30Pt  8Tt  

fM αΔ  0.0672 0.1250 0.2902 0.6422 

fαηΔ  0.1994 0.2500 0.1986 0.4281 

cM αΔ  0.4298 0.2500 0.4862 0.5046 

cαηΔ  0.1801 0.1250 0.1986 0.3517 

tHMΔ  0.4084 0.3750 0.5142 0.1070 

tHηΔ  0.0771 0.6250 0.3106 0.0306 

tLMΔ  0.6018 0.2500 0.3487 0.1070 

tLηΔ  0.4513 0.5000 0.3436 0.0459 

Table 2 is normalized relative coefficient, it is considered as strong relative when 
corresponding coefficients are bigger than 0.5, middle relative when corresponding 
coefficients are between 0.3-0.5, feeble relative when they are smaller than 0.3. 
Modified characteristic parameters are that this paper finally selected by this table 

combined with former qualitative analysis: afMΔ , acMΔ , THηΔ   and TLηΔ . 

3   BP Net Optimize Parameters 

BP algorithm transforms mapping of leaning input and output to nonlinear optimal 
problem, realizing minimalization of equal square difference of net output and 
expected output[6]. Considering the effect of decrease of component performance 
parameter on measure parameter is different, therefore introducing random weight 
coefficient in four selected component performance parameter of BP input. Learning 
coefficients influences model precision, and middle level is key parameter of model 
precision. Therefore, six parameters are determined in input. Enabled function )(⋅f  is  
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Sigmoid, namely,
xe

xf −+
=

1

1
)( . Establish BP net input parameters{ fcMα , 

ccMα , tHcη , tLcη , mid , eta }, output parameters { 0NL , 

0NH , 30Pt , 8Tt }.Establishment of BP net is some inputs and outputs.  

4   GE Algorithm Optimizing BP Input Parameter [7]  

Setting population is 20, iterative times are 20. Code input six parameters, they varies  
0～1. Code is adopted by eight numbers. This algorithm adopts adaptability function is  

DffCF +−= )( min  (3) 

Therefore, 2

1

1

2

1

)))()((
*

1
( ∑∑

==
−=

p

k
ii

q

i

kykd
qp

f is function value. minf is minimal 

value of contemporary population.  
Adopting algorithm of variable cross possibility, Therefore: 

GPPP cocc /]3.0[' −−=  (4) 

'
cP  is cross possibility of this generation, G  is max evolutional generations. 

When max adoptability of some generation maxF  and average adoptability meets 

lower forum avgF , 

avgFF <maxα  (5) 

Therefore, α is dense coefficient )0.15.0( << α , larger mutation of this 

generation is done by 0*5 mm PP = , thus avoid local optimization. 

Setting a number, namely final iterative generation endG , if consecutive endG  

generation produce equal best individuals, thus evolution stops.  

5   Simulation Results and Analysis 

Variation of engine performance is researched. This paper compares three conditions of 
former four component parameter with random weight coefficient, without random 
weight coefficient and expert coefficient[8]. Data is classified by two groups, one 
group is trained, the other group is validated. Data is dealt by normalization. Trained 
and validated data is showed at table 3. 
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Table 3. Training and validating data 

Component health performance 
deterioration 

Engine measure parameter variation 
Index 

fM αΔ  cMαΔ  tHηΔ  tLηΔ  0NL  0NH  30Pt  8Tt  

1 -3.1% -2.1% -3.2% -2.5% -1.09% -1.11% -3.09% 1.80% 
2 -1.0% -2.1% -2.0% -5.0% -0.72% -1.02% -2.97% 1.06% 
3 -1.0% -1.0% -2.0% -2.0% -063% -0.31% -1.19% 0.19% 
4 -3.0% -1.1% -3.0% -4.0% -0.83% -1.02% -3.83% 1.51% 
5 -3.0% -2.0% -1.3% -5.0% -1.10% -0.77% -3.09% 1.84% 
6 -3.0% -4.0% -5.0% -5.0% -1.56% -1.91% -7.82% 1.34% 

7 -5.0% -4.0% -2.0% -5.0% -1.22% -1.20% -5.47% 2.56% 

… … … … … … … … … 

BP net is trained using former group of data at table 3, net precision is validated by 
latter group of data. Results optimized and error are showed at table 4. 

Table 4. Optimal results and error 

 fcmα  ccmα tHcη tLcη  Int( 30*mid ) eta  error 

1.random 
weight factor 

0.85 
10 

0.61 
57 

0.22 
75 

0.63 
53 

27 
0.34 
12 

0.000 
260 

2. without 
factor 

0.73 
33 

0.47 
45 

0.79 
61 

0.09 
41 

5 
0.6 
157 

0.001 
192 

3. expertise 
factor 

0.05 
88 

0.37 
65 

0.01 
18 

0.79 
22 

2 
0.69   
41 

0.001 
043 

 
They are showed at table 4, converge error with random weight factor is least and 

result is best. On basis of BP net, stay three parameters of afMΔ , acMΔ , THηΔ  and 

TLηΔ unvaried, rest parameter (in turn for afMΔ , acMΔ , THηΔ , TLηΔ ) 

respectively decrease from 0% to -5.0%, variation of 0NL , 0NH , 30Pt , 8Tt  is 
gained. They are showed at figure 1, figure 2, figure 3 and figure 4. 
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Fig. 1. Measure parameters variation with afMΔ  
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Fig. 2. Measure parameters variation with acMΔ  
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Fig. 3. Measure parameters variation with THηΔ  
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Fig. 4. Measure parameters variation with TLηΔ  

They are showed at figure 1, the more increase deterioration of afMΔ , the more 

evident of 8Tt  increase trend. They are showed at figure 2, figure 3 and figure 4, 

change trend of 8Tt  tend to increase, and magnitude is not large. Variation 

of 0NL , 0NH tend to decrease, they are more evident at figure 2 and figure 3. Change 

of 30Pt tend to decrease, it is more prominent in figure 1 and figure3. Engine 
performance deterioration is showed by variation of engine measure parameters. 
Therefore, variation of engine performance is expressed by inspecting variation of 
these parameters. 
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Compute variation of engine measure parameter by using engine nonlinear model. 
When performance parameter vary larger, nonlinear model tend to not converge, 
correct result is not gained. when large magnitude of performance parameter 
deterioration appear, variation of engine measure parameter is calculated by using BP 
net of this paper. When engine component performance parameter deteriorates, 
variable results of measure parameters are showed at table 5. 

Table 5. Measure parameter variation 

component health parameter deterioration Variation of measure parameter 
Index 

fM αΔ  cM αΔ  tHηΔ  tLηΔ  0NL  0NH  30Pt  8Tt  

1 -0.50% -0.50% -0.50% -0.50% -0.13% -0.21% -0.30% 0.46% 

2 -1.00% -1.00% -1.00% -1.00% -0.19% -0.39% -1.10% 0.70% 
3 -1.50% -1.50% -1.50% -1.50% -0.70% -0.56% -1.5% 1.07% 

4 -2.00% -2.00% -2.00% -2.00% -0.80% -0.75% -2.05% 1.24% 

5 -2.50% -2.50% -2.50% -2.50% -1.14% -0.91% -2.17% 1.56% 
6 -3.0% -3.0% -3.0% -3.0% -1.20% -1.35% -4.08% 1.75% 
7 -5.0% -5.0% -5.0% -5.0% -2.02% -1.95% -6.07% 2.95% 

6   Conclusion 

This paper optimizes and selects BP parameter, establishes nonlinear model of engine 
component performance parameter and measure parameter, researches variation of 
performance. Main conclusions are gained: 
 

1. In input level of BP, introduces random weight factor, optimizes and selects 
learning coefficient, middle level and random weight factor through GE algorithm, 
which enhance precision.  

2. Using BP model, When engine measure parameter vary, variation of engine 
measure parameter is calculated. The results basically express trend of engine 
performance deterioration. 

3. When component performance parameter appear larger deterioration, nonlinear 
model do not converge, the result is gained using BP net. It provided reference to 
research engine performance deterioration. 

References 

1. Diakunchak, I.S.: Performance Deterioration in Industrial Gas Turbines. ASME J. Eng. Gas 
Turbines Power 114 (1992) 

2. Lakshminarasimha, A.N., Boyce, M.P., Meher-Homji, C.B.: Modeling and Analysis of Gas 
Turbine Performance Deterioration. ASME J. Eng. Gas Turbines Power 116 (1994) 

3. Cheng, L., Li, Q.-T.: State Inspection and Fault Diagnosis of Aero-engine. M. Xian: Air 
Force Engineering Institute, pp.31-34 (1997) 



652 W. Yong-Hua, L. Dong, and M. Lu 

4. Li, J.-G., Li, B.-W.: Solution and Application of Fault Diagnosis Equation of Aero-engine. 
Gas Turbine Experiment and Research 15, 8–11 (2002) 

5. Yang, W.-H.: Modeling and Fault Diagnosis of Aero-engine.D.Nan Jing Aeronautic and 
Astronautical University (2000) 

6. Wen, L.-J.: Establishment of Neural Network Model Using by Measured Data. D. Nan Jing 
Aeronautic and Astronautical University, pp.33-36 (2005) 

7. Ma, L.: Fault Diagnosis of Aero-engine Based on Recursive Neural Net. J. 
8. Sun, X.-B.: Reliability Analysis of Given Aero-engine and Spares Maintenance. D. Naval 

Aeronautical Engineering Institute, pp.39–40 (2010) 



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 653–660. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Research on Algorithm for Ultrasonic Array Geometric 
Location of Partial Discharge Based on Common 

Perpendicular Midpoint of Direction Finding Lines 

Yanqing Li, Ling Li, Lijun Zhang, Qing Xie, and Shuyi Cheng 

Department of Electrical Engineering, North China Electric Power University 
Hebei Provincial Key Laboratory of Power Transmission Equipment Security Defense 

liling_ncepu@163.com 

Abstract. Detection of partial discharge (PD) location is critical item for quality 
control and insulation mechanism research in electrical equipment, and research 
on algorithm for ultrasonic array location of PD is an important aspect. It is easy 
and convenient to take the intersection of two direction finding lines as PD 
source in traditional algorithm for ultrasonic array location of PD. However, 
there are many problems that can not meet engineering needs such as bringing 
down the positioning accuracy, getting multiple nonunique solutions for taking 
two skew lines approximatively as intersecting. In this paper, a new algorithm for 
ultrasonic array geometric location of PD based on common perpendicular 
midpoint of direction finding lines is presented, which takes the common 
perpendicular midpoint of direction finding lines as PD source and makes the 
result of location unique, stable and more accurate. 

Keywords: Ultrasonic phased array, partial discharge, location, direction 
finding. 

1   Introduction 

Detection of partial discharge (PD) location is critical item for quality control and 
insulation mechanism research in electrical equipment [1]. Currently, dual platform 
direction finding triangulation location method is usually used in partial discharge 
location. The principle of this method is to set the two sensors at different positions in 
space to receive ultrasonic signal of PD and form the array model, then array signal 
processing method is used to estimate DOA (Direction of Arrival) [2-3]. After that,  
the two direction finding lines are taken approximatively as intersecting, and the 
intersection is regarded as the location of PD source [4-5]. Dual platform direction 
finding triangulation location method [6] is classic in passive location, simple in 
principle, easy in calculation, but there are also some problems such as uncertainty of 
location result(unique solution can not be obtained) caused by choosing multiple 
nonunique parameters and the multi-level amplification of errors caused by inaccuracy 
of direction finding. 

Accordingly, a new algorithm for ultrasonic array geometric location of PD based on 
common perpendicular midpoint of direction finding lines is presented in this paper, 
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which takes the common perpendicular midpoint of direction finding lines as PD 
source and makes the result of location unique, stable and more accurate. It is proven by 
simulations that the new method is correct and effective. 

2   Location Algorithm  

2.1   Direction Finding Method 

For general far-field signals, there is a wave path difference when the same signal 
arrives at different array elements, which leads to the phase difference between the 
receiver array elements. And the orientation of the signal can be estimated by 
calculating the phase difference [7], which is the basic principle of direction finding. 

In this paper, the Root-MUSIC algorithm, which finds polynomial roots of MUSIC 
(Multiple Signal Classification) algorithm to substitute the spectrum search, is adopted 
in the direction finding to estimate DOA. And it turns out to be more accurate than 
MUSIC algorithm [8]. 

Since signal the sensor receives is broadband, while the Root-MUSIC algorithm 
itself can only estimate DOA of narrow-band signal, hence, in order to get narrow-band 
signal, signal subspace transformation (SST) algorithm is adopted to focus the signal. 
On this basis, the Root-MUSIC algorithm is applied to estimate DOA to obtain 
direction finding angle (azimuth angle and elevation angle) of sensors relative to the 
PD source. The coordinate of PD source can be obtained by calculating direction 
finding angle and coordinate of the sensors (which is known). 

2.2   Principle of Location Based on Dual Platform Common Perpendicular 
Midpoint of Direction Finding Lines  

Suppose that the coordinate of the array sensor is ),,( tttt zyxA , azimuth angle and 

elevation angle are ( , )t tθ ϕ , direction vector of direction finding line for sensor t is 
{ , , }t t t tS m n p , Where t= 1, 2.  

X

Y

Z

tθ

tϕ

( , , )t t t tS m n p

( , , )t t t tA x y z

 

Fig. 1. Direction vector of direction finding line 
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According to geometric principle, the relationship between tϕ and tS  is satisfied:        

( , )
2t t tS n
πϕ

∧

= −  .                                             (1) 

Where tn  is the direction vector of the plane XOY, which is equal to (0, 0, 1). And 
equation (1) can be expressed as follows: 

sin cos( , )t t tS nϕ
∧

=            

2 2 2 2 2 2

0 0 1

0 0 1

t t t
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m n p
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                                                                                       (2) 
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Similarly, the equation below can be obtained：           

tan t
t

t

m

n
θ =  .                                                        (4) 

The following function can be obtained by solving (2) to (4). 

tttttt pnm θϕθ csctan:1:cot:: ⋅=  .                                   (5) 

Hence, the direction vector of direction finding line can be determined as follows:     

(cot ,1, tan csc )t t t tS θ ϕ θ= ⋅  .                                           (6) 

And then, the formula of direction finding line can be obtained： 

cot 1 tan csc
t t t

t t t

x x y y z z

θ ϕ θ
− − −= =

⋅  .                                (7) 

The direction vector for sensor 1 and sensor 2 can be written by substituting the 
value of t into (6) as follows:  
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1 1 1 1

2 2 2 2

(cot ,1, tan csc )

(cot ,1, tan csc )

S

S

θ ϕ θ
θ ϕ θ

⎧ = ⋅⎪
⎨

= ⋅⎪⎩
 .                                    (8)  

Suppose that the coordinate of PD source is ( , , )S x y z , the intersection of direction 
finding line for sensor t and its common perpendicular is

tP′ , where t=1, 2.  

( , , )S x y z

X

Y

Z

1 1( , )θ ϕ
2 2( , )θ ϕ

1 1 1 1( , , )A x y z

2 2 2 2( , , )A x y z

2P′

1P′

 

Fig. 2. Location based on common perpendicular midpoint of direction finding lines 

Due to the direction finding line is perpendicular to the common perpendicular, 
hence, the following equations can be obtained: 

   1 2 1

1 2 2

0

0

P P S

P P S

′ ′ • =
′ ′ • =

.                                     (9)  

The value of 1 1 1 1( , , )P x y z′ ′ ′ ′ 、 2 2 2 2( , , )P x y z′ ′ ′ ′ can be found by solving (7) to (9). 

Hence, the coordinate of PD source, which is the mid point value of 1P ′ and 2P′, can 

be obtained:  

=),,( zyxS 1 2 1 2 1 2( , , )
2 2 2

x x y y z z′ ′ ′ ′ ′ ′+ + +
 .                              (10) 

2.3   Algorithm Flow  

Algorithm flow chart is as follows: 
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Fig. 3. Algorithm flow 

3   Research on Simulation of PD Location 

In the simulation, the space coordinate of PD source is setted as (30, 70, 90) cm, two 
space coordinates of the array sensors as (50, 0, 0) cm and (0, 50, 0) cm.  

 

 

Fig. 4. Spectrum of array sensor 1 
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Fig. 5. Contour of array sensor 1 

 

Fig. 6. Spectrum of array sensor 2  

 

Fig. 7. Contour of array sensor 2  
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From Figure 6 to Figure 9, it is known that the azimuth angle and elevation angle of 
two array sensors are: (108.4°, 55.2°), (17.4°, 67.0°). The space coordinate of PD 
source obtained from the simulation is (25.7, 64.3, 94.9) cm, the error is 7.8cm. 
Changing the position of the simulated PD source and repeating the research on 
simulation, the location error is between 6cm and 9cm as table 1 shows, which proves 
the correctness of the method.  

Table 1. Location results and errors 

NO. 
PD source 

position(cm) 
location result(cm) 

error 
(cm) 

1 (25,70,90) (22.4,74.6,94.4) 6.9 

2 (80,80,50) (84.1,85.8,54.9) 8.6 

3 (60,90,60) (55.3,94.7,57.2) 7.2 

4 (25,25,100) (20.5,20.2,104.1) 7.8 

5 (30,120,40) (25.3,116.6,44.4) 7.3 

4   Conclusion 

In this paper, a new algorithm for ultrasonic array geometric location of PD based on 
common perpendicular midpoint of direction finding lines is presented, which takes the 
common perpendicular midpoint of direction finding lines as PD source and makes the 
result of location unique, stable compared with the traditional dual platform direction 
finding triangulation location method. In the end, it is proven by a lot of simulation 
researches that the new method is correct, more effective and accurate compared with 
traditional location algorithm, of which error is within 9cm. 
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Abstract. The charging station is considered as the important infrastructure for 
electrical vehicle, prerequisite for the promotion of electric vehicle industry. 
Therefore, the layout of electric vehicle charging stations is especially important. In 
this paper, the conservation theory of regional traffic flow is presented, which takes 
electric vehicles within the district as a fixed load point of charging station. On this 
basis, the total amount and distribution of electric vehicles are forecasted and 
charging station minimal cost model of the year is proposed, and then, the genetic 
algorithm is applied to find the solutions of the instance in the paper. The result 
shows that layout planning of electrical vehicle charging stations based on genetic 
algorithm is simple, practical, globally optimal, highly adaptable, and economical.  

Keywords: Electrical vehicle, charging stations, layout planning, genetic 
algorithm.  

1   Introduction 

Since twentieth century, electric vehicles have great advantages as a pollution-free 
transport in the market [1]. Meanwhile, electric vehicle charging  station building is the 
cornerstone of the promotion of electric vehicle industry, self-contained and effective 
energy supply network is a necessary condition for widely promoting electric vehicles 
while expanding the electric power market demand. Electric vehicle charging system is 
an important supporting system for development of electric vehicles, but also an 
important part of the commercialization and industrialization of electric vehicles. The 
construction of the charging station should meet charging need and combine with 
charging mode to make appropriate planning and design [2]. 

At present, there are many cities and regions have started building electric vehicles 
charging stations, but still have not formed a complete and sophisticated layout 
planning system, not to mention the large scale of the construction. With the fast 
development of electric vehicle technology, charging stations as part of its supporting 
facilities is especially important, so the layout planning and construction of the 
charging station will enter the big scale and  networking era, the research on layout 
planning of charging stations are also imminent. In this paper, the quantity and 
distribution of electric vehicles is predicted, and the minimum cost model of charging 
station is presented, then the genetic algorithm is applied to find the solution. 
Therefore, the optimal layout of the charging station, which is helpful for guiding the 
practical engineering, is presented. 
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2   Charging Station Location Model  

2.1   Quantity and Distribution Forecast of Electric Vehicles  

Suppose there is an area of any shape for whom the leaving vehicles and the entering 
ones are equal in quantity, which is called the conversation of the number of vehicles 
[3] (Figure 1). The large area is divided into many small area, Similarly, the number of 
electric vehicles in small area is a constant, so the total number of electric vehicles in 
small area can be viewed as an load point of charging station, and suppose that the 
electric vehicles is always going to the nearest charging station for charging.  

 

Fig. 1. Map of regional traffic flow 

Suppose that the square of small area is known, the total number of electric vehicles 
can be obtained by predicting the population density, per capita car ownership and the 
proportion of electric vehicles. The distribution of electric vehicles has something to do 
with population distribution and land property, to simplify the model, coverage of 
electric vehicles can be considered equal if land property and population distribution is 
almost the same. 

2.2   The Minimal Cost Model of Charging Stations 

Suppose initial investment fixed costs of charging station is 1C , variable operating 

costs is 2C , and cost of wear and tear of electric vehicle charging is 3C , minimizing 

the sum of 1C
、 2C and 3C  is taken as objective to establish the model:  

 1 2 3min C C C C= + +  .                                             (1) 
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Where: n  is the number for the new charging stations, F  is the investment cost of 
charging station i , k  is investment return rate, namely the discount rate, m  is the 
investment return period.  
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Variable costs of operating for charging station 2C  include maintenance costs, 
material costs, staff salaries and so on. It can be converted into the initial investment 
costs, of which α  is conversion coefficient.  
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Where: t is road twist coefficient, η  is smooth traffic coefficient of road, L is loss 
coefficient, n  is the number of charging stations, c is annual charging times per 
vehicle, z  is turnaround  coefficient, iJ  stands for the collection that vehicle of point 

j  goes to charging station i  for charging; ijg  means parameters that vehicle of point 

j  whether goes to charging station i  for charging, ijD  is distance between charging 

station i  and vehicle of point j . 
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Constraints are:  

                 1
1

=∑
=i

ijg  .                                                 (6)  

jij RD ≤  .                                                     (7)  

∑
∈

≤
iJj

iiij SSP ϕcos)(e  .                                        (8)  

Where: e( )iS  is the load factor of charging station i , iS  is capacity of charging 

station i , cos iϕ is power factor of charging station i , jP  is the total load all vehicles go 

to station i  for charging, jR  is charging radius of charging station i , 
1

1ij
i

g
=

=∑ means 

that each vehicle goes to only one station for charging. 
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3   Genetic Algorithm  

Genetic algorithm, which simulates the biological evolutionary process of natural 
selection and genetic mechanism of Darwinian’s biological evolution theory, is the 
direct search method that is not depending on specific issue in essence, the optimal 
solution can be approached mainly through selection, crossover, and mutation 
operation [4]. Compared with traditional algorithms, Genetic algorithm has a lot of 
advantages such as multi-path search, implicit parallelism, stochastic operation, low 
demand for data, no restriction for search space, no requirement for assumptions of 
continuity, existence of derivation, single peak, and a variety of objective function and 
constraints can be take into consideration [5].  

3.1   Chromosome Encoding  

Binary coding is adopted to encode chromosome, encoding string for 
{ , 1,2, , }jA a j m= =  is the m-dimensional real vector, m is the number of load point 

of charging stations, j ija z i= ⋅  ( 1,2, ,i n= ), n  is the number of charging stations, 

ijz  is 0-1 variables, ijz stands for that point j  go to charging station i  for charging , 

the number of charging stations can be calculated as follows:  

      1
cos)(24 21

+⎥
⎦

⎤
⎢
⎣

⎡
=

ϕsqSeff

ph
n  .                                  (9)  

Where: 
p – Average charging power for each vehicle; 

h – Total number of electric vehicles needed charging per day in small area; 
S – Charging station capacity; 
q – The charging efficiency; 

1f – Simultaneity factor of charging station;  

2f – Demand factor of charging machine;  

( )e s – Load factor of charging factor; 
cosϕ  – Power factor; 
[ ] – Indicating rounding.  

3.2   Fitness Function  

Fitness function is determined by the objective function of data model, which takes the 
economic efficiency as reference. After generating the population, each individual of 
population chromosome can be turned into corresponding data variables of feasible 
solution for the problem by decoding operation, and then the corresponding economic 
benefits of each solution can be obtained by substituting it into the objective function. 
Economic efficiency is the fitness of each corresponding individual, the less 
economical is giving priority to better economical individual, and optimal solution can 
be obtained by inheritance and mutation which keep its genes [6].  
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In this paper, the objective function itself (annual minimal operating cost) is fitness 
function, which can avoid complicated derivation and inverse operation. After 
encoding the variables and determining the initial parameters, the problem can be 
solved the way that has nothing to do with problem itself, it is relatively easy to realize 
and get the globally optimal solution [7].  

3.3   The Termination Criterion of Genetic Algorithm  

Termination criterion used in this algorithm is:  
 

(1) When reaching the maximum number of iterations, the algorithm terminates. 
(2) The feasible solutions have not been found when reaching pre-given number of 

iterations, the algorithm terminates. 

3.4   The Algorithm Flow Chart 

Algorithm flow chart is shown as follows: 

Start

Compile genetic code and
produce initial population

Personal assessment of 
using fitness function

Operation of selection
crossover mutation

Output the 
optimal solution

Stop

Calculate the fitness 
function

Meet convergence 
criteria

Yes

No

 

Fig. 2. Algorithm flow chart 
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4   Instance 

There are 10.5 square kilometers in a Tianjin Development Zone, to 2020, the 
population density is thirty thousand/ km2, per capita car ownership is one hundred 
thousandths, of which 30% is electric vehicles, the location of center of gravity and 
number for each small area is shown in table 1 (There are mainly commercial land, 
residential land and small number of green space, assuming density of automobile 
coverage is the same).  

Table 1. Number and location of electric vehicles 

No. 
Coordinate

(m) 
number No. 

Coordinate
(m) 

number 

1 (1733,3796) 126 15 (1235,1701) 69 

2 (1938,3396) 100 16 (1474,1261) 107 

3 (2083,2988) 80 17 (-132,2860) 92 

4 (2301,2396) 117 18 (70,2421) 79 

5 (2708,1911) 130 19 (259,2055) 62 

6 (1109,3503) 122 20 (525,1523) 140 

7 (1212,2989) 75 21 (835,955) 107 

8 (1431,2640) 75 22 (-751,2545) 122 

9 (1691,2127) 135 23 (-412,1956) 218 

10 (2089,1578) 130 24 (-72,1217) 186 

11 (497,3158) 95 25 (242,531) 241 

12 (736,2721) 89 26 (-127,2299) 75 

13 (898,2368) 81 27 (-955,1705) 117 

14 (1099,2023) 70 28 (-567,1011) 100 

As the above table shows, there are 3140 electric vehicles in Development Zone, the 
minimal volume of charging station can be obtained by solving equation (8), and taking 

iS  is 7200kVA. There are 15 AC motor and 21 DC motor in each station and the 
capacity is 7200kVA, assuming 90% of the vehicles take fast charge, 10% take normal 
charge, each vehicle charges every other day. The area should build 6 new charging 
stations by solving equation (9), parameters are shown in Table 2.  
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Table 2. Preferences 

Name Parameter 
Initial investment (F) Ten million  

Load factor (e)  0.75 
Charging station capacity(S)  7200 (kVA) 

Power factor(cosϕ) 0.9 
Capital recovery period(m)  20(years)  

Discount rate(k) 0.1 
conversion coefficient(α) 0.2 

Road twist coefficient(t) 1.1-1.5 
Turnaround coefficient(z) 1.5 

Smooth traffic coefficient(η) 1.1-1.2 
Loss coefficient(L) 1.3 

Annual charging times per 
vehicle(c) 

180 

Simultaneity factor (f1) 0.7 
Demand factor (f2) 0.7 

Charging efficiency(q) 0.9 
Charging radius(km) 1.2  

Population size 50 
Selection probability 0.2 
Crossover probability 0.8 
Mutation probability 0.01 

Pre-given number of iterations 20 
Maximal number of iterations 100 

Equation (5) is taken as the objective function, equation (6), (7), (8) as constraints  to 
initially search the optimal solution, and string of genetic code is randomly generated, 
then Matlab is adopted to program, the location of charging station and the annual 
minimal cost is shown as below. 

Table 3. Results of genetic algorithm 

Item Results of genetic algorithm 
Charging station 1 (1620 m, 3350 m) 
Charging station 2 (2048 m, 2029 m) 
Charging station 3 (427 m, 2653 m) 
Charging station 4 (1020 m, 1441m) 
Charging station 5 (-412 m, 2956 m) 
Charging station 6 (-12 m, 911 m) 

Annual cost 79826.7 (thousand Yuan) 

As can be seen from the table, the charging stations basically locate in the gravity 
center of the electric vehicles, and basically meet the principles of going to the nearest 
charging station for charging, and the annual minimal cost, which is solved by genetic 
algorithm, is 79826.7 thousand Yuan in all. 
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5   Conclusions  

In this paper, the number and distribution of electric vehicles is predicted, the 
conversation of the number of vehicles in area, which takes the dynamic number of 
electric vehicles as a constant, is presented, on this basis,  annual minimal cost model is 
established and genetic algorithm is applied to solve it. The result of instance shows 
that the model and method proposed is feasible. However, the layout planning of 
charging station is a complicated and comprehensive work, which needs consider the 
actual condition based on the theory optimization to ultimately determine the capacity 
and locate the station sites of charging stations. 
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Abstract. This paper adopts the ID3 algorithm for mining hidden classification 
rules from mass students’ physical constitution evaluation and sports training 
result data. It is helpful for PE teacher on planning exercise prescriptions 
toward college students with different physical constitution conditions by 
decision support. The algorithm generates a decision tree by choosing attributes 
with maximum information gain ratio for classification (Fig. 1). Such process 
involves a classification training set R(Table 1) towards original data, a 
information gain calculation according to overall evaluation of the physical 
constitution, separately investigate information gain ratio between physical 
constitution overall evaluation and each classification attribute, eliminating 
classification attribute IDs which has no practical significance. 

Keywords: Classification Analysis, Decision Trees, ID3 Algorithm, Exercise 
Prescription. 

1   Introduction 

Classification analysis is one of the important methods in data mining. It can be used to 
discover the feature-based knowledge. Such knowledge usually reserves in common 
attributes of similar things and differences between different things. Classification is 
mainly used to predict.  Therefore, one may discover model or function sets to describe 
typical dataset features. Those features are of important to recognize the ownership or 
type of unknown data [1]. 

Classification is to find reasonable description concepts for classes. Such descriptions 
are useful to construct models. Classification process involves analysis the input data, 
generates classification rules or classification models based on characteristics of the 
training data set and relevant algorithms. Then it may predicts and classify the future 
test data with the analysis results. In fact, classification and prediction is actually an 
inductive - deductive approach [2, 3].  

This paper adopts the ID3 algorithm for mining hidden classification rules from 
mass students’ physical constitution evaluation and sports training result data. It is 
helpful for PE teacher on planning exercise prescriptions toward college students with 
different physical constitution conditions by decision support. Classification model 
can be obtained from a set of training data via classification algorithm. Methods for 
construct a classification model include machine learning, Bayesian theory and non-
parametric methods as well as rough set algorithm and BP algorithms. Among them, 
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ID3 algorithm is the most influential classification algorithm [4]. This paper adopts 
the ID3 algorithm for mining large number students’ physical constitution evaluation 
data which was accumulated from physical education classes. Then the algorithm may 
discover classification rules that hidden beneath Composite Indicators of students’ 
physical constitution. Furthermore, it may become a rational guidance for planning 
exercise prescriptions toward student with different physiques. 

2   Decision Trees 

Decision tree is a kind of directed acyclic graphics (DAG) [5]. In such tree, a node is 
named as root node when it has no input edges. Once when it has input edges and 
output edge, the node will be defined as internal node. In addition, a leaf node may be 
defined when it without output edges but input edges. Decision tree learning is a 
method for approximating discrete-valued target functions, in which the learned 
function is represented as a decision tree[6].The basic algorithm for decision tree is 
the greedy algorithm that constructs decision trees in a top-down recursive divide-
and-conquer manner.  

Assuming R is a raw training set, also a raw data classification. Attribute A has m 
different values, that is A={ a1, a2, …, am}, then set R can be divided into m classes by 
attribute , that is C={ C1, C2, …, Cm}, denoted as Ci,R, is the tuple set Ci th set in R. | 
Ci,R | and |R| is the number of tuples in sets Ci,R and R, respectively [7]. 

Definition 1: The expectation information needed to classifying tuples in R is defined as 
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Where Info(R) is the R’s Entropy, Pi is the probability of any tuple in R set, the value 
of which is calculated by Pi=| Ci,R | / |R|. 

Definition 2: The expectation information needed to classifying tuples in R according 
to attribute A is defined as 
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Definition 3: The difference between the expectation information needed to 
classifying tuples in R according to attribute A and the entropy of R is defined as the 
information gain of A. 
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Definition 4: The information of classifying tuples in R according to attribute A is 
defined as  
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The information gain ratio is defined as 
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In the process of decision tree construction, the purpose and criteria of each 
classification are to divide a given training data set into the best (most pure) sub-
categories, ideally, all given tuples belong to the same class. But in fact it is not 
possible, we can only select a relatively pure attribute [8]. Usually, select the attributes 
of the highest information gain and the greatest information gain ratio as the property 
attribute selection of the current classification. Construct the first-level decision tree. 
Using the same way to treat circularly, we can construct second-level and multi-level 
decision tree until it reaches the classification objective, generate leaf nodes. 

3   Process of ID3 Algorithm 

ID3 algorithm aims to calculate the information entropy. The information gain 
measure is used to select the test attribute at each node in the tree. Attributes with the 
highest information gain (or greatest entropy reduction) is chosen as the test attribute 
for the current node. This attribute minimizes the information needed to classify the 
samples in the resulting partitions. Only need to test enough attributes until all data is 
classified. Entropy, in general, measures the amount of disorder or uncertainty in a 
system in setting the classification, higher entropy (i.e., more disorder) corresponds to 
a sample that has a mixed collection of labels. Lower entropy corresponds to a case 
where we have mostly pure partitions [9-10]. 

 
ID3 algorithm Description 
Algorithm: generate_decision_tree 
Input: raw training set R, candidate attribute list set attr_list, classification criterion 

attr_sele_method 
Output: decision tree 
procedure�  
(1) create N as a node 
(2) if },{ CrRrr ∈∈∀  then (assuming all tuples in R set to be class C, that is R=C) 

(3) return N∈C as a leaf node (let N be leaf node return, which is marked as class C) 
(4) end if 
(5) if attr_list =ø then  
(6) return N∈Most as a leaf node(let N be leaf node return, which is marked as the 

most class 
(7) end if 
(8)split_attribute←attr_sele_method (R, attr_list)(invoke attr_sele_method to find 

the best value of classification attribute) 
(9) N∈Csplit_attribute (N is marked as Csplit_attribute) 
(10) for each Rj∈R do (Rj is the jth output that R is classified by split_attribute) 
(11) if Rj = ø then 
(12) add Nj to N            (a leaf node Nj is added to N) 
(13) else 
(14) Nj = generate_decision_tree (Rj, attr_list)   (recursive function) 
(15) add Nj to N           (a leaf node Nj is added to N) 
(16) end if 
(17) end for 
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4   ID3 Algorithm in Exercise Prescription 

ID3 algorithm in exercise prescription requires mining valuable information from 
existing mass sports teaching data. For example, the student physical constitution 
evaluation data including maximum oxygen intake, stand-and-reach test, sitting reach 
test, step test, sit-up and push-up. Those data can be pre-processed before the ID3 
algorithm mining. After mining, composite physical constitution indicators of one 
student will be generated according to relevant evaluation rules. This would not only 
be a reference for PE teachers in tracing their students’ physiques but also in planning 
exercise prescriptions. 

4.1   Building Decision Trees 

The core of ID3 algorithm is attribute selection. Table 1 illustrates physical 
constitution evaluation result of thirty students. Physical constitution evaluation 
indicators are good, middle and bad. 

Maximal oxygen intake has three values, stand-and-reach test and sit and reach test 
also has three values, step test contains four value scopes, both sit-up (female) and 
push-up (male) attributes have two values. 

 
Table 1. Information table of body constitution evaluation 

ID 

maximal 
oxygen 
intake/ 
grade 

step test 
index / 
grade 

stand- and- reach 
test or sit and 

reach test / grade 

sit-up (female) 
push-up (male)/ 

grade 

comprehensive 
evaluation/ 

/grade 

1 22/C 60.5/A -1.8/C 35/A B 
2 29/B 45.3/D -10.5/C 32/B C 

┊ ┊ ┊ ┊ ┊ ┊ 

 
Data sets of body constitution evaluation for 30 students is defined as R, 

information entropy is 

 

Attributes of maximal oxygen intake is defined as A, its expected information 
entropy is 
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Information gain ratio that tuple in R is classified by attributes, is given by 
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Attributes of step test is defined as B, the information gain ratio is 
GainB(R)=0.3702, Attributes of stand- and- reach test, sit and reach test is C, the 
information gain ratio of which is GainC(R)=0.2145, Attributes of sit-up (female) 
push-up (male) is named as D, the information gain ratio is GainD(R)=0.0167. 

 
 

Fig. 1. One Final decision trees 

 
Due to maximal oxygen intake has high information gain, it is considered as the 

first classification attribute. Obviously, value of the information gain relates to 
attribute that has more output. In training data set, ID attribute has the greatest value 
(InfoID(R)=0, GainID=Info(R)). Classification information of maximal oxygen intake 
is calculated as follows 

 

Information gain ratio is 

 

Similarly, we obtain 
Attributes of step test is defined as B, the information gain ratio is 

2896.0)(B =RGainRatio  
Attributes of stand-and-reach test or sit and reach test is C, the information gain 

ratio is 

2326.0)(C =RGainRatio
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Attribution of sit-up (female) push-up (male) is called D, the information gain ratio is 

0562.0)(D =RGainRatio  

By comparison with four kinds of information gain ratio, maximal oxygen intake 
has the highest information gain ratio. Therefore, attribute A is selected as the first 
attribute for classification. The decision tree will be expanded and subsequent nodes 
in decision tree are obtained in a same manner. Fig.1 shows the final decision tree.  

4.2   Extracting Classification Rule 

Classification rules of the tree in Fig 1 are extracted along the path between root node 
and leaf. 

 
Rule1: IF (maximal oxygen intake= A) AND (step test index= C) Then 
        comprehensive physique evaluation = A 
Rule2: IF (maximal oxygen intake= B) AND (step test index= A) Then  

comprehensive physique evaluation = A 
Rule3: IF (maximal oxygen intake= B) AND (step test index= B) Then  

comprehensive physique evaluation = B 
Rule4: IF (maximal oxygen intake= B) AND (step test index= C)  

AND (stand- and- reach Test or sit and reach test = A) Then  
comprehensive physique evaluation = B 

Rule5: IF (maximal oxygen intake= B) AND (step test index= C)  
AND (stand- and- reach Test or sit and reach test = B)  
AND (sit-up / push-up = A) Then  
comprehensive physique evaluation = B 

Rule6: IF (maximal oxygen intake= B) AND (step test index= C)  
AND (stand-and-reach Test or sit and reach test = B )  
AND (sit-up / push-up = B) Then  
comprehensive physique evaluation = C 

Rule7: IF (maximal oxygen intake= B) AND (step test index= D) Then  
comprehensive physique evaluation = C 

Rule8: IF (maximal oxygen intake= C) AND (step test index= A) Then  
    comprehensive physique evaluation = B 
Rule9: IF (maximal oxygen intake= C) AND (step test index= B) 

AND (stand-and-reach Test or sit and reach test = A )  
AND (sit-up / push-up = A) Then  
comprehensive physique evaluation = B 

Rule10: IF (maximal oxygen intake= C) AND (step test index= B) 
AND (stand-and-reach test or sit and reach test = A )  
AND (sit-up / push-up = B) Then  
comprehensive physique evaluation = C 

Rule11: IF (maximal oxygen intake= C) AND (step test index= B) 
AND (stand-and-reach test or sit and reach test = B) Then  
comprehensive physique evaluation = C 

Rule12: IF (maximal oxygen intake = C) AND (step test index= C) Then  
     comprehensive physique evaluation = C 
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5   Conclusions 

This paper has analyzed the mass students’ physical constitution evaluation data, such 
as maximal oxygen intake, stand-and reach test, sit-and-reach test, step test, sit-
up/push-up by ID3 algorithm. Results show that classification rules extracted from the 
decision tree maintain strong consistency with physical constitutions of university 
students. By these rules, the reasonable exercise prescription is developed to 
strengthening physical exercises and improving teaching activities. 
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Abstract. Because the printing and dyeing chemical auxiliaries additive process 
exists many problems, a suit of semi-automatic weighing system has been 
designed. The system solves a series of problems caused by manual manipulation, 
verbose choose pigment, maintenance strait. It not only improves the automation 
degree of the corresponding links, but also effectively improves the production 
efficiency. 

Keywords: additives, semi-automatic weighing system, dyeing and printing 
industry. 

1   Introduction  

All kinds of chemical dyes (solid) and chemical additives (liquid) are added in the 
dyeing process of dyeing and printing industry, which is one of the key dyeing process. 
If mistaken dyes or additives are added or the amount of the added material is wrong, 
which will significantly affect the quality of produced cloth. Then a large number of 
products are wasted. At the same time, it severely affects the working efficiency. 
Therefore, accurate and reliable weighing is very necessary in the production process 
of dyeing. 

2   Problems 

In the past years, printing and dyeing enterprises mostly used manual weighing. In the 
face of dozens of dyes and additives, it often faces with the following issues: (1) 
choosing the wrong type and dyeing the wrong color; (2) weighting is more or less 
used, which caused the color deviation; (3) Wasting products in the process of taking 
or delivering dyes and additives. At present, in order to solve these problems, most 
domestic enterprises has introduced automatic chemical additives auto-weighing and 
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automatic transmission systems from abroad. However, many of these automatic 
systems have brought new problems, including   repair, changing planar dyes in 
particle dyes is not convenient, the production capacity is not meet, the cost is high, 
etc. A semi-automatic weighing product line has been presented, which mainly solves 
the problems mentioned above. The features of the system are simple equipment, low 
cost, simple operation, easy maintenance, and so on. 

3   The Design of the System 

Chemical additives are most liquid fluids, so they use canned or bottled methods. 
Mostly of them is viscous and a few except. The system uses gravity flow principle to 
rely on achieving high-altitude feeding weight. It doesn’t use material feeding pump, 
because the life of domestic feeding pump is short or failure rate is high while 
imported feed pump is expensive. If the viscosity is too large, the system can pass into 
the high-pressure gas by way of material storage tank pressure to achieve material 
flowing. System diagram as shown in Fig.1. 

 
 

 

3.1   Auxiliary Automatic Feeding System 

A large channel steel frame or platform has been made on the top. Top shelf must be 
above than the platform. A required number of large storage tanks are needed to 
install on the platform, and each storage tank has feeding ports and discharging ports. 
The individual also should have suction ports. At the bottom of storage tank, 
discharging ports  connects the feeding system of the entrance platform. The top 
connecting plastic pipes of feeding ports leads to the ground stripping pump. Pumps 
make the corresponding auxiliary feed into the corresponding storage tank 
respectively. Every pump has an additive and they can not mix with each other to 
achieve the automatic feed. System diagram is shown in Fig.2. 

Storage tank 

Top shelf 

Manual valve 

Switch valve 

Electronic 
scale Take-up tank 

Fig. 1. System diagram 
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1 2 3 4 5

1 Stripping pump 2 Feed pipe 3 Discharge pipe 4 Platform 5 
Storage tank   

Fig. 2. System diagram of automatic-feeding system 

Stripping system also can be adopted by manually rotating a single pump, 
respectively transport mode, so that we can take turns to save costs, the basic structure 
is shown in Fig.3. 

 
 

1

2

3

4

5

6

7

8

1 Discharge pipe 2 Feed pipe 3 Manual valve 4 Platform 5 Storage tank 6 Platform 
7 Flushing water  8 Crude materials tube  

 
Fig. 3. The basic structure of stripping system   

 
 

Manual operation of single pump is used. Then each feeding fight pump and its 
subsidiary pipeline rinse need be rinsed with flushing water. The second auxiliary is 
carried, followed by complete stripping. Standby feed pump need leave in case the 
equipment damaged. The actual installation site is shown in Fig.4. 

The part of the equipment automatically should be set and installed by enterprises 
according to size of additive from the line configuration and using time. Thickness of 
pipe can be adjusted if needed. 
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3.2   Auxiliary Automatic Discharging System 

The bottom of auxiliary storage tank connects plastic tube which leading to the 
platform and joining manual ball valves before the top of splice position used as 
opening and closing maintenance valves. Manual valves then link to automatic valves. 
Pneumatic valve controls valve gate, to achieve accurate feeding. A very short 
discharge adjustable mouth connects to the bottom of valve gate, then stretching into 
the top of buckets, the choice of reducers according to the actual situation. A unit of 
valves includes the following materials: (1) 1/2 of pneumatic valves resistant to acid, 
individual sticky additives use thicker valve; (2)the number of 1/2 ball valve is one, 
individual sticky additives use a more coarse auxiliary valve; (3) the number of 1/2 
reduce is one; (4) the number of 1/2 double nipple is one; (5) the number of 1/2 Pagoda 
head is one, which diameter is 14. 

The thickness of valves and pipes is actually based on the size of viscosity of 
specific auxiliaries and the quantity of feeding additives. There is a simple request for 
the most normal occasions. In fact, choice is always made during the designing 
process. 

The whole weighting system is divided into three groups. Each group can add six or 
eight road additives, which can be arbitrary chosen. Each of the pneumatic valve is 
installed together closely in order to install the discharging mouth concentrated in a 
certain range, and then it can use the same container to weigh. Six or eight discharge 
mouths are placed in a sealed stainless steel box to protect themselves. An automatic 
opening and closing of the retractable door is only used in the lower part, when 
weighing material the door opened and then the door closed. The seal-door is used to 
prevent the remaining drops of liquid from corroding the electronic scale after feeding. 
The bezel is divided into six or eight small slots corresponding to the six or eight 
auxiliaries, and each slot does not mingle, then six or eight overflow pipes link to the 
back of it, passing into six or eight splice containers. The dripping of the additives on 
the bezel should be recycled, regularly back to charging containers for recycle use.  
 

Fig. 4. The actual installation site map of system
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Practically, a role need play in savings. Material equipment, which is an open box, is 
under the seal-door. Electronic sale is placed at the bottom and material containers in 
the middle, flushing with the level of electronic cabinet of the front surface of a 
platform to access. It is easy for workers to take and place material container. On the 
pan of electronic sale, the exact placement of material containers is marked with a 
bright color, which is easy for operator to work. Scale feeding system structure is 
shown in Fig.5. 

The lower part of the material is a recycled cabin, which is a drawer with a pulley. It 
placed eight recycling containers, each recycling containers corresponding to a pipe 
from the overflow baffle, recycling drops from the baffle. The drawer on a regular time 
is manually pulled out, and recycled residual additives. Three weighing system places 
in a large box on the vertical three-part. Each part made by the aforementioned 
structures. Therefore, an auxiliary automatic discharge system has three separated sub-
system, each subsystem can weigh six or eight additives. Three groups of electronic 
display panels are placed on the top box, which is the electronic display instrument. It 
shows each weighing data through the front glass. Feeding operations light means that 
allowing to start charging, either manually or automatically, and only in the charging 
of the lamp after the button press to be effective or not allowed to feed. Actual field 
installation map is shown in Fig.5. 

 
 

 
  

 
 
 

1          2           3       4           5       6 

1 Electronic scale 2 Indicator light 3 Face plate
of electronic scale 4 charging door 5 recycled 
cabin 6 feed inlet 

Fig. 5. Structure of scale feeding system 
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Electronic sales selection standards: the scale of weight is 30kg; precision scope is 
0.1g; mesa dimension is 230*300mm. Stainless steel is chosen, the return zero time is 
less than 1s; it includes RS485 communication mouth, telecommunication remote reset 
and peel function, panel display system. Three control systems have been chosen. 
RS485 is used to communicate connecting networking and controlling system. 

3.3   Control System 

Control system uses a small PLC, with a RS485 communication port and two RS232 
communication ports.RS485 connects networking with three electronic sales and 
external high-dose weighing electronic; one RS232 connects a window scanner or the 
IC card reader, reading the related data; another RS232 connects to a stage crew, the 
host computer connects to a printer or a network connection ERP system. PC is no 
longer equipped with an external keyboard and mouse, which instead of simple 
stainless steel or ABS plastic panels for manual data entry. 

For safety reasons, the whole system uses the 24V power supply by a switching 
power supply to 220V power supply required for power conversion. Electronic sales, 
computers, printers, and switching powers are all supplied by a 220V power. The 
system must be grounded in order to ensure the safety of operating personnel. The 
structure of system is shown in Fig.7. The operating mode of this system shows as 
follows: 

The first step is that material barrels will be put on the electronic scale and the 
indicator will emit light if containers in right position. 

The second step is inputting data with keyboard, using a scanner or access IC card 
reader to read material data. 

The third step is pressing the reset button, to allow charging indicator and light up 
the corresponding indicator. 

The fourth step is pressing the manually button or automatically button, which 
corresponding position indicator lights flashing and meaning that it is weighing and 
feeding. 

1 2 3 4 5 

1 Scanning device 2 Air-operated valve 3 Indicator light
4 Knob 5 Electronic scale 

Fig. 6. The structure of  control system 
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The fifth step is feeder complete indicator light up, feeding indicator has 
extinguished, taking away the material barrels. 

The system is called semi-automatic production lines, mainly because the material 
storage tank uses workers to complete feeding. The other reasons are that it needs 
people to input picking list before weighing the setting of barrel need to be artificial. 
Material barrels after the weighing should be taken by workers after weighing. The rest 
processes are automatic operations and the key link without artificial interference 
factors. 

4   Conclusion 

The features of this system:  
 

a) In the future, the automatic feeding system can be extended and artificial 
feeding will be abolished . 

b) Remaining system clean and accurate in a long time and decreasing 
maintenance. 

c) Easy operation, no artificial interference. 
d) Accuracy control , saving about 10% additives than weighing artificial. 
e) Additives inventory management function can be achieved, to keep 

inventory information. 
f) Keeping and printing auxiliary weighing unit: name, time, quantity, and 

other historical records. 
 

The system has been successfully applied to the printing and dyeing enterprises and 
achieved remarkable results. It improves enterprises' automation degree. At the same 
time, the production efficiency is improved significantly. 
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Abstract. This paper presents a new sufficient condition for global ex-
ponential stability of the equilibrium point for genetic regulatory net-
works with time-varying delays. The conditions we obtained are weaker
than the previously known ones and can be easily reduced to several
special cases.

Keywords: Genetic regulatory networks, Time-varying delays, Global
exponential stability.

1 Introduction

Genetic Regulatory Networks (GRN) have been intensively studied in the past
decade and have been applied in the biological and biomedical sciences[[1]-[10]].
The applications crucially rely on the dynamical behavior of the GRN, thus,
some useful results about the uniqueness and global asymptotic stability of the
equilibrium for GRN with delays can be found in [[2],[5]-[7],[8],[9]]. As far as we
know, there has not yet been a general genetic regulatory network to theoreti-
cally ensure the exponential stability and estimate the exponential convergence
rate. In this paper, we consider differential equation model of genetic network, in
which the variables describe the concentrations of mRNAs and proteins, as con-
tinuous values of the gene regulation systems. We focused on global exponential
stability of GRN with time-varying delays. By constructing a suitable Lyapunov
functional, we obtained some new criteria for global exponential stability of GRN
with time-varying delays. These criteria generalized previous results.

Consider genetic regulatory networks described by the state equations [[5]-[7]]:

Ṁi(t) = −aiMi(t) +
n∑

j=1

Wijfj(pj(t− σ(t))) + Bi

Ṗi(t) = −ciPi(t) + diMi(t− τ(t)), i = 1, 2, · · · , n,

(1)

where Mi and Pi are the concentrations of mRNA and protein of the ith node,
respectively. The parameters ai and ci are the decay rates of mRNA and protein,

X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 685–690.
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respectively; di is the translation rate, and the functions fj(x) represent the
feedback regulation of the protein on the transcription in [7]. The delay τ(t) and
σ(t) is differential and bounded function with

0 ≤ τ(t) ≤ τ, 0 ≤ σ(t) ≤ τ, τ̇(t) ≤ σ < 1, σ̇(t) ≤ σ < 1

for nonnegative constants τ and σ.
Initial conditions for (1) are of the form

φ = (φ1, φ2, · · · , φn, φn+1, φn+2, · · · , φ2n) ∈ C([−τ, 0], R2n).

For any initial value condition φ = (φ1, φ2, · · · , φ2n) ∈ C, systems (1) admits a
unique solution, denoted x(t, φ). To simplify the notations, the dependence on
the initial condition φ will not be indicated unless necessary.

The notation B > 0 means that B is symmetric and positive definite. ‖B‖2
represents the norm of B induced by the Euclidean vector norm. In denotes the
n × n dimensional identical matrix. Sometimes we write x(t) as x, f(x(t)) as
f(x) and the transpose of A−1 as A−T .

We will need the following definition:

Definition 1. [4]The equilibrium point x∗ = (m∗, p∗) is said to be globally expo-
nentially stable, if there exist positive constants k > 0 and γ such that for any so-
lution x(t) = (m(t), p(t)) of system (1) with initial function φ ∈ C([−τ, 0], R2n),
there holds

‖x(t)− x∗‖2 ≤ γ‖φ− x∗‖2e−kt, for all t ≥ 0.

The organization of this paper is as follows. In Section 2, we establish a new
criterion on the globally exponential stability of the equilibrium point for GRN
with delays. An example will be provided in Section 3. Section 4 presents our
conclusions.

2 Main Results

Based on some facts about positive definite matrices and integral inequalities,
we present the main results in this section. Firstly, we have the following lemma
due to [10]

Lemma 1. Given any real matrices X, Y, C of appropriate dimensions and a
scalar ε0 > 0, where C > 0. Then the following inequality holds:

XT Y + Y T X ≤ ε0X
TCX +

1
ε0

Y T C−1Y.

In particular, if X and Y are vectors, XT Y ≤ XT X+Y T Y
2 .

Let (M∗, P ∗) be an equilibrium of (1), we first shift the equilibrium point of
system (1) to the origin. By the transformation m(t) = M(t) − M∗, p(t) =
P (t)− P ∗, the genetic regulatory network model (1) can be rewritten as:

ṁ(t) = −Am(t) + Wg(y(t− σ(t))), ṗ(t) = −Cp(t) + Dm(t− τ(t)) (2)
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where m(t) = (m1(t), m2(t), · · · , mn(t))T , p(t) = (p1(t), p2(t), · · · , pn(t))T , A =
diag(a1, a2, · · · , an), C = diag(c1, c2, · · · , cm), W = (wij)n×m, D = diag(d1, d2,
· · · , dn), g(p(t)) = (g1(p1(t)), · · · , gn(pn(t)))T with gi(pi) = fi(pi + P ∗) −
fi(P ∗), i = 1, · · · , n. Since fi is a monotically increasing function with satu-
ration, it satisfies that

0 ≤ gi(xi)
xi

≤ ki and gi(0) = 0, i = 1, 2, · · · , n.

Obviously, (M∗, P ∗) is the globally exponentially stable equilibrium point of
(1) if and only if the origin of (2) is globally exponentially stable. Thus in the
following, we only consider the globally exponential stability of the origin of (2).

We are now ready to present our main global exponential stability result.

Theorem 1. The origin of neural system (2) is globally exponentially stable if
there exists a symmetric positive diagonal matrices P1 = diag(p(1)

1 , p
(1)
2 , · · · , p(1)

n ),
P2 = diag(p(2)

1 , p
(2)
2 , · · · , p(2)

n ), a symmetric positive definite matrices Q1, Q2, and
factorizations of W = W1W2, D = D1D2 such that:

Ω1 = 2P1A− P1W1Q
−1
1 WT

1 P1 −DT
2 Q2D2 > 0;

Ω2 = 2P2CK−1 − P2D1Q
−1
2 DT

1 P2 −WT
2 Q1W2 > 0,

where K = diag(k1, k2, · · · , kn) and Q1, Q2, W1, W2, D1, D2 are constant matri-
ces with appropriate dimensions.

Proof. We employ the following positive-definite Lyapunov functional:

V (t) ≡ V (m(t), p(t), t) = ε1V1(m(t), p(t)) + V2(m(t), p(t), t), (3)

where

V1(m(t), p(t)) = mT (t)m(t) + pT (t)p(t),

V2(m(t), p(t), t) = 2
m∑

i=1
p
(2)
i

∫ pi(t)

0 gi(s)ds +
∫ t

t−σ(t) gT (p(v))R1g(p(v))dv

+mT (t)P1m(t) +
∫ t

t−τ(t)
mT (s))R2m(s))ds,

for positive constant ε1 and positive definite matrices R1 and R2. The positive
constants ε1 and positive definite matrices R1 and R2 will be determined later.

The derivative of V along trajectories of (2) is given by:

V̇ (t) = ε1V̇1(m(t), p(t)) + V̇2(m(t), p(t), t),

where V̇1(m(t), p(t)) = 2mT (t)[−Am(t) + Wg(p(t − σ(t)))] + 2pT (t)[−Cp(t) +
Dm(t− τ(t))] and

V̇2(m(t), p(t), t) = 2gT (p(t))P2ṗ(t) + 2mT (t))P1ṁ(t) + gT (p(t))R1g(p(t))
−(1− σ′(t))gT (p(t− σ(t)))R1g(p(t− σ(t)))
+mT (t)R2m(t)− (1− τ ′(t))mT (t− τ(t)))R2m(t− τ(t)))
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Rewrite V̇1 as the following form.

V̇1(m(t), p(t)) ≤ −2mTAm− 2pT (t)Bp(t) + 2mT (t)A
1
2 A− 1

2 Wg(p(t− σ(t)))
+2pT (t)C

1
2 C− 1

2 Dm(t− τ(t)))

From Lemma 1, it follows that

V̇1(m(t), p(t)) ≤ −mT (t)Am(t)− pT (t)Cp(t) + MgT (p(t− σ(t)))g(p(t − σ(t)))
+MmT (t− τ(t))m(t − τ(t))]

where M = max(‖WT A−1W‖2, ‖DT C−1D‖2) ≥ 0.
Since g(pi(t))pi(t) ≥ k−1

i (g(pi(t)))2, we can get

−gT (p(t))P2Bp(t) ≤ −gT (p(t))P2CK−1g(p(t)).

Let the Cholesky factorization of Q1 and Q2 be Q1 = KT
1 K1 and Q2 = KT

2 K2.
Rewriting W = (W1K

−1
1 )(K1W2) and D = (D1K

−1
2 )(K2D2), we have

V̇2(m(t), p(t), t) ≤ −gT (p(t))(2P2Ck−1 − P2D1Q
−1
2 DT

1 P2 −R1)g(p(t))
−mT (t)(2P1A− P1W1Q

−1
1 WT

1 P1 −R2)m(t)
−(1− σ)gT (p(t− σ(t)))(R1 −WT

2 Q1W2)g(p(t− σ(t)))
−(1− σ)mT (t− τ(t))(R2 −DT

2 Q2D2)m(t− τ(t)).

Since Ω1 > 0 and Ω2 > 0, there exists ε2 > 0 such that Ω2 − 2ε2In > 0 and
Ω1 − 2ε2In > 0. Set R1 = WT

2 Q1W2 + ε2
1−σ

In, R2 = DT
2 Q2D2 + ε2

1−σ
In, which

are symmetric positive definite matrices. It follows that

V̇2(m(t), p(t), t) ≤ −ε2g
T (p(t))g(p(t)) − ε2m

T (t)m(t)
−ε2g

T (p(t− σ(t)))g(p(t − σ(t))) − ε2m
T (t− τ(t))m(t − τ(t)).

Choose ε1 > 0 such that Mε1 ≤ ε2. Then V̇ (t) ≤ −ε1m
T (t)Am(t)−ε1p

T (t)Cp(t).
Let a = min{a1, a2, · · · , an, c1, c2, · · · , cn}, k = max{k1, k2, · · · , kn}, r =

max{‖R1‖2, ‖R2‖2}, and p∗ = max{p(1)
1 , p

(1)
2 , · · · , p(1)

n , p
(2)
1 , p

(2)
2 , · · · , p(2)

n }.
Choose ε > 0 satisfying the following condition:

εε1 + εp∗k − ε1a + rk2ετeετ < 0. (4)

We then have

d

dt
(eεtV (t)) ≤ εeεtV (t)− ε1e

εt(mT (t)Am(t) + pT (t)Cp(t)).

Note that 2p
(2)
i

∫ pi(t)

0
gi(s)ds ≤ 2p∗

∫ pi(t)

0
kisds ≤ p∗kp2

i (t), we have

d
dt

(eεtV (t)) ≤ eεt(εε1 + εp∗k − ε1a)(mT (t)m(t) + pT (t)p(t)) + εeεt∫ t

t−σ(t)
gT (p(v))R1g(p(v))dv + εeεt

∫ t

t−τ(t)
mT (v)R2m(v)dv.

(5)

Integrating both sides of (5), we obtain

eεtV (t)|s0 ≤
∫ s

0
eεt(εε1 + εp∗k − ε1a)(mT (t)m(t) + pT (t)p(t))dt + ε

∫ s

0
[eεt∫ t

t−σ(t)
gT (p(v))R1g(p(v))dv + eεt

∫ t

t−τ(t)
mT (v)R2m(v)dv]dt.

(6)



An Analysis of Global Exponential Stability of Genetic Regulatory Networks 689

Estimating the second term and the third term on the right-hand side of (6) by
changing the integrals and using 0 ≤ τ(t) ≤ τ, σ(t) ≤ τ , we have

ε
∫ s

0
eεt

∫ t

t−τ(t)
gT (p(v))R1g(p(v))dvdt ≤ ε

∫ s

−τ

∫ min{v+τ,s}
max{v,0} eεtdtgT (p)R1g(p)dv

< rk2ετeετ (
∫ 0

−τ
eεvpT (v)p(v)dv +

∫ s

0
eεvpT (v)p(v)dv)

(7)
and

ε
∫ s

0
eεt

∫ t

t−τ(t)
mT (v)R2m(v)dvdt < rετeετ (

∫ 0

−τ
eεvmT mdv +

∫ s

0
eεvmT mdv)

(8)
Substituting (7) and (8) into (6) and using (4), we can obtain

eεtV (t)|s0 ≤ rk2ετeετ
∫ 0

−τ
eεv(mT m + pT p)dv ≡M1‖φ‖22.

Therefore,
V (t) ≤ (V (m(0), p(0), 0) + M1‖φ‖22)e−εt, ∀t > 0. (9)

V (0) = ε1(mT (0)m(0) + pT (0)p(0)) + 2
m∑

i=1

p
(2)
i

∫ pi(0)

0
g(s)ds + mT (0)P1m(0)

+
∫ 0

−σ(0)
gT (p(v))R1g(p(v))dv +

∫ 0

−τ(0)
mT (v)R2m(v)dv

≤ (ε1 + p∗k + rk2)‖φ‖22 ≡M2‖φ‖22.
According to (3),(9) and the above inequality,∀t > 0

ε1‖(m(t), p(t))T ‖22 = ε1(mT (t)m(t) + pT (t)p(t) ≤ V (t) ≤ (M1 + M2)‖φ‖22e−εt,

that is

‖(m(t), p(t))‖2 ≤
√

M1 + M2

ε1
‖φ‖2e− ε

2 t. (10)

Inequality (10) implies the origin of system (2) is globally exponentially stable.

When W is nonsingular, choosing W1 = W, W2 = In, D1 = D, D2 = In, we have

Corollary 1. Suppose that in systems (2), Assumptions A1 are satisfied, W is
nonsingular. The origin of neural system (2) is globally exponentially stable if
there exists a positive constant γ such that:

Ω1 = 2A− 1
γ

In − γDTD > 0;Ω2 = 2CK−1 − 1
γ

Im − γW T W > 0.

3 Example

In this section, we present three examples to show the effectiveness and correct-
ness of our theoretical results.

Example 1 ([5][6]). Assume that the network parameters of system (2) are given
as follows:A = B = I5, fi(x) = x2

1+x2 , τ(t) = σ(t) = 0.5 + 0.1 sin(t), and W as
follows.
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It is easy to know that the maximal value of the derivative of f(x) is less than
k = 0.65. Let γ = 1, the Ω1 and Ω2 in Corollary 1 becomes:

W = 0.5×

⎡
⎢⎢⎢⎢⎣

0 −1 1 0 0
−1 0 0 1 1
0 1 0 0 0
1 −1 0 0 0
0 0 0 1 0

⎤
⎥⎥⎥⎥⎦ , Ω1 = 0.36I, Ω2 =

⎡
⎢⎢⎢⎢⎣

1.57 0.25 0 0.25 0.25
0.25 1.32 0.25 0 0
0 0.25 1.82 0 0

0.25 0 0 1.57 −0.25
0.25 0 0 −0.25 1.82

⎤
⎥⎥⎥⎥⎦ .

It is clear that Ω1 and Ω2 are positive definite. Therefore, according to Theorem
1, the origin of system (2) is globally exponentially stable. However, the origin
of system (2)) is only globally asymptotically stable according to Theorem in [5]
and [6]. On the other hand, our criteria are all independent of the magnitudes
of delays, and so the delays under these conditions are harmless. Therefore,
Theorem 1 is a generalization of Theorem in [5] and [6].

4 Conclusion

In this paper, by the technique of inequality of integral, the globally exponential
stability criteria were derived. An Example implies that our results establish
a new set of globally exponential stability criteria for GRN with time-varying
delays.
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Abstract. A kind of chromatic system with self made fiber probe was designed to 
measure the spectrum to distinguish the skin normal or not in this paper. The 
testing skin’s reflection spectrum was measured and the chromatic values were 
analyzed. Through comparing the reflection spectrum and chromatic aberration 
of the sick skin with the normal one, good results are achieved by the analyzing 
of the skin with this system, so a method to distinguish the pathological skin 
automatically and objectively is attained. 

Keywords: Reflection spectrum;Pathological skin Diagnosis;chromatic 
tri-stimulating value. 

1   Introduction 

The spectrum analysis technology has lots of applications especially in skin 
diseases[1-3]. It is formal to diagnose the skin diseases through observing of the sick 
skin for its variation of the color, vein and state. None the less, for so many years people 
can only get the information with their eyes and experiences to decide the 
characteristics of the sick skin. In different area, the diseases are different and they can 
not be diagnosed with the same method.  

A spectrum analysis and chromatic testing system with self-made fiber probe was 
devised. According the theory of the chromatics and spectrum analysis, and with the 
optical techniques and computers, still with the medical experiences, an automatic 
diagnosis system of the skin diseases was established. Through the measuring and 
analyzing of the general skin diseases, it is proved that the spectrum of the pathological 
skin over the normal one is different clearly. So the chromatic value is different, and 
with the different part of the body of the same diseases, the difference of the spectrum is 
different, so we can decided the type of the skin diseases. 

2   Analysis Principle 

There are many kinds of skin diseases in medical area[4-5]. The skin surface is 
different in color vein and smoothness according different state. Traditionally the 
doctors can get the first impression of the skin surface with their experiences of many 
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In the system, a fiber probe is added to decrease the interference of the outside world 
and focus the light beam in order to increase the sensitivity of the system, and it also can 
improve the flexibility in measuring. 

 

 

 

 

 

 

 

 

Fig. 1. The framework chart for the test system 

4   Experiment Analysis 

With the system, the experiment to analyze the pathological skin was accomplished. 
The front left arm (normal) and the right cheek were tested, the spectrum of the normal 
part and the pathological part is shown in Fig1. The corresponding coordinate and 
chromatic aberration is as followed. 

Normal part: 
  X=25.386  Y=25.102  Z=19.569   
   x=0.363  y=0.358  z=0.279 
pathological part: 
  X=9.675  Y=8.617  Z=8.284   
   x=0.364  y=0.324  z=0.312 
chromatic aberration: 

447.28E* =Δ  
The corresponding coordinate and chromatic aberration is as followed. 
Normal part: 
Normal part 1: 
  X=25.759  Y=25.628  Z=20.196   
   x=0.360  y=0.358  z=0.282 
Normal part 1: 
  X=26.875  Y=26.823  Z=21.239  74.937 
   x=0.359  y=0.358  z=0.283 
chromatic aberration: 

986.1E* =Δ  

The pathological skin of another part was tested, the chromatic aberration 
*EΔ

=12.571 
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Grating  
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tiplier 
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supply 
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5   Conclusion 

It can be seen from the curves that the spectrum of the pathological skin and the normal 
skin are different, and the spectrum is different to the different skin diseases. So 
through the medical testing of the different pathological skin, getting the standard 
spectrum and the chromatics of the samples, forming the skin pathological database, 
the doctors can make the diagnosis of the skin diseases more objective and quantizing.  
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Abstract. Based on the quasi-sliding mode theory, a novel fixed-frequency 
nonlinear controller for single-inductor dual-output (SIDO) buck converter in 
pseudo-continuous conduction mode (PCCM) is presented in this paper. The 
main advantage of this nonlinear controller is that both small and large signal 
variations around the operating point are taken into account, which results in 
better transient response. To validate the feasibility of the scheme, a prototype 
of a SIDO buck converter with two outputs of 1.8 V and 3.3 V is developed in 
MATLAB SIMULINK. Simulation results show that the transient response of 
the SIDO buck converter with quasi-sliding mode controller is only 75 μs, 
contrasting to 900 μs with voltage feedback controller and 550 μs with peak 
current controller, when the load current of one channel changes from 100 mA 
to 10 mA. 

Keywords: DC-DC converter, fast-response, sliding mode control, single-
inductor dual-output, pseudo-continuous conduction mode. 

1   Introduction 

In many applications several regulated power voltages are required [1-3]. 
Conventionally, to generate N voltages, it is needed to use N switching converters 
with N inductors or transformer-based N-output DC-DC converters, which spend too 
many electronic components and increase the cost and volumes that is usually limited 
especially in portable and handheld consumer electronics [4].Thus, the single-inductor 
multi-output (SIMO) DC-DC converter was proposed for providing multiple output 
voltages by using a single off-chip inductor [5-8].  

Prompted by SIMO DC-DC converter mentioned above, this paper proposed a novel 
nonlinear controller for PCCM SIDO converter based on sliding mode control method. 
The sliding mode (SM) controller was introduced for controlling variable structure 
system [9-12] to attain high stability and robustness against its parameter, line and load 
uncertainties. However, the ideal SM controller operates at infinite switching frequency 
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resulting in excessive power loss and electromagnetic interference (EMI) issues [13]. 
Therefore, a PWM-based quasi-sliding-mode voltage controller was proposed in [14-15] 
to constrict the switching frequency of SM controller. Nevertheless, it has large steady 
state error which results from the finite switch frequency. This paper puts forward a way 
to reduce the steady state error and extend this theory to a converter working at pseudo-
continuous conduction mode to meet the demands of SIDO buck converter. 

Section 2 reviews the theoretical analysis of PCCM buck converter. In Section 3, a 
novel quasi-sliding controller for PCCM buck converter is presented. Furthermore, 
the schematic diagram of PCCM SIDO converter with quasi-sliding mode controller 
is introduced in Section 4. In Section 5, the simulation results under three different 
control methods of PCCM SIDO converter are compared. Finally, Section 6 
summarized the proposed designs. 

2   Analysis of PCCM Buck Converter 

Being different from the current in DCM, the inductor current of the converters, in 
PCCM, could stay above zero as a CCM converter does to reduce inductor current 
ripple. When the inductor current reaches a predefined freewheeling current, the 
switch S3 will close (shown in Fig. 1). Meanwhile, the switch S4 will open and the 
inductor current stays above zero as a constant and capacitor discharges to the load. In 
this case the freewheeling duration can be used in SIDO converters to alleviate cross-
regulation effects. 

Vg

+

-

Ro
Resr

C

L

Vo

S1

S2 S3

S4

 

Fig. 1. Schematic diagram of PCCM buck converter  

By using a well known circuit averaging technique, the equivalent circuit of PCCM 
buck converter can be derived and the small signal transfer function can be 
developed. According to the small signal model of PCCM buck converter, a voltage 
feedback controller can be obtained to attain adequate phase margin and good 
rejection of expected disturbances. 

3   Quasi-Sliding Mode Controller 

The basic principle of SM control is to establish a certain sliding surface S in the state 
space so that the trajectory of the state variable will direct toward a desired working 
point. In order to make the SM-controlled converters operate at a constant switching 
frequency for all operating conditions, a PWM based quasi-sliding-mode controller is 
proposed based on two key results [14-15] as follows: In the SM control, the control  
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input u (indicates the state of the converter’s power switch) can be replaced by a 
equivalent control signal ueq, which can be derived by setting the time differentiation 
of sliding surface S equal to zero; At infinite switching frequency, the equivalent 
control signal ueq is effectively equal to a duty-cycle control signal, d=ueq. 

 

Fig. 2. Logical state of power switch S1 and S3 

In PCCM buck converter, the state variables can be chosen as voltage error and its 
integration and differentiation as shown in Equation 1: 
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where β denotes the feedback network ratio. The logical states of power switch S1 and 
S3 are defined as u and uL respectively (shown in Fig. 2). 

Substitution of the buck converter’s behavioral model under PCCM into (1) 
produces the following state equation: 
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Fig. 3. Schematic diagram of PCCM buck converter with quasi-sliding mode controller 
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The sliding surface is defined as the linear combination of these three state variables 

332211 xxxS ααα ++=  . 

The equivalent control signal ueq can be derived by setting the time differentiation of 
sliding surface S equal to zero 
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where uLeq stands for the equivalent control signal of uL.  
So far, the equivalent control signal ueq can be mapped onto the instantaneous duty 

cycle function d of the pulse-width modulation converter. However, this equalization 
is based on the assumption that the converter has infinite switch frequency. In the 
reality a fixed switch frequency is chosen which will introduce some steady error in 
the converter. In this paper, a linear compensator (error integration element) is added 
to reduce this steady state error (seen the dashed part in Fig. 3).  

4   PCCM SIDO Buck Converters 

Fig. 4 illustrates the basic architecture of a PCCM SIDO buck converter with quasi-
sliding mode controller. It can be seen that a power switch S5 is added to attain two 
different output voltages, and the two quasi-sliding mode controllers are designed 
independently, which are synchronized and controlled by the phase-generator. 

 

Fig. 4. Schematic diagram of PCCM SIDO buck converter with quasi-sliding mode controller 

The basic waveforms of inductor current and output voltages of PCCM SIDO buck 
converter are shown in Fig. 5. In phase-a, switch S5 is off, so the second channel is in 
freewheel duration. Capacitor C2 discharges and the output voltage Vo2 decreases. At the 
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meantime, Switch S4 is on and loop-a is enabled, so the first channel works as a normal 
PCCM buck converter, and vise versa. Because of the freewheel duration isolates these 
two output channels, the quasi-sliding mode controllers can be designed separately. 
Furthermore, this PCCM SIDO buck converter has better transient response in that the 
quasi-sliding mode controller preserves the large signal information of the converter. 

5   Simulation Results 

In this paper, three kinds of PCCM SIDO buck converters are simulated in MATLAB 
SIMULINK: one with voltage feedback controller, the other one with peak current 
controller and the third one with the novel quasi-sliding mode controller. The 
specifications of the PCCM SIDO buck converter are given in Table 1. 

 

Fig. 5. Signal waveform of S1 control signal, inductor current, output voltage of two different 
sub-converters of PCCM SIDO buck converter 

Table 1. Specifications of SIDO buck converter 

Parameter Name Value 

Vg 5 V 

L 2 μH 
fs 1 MHz 

Iref 100 mA 

Vo1 1.8 V 

Vo2 3.3 V 

Io1, Io2 100 mA 

C1, C2 10 μF 
Resr1, Resr2 20 mΩ 

 
Fig. 6 shows simulation waveforms of PCCM SIDO buck converter with three 

different controllers. The steady-state waveforms of this PCCM SIDO buck converter 
match the theoretically analysis. And two output voltages, 1.8 V and 3.3 V, are 
regulated in two different channels. 
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(a) Simulation waveforms of inductor current, two output voltages of PCCM SIDO buck 
converter with voltage feedback controller 

 

(b) Simulation waveforms of inductor current, two output voltages of PCCM SIDO buck 
converter with peak current controller 

 

(c) Simulation waveforms of inductor current, two output voltages of PCCM SIDO buck 
converter with quasi-sliding mode controller 

Fig. 6. Simulation waveforms of PCCM SIDO buck converters 

In order to simulate the transient speed of this PCCM SIDO buck converter, a load 
variation is added to the first channel. And the simulation results are shown in Fig. 7. 
These waveforms in Fig. 7 (a) and (b) indicate that the PCCM SIDO buck converter 
with voltage feedback controller and peak current controller has few cross-regulation 
effects. However, it demands 900 μs and 550 μs respectively to reach the steady state 
operating point when the load changes from 100 mA to 10 mA. On the contrary, the 
PCCM SIDO buck converter with quasi-sliding mode controller just needs 75 μs to 
return to the steady-sate operating point. 
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(a) Two output voltages of PCCM SIDO buck converter with voltage feedback controller  

 

(b) Two output voltages of PCCM SIDO buck converter with peak current controller  

 

(c) Two output voltages of PCCM SIDO buck converter with quasi-sliding mode controller  

Fig. 7. Transient waveforms of PCCM SIDO buck converters when the load1 changes from 
100mA to 10mA 

6   Conclusion 

A novel fixed-frequency quasi-sliding mode controller is presented in this paper. And 
a new design method of the quasi-sliding mode controller for the PCCM SIDO buck 
converter is proposed. By using this nonlinear controller, the PCCM SIDO buck 
converter can achieve faster transient response than the one with voltage feedback 
controller or peak current controller. The simulation results indicate that the response 
of the converter is well in accord with the theoretical analysis. 
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Abstract. To reduce the power consumption and die area of interpolation filters, 
which usually determine the hardware cost of Delta-Sigma DAC systems, an 
improved common subexpression elimination (CSE) method is proposed in this 
paper. Furthermore, an improved comb filter with an optimized sharpening 
technique is put forward, which effectively provides sufficient sideband 
suppression and passband droop compensation. Using a TSMC 0.35µm Logic 
1P4M process, the synthesis results show remarkable reduction in both power 
consumption and silicon area. Compared with several other FIR deign methods, 
the adder-cost is reduced significantly while the logic-depth is kept the same with 
the NR-SCSE, which is consistent with expectations. 

Keywords: interpolation filter, FIR filter, CSE, comb filter, sharpening 
technique, passband droop. 

1   Introduction 

As is well known, Delta-Sigma digital-to-analog converters (Δ-Σ DAC) have been 
found extensive applications in audio/video processing systems, especially in portable 
battery-powered equipments which are getting extremely popular in recent years. A 
typical architecture of Delta-Sigma DAC is composed of an interpolation filter, a Delta-
Sigma modulator, a hybrid-DAC and a reconstruction filter. Among them, the 
interpolation filter plays a vital role in the system, which executes the functions of signal 
oversampling as well as data preparation for the modulator. A common structure of 
interpolation filter consists of three cascaded halfband filters plus one sample/hold 
stage. However, this structure has long been suffered from the insufficient sideband 
suppression in the spectrum. An alternative choice is to employ two cascaded halfband 
filters plus one cascaded integrator-comb (CIC) filter, but still, the performance of 
sideband attenuation is suboptimal at a high expense of hardware. Besides, due to its 
relatively high hardware cost and logical complexity (especially the first stage halfband 
filter), interpolation filter significantly affects the performances of the whole system, 
such as power consumption, chip area, and etc.  
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The adder-cost and the logic-depth are the two most important metrics that evaluate 
the complexity of FIR filters. The method of canonical signed digit (CSD) 
representation [1] allows encoding a binary number such that it contains the minimum 
possible number of non-zero bits. A computation reduction technique called 
nonrecursive signed common subexpression elimination (NR-SCSE) is put forward in 
[2] to simultaneously reduce the adder-cost and the logic-depth. In [3], the conventional 
common subexpression (CS) is extended to contain more than two non-zero bits, which 
is proven effective when the precision of the CSD code is extended. In [4], vertical 
common subexpression (VCS), as the counterpart of traditional horizontal common 
subexpression (HCS), is introduced to help the reduction of hardware cost.  

Compared with comb filter, the sample/hold mechanism inherently lacks the 
capability of attenuating the stopband components of the data stream. It is well known 
that the comb-based structure will introduce a passband droop which may deteriorate 
the high-frequency performance. To fix this problem, various techniques have been 
invented and employed, among which the filter sharpening approach, first proposed 
by Kaiser and Hamming in [5], has gained favorable attentions and was introduced to 
the context of comb filter design in [6]. Extensive research of sharpening the comb 
filter was done in [7][8][9] which expands the design space significantly. 

In this paper, the complete design and implementation of an interpolation filter is 
presented. The paper is structured as follows. In Section 2, the system specification is 
described. Section 3 analyzes both the previous methods and the proposed CSE 
method in detail. In Section 4, a novel comb filter with an optimized sharpening 
technique is presented. Finally, in the fifth section, some conclusions are given. 

2   System Specifications 

In Fig. 1, halfband filters oversample the digital input and raise the sampling rate by 
2X at a time, and the rest 16X oversampling task is left to the comb filter. The 
passband cutoff frequency of the halfband filters is 18kHz instead of 20kHz, which 
can significantly reduces the number of filter taps by widening the transition band, 
while the loss of performance is acceptable in ordinary digital audio applications. 
 

2↑ 2↑ 16↑
 

Fig. 1. The structure of the proposed interpolation filter. 

Table 1. Specifications of the two halfband filters. 

 Order Passband Ripple Stopband Attenuation 

1st HB Filter 46 < 0.002 dB > 75 dB 

2nd HB Filter 14 < 0.0004 dB > 85 dB 
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3   The Halfband Filters Design 

All the filter coefficients are represented in CSD as shown in Table 2.  

Table 2. CSD representation of partial first halfband filter coefficients. 

Coefficient Value CSD Relative Error 
(%) 

C(1), C(47) -0.00031071309037 -2-12 – 2-14 -1.782129333 

C(3), C(45) 0.00078642716675 2-10 – 2-12 + 2-14 – 2-17 -0.076234655 

C(5), C(43) -0.0017093731612 -2-9 + 2-12 -0.022744373 

C(7), C(41) 0.0032591548977 2-8 – 2-11 – 2-13 – 2-15 – 2-17 -0.043061253 

C(9), C(39) -0.0056948786350 -2-7 + 2-9 + 2-12 – 2-14 – 2-16 -0.058830310 

C(11), C(37) 0.0093591951557 2-7 + 2-9 – 2-11 + 2-14 + 2-16 -0.059379683 

C(13), C(35) -0.014747944987 -2-6 + 2-10 – 2-13 + 2-15 – 2-17 -0.002206130 

C(15), C(33) 0.022693520495 2-5 – 2-7 – 2-10 + 2-12 – 2-16 -0.016309322 

C(17), C(31) -0.034886308995 -2-5 – 2-8 + 2-12 + 2-15 -0.013521633 

C(19), C(29) 0.055679777213 2-4 – 2-7 + 2-10 + 2-16 -0.000818832 

C(21), C(27) -0.10113668206 -2-3 + 2-5 – 2-7 + 2-11 – 2-14 -0.001412103 

C(23), C(25) 0.31662384875 2-2 + 2-4 + 2-8 + 2-12 – 2-15 -0.001255655 
C(24) 0.5 2-1 0 

1z−1z−

( )x n

( )y n

MCM

 

Fig. 2. Transposed-form of FIR filters. 

The halfband filter could be configured in transposed-form, shown in Fig. 2, rather 
than direct-form, wherein one input is multiplied by all the coefficients 
simultaneously. This kind of configuration of multiple constant multiplication (MCM) 
is a transformation closely related to the widely used substitution of multiplications 
with constants by shifts and additions. CSE tackles the MCM problem by minimizing 
the number of additions/subtractions through extracting common bit patterns among 
the coefficients represented in CSD [3]. 

3.1   Direct Synthesis Using CSD Method 

In the absence of application of any CSE techniques, the CSD method features its 
straightforward implementation, which could facilitate the whole design process. But 
the waste of hardware resources is extremely serious. 
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3.2   The NR-SCSE Algorithm 

The NR-SCSE algorithm avoids high logic-depth by extracting the CS with the 
highest occurrence frequency according to the subexpression model matrix (SMM) 
associated with the given coefficient set. The NR-SCSE scans for the CSs with two 
nonzero bits only. For the first stage halfband filter, the SMM is shown in (1). 

7 4 6 3 5 6 1 3
.

8 8 6 6 0 7 1 4
SMM

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

   (1) 

In the matrix above, each element indicates the occurrence number of a specific CS 
in the coefficient set. The CSs in the first row have two same-signed bits while the 
situation in the second row is otherwise. The column index represents the number of 
zeros between two bits. Next, the CS with the highest value in the matrix is selected 
and this chosen subexpression is eliminated from the coefficient set. And then, all the 
coefficients need to be scanned again to reconstruct the SMM and a new turn 
selection starts. Subexpressions belonging to different coefficients are not shared 
which leads to independent structures that reduce logic-depth and increase the 
potential operation frequency. 

But the NR-SCSE algorithm is likely to undermine the possibility that one 
coefficient might be occupied by several short CSs completely, which may aggravate 
the layout complexity and the hardware cost. 

3.3   The Improved CSE Method 

An improved CSE method is proposed to make the utilization of CS more efficient 
and the optimization be maximized. The choice of CSs is still limited to those with 
only two nonzero bits. Instead of choosing the CS with the highest occurrence, the 
selection of CS in the proposed method is more heuristic.  

In general cases, all the adders in a filter’s implementation can be divided into 
three parts which are coefficient adder (CA), tap adder (TA) and subexpression adder 
(SA). Suppose there is a simplified FIR filter with its transfer function shown in (2), 

( ) (0) (2) (1) (1) (2) (0) .y n h x h x h x= + +     (2) 

Thus the number of TA equals the number of partial products minus one. Since 
TAs are inevitable and cannot be optimized, they are excluded in the calculation of 
adder-cost. Meanwhile, we can assume that the coefficients are implemented by three 
CSs in such a way 

1 2 2 3 3 1(0) 2 , (1) 3 , (2) 4 .h x x h x x h x x= + = + = +         (3) 

So to realize the coefficients, three CAs are consumed in total. Because only CSs 
with two nonzero bits are used, the maximum value of CA to synthesize each 
coefficient (MCA) is calculated as follows 

[ ] ;/ 2
( )

./ 2 1

n is oddn
MCA i

n is evenn

⎧
= ⎨ −⎩

   (4) 
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where n indicates the number of nonzero bits in one coefficient. At last, the number of 
SA equals the number of all the CSs used in the design. 

From the discussion above, it could be concluded that the number of CA is almost 
determined solely by the nonzero bits in coefficients. The adder-cost incurred by CA 
is fixed which leaves little room for optimization. Thus the minimization of adder-
cost is transformed into searching for an appropriate set of CS with lower SA. 

To clarify the algorithm, the concepts of subexpression pool (SP) and bit distance 
(DA) are introduced. SP contains the CSs which have been selected to construct 
coefficients while DA is the number of zeros between two nonzero bits in one CS. 
The proposed algorithm is based on several principles shown as below: 

Step 1. Before processing the coefficient set, the CSs 101 and 10n are selected and 
put into the SP in which n here represents -1. This is because these two CSs are the 
most commonly used ones in filter implementation. 

Step 2. The algorithm processes the CSD coefficient array line by line. The CSs with 
shorter DA are always chosen from the SP with higher priority to construct the 
coefficient as completely as possible since the DA is analogous to the word length, 
which is also a metric evaluating the hardware consumption. 

Step 3. If the current CSs in the SP cannot realize the coefficient, a new CS with the 
shortest possible DA which is capable of satisfying the implementation is added to the 
SP. 

Step 4. In each line, if the number of nonzero bits is odd, then all the nonzero bits are 
examined one by one to check for the possibility of forming a VCS with another 
same-signed bit in another line.  
 

The detailed situation of applying the instructions above to the first stage halfband 
filter is shown partially in Fig. 3, from which we can see that only six CSs are used 
and only one bit is implemented directly. 
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Fig. 3. Illustration of the proposed method on partial coefficients of the first halfband filter. 
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3.4   Comparison 

The filter complexity of the first stage halfband filter in terms of adder-cost and logic-
depth for the three methods above is shown in Table 3. The proposed method 
achieves the same logic-depth as the NR-SCSE and does better in adder-cost.  

Table 3. Complexity comparison between three methods. 

 CSD NR-SCSE Proposed CSE 
adder-cost 124 90 84 
logic-depth 5 3 3 

4   Comb Filter with an Improved Sharpening Technique 

Two cascaded stages of comb filter are used with additional attenuation of about 25 
dB per stage. Thus the transfer function of the proposed cascaded comb filter is 
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The simplest sharpening method in [5] given by (3H2-2H3) is applied to H1(z). We 
arrive at the transfer function in (7) and from Fig. 4 magnificent improvement in 
sideband suppression as well as passband droop compensation can be found. 

 

Fig. 4. Improved comb filter response. 
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Two possible ways of implementation correspond to the cases which are M1=8, 
M2=2 and M1=M2=4. Since the H1 part is responsible of the low-pass region [9], a 
higher value of M1 will lead to relatively poorer performance in the low frequency 
region. But in the mean time, due to the sequence of upsampling which is M2 
followed by M1, in the first case, more computational operations are running in lower 
sampling rate compared with the second one, which may help the reduction of power 
consumption. Thus, a trade-off between these two performance factors must be 
considered seriously based on in-depth analysis and simulations of the two cases. 

Table 4. Comparison between two implementations of comb filter. 

 Power Area 

comb 2×8 1.9715 mW 889245 µm2 

comb 4×4 1.7683 mW 784560 µm2 

 

Using a standard TSMC 0.35µm logic 1P4M process, given the synthesis results of 
Design Compiler and the power estimation based on a practical testbench input, it can 
be shown in Table 4 that the M1=M2=4 case outweighs the first one in both the area 
and total dynamic power, which could be attributed to the two-fold poly-phase 
transformations. The detailed implementation diagram of the M1=M2=4 case is shown 
in Fig. 5. 
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iE z z−⋅∑ 2 ( ) i
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Fig. 5. Implementation of the proposed comb filter. 

5   Conclusion 

In this paper, the design of a 16-bit precision low-power low-complexity interpolation 
filter used for Delta-Sigma DAC system is discussed. An improved CSE approach as 
well as an optimized two-stage sharpening filter technique is proposed and the 
detailed implementation is provided. The function of the whole design has been 
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verified by Altera EP2C35 FPGA with the SNR performance given in Table 5 and the 
synthesis result provided by Design Compiler indicates a power consumption of 
1.8306mW as well as a die area of 1511280 µm2.  

Table 5. SNR performance of the proposed interpolation filter. 

Frequency 495.3Hz 1098.2Hz 2174.8Hz 4414.3Hz 6481.5Hz 8677.9Hz 12941.5Hz 
SNR 95.90dB 98.51dB 98.11dB 98.57dB 98.69dB 98.56dB 98.53dB 
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Abstract. In order to save area and achieve high SNDR as well, an efficient 
digital front-end of a 16-bit DAC for audio application, including a 4-stage 
interpolator and a 4th-order Δ-Σ modulator with improved DWA technique is 
proposed. Poly-phase structure and CSD coding method are used for interpolator 
to save area. An improved DWA technique named as DCSDWA is applied for the 
Δ-Σ modulator with a 15-level quantizer to eliminate the mismatch errors in multi-
bit DAC so as to yield high SNDR. Verified by FPGA in Altera Quartus II 
synthesis environment, the proposed design yields 115-dB DR and 108.4-dB 
SNDR for a -6-dBFS sine-wave input, as well as 68-dB stopband attenuation and 
less than 0.008-dB passband ripple for the interpolator, which indicate the 
proposed work meets the design requirements well.  

Keywords: DAC, interpolator, delta-sigma modulator, multi-bit, DCSDWA. 

1   Introduction 

By using oversampling and noise-shaping technologies, delta-sigma (Δ-Σ) modulator 
yields wide dynamic range (DR) as well as high signal to noise and distortion ratio 
(SNDR). Thus, it is especially applicable to the high resolution digital-to-analog 
converters (DAC) needed in portable multimedia devices, which have the increased 
market demands recently. Meanwhile, the multi-bit quantization for a Δ-Σ converter is 
widely used due to the high resolution but simple loop configurations, at the cost of 
additional dynamic element matching (DEM) technique to eliminate the mismatch 
errors of unit-elements in multi-bit DAC. The data weighted averaging (DWA) is 
known as one of the most effective DEM techniques. However, if a dc or a low-
frequency input signal is given, the in-band signal-dependent tones will appear when 
a traditional DWA is employed, which degrade the SNDR seriously. The SNDR of 
the modulator should be high enough to relax the specifications of the post analog 
reconstruction filter. Therefore, it is an urgent imperative to improve the DWA 
technique to solve the tones issue. In addition, an interpolator is needed in Δ-Σ DAC 
to achieve up-sampling and suppress the out-of-band power. Finite impulse response 
(FIR) filter is suitable for an interpolator on account of the requirement of linear 
                                                           
* Corresponding author. 
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phase property in audio application, but which is area-cost and complex to implement. 
Therefore, optimization methods should be applied for the interpolator to save area. 

In order to achieve area-efficient and high SNDR as well, an effective digital front-
end of a 16-bit Δ-Σ DAC for audio application is proposed in this paper. The digital 
front-end is composed of an area optimized 4-stage FIR interpolator and a 4th-order Δ-
Σ modulator with an improved DWA technique named as dual cycle shifted DWA 
(DCSDWA). The interpolator includes 3 stages of halfband (HB) filters and a sample-
and-hold (S/H) register to carry out 64× up-sampling. Each stage of HB filters is 
implemented by a poly-phase structure with the coding method of Canonic Signed 
Digit (CSD) to realize multiplier-free to save area. The Δ-Σ modulator yields 115-dB 
DR via employing a 15-level quantizer and optimizing the coefficients as well as the 
word length within the modulation loop. DCSDWA is applied to eliminate the in-
band signal-dependent tones more effectively than traditional and other modified 
DWA techniques. Prototype of the digital front-end is verified by FPGA in Altera 
Quatus II synthesis environment, and the experimental results indicate that the 
proposed design meets the requirements of the portable audio application well. 

The paper is organized as follows. After the introduction in section 1, section 2 
depicts the overall architecture of the audio DAC. The interpolator and the Δ-Σ 
modulator are discussed in section 3 and section 4, respectively. The DCSDWA 
technique is illustrated in section 5. Section 6 proposes the experimental results, and 
section 7 concludes the paper.  

2   Architecture of the Audio DAC 

The basic system diagram of the audio DAC is illustrated in Fig. 1. The proposed 
DAC processes a 16-bit input signal with sampling rate fs of 44.1 kHz. The whole 
structure can be divided into a digital front-end and an analog output stage. The 
digital front-end includes a 4-stage FIR interpolator, a 4th-order noise-shaping Δ-Σ 
modulator and a DWA block, while the analog output stage contains an internal DAC 
as well as a reconstruction filter.  

4-Stage
Interpolator

4th-Order
Δ-Σ Modulator

Reconstruction
Filter

 
16-bit 4-bit

@ 64 × fs @ 64 × fs

15-Level
Internal DACInput 

Signal

Analog
Output

Digital Front-End Analog Output Stage

16-bit
@ fs DWA

Block

4-bit

@ 64 × fs

 

Fig. 1. Block diagram of the audio DAC.  

The input signal passes through the interpolator, which raises the sampling rate 
from fs = 44.1 kHz to the oversampling rate (OSR) of 64×fs = 2.8224 MHz. 
Meanwhile, the filter suppresses the spectral replicas of the input signal in order to 
reduce the out-of-band power. The Δ-Σ modulator noise-shapes the 16-bit input data 
and reduces the word length to 4-bit. Multi-bit quantization is preferred on account of 
several intriguing advantages, such as simplifying the noise-shaping loop and easing 
the specifications of the analog reconstruction filter under the same realization of 
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SNDR. However, there is a drawback for multi-bit quantization. The asymmetry of 
unit-elements in the internal DAC due to the process deviation involves mismatch 
errors, which degrade the SNDR seriously. Thanks to the DWA block, the 
thermometer-coded output of the modulator is noise-shaped and scrambled into a 
random-coded form, so that the internal DAC will reproduce the digital input into the 
analog output without appreciable aberration. Finally, the reconstruction filter 
suppresses most of the out-of-band noise and hence recuperates the audible signal. 

3   Interpolator 

Rather than an infinite impulse response (IIR) filter, a FIR filter is suitable for the 
demand of linear phase property in audio application. Due to the high OSR and the 
narrow transition band of the input signal, the order of a single-stage FIR filter to 
achieve 64× up-sampling has to be exceedingly high. Therefore, a multi-stage 
structure is preferred to minimize area. The HB filter grants the weight of its every 
other tap (except the center one) to be zero, and hence which is very economical to 
accomplish. 

The block diagram of the 4-stage FIR interpolator is depicted in Fig. 2. The 
interpolator comprises 3 stages of cascaded HB filters, followed by an S/H register. It 
increases the OSR to 64, and meanwhile realizes the stopband attenuation higher than 
65-dB and the passband ripple less than 0.01-dB. Each HB filter achieves 2× up-
sampling, and the S/H register raises the OSR by the other 8 times. The requirements 
on the first stage are the most demanding, since it should offer a flat passband with 
extremely small gain variation and the sharpest cutoff. Thus, the first stage is realized 
by a 110-order HB filter, which is much more complex than the following ones. The 
orders of the second and the third stages are 18 and 14, and the detailed specifications 
for 3 stages of HB filters are list in table 1. 

   

 

Fig. 2. Block diagram of the interpolator.  

Table 1. Configurations of the HB filters.  

 Passband Ripple Stopband Attenuation Order 
1st Stage HB Filter < 0.004 dB > 70 dB 110 
2nd Stage HB Filter < 0.002 dB > 72 dB 18 
3rd Stage HB Filter < 0.002 dB > 72 dB 14 

 

The coefficients of each HB filter can be obtained by Matlab. In order to reduce the 
area, every coefficient should be carried out as a sum of integer powers of two and 
then encoded by using Canonic Signed Digit (CSD), so that the interpolator can be  
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optimized to be a multiplier-free realization. The CSD encodes a binary number as a 
specific form which includes non-zero bits as few as possible, so that it can save 
about 30% combinational circuit area compared with the common binary coding 
implementation. The poly-phase structure is employed for each stage of the HB 
filters. Compared with the direct-form structure, poly-phase solution can save the 
number of the registers by almost half.  

4   Δ-Σ Modulator 

The selection of the quantization level and loop order for the Δ-Σ modulator involves 
two basic concerns. The first one is to make the in-band quantization noise negligible 
in the total noise budget to fulfill the requirement of SNDR, and the second one is to 
make out-of-band noise low enough so that the modulator is stable and the design 
specifications of the reconstruction filter can be relaxed.  

A 4th-order Δ-Σ modulator using a 15-level quantizer meets these two requirements 
well. The architecture of the modulator is illustrated in Fig. 3. A chain of 4th-order 
accumulators with feedforward summation is used as the basic structure. Replacing 2 
zeroes out of 4 from dc to the edge of the signal band by adding a local feedback 
resonator guarantees the modulator to achieve high SNDR. A 15-level quantizer 
achieves relatively low out-of-band noise and assures the stability.  

 

Fig. 3. Architecture of the Δ-Σ modulator.  

Original internal coefficients of the proposed structure can be obtained by Matlab, 
then should be modified and optimized into the sums of integer powers of two for 
multiplier-free implementation.  

For digital implementation of the Δ-Σ modulator, the word length of each 
accumulator should be determined to fit the in-band truncation noise caused by finite 
precision arithmetic lower than -120-dB. The in-band noise power Pin for an 
accumulator associated with N-bit word length is 
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where c1 is the feedthrough coefficient of the first accumulator. Since the power of a 
full-scale sine-wave with the amplitude M is M2/2, the word length N should satisfy 

( )12
2 1log 1.5 10 18.6N M c OSR−> − ⋅ × ≈ .     (2) 

Therefore, the word length of each accumulator is finally confirmed as 19-bit. 
Feedforward structure used in the modulator configuration ensures the signal 

transfer function (STF) to be 1, which means the modulation loop should reproduce the 
input signal without any distortion. Based on the optimized internal coefficients of the 
modulator, the noise transfer function (NTF) H(z) can be expressed as 

2 2

2 2

( 1) ( 2 1.001)
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H z

z z z z

− − +=
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The NTF acting as a high-pass filter suppresses the quantization error around dc to the 
out-of-band. 

5   DCSDWA Technique 

Traditional DWA selects the unit-elements of internal DAC rotatively and achieves 
first-order noise-shaping to mismatch errors. However, if a dc or a low-frequency 
input signal is given, the selection becomes a pattern, which means that the mismatch 
errors of the unit-elements turn out to be a periodic sequence. Therefore, the signal-
dependent tones are produced and then translated into the output of the internal DAC. 
In order to solve the tones problem, several modified DWA techniques are developed, 
e.g. pseudo DWA [1], split-set DWA (SDWA) [2], Bi-Direction DWA (Bi-DWA) [3] 
as well as Partitioned DWA (P-DWA) [4]. Pseudo DWA cannot meet the linearity 
demand for audio application. SDWA obtains higher SNDR, but the complexity of 
the circuit will be greatly increased when the quantization level is more than 9. Bi-
DWA and P-DWA suppress the in-band tones effectively, but they achieve poor 
SNDR.  

An improved DWA technique named as DCSDWA is applied in this paper, the 
principle of which is to disturb the periodic pattern of the mismatch errors of the 
multi-bit internal DAC due to the process deviation so that the signal-dependent tones 
can be suppressed without SNDR loss. As shown in Fig. 4, the DCSDWA block is 
composed of two main functional units, which are the traditional DWA unit and the 
output sequence processor. In addition, an internal k-bit counter and a pointer pt(n) 
are needed. DCSDWA operates as traditional DWA during the (2k-1) clock periods. 
Once the (2k)th output of the traditional DWA y(n) is given, the k-bit counter 
overflows, and the output sequence is split into two subsets based on the index of the 
pointer pt(n). If the value of y(n) is even, two subset-sequences are shifted 
counterclockwise respectively, and if the value is odd, sequences are shifted 
clockwise. Then, two new subset-sequences are assembled together to form a new 
y(n). As an example to illustrate the principle of DCSDWA, assume that y(n) is a 15-
level output sequence as used in the proposed audio DAC. The (2k -1)th output y(n-1)  
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is (000111110000000) and index of pt(n-1) is 13 (which is indicated by ‘0’ in the 
output sequence). When the value of y(n) is 8, pt(n) turns out to be 6 and splits y(n) 
from (111000000011111) to (111000000) and (011111). Because 8 is even, two 
subset-sequences are shifted to be (110000001) and (111110), and then new y(n) turns 
out to be (110000001111110). If the value of y(n) is 7, new y(n) becomes 
(011100000010111). The split-and-shift behavior is carried out as long as the 
overflow happens, and noise-shapes the mismatch errors as well as suppresses the in-
band tones to improve the SNDR.  

 

 

Fig. 4. Structure of the DCSDWA block. 

6   Experimental Results 

The proposed design is verified in Altera Quartus II FPGA synthesis environment. 
The output of the interpolator is shown in Fig. 5(a). It can be seen that the interpolator 
carries out 64× up-sampling operation effectively. The frequency response of the 3 
stages of HB filters simulated by Matlab is depicted in Fig. 5(b). The simulation result 
shows that the passband edge frequency is 20.2 kHz, the stopband attenuation is 68-
dB, and the passband ripple is less than 0.008-dB.  

 

Fig. 5. Experimental results of interpolator: (a) FPGA output of the interpolator; (b) frequency 
response of the interpolator. 
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The areas of 3 implementations of interpolators, including direct-form structure, 
poly-phase structure as well as this work (poly-phase structure with CSD coding) for 
a standard 0.18-µm one-poly four-metal (1P4M) CMOS process are summarized and 
compared in table 2. All the areas are normalized, and the area of the proposed design 
is deemed to be 1. Table 3 demonstrates that the sequential circuit area of the poly-
phase structure is only half that of direct-form structure. Compared with the common 
binary coding method, CSD coding can save about 30% combinational circuit area.  

Table 2. Area comparison between different implementations of interpolators. 

 Normalized Combinational 
Circuit Area 

Normalized Sequential 
Circuit Area 

Normalized 
Total Area 

Direct-Form 1.33 1.85 1.44 
Poly-Phase 1.36 1 1.29 
This Work 1 1 1 

 

The function of DCSDWA is simulated by Matlab. The mismatch errors of the 
unit-elements in the internal DAC are set as a Gaussian distribution with a maximum 
deviation value of 0.5%. Fig. 6(a) and (b) show the output spectrum of the modulator 
with or without DCSDWA when a -2-dBFS sine-wave input @ 5 kHz is given. 
According to the figures, DCSDWA technique eliminates the in-band tones 
effectively and yields SNDR 22-dB higher than that without any DEM technique. 
Comparison result between the DCSDWA and other modified DWA techniques 
including traditional DWA, pseudo DWA, SDWA, Bi-DWA and P-DWA is 
illustrated as SNDR versus input amplitude of the modulator in Fig. 6(c). A 6-bit 
counter is used in DCSDWA. The simulation result shows that DCSDWA yields a 
higher SNDR than the other DWA techniques and a good linearity. 

Fig. 7(a) illustrates the FPGA output spectrum of the proposed digital front-end via 
SignalTap logic analyzer when a -6-dBFS sine-wave input @ 5 kHz is given, and the 
SNDR achieves 108.4-dB which indicates an 18-bit resolution. Fig. 7(b) shows the 
measured SNDR versus the amplitude of input signal. The DR of the digital front-end 
is 115-dB, which satisfies the requirements of portable audio application well. 

 

 

Fig. 6. Matlab simulation results: (a) output spectrum with DCSDWA; (b) output spectrum 
with DCSDWA; (c) SNDR versus input amplitude. 
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Fig. 7. FPGA verification results: (a) output spectrum of the modulator; (b) SNDR versus input 
amplitude @5 kHz. 

7   Conclusion 

In order to achieve area-efficient and high SNDR, an effective digital front-end used 
in 16-bit audio DAC is presented. Poly-phase structure with CSD coding is used for 
interpolator to save area. DCSDWA technique applied to the Δ-Σ modulator with a 
15-level quantizer eliminates the in-band tones effectively and yields high SNDR. 
The proposed design is verified by FPGA in Altera Quartus II synthesis environment 
and simulated by Matlab. The experimental results show that the proposed work 
meets the design requirements well. 
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Abstract. It is now well-established that to be reliable, software have
to be tested during the software life cycle, and this is particularly true
with recent technologies such as Web services. Test purpose based meth-
ods are black box testing techniques which take advantage of reducing
the time required for test derivation. Nevertheless, test purposes must be
constructed by hand. To solve this issue, we propose, in this paper, some
automatic test purpose generation methods for testing the operation ex-
istence, the critical states and the exception handling, in stateful Web
services. To take into account the SOAP environment in which they are
deployed, we also augment the specification with SOAP messages. We
show that SOAP gives more observable reactions and helps to test spe-
cific properties.

Keywords: Stateful Web services, STS, SOAP, test purpose generation.

1 Introduction

Software testing is an important software engineering activity widely used to
find defects in programs. In particular, black box testing, which is the topic of
this paper, consists in testing a system implementation by means of test cases,
usually constructed from a specification. This paper also focuses on Web ser-
vices which represent interoperable components whose purpose is to externalize
functional code in a standardized way, or the reuse of software accompanied by
cost reduction.

Recently, several Web service based black box testing methods have been
proposed [1,2,3,4,5]. Some of them are said exhaustive i.e. the test case selection
is performed to ensure that a faulty implementation is detected by a least one test
case. Nevertheless, this exhaustiveness often implies a costly test case generation
which eventually may lead to a state space explosion. Moreover, the test case set
is not exhaustive in practice: service oriented application specifications are often
symbolic which means that these latter are composed of variables and guards.
The variable domain is often infinite and impossible to test completely.

Test purpose based methods represent an interesting alternative. Test pur-
poses are test requirements which are given by designers. They can be used to
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test various properties such as the critical states, the coverage of specific actions,
etc. The test selection is then guided and thereby reduced since test purposes
aim to target the test of some implementation parts only. Some works dealing
with test purpose based methods for Web services have been proposed recently
[3,4,5]. These methods generate test cases by synchronizing test purposes with
the specification to produce action sequences which respect the specification and
which contain the test purpose properties. Then, test cases are experimented on
the implementation under test to conclude whether test purposes are satisfied.

Although using this approach greatly reduces test costs, the main encountered
issue is that test purposes are formulated manually. And, constructing them is
particularly difficult when the system is large, has real-time constraints or is
distributed. However, many test purposes can be generated automatically as it
has been showed in some works [6] which propose test purpose generation tech-
niques for specific untimed systems (distributed systems and protocols). But
to our knowledge, none method has been proposed for service oriented appli-
cations. This is why we present, in this paper, several techniques to generate
test purposes for SOAP Web services, modelled with Symbolic Transition Sys-
tems (STS [7]). Usually, Web services are deployed in specific environments, e.g.,
HTTP for REST Web services or SOAP [8]. We show that the latter modifies
the behaviour of the tested Web services and may give new relevant information
(specific messages) for testing. So, the originality of our approach is to augment
the specification to take into account the SOAP environment in order to test spe-
cific properties e.g., the exception handling. From the completed specification,
we propose new test purpose generation methods to test the operation existence,
the critical states and the exception handling.

This paper is structured as follows: Section 2 defines the specification and test
purpose modelling. We describe the advantages granted by SOAP for testing
in section 3 and define the specification completion. Test purpose generation
methods are given in section 4. We provide some experiment results in section
5. And finally, section 6 gives some perspectives and conclusions.

2 Web Service and Test Purpose Modelling

We formalize, in this paper, Web services with Symbolic Transition Systems (STS
[7]). This extended automaton model associates a behaviour with a specification
composed of transitions labelled by actions and of internal and external variables
sets, which may be used to send or receive concrete values and to set guards which
must be satisfied to fire transitions. Below, we only summarize the suspension
STS definition where quiescence (the lack of observation) is taken into account
with the δ symbol. The complete definition can be found in [7].

Definition 1. A (suspension) Symbolic Transition System STS is a tuple <
L, l0, V, V0, I, Λ, →>, where:
– L is the finite set of locations, with l0 the initial one,
– V is the finite set of internal variables, I is the finite set of external or

interaction ones. We denote Dv the domain in which a variable v takes
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values. The internal variables are initialized with the assignment V0, which
is assumed to take an unique value in DV ,

– Λ is the finite set of actions, partitioned by Λ = ΛIUΛO: inputs, beginning
with ?, are provided to the system, while outputs (beginning with !) are ob-
served from it. a(p) ∈ Λ is an action where p = (p1, ..., pk) is a finite set of
external variables. We denote type(p) = (t1, ..., tk) the type of the variable
set p. δ denotes the quiesence i.e. the lack of observation from a location,

– → is the finite transition set. A transition (li, lj, a(p), ϕ, �), from the location

li ∈ L to lj ∈ L, also denoted li
a(p),ϕ,�−−−−−→ lj is labelled by a(p) ∈ Λ, ϕ ⊆

DV × Dp is a guard which restricts the firing of the transition. Internal
variables are updated with the assignment � : DV × Dp → DV once the
transition is fired.

(a) A Web service specification (b) A test purpose

Fig. 1.

The STS model is not specifically dedicated to Web services. These latter
may be invoked with methods called operations. This is why, for modelling, we
assume that an action a(p) in Λ represents either the invocation of an operation
op which is denoted opReq or the return of an operation op with opResp. For an
STS S, we denote OP(S) the operation set found in Λ. A specification example,
is illustrated in Figure 1(a) (black transitions). This one describes a part of the
Amazon Web Service devoted for e-commerce (AWSECommerceService [9]). For
sake of simplicity, we only consider two operations ”ItemSearch”, which aims
to search for items, and ”ItemLookUp”, which provides more details about an
item. Note that we do not include all the parameters for readability reasons.

On the other hand, test purposes describe the test intention. We assume that
these ones are composed exclusively of specification properties which should be
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met in the implementation under test. Usually, test purposes do not represent
complete specification paths. Therefore, they are often synchronized with the
specification to generate executable test cases. Consequently, we also formalize a
test purpose with a deterministic and acyclic STS TP =< LTP , l0TP , VTP , V 0TP ,
ITP , ΛTP ,→TP > such that →TP is composed of transitions modelling spec-

ification properties. So, for any transition lj
a(p),ϕj,�j−−−−−−→ l′j ∈→TP , it exists a

transition li
a(p),ϕi,�i−−−−−−→ l′i ∈→ and a value set (x1, ..., xn) ∈ Dn

V ∪I such that
ϕj ∧ ϕi(x1, ..., xn) |= true. A test purpose example is illustrated in Figure 1(b).
This one aims to search for books whose description contain the keywords ”Harry
potter”. We must obtain a valid response.

3 The Advantages Offered by the SOAP Environment for
Testing

Web services are deployed in specific environments, e.g., SOAP for SOAP Web
services, to structure messages in an interoperable manner and to manage opera-
tion invocations. In particular, the SOAP environment consists in a SOAP layer
which serializes messages with XML and of SOAP receivers (SOAP processor
+ Web services) [10] which is software, in Web servers, that consumes mes-
sages. The SOAP processor is a Web service framework part which represents
an intermediary between client applications and Web services and which seri-
alizes/deserializes data and calls the corresponding operations. The significant
modifications involved by SOAP processors can be found in [11].

In summary, SOAP processors add new messages, called SOAP faults, which
give details about faults raised in the server side. They return SOAP faults com-
posed of the causes ”Client” or ”the endpoint reference not found” if services
or operations or parameter types do not exit. SOAP processors also generate
SOAP faults when a service instance has crashed while triggering exceptions. In
this case, the fault cause is equal to the exception name. However, exceptions
correctly managed in the specification and in the service code (with try...catch
blocks) are distinguished from the previous ones since a correct exception han-
dling produces SOAP faults composed of the cause ”SOAPFaultException”. So,
SOAP faults can also be used to test whether the exception handling is cor-
rect by identifying the received causes. Consequently, taking into consideration
these messages while generating test purposes sounds very interesting to check
the satisfaction of specific properties e.g, the exception handling. So, we propose
to augment the specification with the SOAP faults generated by SOAP proces-
sors. We denote (soapfault, cause) a SOAP fault where the variable cause is the
reason of the SOAP fault receipt.

Let S =< L, l0, V, V0, I, Λ,→> be a Web service specification. S is completed
by means of the STS operation addsoap in S which augments the specification
with SOAP faults as described previously. The result is an STS S ↑. The op-
eration addsoap is defined as follow: addsoap in S =def S ↑=< LS↑, l0, V, V0, I,
ΛS↑,→S↑> where LS↑, ΛS↑ and→S↑ are defined by the following inference rules:
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R1 : l1
?opReq(p),ϕ,�−−−−−−−−−→l2∈→S,l1

?op′Req(p),ϕ′,�′−−−−−−−−−−→l/∈→S ,

l
?op′Req(p),∅,∅−−−−−−−−−→l′∈→S↑,l′

!a(p),ϕ,∅−−−−−→l∈→S↑,ϕ=[a(p)�=(soapfault,”CLIENT”)∧
l′ /∈LS

a(p)�=(soapfault,”the endpoint reference not found”)]

R2 :
l

?opReq(p),ϕ,�−−−−−−−−−→l′∈→S,ϕ′=
∧

l′
!opRespi(ri),ϕi,�i−−−−−−−−−−−−→l′

i
∈→S

¬ϕi

l′
!(soapfault,cause),ϕ′,∅−−−−−−−−−−−−−−−→l

The first rule completes the initial specification on the input set by assuming
that each unspecified operation request returns a SOAP fault message. The sec-
ond rule completes the output set by adding, after each transition modelling an
operation request, a transition labelled by a SOAP fault. Its guard corresponds
to the negation of the guards of transitions modelling responses. A completed
specification is illustrated in Figure 1(a) with dashed transitions.

4 Automatic Test Purpose Generation Methods

Although test purposes sound interesting to reduce test costs, these ones also
raise an important drawback since they are usually formulated manually. So, we
contribute to solve this issue by introducing some automatic generation tech-
niques for Web services. We assume having a completed specification S ↑. We
propose three test purpose generation approaches which aim to test the opera-
tion existence, the critical locations, and the exception handling.

Operation existence testing
This approach generates test purposes for testing whether operations in OP(S ↑),
with S ↑ an STS specification, are implemented and can be invoked. With the
specification completion, detailed in the previous section, it becomes possible to
test the existence of any operation, even those which do not return any response,
i.e. any observable reaction. Indeed, if an operation is not implemented as it is
described in the specification, the SOAP processor will return a SOAP fault
composed either of the cause ”Client” or of the cause ”the end point reference
not found”. So, for a specification S ↑=< LS↑, l0S↑, VS↑, V 0S↑, IS↑, ΛS↑,→S↑>,
the test purpose set is given by:

TP =
∧

op∈OP(S↑)
{tp =< L, l0, VS , V 0S, IS , Λ, →> where →= {l0 ?opReq(p),∅,∅−−−−−−−−−→

l1, l1
!a(p),ϕ,∅−−−−−→ l2, with ϕ = [a(p) �= (soapfault, ”Client”)∧ a(p) �= (soapfault,

”the end point reference not found”)]}}
The specification of Figure 1(a) is composed of two operations, so we obtain

two test purposes. These ones will be synchronized later with the specification
to test any operation invocation.

Critical location testing
The second technique aims at testing the specification critical locations. It is not
obvious to set which location is critical since no general and formal definition
is given in literature. So, in this paper, we suggest that the critical locations
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are those the most potentially encountered in the acyclic specification paths.
Nevertheless, other criteria could be chosen, such as the less visited locations, or
the quiescent ones. We give in [11] an algorithm which is derived from the DFS
(Depth First Search) one, to detect the critical location set, denoted CS. Then,
for each critical location l ∈ CS, we construct test purposes to test all the outgo-
ing transitions of l. The test purpose set, expressed below, is composed of specifi-
cation paths finished by output actions to observe the implementation reactions
while testing. For a specification S ↑=< LS↑, l0S↑, VS↑, V 0S↑, IS↑, ΛS↑,→S↑>,
the test purpose set is given by:

TP =
∧

l∈CS

{tp =< L, l0, VS , V 0S, IS, Λ,→> where → is constructed with the

following inferences rules:

R1 : l
!a(p),�,ϕ−−−−−→l′∈→S↑,a(p)�=δ

l0
!a(p),�,ϕ−−−−−→l′∈→

R2 : l
?a(p),�,ϕ−−−−−−→l′∈→S↑,p=l′

a1(p),�1,ϕ1−−−−−−−→l′1...l′n−1

an(p),�n,ϕn−−−−−−−−→l′n∈(→S↑)n,an(p)∈ΛO
S↑/{δ}

l0
!a(p),�,ϕ−−−−−→l′.p∈(→)n+1

R1 is used when an outgoing transition, from a critical location, is labelled
by an output. In this case, this transition is added to the test purpose. The
second rule is used when a transition is labelled by an input. The test purpose
is completed with this transition followed by a specification path finished by an
output. A test purpose generation algorithm is given in [11]. In the specification
of figure 1(a) we have two critical locations l2 and l3. So, we obtain two test
purposes which aim to test all the outgoing transitions of l2 and l3 with paths
finished by output actions.

Exception handling testing

As described in Section 3, SOAP processors return SOAP faults when exception
are triggered in a Web service operation at runtime. SOAP processors also enable
to differentiate the exceptions resulting of unexpected Web service crashes from
those which are thrown in Web service operations (with try ... catch blocks
for instance). In the last case only, we obtain SOAP faults composed of the
”SoapFaultException” cause.

With the specification completion described in section 3, we can construct
test purposes to test whether the exception handling is correctly implemented
and not managed by SOAP processors. However, to trigger exceptions, test
purposes must be formulated over predefined value sets, that we denote U(t).
These ones are composed of unusual values well known for relieving bugs, for
any simple or complex type t. For instance, U(string) is composed of the val-
ues &”, ”$”, null or ” ”, which usually trigger exceptions. For a specification
S ↑=< LS↑, l0S↑, VS↑, V 0S↑, IS↑, ΛS↑,→S↑>, the test purpose set is given by:
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TP =
∧

l
?opReq(p),ϕ,�−−−−−−−−−→l′∈→S↑

{tp =< L, l0, VS↑, V 0S↑, IS↑, Λ, →> where →=

{l0 ?opReq(p),ϕ′,�−−−−−−−−−→ l1, l1
(!soapfault,”SOAPFaultException”),∅,∅−−−−−−−−−−−−−−−−−−−−−−−−−−−→ l2 where ϕ′ = ϕ∧p =

(p1, ..., pn) takes values in U(type(p1))× ...× U(type(pn))}
The specification of Figure 1(a) contains four operation requests from loca-

tions l1 and l3. If we suppose that card(U(type(p1)) × ... × U(type(pn))) = n,
we obtain at most 4n test purposes. It is manifest that the larger the unusual
values sets, the larger the test purpose set will be. To limit it, instead of using
a cartesian product, other solutions may be used such as pairwise testing [12]
which constructs discrete combinations for pair of parameters only and which
has been shown sufficient to cover parameter domains.

5 Experimentation

At the moment, we have implemented a preliminary tool which performs the
test purpose generation from a completed STS and the synchronous products
between the specification and test purposes. Then, we have manually extracted
test cases and translated them into the Soapui format. Then, these ones can
be executed with the Soapui tool [13] which aims to experiment Web services
with unit test cases. A Soapui test case example can be found in an extended
version of this paper in [11]. We applied the test purpose generation on the
AWSECommerceService (09/10 version). Results are given in Figure 2. All the
22 operations handle a large number of parameters, therefore we limited the test
purpose number to 10 per operation, for the exception handling method. We
obtained fail verdicts only for the exception handling tests. Indeed, we obtained
some SOAP faults composed of the cause Client, meaning that the requests
are incoherent although the test cases satisfy the specification. We also received
unspecified messages corresponding to errors composed of a wrong cause. For in-
stance, instead of receiving SOAP faults, we obtained the response ”Your request
should have at least 1 of the following parameters: AWSAccessKeyId, Subscrip-
tionId when we called the operation CartAdd with a quantity equal to ”-1”, or
when we searched for a ”Book” type instead of the ”book” one, whereas the two
parameters AWSAccessKeyId, SubscriptionId were right.

Existence Critical locations Exception handling

test purposes 22 2 22
test cases 44 22 210
fail verdicts 0 0 39

Fig. 2. Test results on the Amazon AWSECommerceService Service

6 Conclusion

We have proposed, in this paper, some methods to generate automatically test
purposes from a Stateful Web service specification. We believe that these latter
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are relevant when used in combination with existing test purpose based methods
to produce test cases automatically and to prevent from writing test purposes
manually.

We have also shown that taking into account the SOAP environment during
the test brings new information which help to test specific properties such as
the operation existence or the exception handling. An immediate line of future
work is to propose other generation approaches such as the test of the location
accessibility. We also intend to extend this work on service compositions to test
composition properties.
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Abstract. In order to keep power transmission lines inspection robot to perform 
continuous inspection work on transmission lines, a power supply system with 
induction charging unit for the inspection robot is introduced in this paper. Special 
current transformer is designed to induct power for the robot from the power 
transmission lines. The charging circuit for Li-ion battery pack is then presented, 
and a two-stage strategy method is applied in the circuit to provide precisely 
accessible input power for charging battery packs. Experimental results have been 
obtained validating the viability of this kind of power supply system.   

Keywords: Field robot, power supply system, induction charging, battery 
management. 

1   Introduction  

In 1980s, Jun Sawada and his group developed a wheeled mobile robot to implement 
inspecting job on power transmission line (on overhead ground line). In recent years, 
researchers have been working on designing this kind of mobile robots to partly or 
fully perform the inspection tasks of power transmission line equipment since the 
manual inspection work are dangerous and laborious [1]. References 2~5 are some of 
relative researches on inspection robot posted in resent years. 

Most research works in this field are concentrated on mechanical design, motion 
planning, and sensor information processing which could provide the inspection robot 
with high performance and reliability in implementing inspection task. But, there is still 
a problem which has serious influence on performance of inspection robot, i.e., the 
continuous working period of robot. Most inspection robots obtain power supply from 
the battery packs. Due to the limitation of the lithium battery capacity, the robot could 
not work for a long time and often need maintenance. Reference 2 provides an induction 
power system, which uses induction voltage to drive the robot directly. Because the 
robot does not have battery pack, it depends on power transmission line too much, and 
may fail to move when the current load on the power line abruptly plummets.  

In this paper, an induction power supply system is introduced to solve this problem. 
Section2 shows the working principle of the inspection robot and the function of the 
induction power supply system. Section 3 introduces the three functional units of the 
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power supply system and gives the detail design scheme for each unit. In section 4, 
experiment condition and the experimental results are presented, which proves that 
the design in this paper has great effect on prolong continuous working period of the 
inspection robot. 

2   Description of a System 

Fig.1 shows an inspection robot powered by this induction power supply system. The 
robot is initially set on transmission line by human being. While walking on the 
transmission line, the robot inspects the transmission line with the inspection 
equipments, and sends the results of inspection to master PC.  

 

 
The robot’s power supply system is made up of induction unit, conditioning unit 

and two battery packs. As shown in Fig.2.The induction unit get power source from 
the power transmission line by a special current transformer, it works in magnetic 
field of the transmission line and output induction voltage for conditioning unit. The 
conditioning unit consists two parts: a switching power supply and a charging 
management. The switching power supply transforms the induced voltage into ideal 
DC output accessible to the charging management, the latter turns the DC voltage into 
accessible input charging for Li-battery packs and monitors the SOC of the charging 
battery packs. 

Arm 

Bus bar 

Battery pack B

Control system

Charging system

Battery pack A

Inspection 
equipment 

Current transformer 

Wheels 

Body of robot 

Fig. 1. Inspection robot on power Transmission line 
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In normal working state, the robot is powered only by one of the two battery packs. 
The stand-by battery pack is being charged by induction charging unit. When it is full 
charged, charging process would be stopped and this battery pack would be cut off 
form the charging circuit and ready for being switched to power the robot. If the on 
going battery pack is in low power state, the robot could switch to the fully charged 
stand-by battery and power supply turns to the full state battery pack at the same time. 
Then this low power state battery pack is being charged in turn.  

By detecting the output voltage of current transformer, robot can decide if the bus 
bar current is fit for charging system and turn on/off the charging switch by the 
control system of the robot. By doing this, circuit could be protected from high 
induction voltage from induction unit. 

3   Hardware Design of the System 

3.1   Induction Unit 

Output power of the induction unit is mostly affected by induction device named 
current transformer. Detailed design of the transformer is introduced below. 

 
1. Core material.  
The most important parameters to choose material of the core are magnetic 
conductivity and saturation induction density. Material with high magnetic 
conductivity can get high induction density inside the core, so it could get induction 
power from low intensity of magnetic field. But this kind of material could become 
saturated easily when the material is in deep saturated state, magnetic flux in the core 
would not alter with exciting current, it is not possible to obtain induction voltage 
output. Thus, these parameters of material should be considered carefully.  

 

 

 

Conditioning unit 

Switch

Control 

System 

Induction 

 Unit 

 Battery 

Battery 

Switching 
power 
supply 

Charging 

management 

Fig. 2. Function chart of induction power Supply system 
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According to the formula 0

2
r

R

I
B

R

μ μ
π

=
�

, saturation current of these materials could 

be calculated. Bus bar current on power transmission lines is between 5 and 1000 A, 
R = 4cm, saturation currents results of these different materials is as Table 1. 

 
Table 1. Saturation Current of some general magnetic materia 

 
Non- brilliant 
alloy of iron 
base 

Cold-rolled 
silicon iron 

Nanocrystalline 
Alloy 

Permalloy 

Saturation 
current(A) (R = 5cm) 

<1.2 <32 <0.96 <0.4 

 
 

As shown in Table 1, Cold-rolled silicon iron has the largest saturation up to 32A; 
its saturation flux density and magnetic permeability are relative high and could have 
better performance under that current condition than any other magnetic material, so 
we choose silicon iron as the magnetic core of the current transformer. 
 
2. Architecture of the core.  
A magnetic core with big size could induct more power from the magnetic field than 
small one, and it would be helpful to broaden bus bar current window. Nevertheless, 
big core will increase weight of the robot and surpass the limit of motor drive 
capacity. So a core with enough power output and not so big size is required.  

Power requirement is calculated as follow. Charging current of this system is 
designed up to 1.5A for Li- battery pack and voltage of the battery is 25.2V. So the 
output power of the charging system must be more than 37.5W 
(i.e. * 37.5P U I W= = ). Besides, power consumption of the system must be 
considered. It is mainly distributed in the core dissipation and the switching power 
supply dissipation. Considering that the super limit of the core power dissipation 
25%[6] and the efficiency of the switching power supply could be up to 85%[7], the 
real power of the system could be up to 58.8W(P=37.5/0.85/(1-0.75)). Using the 
semi-empirical relationship:  

1.25*s P=                                                  (1) 

So, 21.25* 9.58s P cm= =  s represents the cross-section of the core. The 
size is not so big that we can expand the area of section up to 12cm2. Output power 
could be more than 90W. Core of current transformer is divided into two semicircles 
and attached to one arm of the robot. When negotiates with obstacles, the core opens 
up, moves upward and depart from the transmission line. While working on a normal 
inspection, the two semicircles will move downward, and close themselves to make a 
magnetic circuit for induction of power. Two extra motors fixed on this arm to move 
up and down the current transformer, and to open or close, so the transformer could 
encircle the transmission line or release it whenever the robot needs. Fig.3 shows the 
design details and relative position of current transformer and transmission lines. 
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3. Line width of current transformer.  
The wider the enameled wire is, the less the copper loss is. So, at first, enameled wire 
must satisfy the need of secondary current.  The input voltage of the switching power 
supply unit is in range of 85~265V and the minimum system power 58.8W, the 
maximum secondary current could be figured out as follows: 

/ 0.7MAX MINI P U A= ≈                                          (2) 

In terms of construction of the winding and the temperature working condition, 
current density J  could be figured as 3A/mm2, so the minimum diameter of the 
enameled wire is, 

                  2* 0.59
*

MAXI
mm

J
φ

π
= ≈                                        (3)  

So wire in size AWG22 is selected. 
 

4. Induction voltage calculation 
Fig.4 shows the relationship between 
transmission and the cross-section. The intensity 
of magnetic field is taper down from cylindrical 
surface A to B. Calculating the value of 
magnetic need definite integral. 
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Fig. 4. Calculation of magnetic flux 
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Bus bar current: 

0 (2 )I I sin fπ ω=�  

So induction voltage could be: 
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Then the RMS of induction voltage: 
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4   Experiment and Results  

1. Induction voltage output.  
The output of current transformer is shown in Table 2. Number of turns is respectively 
200, 400, 600 and 800. Current arrange is from 0 to 200A. 

 
Table 2.  

 

INDUCTION VOLTAGE OUTPUT OF 200 TURNS 
I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) 
10 10.8 50 65.8 90 88.8 130 94.7 170 97.4 
20 25.6 60 76.0 100 91.0 140 95.6 180 97.7 
30 40.6 70 82.7 110 92.3 150 96.3 190 98.1 
40 54.3 80 86.4 120 93.6 160 97.0 200 98.4 

INDUCTION VOLTAGE OUTPUT OF 400 TURNS 
I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) 
10 22.3 50 136.0 90 176.2 130 187.1 170 192.6 
20 52.9 60 153.0 100 179.7 140 189.1 180 193.4 
30 85.5 70 164.0 110 182.6 150 190.5 190 194.1 
40 112.8 80 171.1 120 185.1 160 191.6 200 194.7 

INDUCTION VOLTAGE OUTPUT OF 600 TURNS 
I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) 
10 33.5 50 201.2 90 263.4 130 280.4 170 288.8 
20 77.7 60 227.1 100 269.1 140 283.2 180 290.0 
30 123.5 70 244.8 110 273.5 150 285.6 190 291.0 
40 165.5 80 255.8 120 277.3 160 287.2 200 291.9 

INDUCTION VOLTAGE OUTPUT OF 800 TURNS 
I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) 
10 44.8 50 269.8 90 349.5 130 372.8 170 383.5 
20 102.2 60 301.9 100 357.0 140 376.1 180 385.2 
30 165.3 70 325.8 110 363.2 150 379.1 190 386.7 
40 222.5 80 339.8 120 368.3 160 381.6 200 388.0 
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The data relationship between bus bar current and effective induction voltage is 
showed in Fig.5. The 4 lines with different spots reflect the different output voltage 
from different amount of secondary turns. 

 

 

Fig. 5. Induction voltage output Fig. 6. Output of conditioning unit 
 

 

So, as shown in Fig.5, when bus bar current is less than 50A, there is a linear 
relationship between induction voltage and bus bar current. When bus bar current is 
between 60~100A, magnetic core turns from light saturation to deep saturation. When 
bus bar current is higher than 100A, the magnetic core is thoroughly saturated and 
under this situation, current altering in bus bar could not change the value of magnetic 
induction intensity. So induction voltage would in form of square wave. Besides, 
voltage has direct ratio relationship with turns as shown in Fig.5.  
 
2. Output voltage of conditioning unit.  
The output voltage of current transformer is showed in Table 3. Turns: 400. Current 
arrange: 0 ~ 200A. Data in grey background is effective, as the output voltage is 
regulated to 25V with this bus bar current and induction voltage. From Table3, 
compared with no-load results, it is obvious that the induction voltage is lower. So, in 
load-on state, higher bus bar current is needed to get equal induction voltage with 
non-load situation 

 
Table 3. Induction voltage output of 400 turns 

 
I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) I(A) U(V) 
10 -- 50 -- 90 173.7 130 186.9 170 192.3 
20 -- 60 136.1 100 178.6 140 188.8 180 193.3 
30 -- 70 155.7 110 182.1 150 190.3 190 193.6 
40 -- 80 166.1 120 184.9 160 191.5 200 194.1 

 

 
Fig.6 shows the relationship between induction voltage, first stage transmission 

voltage and conditioning circuit output voltage (i.e. charging voltage in second stage 
transmission). When induction voltage is lower than 60V, there is no regular voltage 
output from first stage transmission, so does the charging voltage; this is because the 
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input voltage of transformer is too low to start up PWM function of the switch. When 
induction voltage is higher than 60V, PWM starts, and regular voltages are achieved. 
Then voltage and current for charging Li battery packs is accessible. 

5   Conclusion 

In this paper, an on-line charging system for power transmission line inspection robot 
is introduced. Through this induction power supply, the robot can get power from the 
transmission line while working on it. Details about the induction power supply 
system are given in the paper and the experiments shows that this charging system 
could help the robot prolong continuous working period. The inspection robot could 
have better performance and reliability in implementing the task of inspecting power 
transmission line. In the future, research will focus on widen the accessible current in 
bus bar, and develop the technology of charging and supplying at the same time for 
the robot. 
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Abstract. A 300W AC/DC converter with a universal input and fixed output 
voltage is analysed and then designed based on UC3854.The principle and 
structure of an active power factor corrector (APFC) and UC3854 is discussed 
in this paper. The experiment result shows that APFC can achieve a fixed 
output of 400V DC voltage in the universal input range of AC 85~265V. The 
designed EMI filter can effectively reduce the electromagnetic interference. 
And the experimental result verifies that the power supply can make the power 
factor reach over 0.99, and total harmonic distortion reach lower then 5%. 

Keywords: Active power factor correction, AC/DC Converter, Total harmonic 
distortion, UC3854. 

1   Introduction 

In recent years, the high-frequency switching model power supply has been widely 
applied in personal computers, television sets and so on [1]. Since the weight, size and 
power consumption of switching power supply is less than linear power supply, the 
switching power supply was widely applied. With more and more use of switching 
power converters, the understanding to the harmonic brought by the switching power 
supply is growing depth. The requirements to it have been continuously improved, 
requiring their high efficiency, high power factor, high power density and high 
reliability. Moreover, the people have proposed higher and higher demands to 
electrical energy and electromagnetic compatibility (EMC) [2]. In order to reduce the 
pollution of large overshoots and undershoots from the rectifier filter circuit to the 
power system, and improve power factor, so that the input current harmonic can meet 
international standards, there is growing concern to the active power factor correction 
(APFC) circuit technology. 

In order to solve the problem, the paper designs an electromagnetic interference 
(EMI) filter [3] in AC input to reduce the input electromagnetic interference, and  
then a Boost circuit is designed on the basis of UC3854 IC. Finally, the simulation 
and experimental results are presented to prove the effectiveness of the design of the 
converter. 



738 T. Zhong et al. 

2   Design of Emi Filter 

Fig.1 shows the basic structure of EMI filter, which is  composed by L1, L2, C1, C2, 
C3, C4. L1 and L2 are the common-mode inductances around the same iron core, and 
have the same turns and round direction. The filter capacitor is C1 to C4. L1 and C3, 
L2 and C4, constitute a common-mode noise filter and an eliminate power line 
common mode noise, respectively. Since it is impossible to ensure L1 and L2 all the 
same in the inductor production process, they form a differential mode inductance 
between them. The differential mode inductance and C1, C2 constitute a differential 
mode noise filter to eliminate differential mode noise. The inductance of L1 and L2 is 
normally dozens of mH. Normally, C1 and C2 are chosen from the ceramic capacitors 
or polyethylene film capacitors and the  capacity is generally 0.01 to 0.47 µ F. C3 
and C4 are chosen from the ceramic capacitors and the capacity is generally 2200 pF 
to 0.1μF.The most voltage value is of  C1 ~ C4 is 630V DC or 250V AC 

 

Fig. 1. The structure of EMI filter 

3   Design of Pfc Double Closed-Loop Model 

The design of the current control loop and voltage control loop is the key steps in the 
whole design. The compensation of the current error amplifier and voltage error 
amplifier should make the current loop stability. At the same time, the input current 
distortion of voltage loop is the smallest. [4] [5] 

3.1   Eloped-Loop Control Structure of Current and Its Transfer Function  

The current closed-loop is made up of a current error amplifier, a PWM comparator 
and a power amplifier. The current error amplifier shown in Fig.2(proportional plus 
integral controller). The transfer function is: 
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Fig. 2. Current error amplifier 
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The transfer function of PWM comparator is: 
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The transfer function of power amplifier is:  
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Where, Us(S) is the voltage of sampled resistor Rs;   

Uo is voltage output of power circuit;  
Rs is sampled resistor;            
 L is inductance of power circuit. 

The current loop may be described by the block diagram shown in Fig.3. 

 

Fig. 3. Block diagram of current closed-loop control 

So the current open loop transfer function is: 
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Thus the current loop is the second-order non-poor system. It can track sinusoidal 
input function no error. 

3.2   Voltage Closed-Loop Control Structure and Transfer Function 

External voltage loop, which is composed by the voltage error amplifier, a multiplier 
and a current loop as the core components, is described by the block diagram shown 
in Fig.4. H is the partial voltage network formed of R1 and R 2 in Fig.5. 
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Fig. 4. Block diagram of APFC double closed-loop system 

Where, the voltage error amplifier is shown in Fig.5. The transfer function is: 
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Fig. 5. Voltage error amplifier 

The voltage loop posed mainly by the current loop accepts for voltage error 
amplifier. Therefore, the structure diagram of Figure 4 can be simplified as Fig. 6. 

 

Fig. 6. Simplified structure diagram of voltage loop 

The transfer function of control components including current loop can be given 
as: 
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Where, PIN is input power;  

Co is the capacitance value of power circuit;  
Uo is DC output voltage; △UVEA is the greatest output voltage of error amplifier. 

The transfer function of voltage open-loop system is: 
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So this system is the first-order non-poor system. It can track input signal no error, 
which means that the output is stable if UREF be given. 

3.3   Feed-Forward Voltage Filter Structure and Transfer Function  

There are many high-order harmonic after rectifier and it may cause input current 
distortion eventually if this harmonic inflow multiplier. Therefore, the feed-forward 
voltage ripple should be very small. So the system uses bipolar point Filter to 
decrease the feed-forward voltage ripple. Figure 7 shows it (that is the K network in 
Fig.8). The transfer function is: 
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Fig. 7. Feed forward filter 
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4   Working Description of Boost Pfc Based On Uc3854 and 
Simulation 

4.1   Working Principle Description 

The error signal of the output voltage, which is the output of feedback voltage and the 
voltage reference, is amplified by the voltage error amplifier, and it is proportional to 
the full-wave rectifier voltage and current signals. The input feed-forward voltage is 
multiplied by the full-wave rectifier voltage and current signal in the multiplier, and 
then gets a benchmark current signal IMO. The voltage UMO got by resistivity 
multiplied IMO has the same input waveform as the rectifier voltage. The inductor 
current IL is multiplied the sampling resistor and get the sampling voltage UL, which 
inject into the current error amplifier together with UMO. Therefore, UMO (the voltage 
difference)  and UL should also be the same, so  UMO  forces the main circuit 
current to track the input voltage rectifier sine-wave. The output voltage of current 
error amplifier and a triangular voltage in wave inject into PWM comparator, and 
then produce a PWM pulse signal, which can drive the switching transistor. 

4.2   PFC Converter Structure 

As shown in Fig.8, the APFC system consists of EMI filter, rectifier circuit, boost 
circuit and control circuit based on UC3854. 

 

Fig. 8. Principle diagram of APFC 
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4.3   Simulation and Results 

In order to analysis the signal mechanism further and the feasibility of realization, the 
simulation is carried in this paper using Pspice. The main simulation parameters are 
provided in Table 1. 

Table 1. Simulation Circuit Parameters 

 

 
Fig. 9. (a) Input current waveform 

 

Fig. 9. (b) Input voltage waveform 
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Fig. 9. (C) Harmonic spectra of the input current 

Fig.9 (a) shows the results of input current waveform. Fig.9 (b) shows the results 
of input voltage waveform. The excellent harmonic cancellation function can be 
clearly seen in Fig.9(c). This is reflected in low input current THD and small 3rd 
harmonic component in the input current drawn by the converter systems. The results 
of simulation show that PFC can be achieved. 

Table 2. Experimenttal Circuit Parameters 

 

5   Experimenttal Results 

Based on the EMI filter and the double loop PFC mathematical model, the main 
circuit designed is shown in Fig.10. Then an experimental prototype has been set up 
and tested. Regarding the above instalment, the parameters established are provided in 
Table 2. 
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Fig. 10. Design of APFC circuit 

Fig.11 shows experimental waveforms for the load condition of the controlled 
rectifier. The power factor is improved to unity with the designed circuit based on 
UC3854.  It can be seen from Fig.11(b) that the supply current is almost sine 
waveform and follows the supply voltage shown in Fig.11.(a) in its waveform shape 
with almost a unity displacement power factor. From these figures, we can conclude 
that the effectiveness of the proposed structure for the designed circuit based on 
UC3854 is clear. 

 

Fig. 11. (a) Input voltage waveform of experiment V [20V/div] input voltage 250v 25ms 
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Fig. 11. (b) Input current waveform of experiment I [2.5A/div] input current 5A 25ms 

6   Conclusion 

In this paper, a APFC circuit based on UC3854 with high input power factor has been 
designed. The performance of the proposed APFC is verified through simulation 
studies with Pspice. An experimental APFC has been carried out on designed circuit 
to explore the advantages and practical implementation with the proposed control 
circuit. The simulation and experimental results show that APFC circuit based on 
UC3854 is entirely feasible. The input current THD is far below the specified 
standard in steady-state case. The circuit is simple and stable and it can be applied to 
different power systems and drivers. 
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Abstract. Video image capture technology plays an important role in the 
security field, Qt is a mature cross-platform GUI toolkit written in C++, it 
provides software developers with unified elegant graphical user interface, and 
Qt class library can support cross-platform, also can be transplanted into 
different operating system platform conveniently, based on these, the paper 
constructs a video acquisition system based on embedded Linux and S3C2440A 
microprocessors, use V4L to collect camera images date, then the camera 
images date are compressed by MPEG-4 and transmitted to the terminal, the 
experimental results show that the system has good reliability and a certain 
practicality. 

Keywords: Video4Linux, S3C2440A, RTP, Qt. 

1   Introduction 

Embedded video acquisition system is an integrated system, which integrated multiple 
technologies such as embedded technology, multimedia information, network 
communication, graphic display and other technology. It has a broad application 
perspective in industrial daily life field, such as security monitoring and control, video 
chat, videophone, etc. Reliable, compack and lightweight embedded video capture 
system has broad market demand. Since ARM is an excellent microprocessor, and can 
work well with Embedded Linux, this article used ARM9 and Embedded Linux as a 
development platform. 

2   The Overall Design of the System 

The system adopts C/S structure and mainly divided into two parts: monitoring 
terminal and client. Monitoring terminal includes video data collection, coding and 
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transmission in S3C2440 development board, the client is receiving, decoding and 
display program running on PC. Monitoring terminal capture the original image dates 
in real time. After coded and compressed, image dates are transmitted via Ethernet, so 
any PC with the client on the network can see monitoring information. The overall 
design is shown in Fig. 1. 

 

Fig. 1. The structure of the system 

The outstanding feature of Samsung S3C2440[1] is its processor core,which is 
based on ARM920T core. ARM920T implements MMU, AMBA bus and Harvard 
cache architecture of the structure. This structure has a separate 16KB instruction 
cache and 16KB data cache. 

3   Acquisition and Transmission of Image Data 

Under the Linux, device driver actually is an abstract of hardware function, on the 
same hardware different driver can make hardware encapsulated into different 
function, device driver is the medium of hardware layer and the applications (or 
operating system), can make application or operating system use hardware. Linux OS 
have three kinds of major device file type: block device, character device, and 
network device. 

Video4Linux (V4L) is the kernel driver about video device in Linux, it provides a 
series of interface functions for the application programming of video devices[2]. 
These interfaces are used to program all video device drivers in Linux, the general 
process of video acquisition: (1) Open the video device; (2) read device information; 
(3) change the current device setting (if required); (4) capture video; (5) process the 
video captured; (6) close video device; the most important is the fourth step, there are 
two ways to obtain images, directly read device and use mmp memory mapping, the 
work way of read() is to read date from the kernel buffer into memory, and mmap() 
adopts the method of memory mapping, namely map device file into memory, that is 
camera image buffer and image data area (which users can access) share a memory  
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area, thus bypassing the kernel buffer, making among processes realize sharing 
memory by mapping the same file, the key steps is as follows: 
 

(1) To initialize video_mbuf, to get the information of the mapped buffer. octl  
(vd->fd, VIDIOCGMBUF, &(vd->mbuf)) 

(2) To bind mmap and video_mbuf. void *mmap(void *addr, size_t len, int port, 
int flags, int fd, off_t offset). 

(3) To initialize before image acquisition. Call function extern int v4l_grab_init(v4
l_device *, int, int), here vd->frame_using[0] and vd->frame_using[1] are set to 0,  
means that the interception of two frames has not yet begun, to bind mmap and  
video_mbuf. 

(4) To began collecting images. Call ioctl(vd->fd, VIDIOCMCAPTURE, &(vd-
>mmap), image has been obtained after call, vd.map pointer points to the first  
frame which has received, the position of the image stores vd.map+vd.mbuf. 
offsets[vd.frame_current]. When vd.frame_current=0, namely the first frame position, 
when vd.frame_current=1, namely the second frame position. 

 
Then the image data collected was sent to PC machine, RTP is currently the best 

way to solve streaming media real-time transmission. RTP protocol is mainly used to 
transmit real-time audio/video data, which includes both RTP and RTCP packets[3]. 

In Linux platform real-time transmission programming may choose to use 
JRTPLIB library, it is RTP library using C++ language, the detailed operating is as 
follow: first, download the latest source package form JRTPLIB website, store in /tmp 
after download, execute the order #tar -zxvf jrtplib-2.8.tar, and then configure and 
compile for JRTPLIB, type order #cd jrtplib-2.8� #./configure CC=arm-linux-g++ 
cross-compile=yes, modify Makefile file, change link command (ld and ar) into arm-
linux-ld and arm-linux-ar, #make, finally executing the following command can be 
able to complete JRTLIB installation. The detailed steps to create RTP transmission 
are as follows. 

 
a. before using JRTPLIB to perform real-time transmission, first, to generate an 

instance of RTPSession class represent the RTP session, and then to call creat() 
method initialize its operation, RTPSession sess;  sess.Create(5000).  

b. Then to set the appropriate timestamp unit, which is another important work to 
perform in the initialization process of RTP Session, this is realized by calling 
SetTimestampeUnit() method of RTPSession, this method also has only one 
parameter, expressed timestamp unit by the second, sess.SetTimestampUnit 
(1.0/8000.0). 

c. When the RTP session is successfully established, the next can begin real-time   t
ransmission of streaming media data, first, it need to set correct target address to 
send data, RTP protocol allows the same conversation havemultiple target addres
ses, it can use AddDestination(), DeleteDestination() and ClearDestinations() met
hods of RTPSession class to complete. 

d. After all target addresses are pointed, then SendPacket() method of RTPSession 
can be called to send streaming data to all target addresses. 
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4   Image Display 

Qt is a signature product of Trolltech,which is a cross-platform C++ graphical user 
interface. It contains a class library, and used for cross-platform development and 
international tool[4]. The QPixmap objects can be used to implement real time video 
stream, which supports a variety of image formats, including JPEG format. There are 
tow classes for processing image int the Qt: QImage and QPixmap[5]. QImage 
provides a single pixel accurate image processing capabilities,QPixmap provides a 
double buffering mechanism. When a QPixmap object processed image is displayed 
on the screen, the other QPixmap object to process the next frame in the background. 
The process is shown in Fig. 2. 

 

 
 

Fig. 2. Double buffering mechanism 
 

First creat a new QPixmap object, and then load the image pixel data(use the 
function of loadFromData), then use the new QPixmap as a parameter to set the 
member variable(use the function of SetPixmap), at last use the member function of 
QLabel to display images. 

5   Experimental Test 

In experimental test, two performance index(packet drop rate and bit error rate) were 
selected to evaluate, and the image transmission rate slowed to 2 frames per second, 
the test time is about 20 to 60 minutes, through testing the packet drop rate and bit 
error rate are shown in Fig.3 and Fig.4. 

 

 

Fig. 3. Gateway packet successful receive rate 



 Research of Video Image Acquisition System Based on ARM9 751 

In Fig.3, the horizontal axis is time, the vertical axis is packet successful receive 
rate, it can be found that packet successful receive rate have declined with the 
increase of time. 

 

 
 

Fig. 4. The gateway bit error rate 

 
In Fig.4, the horizontal axis is time, the vertical axis is bit error rate, it can be 

found that successful packet rate have declined with the increase of time. It can be 
found that as time tends to increase the gateway bit error rate tends to stability. 

6   Conclusion 

This paper introduces a video image acquisition system based on ARM9 kernel, this 
system can transmit the collected data to the Qt client, experimental test show the 
performance of the system has dropped when frame number send off frequently, but 
overall stability of the system can be in acceptable range. In future experiments, 
research will focus on the video coding algorithms in order to improve the 
transmission efficiency. 
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Abstract. Soft switch is the core technology of the next generation packet 
network, which realized call control function by software. IP-PBX is a typical 
application of soft-switching technology. Because of many advantages such as 
low cost, easy maintenance, etc, Asterisk-based IP-PBX system became more and 
more welcome to small and medium firms. The paper describes the modern soft-
switching platform Asterisk, designs and implements a municipal call center. 

Keywords: IP-PBX, Asterisk, Call Center. 

1   Introduction 

Since the emergence of telephone, PSTN (Public Switched Telephone Network) which 
based on circuit switching and data exchange network which based on packet provide 
voice and data service respectively, this kind of structure brings a lot of problems to 
enterprises. For the purpose of making full use of the network resources and reducing the 
cost of communication, people start to consider about the possibility of implementing 
two services in one machine. The development of IP and Soft Switch makes it possible to 
connect internet and telephone network, IP-PBX is proposed at this time. 

2   IP-PBX System 

IP-PBX is a Soft Switch that using packet switching technology, the system consists 
of one or more SIP phone or Internet phone and an IP-PBX server[1]. Its working 
principle is the client (soft phone or regular phone) first register the IP-PBX server, 
when need to call, it sends a connection request. Because of having all the SIP address 
of the users, the server can use the network gateway or VoIP service to connect to an 
internal call or send an external call. 
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Compared with the traditional PBX, IP-PBX system has many advantages:  

(1) IP-PBX system built on IP protocol, the products follow a unified standard, so 
it’s easy to connect and maintain. 

(2) Convenient to extend. When you need to expand some more phones on the 
original PBX system, it only cost half spending as the traditional PBX. 

(3) Powerful and highly integrated. Single system can do lots of things that 
traditional PBX system should finish them with a variety of external devices, such as 
automatic attendant, voice mail and so on. 

(4) IP-PBX can use VoIP features to call long distance calls at local price, therefore 
save the cost of communication significantly. 

To sum up, as the enterprise-class soft switch, IP-PBX system not only has many 
flexible functions of IP network, but also is compatible with the traditional PBX. So 
it’s a hotspot currently. 

3   Asterisk Platform 

Because of IP-PBX system’s high cost performance above, more and more businesses 
prepare to use the IP-PBX instead of the traditional PBX. Since entering the market in 
2008, less than a year, the number of IP-PBX users was over the traditional PBX’s.  

Asterisk[2] is a mature platform of IP-PBX. The source code of Asterisk is open, it 
implement all the features of PBX in the form of software, and generally run in Linux 
environment. The characteristics are: (1) support for traditional analog telephony 
devices and digital telephone equipment; (2) support for major VoIP protocols such as 
SIP,H.323,MGCP,etc; (3) its own specific protocol-IAX2[3] is used to communicate 
between the servers of Asterisk. 

4   Explore a Municipal Call Center with Asterisk 

Next we use Asterisk to design a municipal call center[4]. 
Municipal call center is intended to provide a channel between municipal services 

and citizens, so that can improve quality of service. Another purpose is to achieve the 
network connection between Municipal Corporation and service center, afterward 
form a city's Public Service Network. The system we design can communicate with 
every department (such as transport sector, power sector, etc.) internally, make it 
conveniently to exchange or manage information; externally can server the general 
public by any way at any time. 

5   Architecture of the System 

We divided the system into three levels: client access layer, system control and 
business process layer and business management layer, as Fig.1. 

Client access layer mainly provides any kind of access and interactive interface to 
customers. Generally speaking, it is consist of switches with the ACD, Internet access 
devices and other accessories. Users can connect to the server by one or more E1 or 
analog line, so both telephone customers and Internet customers can enjoy service. 
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Fig. 1. The architecture of the system 

System control and business process layer is the center of voice control and 
business process, commonly composed by CTI server, IVR/IFR, simultaneous 
recording system, database servers, application servers, etc. The main function is to 
complete call routing, call control, service logic control. 

Operational management layer primarily completes the expression of business, the 
member include IVR / IFR and agent system. 

In order to facilitate the maintenance and expansion, we design the system under B 
/ S (Browser / Server) mode, the Internet structure shown in Fig. 2: 
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Fig. 2. Network Structure 
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As a middleware, Asterisk is the core of the whole system. It links up the 
underlying technologies and the upper applications of the phone, not only provides 
functions of basic call processing, call recording, log generation, user authentication 
and accounting, but also provides additional voice mail, IVR, call queuing and other 
services. 

To complete the platform’s functionality, first we should install Asterisk include 
related components and libraries on the server[5], then we need to configure some 
files in / etc / asterisk / directory. The following is the main code: 

 

sip.conf [general] 
language = en 
bindport = 5060 
bindaddr = 0.0.0.0 
disallow = all 
allow=ulaw 
allow=alaw 
allow=gsm 
allow=g729 
context=default 
callerid=Unknow 
… 
extensions.conf [default] 
exten=>*100,1,GotoIfTime(*,mon-sun,*,*?ivr1,s,1) 
[ivr1] 
exten=>s,1,Backgroud(custom/welcome) 
exten=>1,1,Queue(7000|tT|||60) 
exten=>1,n,Hangup 
… 

6   Specific Module 

The municipal call center adopted a unified public service hotline to accept citizen’s 
requests of consults, suggestions, complaints and other matters. Therefore, we 
realized functions as follows: 
 

a. Access function: Public can access our system in the manner of fixed telephone, 
mobile phone, fax, PC or other communication terminals easily.  

b. Navigation features: For different requests of the public, system can classify, 
guide and locate them; to different accessing methods, system is able to use 
different equipment for navigation. 

c. Transfer function: According to user’s requirements, system can transfer calls to 
relevant departments. 

d. Processing function: Through our system, agents were able to handle problems 
such as complaints, suggestions, repair, consulting and so on from the citizen, 
after that system can generate work orders for agents to submit to correlation 
processing departments. 
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e. Management function: Including the public information management, business 
(complaints, inquiries, consulting) management, quality management (service 
time management, service error management, audit management) and general 
statistics (traffic statistics, business statistics, classification statistics, job log) 
function. 

7   Summary 

In this paper, we using IP-PBX system, based on the platform of Asterisk, designed 
and implemented a fully functional municipal call center, replacing the traditional 
switch, not only reduced the cost of development greatly, but also improved the 
quality of service. The system was praised by all the customers. 
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Abstract. The paper based on coaxial line measurement system, analyzes the 
traditional algorithm of NRW, and with reference to the literature [6], sorted out 
an improved algorithm. By use of existing equipment in laboratory—vector 
network analyzer (AV3620), under 1-6GHz conditions, two kinds of low-loss and 
non-magnetic materials—PTFE and Air—were measured scattering parameters, 
improved algorithm for measured value and traditional algorithm for measured 
value are compared. Can be drawn from the experimental data, the method can 
effectively solve thickness resonance and multi-valued problems in traditional 
algorithms, thus the reliability and validity of the improved method have been 
verified effectively.  

Keywords: coaxial line, complex permittivity, scattering parameter, thickness 
resonance.  

1   Introduction 

In recent years, microwave technology is developing at a rapid pace, which requires 
microwave circuit tend to the integration and miniaturization[5], this also promoted 
the development of microwave dielectric materials and device. However, for different 
kinds of microwave dielectric, which methods is adopt to determine dielectric 
parameter and how to determine and evaluate its performance more effective and 
precise have been one of major issue in research and development of microwave 
dielectric, which need to be resolved. At present the common measuring methods of 
dielectric parameter mainly includes: stationary wave method, transmission/reflection 
method, open coaxial probe method, free-space method and resonant cavity and so on. 
Because of wide measure band, simple operation and high precision[3], now 
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transmission/reflection method became the mainstream method for measuring 
Permittivity of the microwave dielectric material, so the research method is 
transmission/reflection, this paper will first introduce the basic principles and 
algorithms of traditional NRW transmission/reflection method. 

2   The Principle of NRW 

Niclon, Ross and Wire put forward the method in the 70s of 20th century, and also 
known as NRW transmission/reflection method. The method mainly is tested material 
was put into the coaxial transmission line (or waveguide), when the electromagnetic 
wave is transmitting in the cavity of transmission line, it will meet tested material, so 
part of it will were directly penetrated, the other were reflected, in this process, it 
accompanied by the attenuation and phase shift of energy. Using sweep function of 
vector network analyzer measured reflection coefficient, penetrance coefficient. Thus, 
according to the basic knowledge of electromagnetics, we can inverted all the 
electromagnetic parameters, as shown in the Fig.1. 

 

Fig. 1. The schematic of transmission /reflection method 

Through the use of coaxial sampler (TEM wave), we can deduce:  
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In the formulas, 11S , 21S are the reflection and transmission parameters in the 

sample area, respectively; d is the thickness of the sample; γ is propagation constants 

in the sample area; 0Z and cZ are the wave impedance in space and the sample area, 

respectively; 0λ is work wavelength in the air, cλ is cutoff wavelength, c is the speed 

of the light, 0μ is air permeability, so can be obtained from the above formulas: 
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For dielectric materials, namely rμ =1. 

In the traditional algorithm of NRW, due to need to make dT  take natural 

logarithm, so that: 

1 1
ln( ) [ln( ) ( 2 )]dT d j n

d d
γ θ π= = − + ± , where n=0, 1, 2…. 

(10) 

From the above, we can see ln( )dT  have many value, therefore, corresponding rε  

also have an infinite number of value, this is the multi-value problem in the 
transmission/reflection method. In addition, for some low-loss materials such as 
PTFE, Air, etc. when thickness of the sample is greater than an integer multiple of 
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half wavelength, in some frequency point, the absolute value of 11S  for measured 

scattering parameters will be close to 0, this is the thickness resonance problem in 
traditional algorithm of NRW. In this paper, with reference to the literature[6], sorted 
out the following improved algorithm. 

After improving the algorithm of NRW, the transmission/reflection method is as 
follow: 

First, material normalized impedance is defined as: 
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Where Re( ) 0mZ > , for calculating the magnetic materials and high wastage 

materials, this method has high accuracy, can effectively reduce thickness resonance 
problem in traditional algorithm of NRW, but for the non-magnetic material, the 

scattering parameter of material 11S  near the resonant frequency still have larger 

deviation. Therefore, combined the characteristics of non-magnetic materials 

( ' ''1, 0r rμ μ= = ), take the values of r rε μ as relative permittivity of materials. 

Computational method is as follow: 

' ''( ) ( )r r r r r rjε μ ε μ ε μ= −  (13) 

' ' ' '' ''( )r r r r r rε μ ε μ ε μ= −  (14) 

'' ' '' '' '( )r r r rε μ ε μ ε μ= −  (15) 

For multi-value problem, the paper selected the method of compensation of 
imaginary part in literature[1] to resolve. According to propagation law of 
electromagnetic wave in the medium, the change of phase shift should be continuous, 

according to the relationship n=int (
c

d

λ
), by the compensation of imaginary part for 

ln( )dT , so as to overcome the problem of multi-valued. 

3   Experimental Verification 

In this paper, experimental equipment is mainly vector network analyzer (AV3620), 
the ends of tested coaxial line are connected 1, 2 port of vector network analyzer, 
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where the length of tested coaxial line is 100mm, impedance is 50 Ω , inner and outer 
conductor diameters of coaxial line are 3.04mm and 7mm, respectively. Under the 
frequency range of 1-6GHz, using the instrument measure the scattering parameter of 

material 11S , 21S , and then by using of NRW algorithm to deduce complex 

permittivity of material. 

3.1   Verification of Complex Permittivity in PTFE  

To measure scattering parameters of PTFE, the height of the sample is 5mm, and 
deduce complex permittivity through traditional NRW algorithm, as shown in the 
Fig.2, we can see from the figure, complex permittivity and reference value appeared 
great deviation in some frequency point, this is thickness resonance problem, and then 
we use improved algorithm of NRW to deduce, can obtain the following Fig.3, and 
we found the curve close to smooth, and agree well with the theoretical value. 

 

 

        Fig. 2. Traditional NRW algorithm                      Fig. 3. Improved NRW algorithm 

3.2   Verification of Complex Permittivity in Air  

Under the same conditions, To measure scattering parameters of Air, the height is 
100mm, the result as shown in the Fig.4, we can see from the figure, it also have 
thickness resonance problem, and then we use improved NRW algorithm, can obtain 
the following Fig.5, image is stable, no obvious deviation, it agrees well with the 
theoretical data. 

 

  
        Fig. 4. Traditional NRW algorithm                      Fig. 5. Improved NRW algorithm 
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To sum up the above arguments, for non-magnetic and low-loss materials, it is 
easy to cause the problems of thickness resonance and multi-valued, through the 

measurement of two samples—PTFE and Air, take product value of r rε μ  as the 

value of complex permittivity, and use compensation of imaginary part to compute, 
experimental results agree well with the true parameters of materials. Thus, it verified 
improved NRW algorithm has the reliability and accuracy in the literature [6]. 

4   Conclusion 

In this paper, on the basis of an in-depth analysis about the traditional NRW algorithm 
and with reference to the literature[6], the author sorted out an improved algorithm. It 
gives better solution for the problems of thickness resonance and multi-valued in 
traditional algorithm. Also, By use of existing equipment in laboratory—vector 
network analyzer (AV3620), two kinds of low-loss and non-magnetic materials—
PTFE and Air—were measured scattering parameters, improved algorithm for 
measured value and traditional algorithm for measured value are compared. Thus, the 
reliability and validity of the improved method have been verified. 
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Abstract. Arc suppression coil is a main device to govern the grounding faults, 
but it can effect on the power network. This paper introduces 4 types of arc 
suppression coil and analysis their basic mechanism and control method. Based 
on these analyses, this paper analysis effect on power distribution system with 
different ASC, specifically for series resonant and ferromagnetic resonance, and 
give notes on the operation of the different ASC. Theoretical analysis, computer 
simulation and real fault recording wave verified the effectiveness of the 
analysis.  

Keywords: arc suppression coil (ASC), power distribution system, series 
resonant, ferromagnetic resonance. 

1   Introduction 

In the medium voltage power distributed system, ungrounded, high-resistance 
grounded, and resonant grounded neutrals are commonly practiced in power 
distribution systems of some European and Asian countries and in several types of 
industrial systems in North America [1]. Among fault, the single-phase ground fault is 
more than 80% of total failure, and installation of automatic tracking neutral point arc 
against compensation device is an effective way to control one of the grounding faults 
[2]. Currently, there are many arc compensation devices in power distribution system, 
the traditional multi-tap arc suppression coil, but also regulating capacitor , gate-flow 
(also known as high-impedance transformer), bias and magnetic valve regulation and 
other new ASC, from the control point of view, which are divided into 2 types such as 
pre-tuning type and following-tuning type. And the detection of capacitive current 
tracking methods is different [3-4], how to properly evaluate the effect of these 
devices arc, but also the urgent electricity users need to be resolved. 

Various types of over-voltage is the most deadly in ASC effects on power network, 
especially series resonant and ferromagnetic resonance, which often leads to hazards 
of faults. This paper will analysis effect on power distribution system with different 
ASC and give notes on the operation of the different ASC. 
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2   Model of ASC 

Currently there are mainly 4 types of ASC that are the fixed multi-tap, the auto-tuning 
multi-tap, the auto-regulating capacitor and the phase-control ASC.  

2.1   Multi-tap ASC 

Fig.1(a) is a fixed multi-tap arc suppression coil that is the traditional Petersen Coil, 
which coil winding body by changing the number of turns to change the inductor, 
inductance is proportional to the square with the number of turns, so the inductance 
discontinuities adjustable[5]. With on-load tap-changer (OLTC), Petersen coil is 
changed into load multi-tap tuning ASC to instead of no excitation tap-changer. In the 
actual running, the working voltage of OLTC is often much lowers than the rated 
voltage of ASC, so the ASC voltage up to rated voltage and OLTC is not allowed 
operation when single phase grounding fault occurs, meanwhile inductance of ASC 
can not be adjusted. In this sense, load multi-tap tuning ASC can only work in pre-
adjusted mode, and needs to join the damping resistor in normal running. 

 

           
                                             (a)                                   (b) 

Fig. 1. Simulation Model of tuning ASC: (a) fixed; (b) Auto-tuning with damping resistor 

2.2   Auto-regulating Capacitor ASC 

Fig.2 (a) shows the basic structure of the auto-regulating capacitor ASC, whose L1 is 
high-voltage winding and L2 is low-voltage winding whose capacity is half of L1; the 
capacity ratio of C1, C2, C3, and C4 is 1:2:4:8 and total capacity is half of ASC. 
Opening-closing combination of 4 SCR switches can produce 16 different inductor 
currents. On this basis, increasing the capacity of L2 and compensation capacitor can 
satisfy the need for well regulating. To refine the current difference between the files,  
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                                       (a)                                                        (b) 

Fig. 2. Simulation Model of Regulating Capacitor ASC: (a) structure ;(b) equivalent circuit 
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just need to add a set of capacitor C5. Based on the different switches, the phase-
control ASC is preset to work in presetting mode and following-setting mode. 

2.3   Phase-Control ASC 

Fig.3 (a) shows the basic structure of the phase-control ASC, whose primary winding 
BW connect with power network, secondary winding CW is short cut with SCR to 
control the current of output, and third winding FW connect with LC filter circuit to 
keep total harmonic current distortion controlled within the design by balancing 3rd 
and 5th harmonic current of primary winding. The phase-control ASC is essentially a 
single-phase high-impedance transformer. When the SCR is off, there is no current in 
primary winding, and filter circuit is capacitive at the fundamental frequency in third 
winding. On the other hand, equivalent circuit is inductive because of leakage 
reactance of secondary winding when the SCR is open. Adjusting the angle of SCR 
trigger control can change the secondary winding turns on and off in proportion to the 
ASC equivalent inductance by the amount of continuous change, so that the ASC can 
achieve rapid continuous adjustment of inductance. The compensation current 
generated by the phase-control ASC with the filter circuit changes from the capacitive 
status to the inductive when the SCR conduction angle changes from 0° to 90° [6]. In 
other words, ASC is inductive when conduction angle is 0°, so there is angle mutation 
between 0° and 90°.  
 

        
                                         (a)                                          (b) 

Fig. 3. Simulation Model of Phase-control ASC: (a) structure; (b) equivalent circuit 

3   ASC on the Role of Series Resonant  

Fig.4 shows the equivalent circuit is a series LC circuit, when close to the resonant 
circuit current conditions large voltage on the arc suppression coil displacement  
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Fig. 4. Power Compensation Network: (a) Equivalent Circuit, (b) Circuit of zero sequence 
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voltage of neutral point that is great. Operation of the provisions of the neutral-to-
ground voltage should not exceed 15% of phase voltage, and its expression is: 
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Esq.(2) shows that the neutral point voltage of compensation network is related  to 
the out-of-resonance degree of ASC and the damping rate of power network, and the 
smaller out-of-resonance degree, the neutral-to-ground voltage is higher. When the 
out-of-resonance degree of ASC is zero that is the resonant compensation, voltage of 
neutral point is the highest. And this voltage is the series resonance over-voltage of 
compensation system. 

When a single-phase grounding, out-of-resonance degree for the smaller, the better 
the compensation effect. But this is a contradiction that there exists series resonant 
over-voltage when the power network run in normal operation. There are different 
solutions to resolve this contradiction. The fixed multi-tap ASC can only be sacrificed 
for the compensation effect, and set in over compensation mode in normal running, in 
the same time the out-of-resonance degree is the minimum setting that the neutral-to-
ground voltage can be made less than 15% of UФ. The auto-tuning multi-tap ASC 
works in the best compensation. Normal to increase the damping resistance, the 
damping rate of the network increases, the series resonance over-voltage limit is 
reached less than 15% of UФ, after the rapid removal of damp earth resistance, the 
best compensation, and equivalent to adjusting the damping rate of the approach. 
Auto-regulating capacitor ASC and auto-tuning multi-tap ASC turn to take the same 
approach. Phase-control ASC is the out-of-resonance degree for by adjusting the way, 
while making normal out-of-resonance degree larger, to avoid the occurrence of series 
resonance, quickly tuning ASC after grounding fault occurring, to achieve the best 
compensation. 

Based on the above analysis, the fixed ASC without damping resistor rely on 
increasing the out-of-resonance degree for the expense of compensation effect to limit 
series resonant over-voltage purpose, to what extent depends on the power of the 
natural imbalance. Auto-tuning, auto-regulating capacitor and phase-control of ASC 
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compensation effect can be achieved without sacrificing the premise, to limit series 
resonant over-voltage. 

4   ASC on the Role of Ferromagnetic Resonance 

About Multi-tap ASC, in Fig.2(a) Zero-sequence equivalent circuit, inductance L of 
ASC is smaller than excitation inductance LVT of voltage transformer (VT), so the 
zero-sequence circuit inductance parameters are mainly determined by the ASC, and 
keep relatively stable neutral point potential, even if the voltage transformer 
magnetizing inductance change can not happen over-voltage caused ferromagnetic 
resonance. Therefore, the multi-tap ASC can effectively suppress the ferromagnetic 
resonance of electromagnetic VT. 

About auto-regulating capacitor ASC, in Fig.2 (b) Zero-sequence equivalent 
circuit, inductance L of ASC can also play a role in inhibition of VT ferromagnetic 
resonance. And in the same time, the damping resistance  RZN can also suppress the 
ferromagnetic resonance of electromagnetic VT. 

About the phase controlled ASC, in Fig.2 (c) Zero-sequence equivalent circuit, 
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Fig. 5. Equivalent Circuit: (a) the Auto-tuning Multi-tap ASC,(b) the Auto-regulating Capacitor 
ASC, (c) the Phase-Control ASC 

  
                                  (a)                                                                (b) 

Fig. 6. Ferromagnetic Resonance: (a) Simulation ; (b) Recording Wave of Real Fault 

Since the excitation reactance of ASC is also nonlinear, it can not suppress the 
ferromagnetic resonance of electromagnetic VT. The excitation reactance Lnc, Ca, Cb, 
Cc, C3 and C5 ferromagnetic resonance occurs, this phenomenon occurs after single 
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phase grounding fault happened and SCR off will occur instantly. Fig.4 shows 
ferromagnetic resonance excited by the phase-control ASC in simulation of EMTP 
[7]. And fig.5 shows the real ferromagnetic resonance recording wave that happen in 
some 35kV station of P.R.China [8]. 

5   Summary 

The auto-turning multi-tap ASC, Auto-regulating capacitor ASC and the phase 
controlled ASC can well avoid the series resonant when the power network works in 
normal operation under normal for the series resonant power over-voltage problem, 
except for the multi-tap Arc ASC without the damping resistance. The auto-turning 
multi-tap ASC and the auto-regulating capacitor ASC can suppress the ferromagnetic 
resonance of electromagnetic VT, but the phase controlled ASC can not suppress 
because of the closure of SCR. In particular, the excitation reactance of the phase 
controlled ASC occurs relatively ferromagnetic resonance with its own filter 
capacitor, the line capacitance when ground fault disappears. And it may have 
dangerous ferromagnetic resonance over-voltage in certain circumstances. So If the 
appropriate control methods, this phenomenon is likely to be avoided. So there is 
require that its control system must have a high anti-jamming capability in the power 
network with the phase controlled ASC, ensure that no false triggering phenomenon. 
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Abstract. A distributed speech remote control system based on Web Service 
and automatic speech recognition was introduced. The system can transit voice 
call via telephone into robot command by the speech recognition engine. After 
received and recognized the command, the system transmits the real-time 
command into a robot hand controller with the Web Service components, and 
then the robot hand moves accordingly so as to achieve the goal of controlling 
the robot movement. This paper introduced the system architecture and 
functions of each sub block, as well as the design of the programs, analyzed the 
system integration solution and the process of system integration. The 
innovation with this system lies in realize a distributed speech remote control 
with the sufficient application of telephone and computer network. 

Keywords: AutomaticSpeech Recognition, Remote Control, Web Service 
Computer, Telecommunication Integration, Hidden Markov Model.  

1   Introduction 

Nowadays, speech control and remote control have been attached more and more 
importance. With the development of automatic speech recognition and the internet 
technology, Speech control system based on Web Service has become a burgeoning 
hotspot for robot control. As a new network control pattern, remote speech control 
system based on Web Service features of a consummate integration of telephone and 
computer network, inclusion of several distributed application have won favors from 
many technical experts and users. 

Remote control based on Web Service is defined as the extension of a human sense 
organ to a long distance robot through internet to accomplish a task. The writers have 
adopted CTI technology [1] to realize a remote speech control over an industry robot 
hand through a variety of logic movements based on Web Service components. This 
not only provides a mutual interactive setting for remote control, but also inaugurates 
a fresh industry for internet application. 
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2   System Architecture 

This remote control system based on speech recognition technology has extended the 
local speech of the robot to a far-end so that the operator is able to manipulate the 
robot in a direct manner either by using modern computer communication technology 
or the telephone network [2,3], as shown in Figure 1. 

 

 

Fig. 1. System Architecture 

In the system architecture, the system has integrated the telephone and computer 
network. The user can pass his speech command onto the recognition end through the 
telephone network, and then the recognition service will send the command into the 
control service of the robot hand through the computer network, as shown in figure 2. 

 

 

Fig. 2. System flow 

The remote control system is based on Web Service technology. On the one hand, 
as an agent for the interaction between the operator and the robot, Web Service 
components’ function is a bridge to receive the speech commands from the operator 
while collect the real-time information from the robot. On the other hand, the remote 
mainframe, as an individual entity, namely an independent intelligent entity which 
acts on itself and has a sense of environment, is able to adjust according to the present 
environment so as to accomplish the tasks commanded by the operator in a long 
distance [4,5]. In the speech control end, the computer network works as a medium 
for the interaction between the operator and the robot. The operator away from the 
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sites is able to complete a task through the speech control over the robot and he can 
collect the parameters regarding the work conditions of the robot from the Web 
Service components as well. 

3   Call Center Component Implement 

Dialogic develops products and technologies for both the enterprise and service 
provider markets that enable reliable, seamless, and efficient communications and 
services across countless devices on a wide variety of networks. 

Dialogic/12 JCT-LS PCI board is the next generation voice resource board based 
on Spring Ware 12-port voice resources. Developers can use the board to develop 
affordable, scalable, high density of multimedia resources of communications 
applications. The board has a lot of advanced features, and supports the latest in DSP 
(Digital Signal Processing) technology and industry-standard PCI bus and CT bus 
technology. Plate based on DSP fax enables developers to maximize the multimedia 
communication application system boards, such as support for Web-enabled call 
centers, Unified Messaging or IVR (Interactive Voice Response) applications. 

The Intel Dialogic D/120JCT-LS board as shown in Figure 3. 

 

Fig. 3. The Intel Dialogic D/120JCT-LS board 

The D/120JCT-LS board is a 12-port analog PCI board ideal for developing 
advanced communications applications that require multimedia resources. This high-
performance, scalable product supports voice, fax, and software-based speech 
recognition processing in a single PCI slot, and provides 12 analog telephone 
interface circuits for direct connection to analog loop start lines [6]. 

We build an IVR application to construct a call center based on a Dialogic/12 JCT-
LS PCI board, which can extend the existing messaging system at the same time 
create a unified messaging solution. The call center can response the user’s call real-
time. The Dialogic/12 JCT-LS PCI board takes charge in user’s speech information 
collecting automatically. 

4   Automatic Speech Recognition Design 

4.1   HMM Recognition Model 

The human speech is actually a dual random process, and the speech signal is a 
predictable time sequence, which is generated as a parameter flow by the brain 
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according to grammar and speech rules. On the whole, human speech is an instable 
random process, yet when divided into several parts, it is available for linear analysis 
on a short-time basis. 

HMM, namely Hidden Markov Model, is a statistic model for the time sequences 
of speech recognition which can be seen as a dual random process in math: in one 
aspect, It can be seen as a hidden random process simulating the changes of speech 
signal by using Markov chain of limited status figure, in another it is an observation 
sequence relevant to every single Markov chain. The latter embodies the former while 
the former parameters are unpredictable. Therefore HMM is an appropriate simulation 
of this process which has well displayed the entire instability and partial stability of 
speech signals. 

If construct a HMM based on this speech signals, we are able to identify different 
transient stable signal splits and track down their transition so as to complete the 
model construction  based on the speech velocity and acoustic changes [7,8]. 

4.2   Speech Recognition Engine 

Nuance speech recognition engine has provided two kinds of working patterns, 
namely recognition mode and the command mode. Different working pattern has 
decisive impact on the recognition program setting [9]. 

The recognition mode was realized more hardly. In basis of the full speech 
grammar and code-table, the recognition system would establish the speech code 
library, and then the system can identify any external inputting voice based on the 
library. 

The command mode, in other words, we told the speech recognition system to 
identify which voice at first, and then applied programs and set the recognition 
environment. And enter the voice; the recognition system would correctly output the 
result of the voice. On command mode, the system code-table was small, and the 
identification progressing is relatively easier. 

In this system, we have adopted the command mode. As shown in figure 4 with the 
work flow of the recognition engine on the command mode. 

4.3   Speech Recognition Processing 

The user: the operator who manipulates and commands the robot away from the 
sites. 

Speech: the voice information speaking by the user. 

Speech recognition model: it translates the speech signal into test file for the robot’s 
recognition after matching the user’s command with the recognition program. In this 
system, we take HMM as speech recognition model. 

Speech recognition application: it works to receive the speech recognition, and 
translates it accordingly. Then the translation will be sent to a remote control end by 
Web Service to manipulate the robot to conduct movements in response. In this 
system, we construct real speech recognition application by taking Nuance V7.0.4 [9] 
as development tool. 
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Result: the content feedback from Speech recognition Engine, which is the 
recognized command result to drive the Control Logic for the speech recognition 
application. 

Command: some specific meaning which been defined beforehand for the speech 
recognition application, and it can correspond with the control logic and the speech 
recognition result unique. 

Control Logic: which can drive the movement controller to apply the robot hand’s 
moving. 

 

 

Fig. 4. Working flow of the recognition engine on the command pattern 

The full speech recognition processing flow is shown in figure 5. 

 

 

Fig. 5. Speech recognition Processing flow 

5   Remote Robot Control Design 

5.1   Remote Robot Control End 

Remote robot control end consists of two parts. 

The remote robot: This paper has utilized a four degree of freedom industry robot, 
which has adopted the GT moving controller that allows it to control four movement axes 
and realize a multiple axis movement. Meanwhile, the controller has equipped itself the 
C language base and window dynamic linkage library to complete sophisticated tasks. 
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The user then is capable of combining this language base, the data process, the interface 
with his control system to set up a specified application system. 

The robot main control system: Start the robot control program to receive and 
enforce the command as well as complete the real-time video collection, coding and 
sending tasks; the robot receives the command, and process it with application 
program, if the command is correct, the robot will act accordingly and will send the 
movement to the operator in the form of video materials to make sure the operator is 
well informed of the robot’s work conditions. 

5.2   The Robot Control Program Design 

This system has adopted C# language to develop the web service based application 
program [10]. It sends the control signal from client to web service application 
program by gSOAP in the form of XML, and then web service invokes the function in 
robot movement card (here in this system the function refers to GT400. DLL) so as to 
accomplish the purpose of controlling the robot. 

It is a technical nodus to develop hardware program on the robot interface board in 
NET Framework. In this project, it has adopted DLLImport to import the DLL 
function base of the controller drive interface, namely it directly applies the 
DLLImport and relevant functions to develop the program, which not only solve the 
problem of programming in the sub-hardware but also makes it very convenient to 
control the robot. 

6   System Integration 

6.1   System Integration Solution [11-17] 

The Web Service in this system is based on C#, and the command program is 
compiled in VC++ 6.0. In order to develop a client program in MFC style and realize 
the integration with speech recognition program, it becomes a technical difficulty as 
to how to invoke the Web Service components in VC++ 6.0. As we know, Web 
Service is based on SOAP protocol and transmits data in XML format, yet the 
traditional C/C++ is not available for SOAP protocol and XML format. Therefore we 
need a third party tool to realize invoke of Web Service components. The gSOAP 
complier is able to solve this problem. 

gSOAP complier is typically used in open source project. By using gSOAP, the 
Client and Server programming task could be easily done in C/C++, and the 
programmer should not know much about xml and SOAP protocol. So the user of 
gSOAP could concentrate themselves on the soft programming of the Web Service 
client and server's, no need to badger with other specific techs. The gSOAP is a cross-
platform tool for the developing of Web Service servers and clients, coded in C/C++. 

By using gSOAP complier, a user Web Service function base can be defined. The 
user then is able to invoke relevant functions to receive and transmit data from Web 
Service. In this system, the user requests remote service in the XML file format and 
the result is backed in XML format. 



 A Distributed Speech Romote Control System 777 

6.2   The Process of gSOAP Implement 

In order to integrate the gSOAP with VC++ 6.0 and invoke the Web Service, we need 
to start the following steps: 

 

(1) Create a gSOAP Service in Visual Studio 2003 and a function Web Service. Mark 
the output functions with Web Method. 

Create a client. First, click the service and store WSDL as my service wsdl file. 
Then with wsdl to code, create the client code. Target the wsdl file, and click so as to 
generate the codes. 

Start a project gsoapclient, and add the ServiceSoap.nsmap, soapC.cpp, 
soapClient.cpp, soapH.h, soapStub.h, and stdsoap2.h, stdsoap2.cpp in   the project 
gSOAP root directory into the project. 

As shown in figure 6 with the gSOAP implement flow. 
 

 
 

Fig. 6. gSOAP Implement flow 

7   Conclusion 

In this paper, Nuance speech recognition technology has been applied to realize a 
secondary development, and the available program for the robot’s recognition has 
been developed. Meanwhile, it integrates with Web Service technology to realize the 
remote speech control over a robot. 

As evidence concluded from the experiment, the robot is able to reach a rate of 
98% accuracy in speech recognition. As to remote control, with Web Service 
technology the robots’ hearing can be extended profoundly, which enables in some 
extent the user work in a setting far away from the sites to ensure improved speech 
recognition accuracy. The Web Service complexes the computer-based control 
system, but it gives the system the distributed deployment, better flexibility and easier 
extension and maintenance. 

At last, we can also adopt the TTS (Text to Speech) technology in speech feedback 
system. As an example, jTTS (the Jie Tong Text to Speech software) is a powerful 
speech tool which based on real speech synthesizes technology. 
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Abstract. An accurate equivalent circuit method analysis for open-ended 
coaxial probe is used to determine the complex permittivity of materials from 
the measured input reflection coefficient and admittance. Reference materials of 
known dielectric properties and selected bakelite plate and water were 
measured in the frequency range 0.5to 6GHz. This paper offers further analysis 
the effect of radiation conductane at the end of coaxial probe. The comparisons 
between the measured results and calculated values indicate this measurement 
method is effective when considered the effect of radiation conductane. 

Keywords: open coaxial probe, complex permittivity, radiation conductane, 
equivalent circuit method, reflection coefficient.  

1   Introduction 

Coaxial probe method is a microwave measurement method which through measuring 
the reflection coefficient of probe terminal by attaching probe terminal closely to the 
measured materials in order to capture the microwave complex permittivity of materials. 
This technique not only has the advantages of being Non-destructive and Non-invasive 
to the materials, but also the ability of measuring the bandwidth and the easiness of 
sample making. as a consequence, This method has been widely applied for measuring 
the microwave complex permittivity of dielectric materials. In this paper, An accurate 
equivalent circuit method analysis for open-ended coaxial lines is used to determine the 
complex permittivity of materials from the measured input reflection coefficient and 
admittance. So far, the application of coaxial probe method still has to contain the 
assumption that those measured samples are half the infinite medium, the measurement 
system was based on the AV3620 network analyzers. Reference materials of known 
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dielectric properties and selected bakelite plate and water were measured in the 
frequency range 0.5to 6GHz. Samples have been tested with the equivalent circuit 
antenna model[1] and compared with the capacitor model[2], The different of both 
models is whether to consider the effect of radiation conductane. It shows that two 
models have no much difference at low frequence for low dielectric loss materials but 
have a little difference at high frequence for high dielectric loss materials. It suggests 
that the equivalent circuit antenna model be suitable to the measurement for the 
materials with small discrepacy in dielectric constant over the entire frequency band. 

2   Modeling of the Open-Ended Coaxial Probe  

The equivalent circuit antenna model for this model is presented in Fig. 1(b). The 
model is described in [3] and [4]. The reflection coefficient Γ at the end of the open-
ended probe is obtained by considering the complex admittance of the equivalent 
circuit. 
 

   

0Z GfC rC( )ε

 
(a) Geometry                              (b) An accurate equivalent circuit model 

 
Fig. 1. The open-ended coaxial probe connected with a test sample 

 
The admittance of an open-ended coaxial line sensor terminated by a half space 

with a relative complex permittivity of ' ''
r jε ε ε= − is modeled by: 

( ) ( )f rY j C j C Gω ω ω ε= + +
 

(1)

where: r 0( )rC Cε ε= represents the capacitance of the parallel plate capacitor formed 

by the inner conductor and the terminating with a test sample. While fC is the fringe 

field capacitance. 
Generally,

r f( )C Cε , G is radiation conductance of the open coaxial probe, it 

connected in parallel to the 5
2ε r

, in the vacuum is
0G . 
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0 rG G ε= . So, when the geometry of coaxial line is very 

small, 0G  is very small, and the dielectric loss is also small, Then we can neglect G . 

It can simplified to the linear two-capacitor model. If we measured the reflection 
coefficient exp( j )ϕΓ , The dielectric constant of the tested material can be obtained. 

The input reflection coefficient is equal to capacitive model[5]: 
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In addition, the permittivity of the samples can be represented as：  
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When the frequency is higher, or the dielectric loss is high, we can’t neglect G . If 
consider the effect of G , can be obtained the dielectric constant[6]: 
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From the above equation, tgσ represents the Loss tangent of the tested materials, 

We can get more accurate permittivity values from(6),(7)and compare with (4),(5). It 
indicates that considered the effect of radiation conductane can improve the accuracy. 

3   Experiment Techniques 

The probe employed in the experiments consisted of standard coaxial waveguide, The 
characteristic impedance of this probe is 50 Ohm, Between the inner and outer 
conductors filled with teflon. Inner radius a=0.5mm, outer conductor radius 
b=1.67mm, the radius of the flange , 20mm, was large enough because of the lossy 
media to be effectively infinite. experimental equipment is mainly vector network 
analyzer (AV3620), was then employed to measure the terminal reflection coefficient 
of the probe under the frequency range of 0.5-6GHz. The lumped-element 
parameters[7], fC , 0C and 0G may be measured over the frequency range where the 

open ended coaxial probe is to be used as a sensor for permittivity measurement. 
Dielectric materials whose permittivities are well known, such as Teflon, air, may be 
measured at the frequencies in question and we can work out 0C =0.0245 

pf; fC =0.0016 pf;The reflection coefficients of the probe connected to the samples of 

bakelite plate and water were measured from 0.5 to 6GH in Table 1. 

Table 1. Reflection coefficient magnitude and phase at the point (0.5~6GHz)frequency  

Γ

Γ

( )ϕ °

( )ϕ °

 

4   Discussion 

A coaxial line open into a semi-infinite space was analyzed and employed for 
measurements of the permittivity of a semi-infinite dielectric samples. The 
permittivity of bakelite and waterl obtained experimentally is compared with the 
reference data. The dielectric constant reference value of bakelite is 5.5-j0.05[8], and 
the sample of water is 76.3323-j9.1331[9]. The reference dielectric constant of 
materials have neglected the impact of temperature and frequency. We have known 
the reflection coefficients of materials under test by experiment. When we neglect the 
effect of radiation conductane G, it can calculate the relative permittivity through 
(4)(5), and we consider the effect of radiation conductane G , it can work out 
dielectric constant from(6)to(7). 
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  (a) bakelite plate with low dielectric loss            (b) water with the high dielectric loss 

 
Fig. 2. Permittivity of bakelite plate compared with reference values, neglected the effect of 
radiation conductane G . 

 
Fig.2 shows the relative permittivity for bakelite plate, with the dielectric loss is 

small, from(a) compared with the theoretical reference value shows:measurement 
value consistent with the theoretical at low frequencies below 3GHz, but at higher 
frequency. For bakelite, the discrepancy compared with reference is less than 4% in 
the real part and imaginary part. The results of water permittivity values are shown in 
(b) This sample dielectric loss is more bigger. Who can see, the deviation will become 
more larger with the frequency increased. Particularly, with a maximum discrepancy 
of 20% in dielectric real part and of 400% in imaginary part at the frequency 6GHz. 
That is because we consider the impact of radiation conductance G . 

 

   
 (a) bakelite plate with low dielectric loss            (b) water with the high dielectric loss 

               
Fig. 3. Dielectric constant of water compared with reference values. Considered the effect of 
radiation conductane G  

 
Fig.3 shows an excellent agreement with theoretical relationship between the real 

part and imaginary part. That is because we consider the impact of radiation 
conductance G . The permittivity values are remarkably accurate with approximately 
a 4% maximum discrepacy in dielectric over the entire frequency band. 
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5   Conclusions 

In this paper, we have develop an accurate equivalent circuit model for the admittance 
of open-ended coaxial probe to measure dielectric constant of materials, And 
analyzed the radiation conductane G  produced the influence on Measurement of the 
dielectric constant. For low dielectric loss materials, with the frequencies below 
3GHz, if we neglected the effect of radiation conductane G , have Little effect on the 
results. For high dielectric loss materials, with the frequencies above 2GHz, it will 
result in large discrepancy. If we consider the effect of radiation conductane G . good 
agreement was obtained between measurements and theoretical for the materials of 
bakelite plate and water over the entire frequency band. 
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Abstract. According to the good performance in low power consumption, 
distribution and ad hoc pervasive of WSN, design and implement a system of 
image collection and transmission based on S3C6410 and CC2430, to collect and 
transfer image data by WSN. The test proved that the system can satisfy the 
needs of local area image collection and transmission both in quality and 
stability.  

Keywords:  WSN, Image Collection, CC2430, S3C6410. 

1   Introduction 

As the development and application of WSN, scholars both at home and abroad carried 
out researches on WMSN [1], Portland State University in America, Carnegie-Mellon 
University and Stanford University started relevant scientific efforts. In China, Institute 
of computer technology, Harbin Institute of Technology, Zhejiang University set out 
exploration in this field [2], too. Many famous companies participated in it actively, 
Intel brought forward prototype of sensor node Imote and Imote2 which based on ARM 
and Xscale, ICT center of CSIRO developed imaging sensor FleekTM [3]. In addition, 
companies such as TI also set out structure of WMSN of their own, some even used 
mobile video node which can move in small scope and adjust angle all by itself thus to 
realize mobile video surveillance [4]. This paper designed and realized video collection 
system which was based on S3C6410 and CC2430. 

2   The Architecture of Image Collection and Transmission System   

This system mainly consists of video collection module, transmission module, and 
management center, Fig. 1 shows its structure. 

Image collection and processing module consists of sub-module of OV9650 imaging 
sensor and S3C6410 processor. Sub-module of OV9650 imaging sensor use OV9650 
CIS (CMOS Image Sensor, COMS image sensor) to collect image [5], OV9650 CIS 
possesses the character of compact size, low costing and image that meets 
requirements. Sub-module of S3C6410 was comprised of S3C6410 core processor, 
DDR RAM, Nand Flash, reset chip and crystal oscillator, etc. While environment 
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information was acquired by OV9650 imaging sensor, image collection and processing 
module will take advantage of powerful MFC of S3C6410 to code and compress image 
information [6], and use the large capacity of external memory storage to save data. 

ZigBee wireless transmission system mainly in charge of close range wireless 
transmission of data information and it was comprised of ZigBee wireless sensor 
network sensor node, route node and sink node. These nodes take CC2430 chip as the 
master control chip, CC2430 was provided with characters of low power consumption, 
low costing, Ad hoc network and dynamic routing. ZigBee wireless sensor network 
relates with image collection and processing module via serial port, thus to form 
wireless image collecting and transmitting nodes of the whole system, and achieve 
environment image information collecting and processing along with the send of 
ZigBee wireless network. Route node mainly takes charge of dynamic routing of 
network and multiple hop transmission of data. SINK mainly takes charge of the 
establishment and maintenance of ZigBee wireless sensor network, and the reception, 
summarizing and transmission of data. 

If the system needs remote control and monitoring, management center can 
correspond with SINK via internet or satellite communication system. Management 
center controls ZigBee wireless sensor network and gives order. Meanwhile, we can 
send data information collected by ZigBee wireless sensor network to management 
center via internet or satellite communication, and the management center then 
processes and analyzes data, thus to realize environment information monitoring and 
management. 

 

Sink
node

Route
node

Sensor
node

area monitoring
management 

center

Sink node

Internet or Satellite

image 
collection and 

processing 
module  

Fig. 1. General structure of image collection and transmission system 

3   Design of Wireless Image Collection and Transmission Node 

Wireless image collection and transmission nodes in this system mainly consist of 
image collection and processing module, wireless transmission module, power module, 
etc. Image collection and processing module was comprised of OV9650 image sensor 
cell and S3C 6410 disposer cell; wireless transmission module consists of CC2430 
sensor cell and wireless communication cell. OV9650 image sensor cell takes charge of 
image collection of environment information in area coverage; S3C6410 sensor cell 
codes, compresses and saves image information; CC2430 sensor cell is responsible for 
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regular work of each module in node, and does further processing to obtained 
information; wireless communication cell corresponds with other wireless sensor via 
wireless transceiver; power module is the pivotal issue of node, it provides necessary 
energy of regular work to node. Fig. 2 is the sketch map of the structure of wireless 
image collection and processing node.  

3.1   Design of Image Collection and Processing Module 

Due to feasibility analysis and elaborate survey, we selected and used OV9650 COMS 
imaging sensor to collect image information, and RSIC general purpose 
microprocessor S3C6410 to process image information, S3C6410 possesses the 
character of 16/32 bit high-performance, low power consumption, it is based on 
ARM1176 in SAMSUNG. S3C6410 uses 64/32 bit internal trunk framework that has 
mass powerful hardware accelerator, audio processor, video processing, dimensional 
image, show operator and scaling; an integration MFC (format codec) support code and 
decode of H.263/MPEG4, and decode of VC1; S3C6410 also has an optimized port that 
link with external memory storage; S3C6410 has a lot of peripheral asserts, such as 
system supervisor, camera port, TFT24 bit true color LCDC, 32 passageway DMA, 4 
passageway UART, 4 passageway timer, general I/O port, IIC bus interference, USB 
primary device, SD primary device and high speed multimedia card port, etc [7]. Fig. 3 
shows the structure of collection and processing module.  

 

OV9650 
CIS

RF
805lMCU

memorizer

power module

CC2430

wireless communication 
module

image collection and 
processing module

S3C6410

memorizer

 

Fig. 2. Structure of wireless image collection and processing node 
 
 

 

Fig. 3. Structure of collection and processing module. 
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As for image collection module, we used OV9650 imaging sensor chip. OV9650 is a 
high integrate level CMOS imaging sensor chip, there integrate sequence circuit, 
analog signal processing circuit, digital signal processing circuit inside of it. It supports 
three kind of data output format such as RGB, YUV, YCrCb. It is easy to control it via 
serial camera control bus [8]. Data and control signal exported by OV9650 include 
PCLK, HREF, VSYNC and data bus (D0-D9), they link with relevant signal pin of 
S3C6410 separately. PCL and HREF encounter with each other inside disposer and 
produce effective PCLK signal, it will lock in data at PCLK signal’s rising edge and 
falling edge. This devise adopted YUV format, OV9650 used data cable link with 
S3C6410 interface circuit. 

Memorizer module connects DDR and NAND FLASH memory with DRAM port 
and Flash/ROM/DRAM port optimized by S3C6410. S3C6410 can execute NADA 
starting mode. This system used NADA FLASH chip K9F2G08U0 from SAMSUNG, 
its 8 bit I/O port adopts the method of address, data, order multiplex and links with 
S3C6410. DDR uses DDR SDRAM chip K4X51163PC from SAMSUNG, its capacity 
is 32M×16. Owing to the DDR RAM controller inside S3C6410, address A [12:0] in 
processer side correspond with address A [12:0] of chip side. Column address enable 
signal Xm1_CASn, row address enable signal Xm1_RASn, chip selecting signal 
Xm1_CSn0, clock Xm1_SCLK, Xm1_SCLKn, write enable signal Xm1_WEn, 
Xm1_DQM0/2, Xm1_DQM1/3, Xm1_DQS0/2, Xm1_DQS1/3 of S3C6410 link with 

CAS  , RAS  , CS  , CK, CK  , WE  , LDM, UDM, LDQS, UDQS of 

K4X51163PC separately. 
To expand system function, we designed sub-module of other function, such as 

power, JTAG, UART, USB, SD card, etc. 

3.2   Design of Wireless Transmission Module CC2430 

CC2430 module undertakes the establishment and maintenance of network, and 
transmission and reception of data, the design of antenna is very important. The design 
of CC2430 antenna optimized the typical design of CC2430 panel point provided by TI 
[9]. This system adopts non equilibrium single-ended, monopole antenna. To optimize 
the performance, we used unbalanced transformer (to use low costing electrical 
inductance and capacitance, coordinate with printed circuit board microwave conveyor 
wire (λ/2 dipole, integrated in PCB), matching RF output and input impedance 50Ω, 
and use computational formula fL 7125= , the result is that , the length of monopole 

antenna is L=7125/2450=2.9cm（ ）f=2450MHz ) [10]. Considering the description of 
design requirement and application situation, we designed two kinds of antenna module 
to let the system be more flexible and practical. Fig. 4 shows CC2430 wireless 
transmission module. These two modules can switchover with each other via S3. P4 is 
the frequently used 2.4GHz whip antenna plug seat, the transmission distance of it is 
remote, and its volume is a little bit bigger. AN9520 is patch antenna whose impedance 
match is 50Ω and 2.4GHz, its volume is small, and transmission range is relatively 
small. We should choose proper antenna module that meets different requirements in 
different application situation. 

 
 



 On Image Collection and Transmission System Based on the S3C6410 and CC2430 789 

 

Fig. 4. CC2431 wireless transmission module 

 
Furthermore, we should consider the problem of the integrity of system signal and 

compatibility of system electromagnetism, etc. it can make the system effectively 
collect, dispose and transmit image information in this way.  

4   Image Collection and Transmission System Software Design 

S3C6410 was provided with well data-handling capacity, and it has small volume, low 
power consumption, integrates various kinds of peripheral and supports various kinds 
of embedded operating system (WinCE, Linux, Android, Ubuntu, DJYOS, etc.). 
Comparing with various kinds of operating system, WinCE operating system was 
provided with advantages such as scalable core, good instantaneity, modular design, 
abundant API, etc. Fig. 5 shows flow chart of image collection procedure. 

 

 

Fig. 5. Flow chart of image collection 

 
The application development of CC2430 wireless network transport protocols is to 

realize effective transmission of image information in wireless sensor network by 
realizing the function of read UART data wireless sending and wireless receipting and 
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sending data to UART by adding UART mutual-sent task which was based on the 
research of ZigBee2006 Z-Stack and wireless image information transmission from TI. 
ZigBee2006 Z-Stack is a kind of reliable multiple hop transmission wireless 
communication protocol which was based on IEEE802.15.4. Several devices can 
constitute network by themselves and transmit cooperatively [11]. 

5   Research Results and Conclusion 

After experiment, the effective transmission range of whip antenna and patch antenna 
in open environment is about 100m and 70m, and this meets the requirement of close 
range transmission of CC2430. 

To test and verify the collection and transmission of image, we did ordinary 
experiment around laboratory. Fig. 6 and Fig. 7 show the collation map of the results. 

We can draw the following conclusions after experiment: 
 

(1) The image collected is clear, this can meet the requirement of environment 
information collection; 

(2) After compressing, we can realize network building and image transmission in 
local area by using CC2430; 

(3) The system work is basically stable and reliable. But as the increase of panel point, 
network load will increase, and this will affect image data transmission to a certain 
degree. 

 

  

Fig. 6. LCD display image of S3C6410 collection side 
 

 

Fig. 7. Image received after CC2430 wireless transmission 
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Abstract. The permanent magnet (PM) motors are applied widely in the fields 
of aerospace, electric ship propulsion, electric vehicles and numerical control 
machines because of their high performance. Conventionally, the PM brushless 
motors are three-phase, but it has limit in high power applications. Therefore, 
multiphase motors become more and more popular because of their several 
attractive features. This paper focuses on the dual three-phase PM brushless 
motor. Based on the selections of coil emf vectors and their related winding 
factors and mechanical arrangements for 12-slot 10-pole dual three-phase PM 
motor, an alternate winding connection is proposed for reducing the coupling 
between the two sets of three-phase windings. Furthermore, the electromagnetic 
performances of the dual three-phase PM brushless ac motor with different 
connections are analyzed and compared to those of conventional three-phase 
motor.  

Keywords: Permanent-magnet machine, dual three-phase, fractional-slot, 
winding connection, electromagnetic performance.  

1   Introduction 

Nowadays, there has been an increasing interest in multiphase machines which can be 
applied in electrical vehicles, ship propulsion and wind power systems, because of 
their several benefits, such as achieving high performance by limited power supply 
levels, low rotor harmonic currents, low torque ripple and high reliability, etc. Many 
researches on the performances, control strategies and applications of the multiphase 
machines have been undertaken [1-4]. 

Dual three-phase machines, as one type of multiphase machines, begin more and 
more popular theses years. The dual three-phase machines have two sets of three-
phase stator windings {A1, B1, C1} and {A2, B2, C2}, see Fig.1. The angle between 
the two sets of three-phase windings can be flexible for different purposes, although it 
is conventional 30° electrical degrees. The dual three-phase machines can be easily 
controlled by standard three-phase converters, so the drive system is simpler than 
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other multiphase drive systems (five-phase machines for example), and it is more 
proper for industrial applications. Works on the dual three-phase induction and 
synchronous machines have been presented in many aspects. The field distributions 
and losses of dual three-phase induction machines are analyzed and calculated in [5]. 
An analytical method to obtain the commutating reactance of dual three-phase 
synchronous machines is presented in [6] and the employment of these machines on 
electrical propulsion is investigated in [7]. Recently, the conception of dual three-
phase stator is introduced to permanent magnet (PM) machines. 

This paper focuses on the analysis of basic electromagnetic performances of dual 
three-phase PM motors and the reasons of high electromagnetic torque and low torque 
ripple are investigated. Besides, unlike other multiphase machines, there is mutual 
influence between the two sets of three-phase windings, and it may make the control 
more difficult. So the way to reduce the mutual inductances between the two sets of 
three-phase windings is also discussed in this paper in terms of various phase winding 
connections. In the paper, the electromagnetic performances of 12-slot 10-pole dual 
three-phase surface-mounted permanent magnet (SPM) brushless motors with 
different winding connections are analyzed and compared to those of conventional 
three-phase PM motors.  

   

 

Fig. 1. Winding arrangement of dual three-phase machines, θ is the phase shift between the two 
three-phase. 

2   Phase Winding Connections and Winding Factors 

For 12-slot 10-pole motors, the distribution of the coil emf vectors is shown in Fig.2 
(a). The angle between coil vectors 1 and 2 is 30° mechanical degrees due to 12 slots, 
and 150° electrical degrees due to 10 poles. 

In a three-phase motor, each phase consists of four coil vectors. In order to obtain 
the highest winding factor which can result in high torque, the angles between each 
vector belonged to one phase should be the smallest. The emf vectors for each phase 
are selected and shown in Fig.2 (b). It can be seen that, the coil vectors 1, 2, 7 and 8 
constitute phase A, and the current directions of 2 and 7 are opposite to those of 1 and 
8. This selection can make the vector sum biggest since the vector sum of 1 & 7 and 2 
& 8 are equal to their algebraic sums because of the same vector directions and the 
angle between 1 and 8 are the smallest. The corresponding mechanical arrangement is 
shown in Fig.2 (c). 

In a dual three-phase motor, there are only two coils constitute one phase. The 
selection of emf vectors for highest winding factor is named connection 1 and shown in 
Fig. 3 (a1). In this connection, phase A1, B1 and C1 constitute the first three-phase 
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winding, phase A2, B2 and C2 constitute the second three-phase winding, and the phase 
A2 is over A1 30° electrical degrees. The phase A1 consists of vectors 1 and 7 which 
have the same vector directions, and the vector sum is right their algebraic sum. The 
related mechanical arrangement is shown in Fig. 3 (a2). The coils belonged to one phase 
are distributed oppositely, and the coils of the first and second three-phase windings are 
interphase: A1A2'B1'B2C1C2'A1'A2B1B2'C1'C2A1, here the symbol ' means the 
reversed current. Thus, the influence between each two phases and between the two sets 
of three-phase windings is significant, that is the winding mutual inductances may be 
very high. Therefore, in order to reduce this influence, to reduce the mutual inductances 
between each two phases and especially between the first and second three-phase 
windings, another winding connection named connection 2 is proposed and shown in 
Fig.3 (b1). In the connection, the selection of coil emf vectors is similar to that of three-
phase motor. There are two vectors belonged to one phase, and angle between the two 
vectors is 30° electrical degrees. Again, phases A1, B1 and C1 constitute the first three-
phase winding, phases A2, B2 and C2 constitute the second three-phase winding, but 
the phase A2 is over A1 180° electrical degrees. Fig. 3 (b2) shows its mechanical 
arrangement. The coils in one phase and one set three-phase winding are adjacent, and 
the first and second three-phase winding can be separated into two nearly independent 
parts: A1A1'B1'B1C1C1'A2A2'B2'B2C2C2'A1. The influence between the two sets of 
three-phase windings can be significantly reduced.  

Winding factor is an important parameter which can affect the value of back-emf 
and electromagnetic torque. Usually it is the higher the better for high torque. Table. 1 
shows the winding factors and their related parameters of the three-phase and dual 
three-phase connections 1&2 motors. It can be seen that, the coil pitch factors of the 
three motors are the same since the same slot/pole combinations, whilst the winding 
distribution factor of the dual three-phase connection 1 motor is higher than others, 
and so is its winding factor. In the three-phase and dual three-phase connection 2 
motors, the coils of each phase are distributed in different slots whereas the same slot 
in the dual three-phase connection 1 motor, the angle between the coils in one phase 
results in the smaller winding factors. The winding factors of three-phase and dual 
three-phase connection 2 motors are especially small for the high order harmonics, 
and it can restrain the harmonic components in some electromagnetic performances, 
such as the flux-linkage, back-emf, and torque, etc. 
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Fig. 2. Phase winding connection of 12-slot 10-pole three-phase motor, kw=0.933. 
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Fig. 3. Phase winding connections of 12-slot 10-pole dual three-phase motor. 

Table 1. Winding factors of the 12-slot 10-pole three-phase and dual three-phase motors.  

Three-phase 
Dual three-phase 

connection 1 
Dual three-phase 

connection 2  
m=2, σ =30o, α =30o m=1, σ =0o, α =30o m=2, σ =30o, α =30o 

n kd kp kw kd kp kw kd kp kw 
1 0.966 0.966 0.933 1 0.966 0.966 0.966 0.966 0.933 
3 0.707 0.707 0.4998 1 0.707 0.707 0.707 0.707 0.4998 
5 0.259 0.259 0.067 1 0.259 0.259 0.259 0.259 0.067 
7 -0.259 -0.259 0.067 1 -0.259 -0.259 -0.259 -0.259 0.067 

3   Comparison of Electromagnetic Performances of Three-Phase 
and Dual Three-Phase Machines 

In this paper, three-phase and dual three-phase 12-slot 10-pole surface-mounted 
permanent magnet (SPM) motors are analyzed and their electromagnetic 
performances are compared. The motor parameters are listed in the Table. 2. In order 
to compare the motors under similar conditions, the phase back-emf and the copper 
loss of the three-phase and dual three-phase motors should be the same, respectively. 
As the phase back-emf is proportion to the winding turns/phase, and there are four 
teeth belonged to one phase in three-phase motor while two teeth belonged to one 
phase in dual three-phase motor, the winding turns/tooth of dual three-phase motor 
should be twice of that of three-phase motor. The same copper loss is determined by 
the same current turns/tooth, thus the rated current of dual three-phase motor should 
be half of that of three-phase motor. 

3.1   Open-Circuit Performances 

The open-circuit flux-linkage and phase back-emf and its harmonic spectra of three-
phase and dual three-phase SPM motors are shown in Figs.4. From the flux-linkage 
waveforms, the relations of each two phases in three-phase and dual three-phase 
motors can be seen clearly and prove the descriptions in the last section: the phase A2 
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Table 2.  Motor parameters.  

 Three-phase motor Dual three-phase motor 
Number of phases 3 6 
Number of poles 10 10 
Number of slots 12 12 

Winding turns/phase 132 132 
Winding turns/tooth 33 66 

Supply voltage 36 V 36V 
Rated current 10 A 5 A 
Rated torque 5.5 Nm 5.5 Nm 
Rated speed 400 rpm 400 rpm 

Outer diameter of stator 100 mm 100 mm 
Inner diameter of stator 57 mm 57 mm 

Air-gap length 1 mm 1 mm 
Active length 50 mm 50 mm 
PM thickness 3 mm 3 mm 

Magnet remanence 1.2 T 1.2 T 
 

is over A1 30° electrical degrees in connection 1 and 180° electrical degrees in 
connection 2 for dual three-phase motors. For back-emf waveforms, it can be seen 
that, the performances of three-phase and dual three-phase motors are similar and the 
harmonic components in the waveform of dual three-phase connection 1 motor are 
quite high duo to its high winding factors. From the harmonic spectra it could be seen 
clearly that, the fundamental amplitude of the dual three-phase connection 1 motor is 
indeed higher than others own to the high winding factor. Moreover, the harmonics of 
the three-phase and dual three-phase connection 2 motors are much lower than that of 
the dual three-phase connection 1 motor though the fundamentals are correspondingly 
reduced, also because of their low winding factors. 

3.2   Phase Winding Inductances 

The phase winding self- and mutual- inductances are usually seemed as constants in 
many calculations and controls, however, they are actually functions with rotor 
positions. In order to investigate the influence of various stator phase winding 
connections to the values of winding inductions, especially the mutual-inductances, 
the phase winding inductances of dual three-phase motors are calculated and shown in 
Fig. 5. The phase winding self- and mutual-inductances with connections 1 & 2 in one 
set of three-phase winding are shown and compared in Fig. 5 (a), while the mutual-
inductances between the two sets of three-phase windings are displayed in Fig. 5 (b). 
It can be seen that, with connection 2, the mutual-inductions, particularly those 
between two sets of three-phase windings decrease and close to zero. This winding 
connection is helpful for the de-coupling control. 
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(a) Three-phase motor 
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(b1) Flux-linkage (b2) Phase back-emf 

(b) Dual three-phase motor, connection 1 
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(c) Dual three-phase motor, connection 2 
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Fig. 4. Open-circuit flux-linkage and phase back-emf waveforms and the comparison of 
harmonic spectra of phase back-emf. 
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(a) Phase inductances in one three-phase winding (b) Phase mutual inductances between the two sets of 

three-phase 

Fig. 5. Phase inductances comparison of 12-slot 10-pole dual three-phase motor with 
connections 1 & 2. 

3.3   Electromagnetic Torque 

It can be seen from the open-circuit performances that the three-phase and dual three-
phase motors are nearly under the same conditions, and it is the precondition for 
torque comparison. In the paper, the maximal electromagnetic torque and its harmonic 
spectra with rated current are calculated and shown in Fig. 6. The torque value of the 
dual three-phase connection 1 motor is about 3.55% higher than that of the three-
phase and dual three-phase connection 2 motors since its high wingding factor. The 
increment can be estimated by the fundamental winding factors of the motors, that is, 
increment ≈ (kw1dual1-kw1) / kw1 = (0.966-0.933)/0.933=3.54%. In addition, the torque 
ripple in the dual three-phase connection 1 motor is reduced. It can be explained by 
the harmonic spectra that the torque waveform of three-phase motor mainly consists 
of 6th, 12th and 18th harmonics, when phase shift angle is 30° electrical degrees in dual 
three-phase motor the 6th and 18th harmonics are eliminated. 

In conclusion, the connection 1 winding arrangement in dual 3-phase motor can 
not only improve the maximal electromagnetic torque, but also reduce the torque 
ripple. Good for the applications that the high torque performance is required. 
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(a) Electromagnetic torque, Id=0, Iq=IN (b) Harmonic spectra of electromagnetic torque 

Fig. 6. Electromagnetic torque and its harmonic spectra. 
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4   Conclusions 

In this paper, the structures and performances of dual three-phase motors are 
investigated. Based on the winding factor calculation and the coil vectors selection, 
two different winding connections for dual 3-phase motors are described. 
Furthermore, the electromagnetic performances of 12-slot 10-pole three-phase and 
dual three-phase SPM motors are analyzed and compared. 

Some interesting conclusions are derived that, the dual three-phase motors have 
various attractive features compared to conventional three-phase motors; the dual 
three-phase motor with the connection 1 winding arrangement can achieve higher 
electromagnetic torque and lower torque ripple, it’s good for the applications that the 
high torque performance is required; while with the connection 2 arrangement can 
reduce the mutual influence between the two sets of three-phase windings and benefit 
for de-coupling controls. 
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Abstract. PLECS is used to model the PV H-bridge zero voltage  
rectifier (HB-ZVR) inverter connected to grid and good results are obtained. 
First, several common topologies of PV inverters are introduced. Then the 
unipolar PWM control strategy is described for PV HB-ZVR inverter. Third, 
PLECS is briefly introduced. Fourth, the modeling of PV HB-ZVR inverter is 
presented with PLECS. Finally, a series of simulations are carried out. The 
simulation results tell us PLECS is very powerful tool to real power circuits 
and it is very easy to simulate LCL filter. They have also verified that the 
unipolar PWM control strategy is feasible to control the PV HB-ZVR 
inverter.  

Keywords: photovoltaic inverter, PLECS, unipolar modulation, LCL filter. 

1   Introduction 

Photovoltaic generation is developed well by many scholars in the word as a 
sustainable energy resource. And they have published lots of achievements with 
their great efforts[1-8]. It is well known the inverter plays a very important role in 
PV generation system. Therefore it is researched very much. It may be single-phase 
inverter or three-phase inverter by the requirements of users. It may also be two-
level, three-level or multilevel inverter according to the topology of inverter. In 
addition, PLECS is very convenient to simulate the power circuits with LCL filters 
which are difficult to simulate without PLECS. There are 6 common PV inverter 
topologies[9]. We select the single-phase HB-ZVR inverter, one of them shown in 
Fig.1. 
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Fig. 1. Single-phase PV HB-ZVR inverter 

2   Unipolar Modulation of PV HB-ZVR Inverter 

Here the unipolar PWM modulation method is used to control the PV HB-ZVR 
inverter. It compares the same polar triangular voltage waveform with the sinusoidal 
reference voltage waveform to generate unipolar PWM pulses. Then they multiply the 
special square waveform to generate a kind of PWM pulses which are positive in half 
cycle of output voltage and negative in another half cycle of it to control the inverter. 
The special square waveform is also positive in positive half cycle of output voltage 
and negative in another negative half cycle of it[10]. Obviously This control strategy 
is used for the generation of the unipolar output voltage [9]. 

Here ZVR is a method to generate the zero voltage state which uses a special 
bidirectional switch made of one IGBT and one diode rectifying bridge shown in 
Fig.2. It is clamped to the midpoint of the DC-link capacitors in order to fix the 
potential of the PV array during the zero voltage when T1 and T4, T2 and T3 are all off. 
The zero voltage state is achieved by turning T5 on when T1, T2, T3 and T4 are turned 
off, as is shown in Fig.2. The gate signal for T5 will be the complementary gate signal 
of T1, T2, T3, T4, with a small dead-time to avoid short circuit of the input capacitor. It 
is possible for the grid current to flow in both directions, this way the inverter can also 
feed reactive power to the grid, if necessary.  

 

 
 

Fig. 2. Zero output voltage and current path of HB-ZVR inverter 
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During the positive half wave T1 and T4 are on that is used to generate a positive 
output voltage to the load, and T5 is controlled using the complementary signal of T2 
and T3 shown in Fig.3. During the dead-time, between the active vector and the zero 
state, there is a short period while all the switches are turned off when the 
freewheeling current finds its path through the anti-parallel diodes to the input 
capacitor shown in Fig.4. 

 

 

Fig. 3. Positive output voltage and current path of HB-ZVR inverter 

 

Fig. 4. Dead-time between turn-off of T1-T4 and turn-on of T5 during positive half-wave 

During the negative half wave of the load voltage, T2 and T3 are switched on that is 
used to generate the active vector. As is almost the same except for the direction of 
current. And the output voltage of the inverter has three levels taken into account the 
freewheeling part during dead-time. In this case the load current ripple is very small 
and the frequency is equal to the switching frequency. In all three cases this topology 
does not generate a varying common-mode voltage[9]. 

3   PLECS Tool Blockset 

PLECS is a circuit simulator that makes it simple to model and simulate complex 
electrical systems along with their controls. Supporting a top-down approach, it lets  
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you start with ideal component models in order to focus on system behavior. Low-
level device details can be added later to account for parasitic effects.  

With the intuitive, easy-to-use schematic editor, new models are set up quickly. 
Thanks to a proprietary handling of switching events, simulations of power electronic 
circuits are fast and robust. Whether you are simulating a simple power electronic 
converter or a complex electrical drive, PLECS is a powerful tool that will help you 
quickly obtain the results that you need. Here we use PLECS tool model the main 
circuit of PV inverter[11]. 

4   Modeling of the PV HB-ZVR Inverter System 

The model mainly consists of three parts: control, PWM generation, main circuit. For 
Fig.1, use MATLAB/Simulink we model the “control” part shown in Fig.5. Similarly, 
the PWM part is shown in Fig.6, the main circuit is shown in Fig.7 and Fig.8. The PV 
inverter is modeled in PLECS which is very convenient to set up a model including 
the modeling of LCL filter. 

 

 
 

Fig. 5. The control part of simulation model 

 

 
 

Fig. 6. The generation of PWM signals 
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Fig. 7. The upper level diagram of main circuit 

 

 
 

Fig. 8. The lower level diagram of main circuit 
 

5   Simulation of PV HB-ZVR Inverter System 

Here main parameters used: Nominal grid frequency, 50Hz. Grid inductance, 50uF. 
Single-phase DC-link voltage,400V. DC-link capacitance,900uF. Output filter 
inductance,1.8mH. Output filter capacitance,2uF. Grid voltage 230V(rms). Switching 
frequency, 10kHz. On the basis of above discussion of several parts, simulation 
models are integrated together consisting of the total system. On the basis of the 
above decision of parameters the simulation test begins.The corresponding results are 
obtained shown in Fig.9-11 respectively.  
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Fig. 9. The filtered grid side current of PV HB-ZVR 

 

Fig. 10. The filtered grid side voltage of PV HB-ZVR 

 

Fig. 11. The phase to neutral voltage PWM of PV HB-ZVR 
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From the above simulated results, unipolar modulation is suitable for control of 
single-phase PV HB-ZVR inverter.  The performances of the LCL filter are also good. 
By means of PLECS simulation tool, a good filtered result is obtained which are 
shown in Fig.10 and Fig.11. 

6   Conclusion 

Unipolar modulation method is suitable for control of single-phase PV HB-ZVR 
inverter; and PLECS is powerful tool to model the main circuits of PV HB-ZVR 
inverter including the LCL filter. The simulation models in this paper almost 
approach to the real PV HB-ZVR inverter, which have laid a good basis for further 
research and the development and control of real PV HB-ZVR inverter. 
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Abstract. Various simulation models are set up and closed speed loop control 
strategy of PMSM is proposed based on flux weakening control in this paper. 
First the model of maximum torque per ampere(MTPA) is modeled based on 
mathematical models and gave the corresponding simulation tests. Second the 
formulas are given to calculate the reference of stator current. Third the 
mathematical model is given to calculate q-axis current component and its 
detailed analyses. Fourth the modeling of PMSM is given in detail. Finally, 
simulation experiments are done. All the simulation experiments have verified 
that the models built in this paper are correct, and the closed speed loop control 
strategy is feasible and controlled very well. Also electromagnetic torque and 
three-phase stator currents are controlled well.  

Keywords: PMSM, speed control, closed loop, MTPA. 

1   Introduction 

The electric vehicle is studied very hot[1]. And the control strategies of PMSM are its 
key technology[2-7]. A novel closed speed loop control structure of PMSM is put 
forward in this paper shown in Fig.1[7]. The system mainly consists of 6 parts: part I, 
part II, part III, space vector PWM, 3-phase voltage source inverter and PMSM. 
These 6 parts are presented in the following 6 sections. 
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Fig. 1. Closed speed loop control structure of PMSM 
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2   MTPA Control of PMSM 

This section is shown in Part I of the Fig.1. In order to maximize the electromagnetic 
torque the d-axis current reference can’t be set to zero. That is to say the MTPA 
control algorithm must be calculated and generated the d-axis and q-axis references 

*
sdi  and *

sqi from the special blocks according the following (1) and (2)[2]. 

snsqsds iiii ≤+= 22                                           (1) 

Where si and sni  are stator current vector and nominal stator current vector 

respectively. 

( )
( )

( )sdsq

ssdsqs

sdsq

s
sd LL

iLL

LL
i

−
−+

−
−

=
4

8

4

222λλ
                    (2) 

It is evident that the MTPA Control is possible to provide more torque for the same 
operating condition. In addition, such control algorithm has excellent dynamic 
performances and will make all the PMSM drive system more stable. It is not difficult 

to obtain the *
sdi  and *

sqi  according to (1) and (2). They are modeled in such a way 

shown in Fig.2 and Fig.3. 
 

 

Fig. 2. The d-axis reference generators in the MTPA control 

 

Fig. 3. The q-axis reference generators in the MTPA control 

3   Obtainment of a New Reference sdfiΔ  

This section is shown in Part II of the Fig.1. The module of stator voltage is 

calculated from the voltage references 
2*

dsu and 
2*

qsu  in Part ‘II’ shown in (3). Then it  
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is compared with the maximum voltage shown in (4) while the adder output will 
provide the voltage error to be integrated by the PI voltage regulator. If the error will 
be positive (no saturation conditions for the regulators) there isn’t any type of action 
from the control system and the PMSM Drive System will continue to work in the 
constant torque region. Instead when the voltage error is negative the PI voltage 

regulator will provide a gradual decreased value for the d-axis current component sdi , 

creating a new reference sdfiΔ . The variation of sdfiΔ  can change from maxsdi  to - sni . 

2*2**
qsdss uuu +=                                               (3) 

3
max

DC
s

u
u =                                                (4) 

We set up the models of this part like section II. 

4   Q-Axis Current Component and Its Protection 

This section is shown in Part III of the Fig.1. It is used to calculate the q-axis current 
component according to (5) and prevent it from surpassing the maximum value of the 

PMSM currents, which is almost the same as (1), but the expression uses sdfiΔ . In this 

part it is possible the PMSM is working in the constant torque region which has no 
type of limitation for the q-axis component. The torque control will be possible to 
implement the field weakening control strategy shown Fig.1 adding the external 
voltage loop. 

2*2*2**' e
ds

e
dx

e
qxqs iiii −+=                                      (5) 

5   Modelling of PMSM 

5.1   Mathematical Models of PMSM 

As we all known, the DC motor has good control performances. So try to convert the 
PMSM into the DC motor from three-phase stationary reference frame to two-phase 
synchronous reference frame. The process is as follows: 

(1) Three-phase abc stationary to two-phase αβ stationary reference frame. For 

example with three-phase voltages as follows. 
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(2) Two-phase αβ stationary to two-phase synchronous rotational reference frame. 

For example for the two-phase voltages as follows. 
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Note, the conversion is similar for other variables. Through a series of conversions 
similar like (6) or (7) we obtain the final mathematical models (8)-(11)[2]. 

sqsqm
sd

sdsdssd iLp
dt

di
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Where sdu , squ  are components of stator voltage su , eT  is electromagnetic torque of 

PMSM, lT  is load torque; sR  is stator electric resistance, sdi , sqi is components of 

stator current si , sdL , sqL  is components of stator self-inductance sL , p is pairs of 

magnetic poles, mω  is mechanical rotational speed of rotor, sλ  is stator flux, J is 

rotational inertia. 

5.2   Modeling of PMSM 

With expression (8), (9), (10) and (11) we set up the corresponding models shown in 
Fig.4, Fig.5 and Fig.6. 
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Fig. 4. Modeling of expression (8) 

 

Fig. 5. Modeling of expression (9) 

 

Fig. 6. Fig.5 Modeling of expression (10) and (11) 

We can get three subsystems shown in Fig.7 from Fig.4-Fig6. 

 

   

Fig. 7. Three subsystems of sdi , sqi  and eT  
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We can get the PMSM subsystem from Fig.7 shown in Fig.8. 

 

Fig. 8. Subsystem of PMSM 

Here sdu , squ , sdi , sqi , and so on are obtained from Clarke and Park 

transformation respectively. 

6   Modelling of PMSM System 

We combine section II to V with vector control algorithm to set up the model of the 
total system. Rated values and other parameters of PMSM: Rated current is 3A, Pole 
pairs is 6, Stator resistance is 2.5Ω, Stator d-axis inductance 7mH, Stator q-axis 
inductance 7.5mH, stator flux is 0.05Wb, rotational inertia is 0.0008kg.m2, rated torque 
is 1.27N.m, rated speed is 3000rpm, output power is 400W, DC bus voltage is 200V, 
and so on. The simulation waveforms are shown in Fig.9-Fig.11. Seen from Fig.9 the 
measurement value of speed of PMSM is almost the same as the reference, which is 
verified that the speed is controlled very well. And the electromagnetic torque and three-
phase stator currents of PMSM are controlled well too seen from Fig.10-Fig.11.  

 

 

Fig. 9. The measurement and reference values of speed of PMSM 
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Fig. 10. The electromagnetic torque of PMSM 

 

Fig. 11. The three-phase stator currents of PMSM 

7   Conclusion 

(1) The PMSM models built in this paper are controllable and feasible. It can be used 
for practical research. 

(2) Speed of PMSM is controlled very well. 
(3) The electromagnetic torque and three-phase stator currents of PMSM are 

controlled well too. 

Acknowledgment 

I am very grateful to my supervisor, professor Frede Blaabjerg(Fellow IEEE) giving 
me many good opportunities and conditions while my staying in institute of energy 
technology, Aalborg university for one and half years. 



816 Y. Guo et al. 

References 

1. Erik, S., Li, Z.H., et al.: Design and Control of a Multiple Input DC/DC Converter for 
Battery/Ultra-capacitor Based Electric Vehicle Power System. In: IEEE Applied Power 
Electronics Conference - APEC 2009, pp. 591–586 (2009) 

2. Mora, M.O.: Sensorless vector control of PMSG for wind turbine applications. Master 
Thesis, Aalborg University (June 2009) 

3. Stan, A.I., Stroe, D.I., Stanciu, T., Shuai, L.: Variable speed wind turbine equipped with 
synchronous generator. Master’s thesis, Institute of Energy Technology, Aalborg, Denmark 
(June 2009) 

4. Buja, G., Kazmierkowski, M.: Direct torque control of PWM inverter- fed ac motors - a 
survey. IEEE Transactions of Industrial Electronics 51, 744–757 (2004) 

5. Busca, C., Stan, A.I., Stanciu, T., Stroe, D.I.: Control of permanent magnet synchronous 
generator for large wind turbines. Master’s thesis, Departament of Energy Technology, 
Aalborg University, Denmark (December 2009) 

6. ABB, Direct Torque Control - the world’s most advanced AC drive technology - Technical 
Guide No.1 

7. Kim, J.-M., Sul, S.-K.: Speed control of interior permanent magnet synchronous motor-
drive for the flux weakening operation. IEEE Transactions on Industry Applications 33(4), 
43–48 (1997) 



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 817–822. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Achievements and Prospects of Hydropower Dispatching 
Management in China 

Zheyi Pei1,2, Changming Ji2, Jun Xu1,2, Yong Jing3,  

Yanke Zhang2, and Litong Dong1,2 

1 State Grid Corporation of China, West Changan Street 86, Beijing, China, 100031 
2 North China Electric Power University, Beijing, China, 102206 

3 Sichuan Power Development co., Ltd. of Sinohydro Corporation, Chengdu, Sichuan, China 
Pei-zheyi@sgcc.com.cn 

Abstract. China is one of the countries of most abundant water resources in the 
world, hydropower dispatching management have been greatly developed, as in 
operation management system, means and standardization etc. Which has played 
an important role in the safe operation of hydropower plants, the promotion of 
water resource use and energy savings. With the strengthening of power grid, a 
large number of giant hydropower station emergences and the backbone national 
grid with UHV as the core were constructed. To further standardize and improve 
the hydropower management system, a scientific, harmonious and efficient 
hydropower dispatching management system should be build and dispatching 
management innovation should be highlighted in order to fully use new energy 
sources such as wind power. 

Keywords: achievement, prospect, hydropower, dispatching management. 

1   Introduction 

As we all know, China is one of the countries of most abundant water resources in the 
world, whose Theoretical potential hydropower is 694 million kilowatts, technically 
exploitable resources is 542 million kilowatts, Economic exploitation amount is 402 
million kilowatts, China’s water resources and technically developable capacity both 
rank first in the world. Since the first hydropower station in China mainland – Shilong 
had been constructed, water conservancy cause of China run through an extraordinary 
experience in almost a hundred years. Especially in recent years, as China implemented 
the policy to develop hydropower, water conservancy cause made development 
rapidly. Currently, hydropower installed capacity of China has over 2 million kilowatts, 
and the hydropower of China has become the first in the world. At the same time, 
reservoir operation and management have also been greatly developed in the 
management system, technical support means and standard system, and has made 
gratifying achievements, which has played important role in the safe operation of 
power plants, the promotion of water resource use and energy savings. 
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2   Achievement of Hydropower Dispatching Operation and 
Management 

2.1   The Initial Formation of the Reservoir Operation Management System 

Reservoir operation is the base of power plant operation, as an important link of plant 
produce, is also important part of power grid in dispatching and management. 
Hydropower dispatching is not only related to the safety and economic operation of  
plant, but also closely related to safety and economic operation of power grid. 
Therefore, hydropower dispatching is an important bridge to link power stations with 
power grid. With large hydropower stations such as the Three Gorges and the Ertan 
Hydropower Station put into operation, the safety operation of hydropower station 
impact on safe and stable operation of the power network is ever growing, and the 
importance of hydropower dispatching is increasingly outstanding. To meet the 
requirement of rapid development in hydropower, and make full use of comprehensive 
benefits of hydropower, meanwhile meet increasingly requirement of power grid to 
hydropower dispatching, government leaders at all levels have to pay more attention to 
hydropower dispatching& management system. In recent years, the dispatching center of 
State Grid and all provincial power grid are enhanced dispatching and management of 
hydropower. For power grid with a large proportion of hydropower, such as Center 
China, South, Northeast, Northwest and Fujian, Gansu, Hubei, Sichuan power grids have 
established special organizations to manage hydropower dispatching and plant operation, 
while most of companies without special organizations have arranged full-time persons 
to responsible for hydropower dispatching.  Finally a relatively perfect hydropower 
dispatching system is formed in which national electric power dispatching and 
communication center plays a leading role, hydropower dispatching organizations of 
provincial power grid are principal part, hydropower dispatching organizations of city 
level are supplement, and hydropower stations are objects of dispatching. Primarily 
responsibility of National Electric Power Dispatching and Communication Center is 
professional hydropower dispatching of large reservoirs of inter-regional transmission 
and of state grid domain. Such as the Three Gorges power plant of which dispatching is 
dominated by National Electric Power Dispatching and Communication Center directly. 
Power dispatching of provincial power grids is responsible for large and small power 
stations in their regions. Power dispatching of city level power grids is responsible for 
small power stations in their regions. Power stations is responsible for comprehensive 
operation of water and power, work out utility of reservoirs and generation scheduling 
which are report for corresponding hydropower dispatching unit to approve or balance 
dispatching. Hydropower dispatching system have played positive role for using 
hydropower, optimizing resource distribution and supporting security of power grid.   

2.2   Gratifying Achievements of Hydropower Dispatching Operation and 
Management Means 

Hydropower dispatching has developed from one reservoir to cascade, and even 
compensation operation of entire grid or across grid has been developed, all of which 
required modern mean and processing of information collection to ensure safe and 
timely decision of hydropower dispatching, while to ensure safe and economic 
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dispatching of power grid. Founding dispatching system of hydropower and power grid 
that utility modern advanced technologies become inevitable choice, through which to 
improve means of hydropower dispatching and to increasing economic efficiency and 
strengthen management of modern power grid. 

 
(1) Hydrologic information automatic telemeter system with remarkable 

achievement 
Hydrologic information automatic telemeter system is an advanced engineering 

system that centralized disciplines such as communication, computer, hydrology and 
remote sensing, which is the foundation of automatic hydropower dispatching for 
hydropower and power grid, and is also important technical means of supporting safety 
operating of hydropower stations. Construction of The forecasting system for 
hydropower stations was started in the early eighties, and the system has been greatly 
developed in 20 years of unremitting effort and practice. At present, all of large and 
medium hydropower plants have established forecasting system, and have become an 
important part of power production. Some large reservoirs such as the Three Gorges, 
FengMan have established automatic operation systems of water, and safety and 
reliable operation of these systems have became foundation that water automatic 
dispatching system of power grids are safety and reliable operation. Now, these 
systems are playing increasingly important roles for the economic operation of 
hydropower plants. 

(2)  Built a national hydropower dispatching automation system for power grid 
The automatic dispatching system for hydropower is a part of power grid automatic 

dispatching system, and is important technical supported means of hydropower 
dispatching organizers to carry out dispatching. Including Southern Power Grid, China 
have established total of 21 automatic hydropower dispatching systems are running, 
these dispatching systems are National Electric Power Dispatching and 
Communication Center, south, northeast, central, northwest, east China, Fujian, 
Guangdong, Guangxi, Guizhou, Yunnan, Gansu, Hunan, Sichuan, Jiangxi, Chongqing, 
Zhejiang, Anhui, Xinjiang, Qinghai and Tibet though efforts for 10 years. Among 
them, 11 systems including the Northeast, Central, Northwest, Fujian, Gansu, Hunan, 
Sichuan, Jiangxi, Zhejiang, Anhui and Chongqing Power have reached practical 
requirements and have passed through the acceptance of experts organized by National 
Electric Power Dispatching and Communication Center(due to institutional changes, 
the a Southern Power Grid have not carried  out Practical acceptance).  The end of 
2009, in addition to the Southern Power Grid and Xinjiang Power Grid, other 
hydropower automatic dispatching systems have achieved networking operation with 
the automatic dispatching system of National Electric Power Dispatching and 
Communication Center, and have formed the automatic water dispatching information 
network of the State Grid. Not only have these information networks achieved water 
information share, but also have offered a foundation for National Electric Power 
Dispatching and Communication Center supervising and directing operation of 
important reservoirs in power grid, and these timely and reliable water information 
have contributed leaders at all levels to make scientific decision. At same time, the 
automatic water dispatching information network of the State Grid has also played a 
important role in ensuring safe and economic dispatching of power grid, safeguarding 
flood safety and increasing additional power by water saving. 
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2.3   Formed a Relatively Complete System of Hydropower Dispatching 
Management Standardization 

The standardization is an important way to enhance the dispatching management level 
and efficiency. With increasing in amount and scale of hydropower stations, especially 
with formed of large-scale hydropower stations to increase comprehensive utilization, 
task of hydropower dispatching management is increasingly heavy, and corresponding 
technology become increasingly complex. In order to regulate hydropower dispatching, 
to enhance work efficiency, experts from all aspects organized by relative state 
department have developed a series of standard, rules and regulations. Such as economic 
hydropower dispatching, ministry of water and power resources has issued “The trial 
incentives of hydropower increase power by saving water” and “The management 
ordinance of economic reservoirs operation”, both of them have promoted work to 
develop standard of increasing power by saving water effectively in the early 80s of last 
century. In the 90s of last century, “standard of reservoir operation for large and medium 
hydropower station (GB17621-1998)” has been developed based on extensive research, 
as national standard, it established foundation of reservoir operation standardization. In 
the 21st century, the hydropower dispatching standardization is been deepening further, 
“Technical specifications of automatic hydrological forecasting system” and “water 
operation automatic specification of power grid” are developed and issued continually. 
At the same time, the power grid dispatching specifications such as “dispatching 
regulations of power grid” and “operation guideline of power grid” have also added 
corresponding content for hydropower dispatching management. The issued company 
standard of the State Grid that is “Reservoir operation specification” has became new 
basis for hydropower dispatching standardization in new century. the system of 
hydropower dispatching management standardization of continuous improvement and 
expansion, it is playing positive role in regulation management hydropower dispatching 
and improving efficiency.  

2.4   Achieved Significant Social and Economic Benefits 

(1)  Social benefits 
China is a country with more serious flood, most of reservoirs have flood control 

task. With developed of national economy the conflict between flood control and water 
uses is more prominent, it lead to reservoirs without flood control have been required to 
bear some flood control. Therefore, scientific and precise flood forecasting is 
significant for maximum effect on flood controlling and decreasing loss of water 
engineering. For many years in the past, scientists that take part in hydropower 
dispatching have ensured safety during flood season of large and medium reservoirs by 
strengthen accuracy of flood control, scientific analysis and optimizing reservoir 
operation and so on. These measures have obtained eminent social benefit by 
developing flood control function of reservoirs sufficiently, maximum decreasing flood 
controlling pressure of lower reservoirs. The summer in 1995, the flood super 0.01% 
with 16350m3/s maximum reservoir inflow take place in Fengman-Baishan area. 
Through reservoir operation, reservoir outflow of Fengman reservoir is curtailed to 
4500m3/s after giving full play to integrated reservoirs operation and flood storage 
capacity sufficiently. Due to curtailed 72% flood peak discharge, life and property of 
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people living downstream is defended. In July 20, 2010, the maximum flood of Three 
Gorges Project occurred since it is built and return period is close to 20 years, of which 
inflow discharge is 7000m3/s, is greater than flood in 1954 and 1998. The Maximum 
outflow discharge of Three Gorges Project after regulation and storage is 40000m3/s, is 
curtailed flood discharge 30000m3/s, and ratio of curtailment is 43% that decrease 
flood control pressure of Jinjiang reach and Hunan province, Hubei province 
extremely. 

(2) Prominent economic benefit  
In recent years, some measures of the organizations at all level of power dispatching 

have been taken to overcome adverse effects from reservoir inflow amount below 
normal, uneven water amount in flood season and dry season, relieved situation of 
power supply stress and have achieved remarkable economic and social benefit. 
Organizations of power dispatching implement national power policy and economic 
operation measures actively, meanwhile strengthen flood forecast and relative analysis, 
and give full play to market regulation. Reservoir operation has been carried out 
scientifically by elaborated coordinated dispatching between power grid and 
hydropower plant, and positive fulfill effective hydropower economic dispatching. 
Such as Fujian Power grid, in 2003 and 2004, the reservoirs such as Shuikou, Shaxikou, 
Ansha encountered special year in history since recording hydrology datum. Funjian 
Power Grid make full use of limited water amount of the two dry years by reasonable 
dispatching reservoirs and power grid, which increase power total 15 billion KW˙h and 
ratio of increasing power over 10%. It is estimated that mean total additional generation 
of state from water saving of hydropower dispatching over 80 billion KW˙h since 2000,  
that is equivalent to 2600 thousand ton standard coal, and decrease CO2 emission about 
6000 thousand ton. All of these are positive contributed to sustainable development of 
China and relieved the conflict of power supply, saving coal resource, to the benefit of 
conserving energy and reducing emission and combating climate change. 

Hydropower dispatching management is faces some new challenges and new 
problems with bringing into produce of new hydroelectric generators, Evaluation of 
electricity system reform, extending of power grid and hydropower scale, changing of 
electric power supply. First, after The Three Georges Project complete built, other giant 
reservoirs such as Longtan, Xiaowan, Xiluodu, Xiangjiaba have also began to be build 
or to be putted into operation, it is important and complicate that how to safe and 
effective manage these giant reservoirs, especially the multi-reservoir is made up of the 
giant reservoir, and to implement optimal cascade reservoir operation and cross basin 
reservoir operation, even union compensation dispatching of hydropower and thermal 
power. Second, with economy development and society progress, people have a 
increasingly environment requirement that lead to more reservoirs comprehensive use, 
while flood controlling, irrigation, water supply, stemming the tide and environmental 
protection have became constraint of reservoir operation, it is becoming a challenge for 
hydropower plants operation management and reservoir operation, how to deal with all 
kinds of problems to bring into full play comprehensive benefit of reservoirs. Third, it 
is impacting development of hydropower dispatching at some extent because the 
equipment and application of hydropower dispatching fall behind development of 
power grid, and some unit is unable to suffice for request of hydropower station 
management and reservoir operation due to system aging and insufficient equipment.  
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3   Development and Prospect 

With the rapid development of hydropower and the strengthening of power grid, a large 
number of giant hydropower station emergences and the backbone national grid with 
UHV as the core constructed. The situation will provide more extensive stage to the 
hydropower station's operation and dispatching management. To further standardize 
and improve the hydropower management system, the following suggestion should be 
noticed: 

 
(1) Strengthening the management of hydropower dispatching; 
(2) Build a scientific, harmonious and efficient hydropower dispatching 

management system  
(3) Improve the dispatching management of giant power plants and large scale 

cascade hydropower station 
(4) To further improve the standard system;l 
(5) Building an intelligent hydropower dispatching management support system; 
(6) Give full attention to dispatching management innovation in order to fully use 

new energy sources such as wind power. 
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Abstract. The idea of this work was realization of invasive blood pressure 
electronics device simulator. This kind of device is ready for use for bed side 
monitor testing. Invasive blood sensors outputs is converting to low voltage 
signal which is input part to bed side monitor. This electrical input has to be 
checked periodically for calibrating the bed side monitor accuracy. Presented 
device for testing is standalone instrument with easy user interface for setting of 
broad scale and precise voltage continuance. 

Keywords: Blood, Pressure, Testing, Simulator. 

1   Introduction 

The vital signs simulators are electronic devices for simulating of the ECG, invasive 
blood pressure (IBP), non-invasive blood pressure (NIBP), respiration, temperature, 
hearth sound and others signals. Some devices also allow connection to manikins and 
skills trainers and allowing instructors to run pre-programmed and programmable 
scenarios to meet their specific learning objectives. These devices are educationally 
effective for training in the care and treatment in hospital and pre-hospital care 
providers. These devices reduce the time taken to test the correct performance of a 
wide range of medical devices and equipment used in hospitals, operating theatres and 
other facilities. Some comprehensive patient simulators no longer need to use variety 
of different instruments for testing these functions separately. 

This paper deals with a programmable IBP simulator for variety of invasive blood 
pressure simulations. Its parameters are tested and suitable for bed side monitors testing 
and calibrating. This single purpose device allowing IBP pre-programmed and 
programmable IBP waves simulations is a low cost but interesting solution due to its 
relative simple design and flexibility. This solution can be used as a part of a 
comprehensive device for multi vital signs simulation. However, the IBP measurement 
on a real patient, opposite to the ECG, NIBP, respiration and temperature measurements, 
is usually restricted to a hospital setting. Therefore, testing of the ECG, NIBP, respiration 
and temperature bed side monitor modules is not such a problem like the IBP bed side 
monitor module testing. [1] 
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Invasive blood pressure is a method of measuring blood pressure internally by 
using a sensitive Schwanz-Ganz catheter placed into the pulmonary artery. The 
proximal port of the catheter is connected to a sterile, fluid-filled system with an 
electronic pressure transducer, sensing the pressure changes. A low level voltage 
output of the IBP transducer is get to the visualization system, usually bed side 
monitor with an IBP module input channel. The BP invasive measurement provides a 
more accurate reading of the patient’s blood pressure usually used where rapid 
variations of blood pressure are anticipated. The advantage of this system is that 
pressure is constantly monitored beat-by-beat and a waveform (a graph of pressure 
against time) can be displayed.  

2   Problem Definition 

Testing and calibrating of the IBP bed side monitors modules is problematic and 
inaccessible without any special equipment. Sometimes we don’t need any of 
expensive comprehensive devices for all vital signs simulation and the IBP simulator 
satisfies to ours requirements. [2] 

Common devices with IBP simulation features: input/output impedance: 300 Ω, 
exciter input voltage range: 2 V to 16 V, output sensitivity: switchable 5 µV/V/mmHg 
or 40 µV/V/mmHg, output range: -10 mmHg to 300 mmHg, accuracy ± (1 % of full 
range + 1 mmHg) at 80 BPM, RS232 interface for remote control via PC, several 
channels for generating the IBP: atmosphere (0), arterial = 120/80, central venous 
pressure = 15/10, left ventricle = 120/0, right ventricle = 25/0, pulmonary artery = 
25/10, pulmonary artery wedge = 10/2, static = -10, -5, 0, 20, 40, 80, 100, 200, 250, 
300 (manual or auto-stepping at 12-s intervals), triangle = 30.2 Hz, triangle = 300.2 
Hz, Schwan-Ganz: start, insert, inflate, deflate, and remove. 

The advantages of our new solution in comparison with a common devices  are 
user programmable  set of dynamic and static simulations, static pressure changeable 
with a step defined by the simulator resolution, RS232 / USB interface determined not 
only for remote control via PC, but also for  editing the invasive blood pressure waves 
set and for uploading the device firmware, real-time changeable shape, amplitude and 
frequency of generated signals, comprehensive LCD visualization informing the user 
even about the output voltage and exciter input voltage measured in feedback circuit.   

3   New Solution 

The IBP intracardial measurement is shown in fig. 1. Denoted system has one output 
signal Vout and one input signal Vin. The Vout is a low level differential voltage 
signal carrying the waveform invasive blood pressure information. The Vin is an 
exciter input voltage generated by the bed side monitor. It is a stabilized voltage with 
a fixed value. However, various types of bed side monitors can vary in exciter voltage 
level. The IBP waveform simulation is shown also in this figure. This system has the 
same interface for bed side monitor connection as noted in the IBP intracardial 
measurement network. The electric switch point performs switching between a real 
IBP measurement and its simulation. It is important to acquire the Vout signal from 
the simulator comparable to the Vout signal from real measurements.  
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Fig. 1. Measuring network for IBP intracardial measurement and IBP waveform simulation. 

 
The new solution is based on the principle of IBP measurement. IBP is measured 

by IBP transducer. It is a passive resistive element, which works as a two-port 
network. The output low level signal Vout [µV] is linearly dependent on the input 
exciter voltage Vin [V]. The IBP transducer inner circuit consists of four strain 
gauges interconnected to form the full Wheastone bridge. This mounting maximizes 
the sensitivity of the pressure sensor and improves the non-sensitivity to ambient 
temperature changes. A fundamental schema is in fig. 2. A pressure affecting on the 
transducer produces a differential low level signal [µV] on its output terminals. [3] 

 

 
 

Fig. 2. IBP transducer schematic diagram. 
 

 
 

Fig. 3. IBP simulator output circuit schematic 
diagram. 
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In fig. 3 is a schematic diagram conformable to the previous. The Wheatstone 
bridge in this schematic diagram is created by four resistors of the same values. Like 
that, the pressure affecting on the transducer will not produces more any voltage 
signal on its output terminals.  The output voltage measured between +Vout and –
Vout terminals will be 0 VDC. For desired controlled changes of the output voltage 
there are current sources, connected to the Wheastone bridge nodes. The current 
source I1 will be producing a negative potential between +Vout and –Vout terminals 
whilst the current source I2 will be producing a positive. The current sources I1 and 
I2 shown in this schema represent a principle of circuit operation. For practical 
purpose, we use more of current sources connected on C or D nodes. All current 
sources will be independently adjustable, which increases output signal generating 
possibilities. 

The variable current sources are digitally controlled with defined sampling 
frequency and data signal resolution to obtain required changes on the Vout terminals. 
The current sources should be precise circuits with low level current output, 
adjustable current range and high output linearly. These requirements match the 
operation amplifier based current source shown in fig. 4. [4] 

 

 
 

Fig. 4. Current source circuit. 

 
The output current range adjusting and output current control is performed by 

digital potentiometers. Vref is an input control voltage for a current source. 

3.1   Principle of Operation 

The designed device block diagram is in the fig. 1 on the right side, Principal control 
function of the simulator performs a microcontroller. The microcontroller is 
interconnected with a memory stored the data of blood pressure waveform. It is also 
interconnected to a user interface, which gives to the user a view to all needed 
parameters as Vout and Vin values, IBP actual, minimum, maximum and mean value, 
it allows output sensitivity selecting, pressure offset adjusting, and setting the 
parameters of cosen signal generation. The microcontroller is also interconnected to 
minimally one current source. The current sources are controlled with a sampling 
frequency matching the dynamic range of simulated waveform. While static pressure 
is simulated, the current sources are controlled at the moments of static pressure 
changes. Some current pressures can be used for pressure offset settings. The Vin and 
Vout are processed in a signal processing block for its interconnection with the 
control unit, because the simulator has a feedback loop for monitoring the Vin and 
Vout. In this block, the Vout signal is amplified and converted to the single ended 
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output suitable for measuring purposes. The microcontroller is also interconnected 
with an I/O module designed for simulator firmware uploading, memory data set 
uploading and remote control via PC. 

4   Implementation of the New Solution 

For testing, evaluation and bed side monitors calibration is next presented an 
implementation of the designed device. The block diagram is in fig. 5. You can find 
similarity relation to block diagram in fig. 4. For this solution, we used three 
simplified current source circuits controlled through the serial peripheral interface 
(SPI). For dynamic and static simulation, one current source is controlled with 
sampling frequency 200 Hz and 8-bit data resolution, or set at the moments of static 
pressure changes in the range from -30 to 300 mmHg. The second current source is 
used to offset adjusting from -25 to 25 mmHg with 8-bit data resolution. The third 
current source is used for adjusting the negative output voltage offset corresponding 
to -55 mmHg. The output current range adjusting block is simplified to fixed output 
sensitivity of the 5 µV/V/mmHg for chosen bed side monitor testing and calibrating. 
Output and input impedance are modified to match the NPC-100 transducer 
parameters, 300 Ω output impedance, 3710 to 3730 Ω input impedance. 

 

 
 

Fig. 5. IBP waveform simulator block diagram. 

 
The user interface consists of a character LCD and four push buttons. The user 

menu, displayed on LCD allows to read Vout, Vin and corresponding pressure values, 
set the parameters for pressure waveform generation, including one pressure 
waveform generation, sinus function with amplitude and frequency settings 
generation, static pressure in the range from -30 mmHg and 300 mmHg with step of 
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1.3 mmHg (limited by used 8-bit resolution) generation, offset from -25 to 25 mmHg 
with step of 0.2 mmHg (limited by used 8-bit resolution) generation. The user 
interface allows additional features as LCD backlight setting and ADC range setting. 

The signal processing is solved on analog platform. The Vout and Vin are adjusted 
to the values suitable for the internal reference of the microcontroller 10-bit analog to 
digital converter (ADC). The differential voltage on the Vout terminals is converted 
to a single ended voltage by a precise instrumentation amplifier and with the 200-
multiple amplification is available on the Vout terminal for measuring and testing the 
simulator. The Vout1 is added to a constant voltage to ensure a positive potential on 
the ADC input. 

The I/O module is represented by the integrated circuit MAX-232, which allows to 
remote control via PC, and SPI interface for uploading the microcontroller firmware 
and integrated flash memory data set.  

5   Testing and Evaluation 

The implementation mentioned above was tested to possibility of using this device for 
bed side IBP module testing and calibrating. Measurement networks for the static and 
dynamic IBP simulations testing are shown in fig. 6 and 7. The equipment used for 
the simulator testing was a modular patient monitor Ekona PM6000 with an IBP 
module, multimeter Escort 3146A, USB oscilloscope Agilent U2702A connected to a 
PC with Agilent measurement manager application. [5] 

Before the tests started, the patient monitor was calibrated to 0 mmHg and 250 
mmHg using the IBP simulator. 

 

 
 

Fig. 6. Measurement network for static pressure simulation. 

 
In the first test, the simulator was adjusted throw its user interface to generate the 

voltage signal corresponding to the constant blood pressure from -30 mmHg to 300 
mmHg step 10 mmHg. For each adjusted value was measured the simulator output 
Vout1 and simultaneously it was taken the value displayed on patient monitor. The 
output voltage measured by the multimeter was taken as the referential value for 
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accuracy determining. The mean deviation and standard deviation from the referential 
value of pressure is shown in table 1. 

Table 1. Font sizes of headings. Table captions should always be positioned above the tables.  

 Mean Std. Units 
IBP simulator 0.022 0.2736 mmHg 
Ekona PM6000 -0.2281 0.5548 mmHg 

 
The dynamic testing wasn’t as important for determining the simulator calibrating 

possibilities as for verify the accuracy of simulator minimum and maxium pressure 
and frequency of generated signal settings. For IBP waves simulation were important 
also the mean value. The output voltage measured by the oscilloscope was taken as 
the referential value for the accuracy determining. For IBP waveform simulation was 
generated the IBP waveform with defined systolic pressure = 142 mmHg, diastolic 
pressure = 85.18 mmHg and mean pressure = 104.16 mmHg and frequency 48.24 
bpm. For function simulation was generated the sine wave with selected minimum 
value = 118.82 mmHg, maximum value = 218.47 mmHg and frequency = 300 bpm. 
The deviations from the selected frequency were quite insignificant. The significant 
deviation from the simulator settings were measured for the systolic pressure and 
maximum pressure. The maximum deviation was -2.68 mmHg. This was caused by 
not calibrated simulator waveform data stored in the simulator memory.  The 
waveform simulation mode (dynamic signal generation) doesn’t use the feedback 
measurement of the generated output signal. The best solution for solving this 
problem would be the feedback setting of the maximum and minimum value for 
generated pressure waveform just before starting the generation. Like that it would be 
possible to achieve the results comparable to the static pressure generating. 
 

 
 

Fig. 7. Measurement network for dynamic pressure simulation. 

 
Another test was focused on testing and calibrating the IBP module without use of 

the IBP simulator. Instead of that, it was used the IBP transducer connected to the BP 
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cuff, manually inflated to a required static pressure indicated on a manometer scale, or 
using the BP Pump device. The main drawback is not absolutely closed pneumatic 
circuit and air escaping. 

6   Results 

The designed device has excellent results in static pressure simulation thanks to the 
feedback circuit. Like this, it can be easy achieved the necessary accuracy ±1 mmHg 
for bed side monitors calibrating. The advantages are programmable set of generated 
pressure waveform, programmable control unit, high flexibility, extensibility and low 
cost design. 

7   Conclusions and Summary 

The paper presents the design and realization of electronic calibrating device for 
invasive blood pressure bed side monitor in hospitals. The process of proposal 
consists of several especial sub solutions. Finally the complete device was 
successfully tested and provides hundred times better sensitivity for pressure wave 
generating then the standard requirements in medical applications. 
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Abstract. The aim of this work is electronics device for audiometry 
measurement construction. Presented electronic device is designed as extension 
of ADInstruments teaching experiments PowerLab systems. Realized 
audiometer is suitable for standard medical testing of hearing with step by step 
measurement and output protocol arrangement. The original hardware design 
consist primary from extension electronics board containing precise tone 
generator and auxiliary input. Realized audiometer device can be also used as 
stand alone device possible supplemented by LCD outputs, I/O control panel 
and feedback pushbutton. Application of this device introduce accurate and 
reliable hearing condition testing.  

Keywords: Audiometry, Control, Sound, Hearing Testing. 

1   Introduction 

PowerLab data acquisition units are smart peripheral devices that perform data 
acquisition, signal conditioning, and pre-processing. PowerLab data acquisition 
systems comprising hardware and software offer versatile data acquisition and 
analysis solutions for life science research and education applications. External 
signals are acquired through analog inputs, amplified, digitized and transmitted to the 
computer using USB connection. Software receives displays, analyzes and records the 
data. Some PowerLab systems provide analog and digital outputs for control or 
stimulation. These units are ideal for teaching and are used in field of human and 
animal physiology, pharmacology, neurophysiology, biology, zoology, biochemistry 
and biomedical engineering. Audiometry is an extending experiment for PowerLab 
systems. [1] 

1.1   Audiometry  

Audiometry is the term used to describe formal measurement of hearing. The 
measurement is usually performed using an "audiometer" by an "audiologist".  
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Pure tone audiometry (PTA) is the key hearing test used to identify hearing 
threshold levels of an individual, enabling determination of the degree, type and 
configuration of a hearing loss. PTA is a subjective, behavioral measurement. 
Calibration of the test environment, the equipment and the stimuli to ISO standards is 
needed before testing proceeds. Conventional audiometry tests frequencies lie in 
between 250 hertz (Hz) and 8 kHz. Whereas, high frequency audiometry tests in the 
region of 8 kHz - 20 kHz. The core method of pure audiometry is to present a series 
of tones in one ear, close to threshold (the loudness that the person can just barely 
detect), and keep dropping the intensity in 10 dB steps until person stops responding – 
pushing a button. Then the person testing the hearing goes back up in 5 dB steps until 
the person starts responding again. Pure tome audiometry uses both air and bone 
conduction. Bone conduction testing is performed in a similar way as is air 
conduction, but the sound is transmitted to the ear through a "bone oscillator" rather 
than through an earphone. For the most part, there is rarely a reason to do bone 
conduction if the air conduction audiogram is normal. Bone conduction testing in 
persons with hearing loss should be done with masking. Masking means that one puts 
in some "noise" in the opposite ear while testing an ear. The reason to do this is to 
prevent sound from the side being tested from going over to the good side. 

Speech Audiometry finds out the person’s ability to hear and understand speech. 
One of the most basic measurements is the speech reception threshold. This test 
determines the lowest intensity level (in dB HL) at which the patient can correctly 
identify 50% of common two-syllable words. The Speech Detection Threshold is the 
weakest intensity at which the patient demonstrates awareness that a sound is present, 
when that sound is speech. The Speech Discrimination Score or Word Recognition 
Score is the percentage of one-syllable words the patient can identify (without visual 
cues), when the words are heard at a loudness level that is comfortable for the patient. 

Electric response audiometry (ERA) is an objective hearing testing. ERA is 
actually an umbrella term for a collection of techniques in which electrical potentials 
are recorded, usually from the scalp of the subject, evoked by a sound stimulus.  
The presence of the response or the response characteristics allows us to infer 
conclusions about the subject's hearing ability or the performance of their auditory 
pathways. [2], [3] 

1.2   Audiometer 

An audiometer is a device used for evaluating hearing loss. They usually consist of an 
embedded hardware unit connected to a pair of headphones and a test subject 
feedback button, sometimes controlled by a standard PC. Such systems can be also 
used with bone vibrators, to test conductive hearing mechanisms. Audiometer 
requirements and the test procedure are specified in IEC, ISO and AINSI standards. 
An alternative to hardware audiometers are software audiometers, which are available 
in many different configurations. Screening PC-based audiometers use a standard 
computer and can be run by anybody in their home to test their hearing, although their 
accuracy is not as high due to lack of a standard for calibration. Some of these 
audiometers are even available on a handheld Windows driven device. Clinical  
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PC-based audiometers are generally more expensive than software audiometers, but 
are much more accurate and efficient. They are most commonly used in hospitals, 
audiology centers and research communities. [4] 

1.3   Audiometry Ear Phones 

Earphones are one of the most significant parts of audiometry testing. Generally there 
are two standards of ear phones that can be used for audiometry (“ER-3” and ordinary 
headphones “TDK”). Different types have to be used after calibrating and frequency 
response identification.  The ER-3 have the  facility that they eliminate out 
surrounding noise, and they also have less  drift to selective hearing by one ear. Their 
main disadvantage is that they has to be inserted them properly. They give wrong 
readings in persons who have perforations of their ear drums. [2] 

1.4   Audiometry Calibration 

Any audiometer should be calibrated regularly to ensure that the level evaluated by the 
audiometer is equal to the actual stimulus the subject is exposed to. Accurate and 
reliable measurements are the first stage in characterizing and quantifying hearing loss; 
furthermore, proper calibration ensures that the measurements are consistent, regardless 
of the clinic or indeed the district or nation where the measurements are carried out. 
Audiometers are calibrated using an Ear Simulator System (or ‘Audiometric Calibration 
System’). For testing air-conduction hearing mechanisms, the systems include an ear 
simulator or acoustic coupler, conforming to either IEC 60318-1 (a.k.a. artificial ear) or 
IEC 60318-3 (reference coupler) respectively. These devices essentially consist of a 
calibrated microphone with an associated coupling volume, which is open on one side to 
allow application of headphones when testing. Every single part of the system that you 
use should be calibrated - the electrical device that produces the sound, and the 
headphones or speakers that deliver the sound. Practically, electrical devices (such as 
digital audiometers or CD players) will never drift in frequency or volume. Once their 
intensity is checked, formal electrical calibrations are more likely to cause trouble (i.e. 
noise in the calibration process) than be helpful. On the other hand, mechanical devices 
(such as headphones, and insert headphones in particular) nearly always break down 
over time. They need to be checked every day with a "sound check", and formally every 
3 months. [4] 

1.5   Audiometry Results 

An audiogram is a standard way of representing a person's hearing loss. Most 
audiograms cover the limited range 100 Hz to 8000 Hz (8 kHz). Audiograms are set 
out with frequency in hertz (Hz) on the horizontal axis, most commonly on a 
logarithmic scale, and a linear dBHL scale on the vertical axis.. The hearing level 
(HL) is quantified relative to "normal" hearing in decibels (dB), with higher numbers  
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of dB indicating worse hearing. 100 dB hearing loss is nearly equivalent to complete 
deafness for that particular frequency.  

 

Fig. 1. An example of an audiogram in a person with normal hearing. 

 
A score of 0 is normal. It is possible to have scores less than 0, which indicate 

better than average hearing. Hearing loss is often described in words as follows: 
normal hearing - less than 25 dB HL, mild hearing lost - between 25 and 40 dB HL, 
moderate hearing loss - between 41 and 65 dB HL, severe hearing lost - between 66 
and 90 dB HL, profound hearing lost - 90 and more dB HL. [2] 

2   Materials and Methods 

The equipment, which is referred in this paper, is designed for the data acquisition 
system PowerLab 15T. Furthermore it can be used with any PowerLab series with a 
control output signal and two or three necessary analog inputs. The experiment is 
created for the teaching laboratory software LabTutor. Editing and writing a new 
LabTutor experiments is provided by the LabAuthor software.  

In the fig. 6 is shown a principal scheme of PowerLab and audiometer 
interconnection. The audiometer is controlled from the PowerLab through an output. An 
audiometer output level audio signal is measured using the PowerLab input. Additional 
PowerLab input is available for a feedback button. [5] 

For controlling the audiometer, we have to configure a control signal. PowerLab 
15T has only one output, which can be configured as the control signal: the stimulator 
voltage output. The LabTutor software enables a stimulator pulse generation mode 
with an output ranges from ±200 mV to ±10 V, A user can set various stimulation 
parameters as pulse interval, pulse duration, pulse amplitude and baseline. An output 
voltage resolution is 16 bit. In fig. 2, there is a stimulator panel form in LabTutor 
experiment application. Possibilities for the user are limited to the amplitude and 
interval changing using of two slides bars.  
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Fig. 2. Stimulator panel in LabTutor with interval and amplitude represented for audiometer 
control. 

 
Controlling the audiometer is done by a control signal shape shown in the fig. 3. 

Ant control information consists of series of 2 pulses with defined bipolar amplitude 
and period. The stimulator period setting is used for audiometer frequency setting, 
whilst the amplitude setting is used for the audiometer mode of operation setting. 

 

 
 

Fig. 3. Control signal shape. 

 
Audio output signal measurement is provided by a PowerLab analog input. The 

PowerLab analog inputs have a selectable voltage ranges from ±20 mV to ±10 V, 16-
bit resolution, 1 MΩ input impedance, 25 kHz maximum bandwidth and > 100 dB 
signal to noise ratio. It also allows a selectable low pass filter. [6], [7] 

The analog input is used for measuring the frequency and amplitude of the 
audiometer output signal. If the PowerLab manages three inputs, it is possible to 
measure each audio channel separately, else it must be measured only one channel in 
one time. This can be done by switching circuit on the audiometer output. 

The most important parameter for the actual stimulus determination is the 
amplitude.  Frequency and amplitude of the input signal are evaluated by the 
LabTutor software. These values are continuously displayed in the graphs. The 
amplitude is calibrated by a frequency response for the used headphones. This 
frequency response must be measured according to the calibration regulations 
mentioned in the chapter 1.4. 
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Next PowerLab analog input is used for the feedback button input. An operator is 
able to determine the frequency and amplitude exactly in the time of the feedback 
button press. 

2.1   Audiometer Design 

Designed audiometer is a digital to analog device intended for pure tone audiometry 
(PTA), it can be extended for speech audiometry. However, it doesn’t include an 
objective hearing testing as ERA etc.  

The audiometer block diagram is shown in fig. 4. The inner circuit is composed of 
an analog and a digital section. The digital and analog sections are supplied by some 
separate dual power supplies. The sections are isolated from one to another using a 
split in the circuit board. This prevents the switching noise present on the digital 
supply from contaminating the analog power supply and degrading the dynamic 
performance of the D/A converter. [8] 

The main parts of the digital section are a microcontroller, a programmable flash 
memory, a signal processing operational amplifier based circuit and a left / right 
channel switch.  In the flash memory are stored the pulse code modulation (PCM) 
audio data of sine waves and other graphic or audio data.  

The main parts of the analog section are a stereo audio sigma-delta digital to 
analog converter (DAC), operational amplifier based filter and I/V gain stage, mute 
control and a stereo hi-fi headphone driver. [9] 

 

 
 

Fig. 4. Audiometry block diagram. 



 Audiometry for Teaching Experiment in PowerLab Systems 837 

The microcontroller evaluates the control signal by an external interrupt and input 
signal measurement by an ADC. The communication between the microcontroller and 
DAC proceeds throw the PCM data and I2C control interfaces. The PCM data 
corresponding to a sine wave are transmitted in some modes of operation. For s short 
data packet, the data packet is loaded from the flash memory to the SRAM buffer and 
then cyclic transmitted to the DAC. For some longer data packets the data are 
continuously red from the flash memory and transmitted to the DAC. 

The microcontroller serves also as a high frequency clock generator for the DAC, 
which includes an over sampling circuit. The DAC has a current output, which is 
converted to the voltage differential signal connected to the precise headphone driver. 
The mute control performs an output signal free of pops and clicks, which appear on 
power on/off DAC, PCM data flow interruption, or changing the PCM data sampling 
frequency. [10] 

2.2   Auxiliary Functions 

The blue colored blocks in the figure 5 are some extension of the designed device. For 
increasing the flexibility of the device, there is a possibility to use the audiometer as 
an independent device (without usage of PowerLab and PC) by using of some 
auxiliary control buttons instead of controlling the device by the PowerLab. 

 

 
 

Fig. 5. Audiometry equipment setup. 

 
However, in this case the audio output isn’t measured and the audiometer must be 

properly calibrated for the used ear phones. For data visualization on a color LCD 
screen, there is an SPI data interface. There is also an input for feedback control 
button. 
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3   Conclusion 

This described electro technical audiometry device for hearing performance were 
realized as stand alone instrument with advantage to use with PowerLab  
ADInstruments. There is possibility to test pure tone audiometry with excellent 
findings in generating tone. The device is realized 15 % better than 120 dB of 
dynamic range of human ear eligibility. There is also additional possibility to modify 
the firmware in presented hardware for better or wide capabilities which make it 
representative for commercial applications. 
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Abstract. Current distribution line protection in smart grid can’t be solved well 
in low sensitivity and unsatisfied rapidity by protection principle nowadays. 
The wavelet analysis has a strong feature-extracting function, which can extract 
the fault signatures of the fault phase. In this paper, the EMTP is used to make 
simulations and wavelet transformations of power line-end short-circuit failure, 
fault-phase supply voltage crossing zero, single-phase grounding fault of 
transmission line through high impedance, transitional fault, etc., showing the 
parameter selection of wavelet transformation used in optimization design of 
phase selection component for line protection. 

Keywords: Line Protection, Phase selection component, Wavelet, EMTP, high-
voltage line protection, HV transmission. 

1   Introduction 

The phase selection component is needed in HV transmission line when single-phase 
auto reclosing devices are widely used. The phase selection component should select 
the fault phase when single-phase fault occurs in order to ensure reliable removal of 
the fault phase, and it should determine the fault and make three-phase trip 
immediately when multi-phase fault occurs. 

The phase selection component is also required in the distance protection; in the 
microcomputer distance protection, the method of “conducting measurement after 
fault phase selection” is generally used in order to reduce the amount of computation. 
To meet the requirements for correct measurement of the distance, the fault phase 
must be selected correctly under single-phase fault, multi-phase fault and transitional 
fault, and maintain correct phase selection when tripping in the opposite side first 
occurs. In addition, accelerating the action speed of phase selection component is 
conducive to improving the action speed of the whole set of protective device. 
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The phase selection components currently used in high-voltage line protection 
mainly include impedance phase selector, sequence component phase selector, fault 
component phase selector and so on, but each has its limitations. Greatly influenced 
by system operation mode and transition resistance of fault points, the impedance 
phase selector often fails to receive satisfactory results. For the sequence component 
phase selector, the extraction of positive-sequence fault current needs to be free from 
the impact of load current, which is not conducive to phase selection of follow-up 
faults; fault phase regions of negative-sequence and zero-sequence current are not 
partitioned reasonably, and the fault phase cannot be selected correctly under high-
impedance single-phase ground fault. The fault component phase selector also has 
two problems: first, sensitivity on the weak source side is not enough, and the 
situation is most severe especially at current-carrying side of single source; second, to 
ensure correct phase selection when transitional fault and protective longitudinal 
action (first tripping on the opposite side) occurs, a number of measures should be 
taken to complicate the procedures of phase selection component. Comparatively 
speaking, the wavelet analysis method has strong feature-extracting function and can 
extract fault signatures of the fault phase; forming the phase selection component for 
microprocessor line protection with this principle can be simplify phase-selecting 
method and further improve the action speed and accuracy of the phase selection 
component. 

2   Forming Phase Selection Component with the Principle of 
Wavelet Analysis  

Collect various current and voltage signals in the appropriate sampling frequency, and 
make wavelet transformation of all the sampling values; if the phase where modulus 
maxima of wavelet transformation on several  adjacent scales all exceed the setting 
value, the phase can be determined as fault phase. The modulus maxima of wavelet 
transformation only appear in the fault moment, so the phase selection component 
should start at the same time as the start component, and fix the phase selection 
results. This easy method has fast action speed and is free from the impact of load 
current and transition resistance of short-circuit point. 

Fig1 shows A-phase current when A-phase supply voltage crosses zero, AB two-
phase short circuit occurring at the end of 110k line, sampling frequency being 5k and 
its wavelet transformation waveform when the scale j=12,3,4,5. From the figure, it 
can be seen that even under the situation that the power voltage crosses zero and fault 
phase current does not increase in the moment of short circuit, the wavelet 
transformation under the scale of j=1 can still produce modulus maxima in the 
moment of fault.  
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Fig. 1. ia and its wavelet, AB two-phase short circuit ua=0 

Fig2 (a), (b), (c) respectively show A, B, C-phase current when AB two-phase 
short circuit occurs at the end of 110kV line and their wavelet transformation when 
the scale j=2. 

 
Fig. 2. ia,ib,ic and their wavelet 
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Fig3 (a), (b), (c) respectively show A, B, C-phase voltage under the above situation 
and their wavelet transformation when the scale j=2. As can be seen from the  
figure, in the fault moment, the wavelet transformations of fault phase current ia,ib 
and fault phase voltage ua,ub both produce modulus maxima, which shows obvious 
fault signatures; the wavelet transformations of non-fault phase current ic and non-
fault phase voltage uc both fail to produce abrupt  modulus maxima. Therefore, the 
use of wavelet transformation of current or voltage can form the phase selection 
component reflecting fault transient component. The use of current components 
together with voltage components to make phase selection can also ensure the 
accuracy of phase selection, and further reduce the impact of interfering signals. 

 

Fig. 3. ua,ub,uc and their wavelet 

3   Phase Selection Result of Phase Selector under High-Impedance 
Single-Phase Ground Fault  

Fig4 (a), (b), (c) respectively show A, B and C-phase current when there is single 
source, line-end A phase earthed through high impedance, sampling frequency being 
5kHz and their wavelet transformation when the scale j = 2. As can be seen from the 
figure, in the fault moment, the wavelet transformation of fault phase current ia 
produces obvious modulus maxima; the wavelet transformation of non-fault phase 
current ib、ic fails to produce modulus maxima. It is clear that the use of the modulus 
maxima of wavelet transformation of the fault transient component can make phase  
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selection correctly for high-impedance single-phase ground fault, and the phase 
selection component has sufficient sensitivity. 

4   Phase Selection Result of Phase Selector under Transitional 
Fault 

Fig5 (a), (b), (c) respectively show A, B and C-phase current when there is single 
source, A-phase ground changed to AB two-phase ground fault at the line end, 
sampling frequency being 5kHz and their wavelet transformation when the scale j = 2. 
As can be seen from the figure, when t=0.04s, the single-phase ground fault occurs in 
A phase and the wavelet transformation of A-phase current ia produces modulus 
maxima at the same time; after one second, namely when t=0.05s, the ground fault 
occurs in B phase and the wavelet transformation of B-phase current ib produces 
modulus maxima at the same time. However, the wavelet transformation of non-fault 
phase current icc fails to produce abrupt modulus maxima. It is clear that the use of 
the modulus maxima of current wavelet transformation can make correct phase 
selection for transitional fault. 

 

Fig. 4. ia,ib,ic and their wavelet when line-end A phase earthed through high impedance 
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Fig. 5. ia,ib,ic and their wavelet when AB two-phase ground fault 

5   Conclusion 

Through focused simulation of single-phase ground fault through high impedance, 
transitional fault, etc. with the EMTP, using the wavelet analysis program to make 
wavelet transformation of the simulation results and analyzing the wavelet 
transformation results, the paper explores the method of forming the phase selection 
component for microprocessor line protection with the principle of wavelet analysis 
and lays certain foundation for simplifying phase-selecting method and further 
improving the action speed and accuracy of the phase selection component. 
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Abstract. The nonlinear vehicle dynamic model which considers three degrees of 
freedom of vehicle motion, longitudinal, lateral and yaw was established. For the 
automatic steering of intelligent vehicles, however, longitudinal dynamic is not 
taken into consideration, thus, a reduced two DOF model is obtained which 
regards longitudinal velocity as time variant state of vehicle. According to such a 
two degrees time variant nonlinear model, a novel model-based vehicle trajectory 
is proposed. This model considers longitudinal velocity and front wheel steering 
angle as inputs and vehicle lateral dynamic states (lateral velocity and yaw rate) as 
outputs. This model is validated using real vehicle testing data. Based on the 
equations of vehicle model and trajectory, the properties of the vehicle trajectory 
are analyzed in detail. Finally, the proposed methods and properties are validated 
through comparison of experiment and simulation studies.  

Keywords: vehicle trajectory, G2-path, automatic steering. 

1   Introduction 

This contribution proposes a novel model-based vehicle trajectory and its properties 
based on the nonlinear vehicle dynamic model. Such a contribution has several 
benefits. It provides appropriate control algorithms for the automatic steering system 
of intelligent vehicles and gives a simple model for the vehicle trajectory generation 
or vehicle trajectory prediction. A number of research results have been reported on 
the vehicle trajectory properties for automatic steering systems. As pointed out in [1], 
the vehicle paths via continuous steering angle from time t to t+1 are the clothoid. 
This implies the classical pure pursuit automatic steering algorithm [2] is inapplicable 
in some cases. The generated desired vehicle states should satisfy vehicle dynamic 
constraint. Thus analysis of the vehicle trajectory properties is essential to developing 
an automatic steering system for intelligent vehicles. 

[3] proposed a kinematical vehicle model-based vehicle trajectory and analyzed its 
properties. It was proved the vehicle trajectory generated by the kinematical 
nonholonomic model via continuous front wheel steering angle input is a G2-path. In 
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[4], a flatness property of vehicle dynamic model was studied and a flatness-based 
vehicle dynamic control law was proposed. [5] described a new path generation 
method based on clothidal curve for an autonomous mobile robot. However, few 
studies have been reported on vehicle trajectory properties for automatic steering 
system of intelligent vehicles. In this paper we will discuss dynamic vehicle model-
based trajectory and its properties. Such a trajectory is useful for both automatic 
steering control system design and intelligent vehicle path generation. 

2   Vehicle Modeling and Model Validation 

In general, vehicle dynamic equations are expressed in planar dynamic equations, 
which consider three DOF vehicle motion, longitudinal, lateral and yaw respectively. 
This simplifies double track vehicle model using a single track one as shown in Fig. 1. 

ytRF
ytFF Fδ

Rl Fl

Fβ

y

FV

V

RV

βRβRα

CG

MP

x

0y

0x

ψ

r

zDM

yDF

Fα

u
v

x
w i fF F F+ +

y
fF

tF

 

Fig. 1. Single Track Nonlinear Vehicle Model 

In Fig. 1, according to [6], vehicle dynamics are given as follows, 

/ / /x y z zu vr F m v ur F m r M I= − + = − + =  (1) 

where m is vehicle mass; Iz is the moment of inertia of the vehicle about z axis; ; u is 
longitudinal velocity; v is lateral velocity; r is yaw rate with respect to x0oy0; Fx Fy 
and Mz are the external total force acting on x, y, and z, which is given as 

( )1/ cos sin

cos sin

cos sin

f

f

f

x
x t F w i ytF F

y
y ytR ytF F t yD

y
z ytR R ytF F F t F F F zD

F F F F F F

F F F F F F

M F l F l F l F l M

δ δ δ

δ δ

δ δ

⎧ = − − − −
⎪
⎪ = + + − +⎨
⎪

= − + + − +⎪⎩

 (2) 

with Ft is the longitudinal traction force from engine to wheel; Fw, Fi, Ff
x are the 

longitudinal wind drag, gradient resistance and rolling resistance, respectively; FytF 
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and FytR are lateral tire force; FyD and MzD are the disturbance forces; δ is rotational 
mass coefficient; δF is front wheel steering angle. 

The lateral tire forces are modeled using Pacejka Magic Formula[7], 

( ) ( )( )( )( )sin arctan arctanytk k k k kF D C B E B Bα α α α= + −  (3) 

k∈{F, R} refers to front and real axles. Thus the lateral forces are given as functions 
of tire side slip angles which are represented as, 

( ) ( )arctan tan / arctan tan /F F F R Rl r u l r uα δ β α β= − + = − −  (4) 

with β is the vehicle slip angle of the center of gravity CG, tanβ=v/u. 
Equation (1)-(4) represent three degrees nonlinear vehicle dynamic model for 

planar motion.  Three degrees nonlinear vehicle dynamic model regards Ft and δF as 
the inputs, and u, v and r as the outputs. 

Actually, both u and δF could be collected from the vehicle CAN bus at a rate of 
100Hz which implies that as to the vehicle trajectory analysis for automatic steering 
systems the degree of system may be reduced with regardless of longitudinal motion 
dynamics. Only lateral and yaw motion of vehicle is remained to characterize the 
vehicle motion while the longitudinal velocity is regarded as a system parameter 
changing with time. Hence, (1) and (2) become, 

/

/
y

z z

ur F mv

M Ir

− +⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦
 with 

cos

cos
y ytR ytF F yD

z ytR R ytF F F zD

F F F F

M F l F l M

δ
δ

= + +⎧⎪
⎨ = − + +⎪⎩

 (5) 

Equation (5) indicates the system is reduced to be a two DOF nonlinear time 
variant vehicle model with the input u and δF and the output v and r. 

In this paper we utilize model (5) to study vehicle trajectory and its property.  In 
the following we validate the model. 

Validation of the vehicle model is accomplished by comparing the test data with 
simulation results with same input. Experiment data including longitudinal velocity u, 
front wheel steering angle δF was collected during vehicle running from vehicle CAN 
bus, while lateral acceleration at CG ay and yaw rate r measured using Inertial 
Measuring Unit (IMU) mounted on the vehicle CG. Mathematic model is simulated 
under MATLAB/Simulink. Vehicle parameters are shown in Table 1. 

Table 1. Vehicle Parameters 

Vehicle mass m 1385kg Distance of CG from front axle lF 1.02m 

Moment of inertia Iz 2162kgm2 Distance of CG from front axle lR 1.53m 

Simulation results and experiment data are shown in Fig. 2. Above figures show 
the input variables of model, longitudinal velocity u and front wheel steering angle δF 
and below ones depict yaw rate r and lateral acceleration ay varying with time.  
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The comparison of results shows that two degree nonlinear vehicle model could 
characterize vehicle dynamic motion accurately, suggesting that the model is feasible 
for studying vehicle trajectory. 
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Fig. 2. Input u, δF and Output r, ay 

3   Vehicle Trajectory and Its Properties 

Based on the measured and estimated vehicle state, the vehicle trajectory is 
represented with global position (x, y) of CG and orientation ψ of the z axis. 

( ) ( )2 2 2 2cos sinx u v y u v rβ ψ β ψ ψ= + + = + + =  (6) 

Equation (6) shows that vehicle global position(x, y) and orientation ψ are varying 
with vehicle state u, v and r. We would use (6) to study the properties of the vehicle 
trajectory combining with the time variant 2 DOF nonlinear vehicle model (5). 

As mentioned above, the input of the vehicle model is u and δF. To simplify the 
analysis, some assumptions are made before investigating vehicle trajectory 
properties. Assumptions: 1) Both u and δF are arbitrary smooth functions, this is to 
say they have the n-th derivatives. 2) Lateral tire forces are modeled as (3). 

In [3], it’s proved to show that a path generated by vehicle kinematical model via a 
continuous control input δF is G2-path. Here, we generate the path by the proposed 
nonlinear vehicle dynamic model. Similar to the [3], let the p(t)=[x(t), y(t)]T be a point 
on the vehicle trajectory. Thus, the unit tangent vector is 

( ) ( )
( ) ( )

( )
( ) ( ) ( )1 1

2 2

cos
, , , ,

sin

T
T

x y

x t y tp
f u v r f u v r

p x t y t

ψ β
ψ β

⎡ ⎤ ⎡ + ⎤⎣ ⎦ ⎡ ⎤= = =⎢ ⎥ ⎣ ⎦+⎣ ⎦+
 (7) 
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Because ψ and β are obtained from integral calculation, both of them are 
continuous. So by (7), /p p  is continuous too. 

Now we investigate curvature of the vehicle trajectory, which can be expressed as 

( )
( )

( )3/ 2 2 22 2 2 22 2

1 1 1 uv uv
xy xy r r

u vu v u vx y
κ β −⎛ ⎞= − = + = +⎜ ⎟+⎝ ⎠+ ++

 (8) 

Equation (8) implies the curvature is a function of vehicle states and their 
derivatives. In other words, the curvature of the vehicle trajectory is continuous if and 
only if ,u v  is continuous. According to the assumptions and (5), u is arbitrary smooth 
while continuity of v  is equal to continuity of Fy. This is to say, if Fy is a continuous 
function, the vehicle trajectory generated by model (5) via assumed input is G2-path. 
Furthermore, (8) means, 

( ) ( )2 2/ , , , , , , , , , ,
T

x F y Fp p f u u v v r f u u v v rδ δ⎡ ⎤= ⎣ ⎦  (9) 

Moreover, we investigate high order property of p. the following equation could be 
derived if there exist high order derivatives of vehicle state u, v, r and δF. 

( )

( )

( )
( )

1 1 2 2

1 1 2 2

, , , , , , ,

, , , , , , ,

n n n n nn
x F F

n n n n n n
y F F

f u u v v r rp

p f u u v v r r

δ δ

δ δ

− − − −

− − − −

⎡ ⎤
⎢ ⎥=
⎢ ⎥
⎣ ⎦

 (10) 

From (5), it’s obvious that the existence condition for (10) is Fy has the continuity 
of (n-2)-order, while Mz has the continuity of (n-3)-order. 

To sum up, the key properties associated with the vehicle trajectory include the 
following:  

Remark 1. The continuity property of the vehicle trajectory mainly depends on 
external forces Fy, Mz, etc. If Fy and Mz are not a continuous functions, the vehicle 
trajectory is a G1-path. If Fy is a continuous function, the vehicle trajectory is a G2-
path. Moreover, If Fy has (n-2)-th derivative, while Mz has (n-3)-th derivative, the 
vehicle trajectory is a Gn-path. 

Remark 2. Under normal conditions, all the forces of (5) are varying continuously 
with time. Thus Fy is a continuous function of time. While under abnormal conditions 
(e.g., a sudden step-like external disturbance forces), FyD is not varying continuously. 
Hence Fy is not a continuous function of time. However, with the discontinuity of Fy, 
we could factitious Fy to the model in order to make the model output is a G2-
path(e.g., fake step-like signal to slop-like continuous one). So we propose that under 
any conditions, the vehicle trajectory is always could be a G2-path. And we design the 
automatic steering system and path planning generator based on the comment above. 

Remark 3. Equation (10) indicates (when n=3) the change of curvature κ  depends on 
front wheel steering angle rate Fδ  which is commonly a maximum constraint value in 
steering systems. Therefore, feed forward control law could be designed according 
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toκ . Meanwhile, the planed path should satisfy the restriction of Fδ . This would help 
us to generate a smooth desired path for intelligent vehicles. 

4   Simulation Results 

The proposed vehicle trajectory and its properties are validated through simulations 
studies which are carried out under MATLAB/Simulink. Meanwhile, the input of the 
vehicle (u and δF) and vehicle states (r, ay, x, y and ψ) are collected using real-time 
data acquisition unit that is designed based on MCU (Micro Control Unit). The 
vehicle platform is a normal passenger car. 

Fig. 3 shows the experiment vehicle trajectory and simulated vehicle trajectory for 
about one minute. A is the start point, while B is the end point. It depicts that model-
based trajectory is close to the real vehicle trajectory. This means that the proposed 
methods could characterize complicated vehicle lateral dynamics accurately. The 
shorter the calculation time, the higher is the accuracy of the model output. The 
curvature of real vehicle trajectory and calculated based on (8) is illustrated in Fig. 3, 
respectively. The continuity of the curvature shows the vehicle path is G2-path 

(Remark 1 and 2). Also, Fig. 3 shows κ and Fδ  has the similar outline varying with 

time, which implies that κ  is the function of Fδ  (Remark 3). 
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Fig. 3. Simulation Results 

5   Conclusions 

The paper proposed a novel model-based vehicle trajectory and its properties using 
the nonlinear vehicle dynamic model. As the results, three main remarks are given 
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theoretically. Such remarks are helpful for the trajectory prediction, automatic 
steering control algorithm synthesis, path planning, etc. Combining the proposed 
method with numerical integration, the future vehicle trajectory could be predicted in 
the time horizon. Accordingly, new control mythologies such as model predictive 
control could be applicable based on model output estimation. In addition, remarks 
given in this paper could make the planed path more smooth, as well as satisfy vehicle 
dynamic constraints.  

Furthermore, results of this paper should be utilized on motion planning and 
control subsystem of intelligent vehicle to improve trajectory tracking performances.   
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Abstract. We discuss the concept of a level set of a fuzzy set and the related 
ideas of the representation theorem and the extension principle. We then 
describe the extension of these ideas to the case of interval valued fuzzy sets 
(IVFS). What is important to note here is that in the case of interval valued 
fuzzy sets, the number of distinct level sets can be greater than the number of 
distinct membership grades of the fuzzy set being represented. In particular, the 
minimum of each subset of membership grades provides a level set. Morover, 
the membership grades are not linearly ordered and hence taking the minimum 
of a subset of these can result in a value that was not one of the members of the 
subset.  

Keywords: Fuzzy set, level set, interval-valued fuzzy set, representation 
theorem, extension principle. 

1   Introduction 

The concept of level sets associated with a fuzzy set was originally introduced by 
Zadeh ([1]-[3]). With the aid of level sets we are able to provide a formulation for a 
fuzzy set in terms of crisp subsets via the representation theorem. The importance of 
having such a representation is that it can allow us to extend operations defined on 
crisp sets to the case of fuzzy sets. This paradigm forms the basis for one version of 
what Zadeh calls the extension principle. Our focus here is on generalizing the idea of 
level sets and the associated ideas of the representation theorem and the extension 
principle to the case of IVFS [4]. 

2   Level Sets and the Representation Theorem 

Assume F is a standard fuzzy subset of a space X . The level sets associated with 

F are defined as { ( ) }F x F xλ λ= ≥ . Each Fλ is a crisp subset of X consisting of 

the elements of X with membership grade of at least α  in F . In the case, where 
X is finite there exists a finite number of distinct membership grades associated 

with F . We denote these as jk and index them in increasing 
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order 1 2 3 nk k k k< < < <" . In this case we have n distinct level sets associated 

with F . In particular, { ( ) }iF x F x kλ = ≥ , 1i ik kλ− < ≤ , where 1i = to n  and 

we let 0 0k = by convention. Here, we shall let {  0 to }iK k i n= = . 

The representation theorem [2], which uses the level sets, provides a method for 

expressing F in terms of level sets. Using this theorem we have
[0,1]

F Fλλ
λ

∈
= ∪ . 

Here Fλλ  is a fuzzy subset such that Fλλ λ= for all x Fλ∈ and 0Fλλ =  

for x Fλ∉ . We see that ( )F xλλ is equal to ( )F xλλ ∧ as well as ( )F xλλ ∗ . We 

note that using the representation formulation we have for any 

x X∈ that
[0,1]

( )  [ ( )]F x Max F xλλ
λ

∈
= .In the special case, which will be of interest to 

us, where X  is finite then the representation theorem becomes 

D
F Fλλ

λ
∈

= ∪ and ( )  [ ( )]
D

F x Max F xλλ
λ

∈
= . 

The representation theorem plays an important role in defining the extension 
principle ([1]-[5]). Assume H is an operation on subsets of X resulting in values 

inY , : 2XH Y→ . The extension principle allows us to extend H to act on fuzzy 
subsets of X . In particular, if F is a fuzzy subset of X , 

then
[0,1]

( )
( )

H F
H Fλ

λ

λ
∈

⎧ ⎫
= ∪ ⎨ ⎬

⎩ ⎭
. If F is finite then ( )

( )D
H F

H Fλ
λ

λ
∈

⎧ ⎫
= ∪ ⎨ ⎬

⎩ ⎭
.In 

anticipation of presenting our approach we provide an alternative methodology for 
obtaining the representation theorem for standard fuzzy subsets.  

Again let F be a standard fuzzy subset of the finite set X . Let 2X be the power set 

of X , the set of all crisp subsets of X . For any 2XB ∈ we 

define ( ) [ ( )]F x BVal B Min F x∈= . 

Here then ( )FVal B is the minimum membership grade of the elements in 

B in F . We note ( ) [ ( ) ( ) ( )]F xVal B Min F x B x B x= ∧ ∨
—

. Let us denote 

2
( )

X F
B

D Val B
∈

= ∪ , D is the set of all distinct values of ( )FVal B .  

For any Dλ ∈ we let { ( ) }FP B Val Bλ λ= = . We see Pλ is a subset of the 

power set of X consisting of all the subsets of X that have ( )FVal B λ= . Using 

this we can obtain a form for the representation theorem. In particular, 
D

F Pλλ
λ

∈
= ∪ .  

Here, again Pλλ is defined as ( )P xλλ ∧ . We note here that Pλ are the set of level 

sets of F , and P Fλ λ= . 
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3   Level Set Representation of Interval Valued Fuzzy Subsets 

Motivated by the preceding reformulation of the representation theorem in Yager [7], 
we extended this to the case where we have interval valued fuzzy subsets, IVFS. We 
now summarize the method for obtaining the level set representation of an IVFS. 
Let A be an IVFS on the finite set X . Let M be the set of all the distinct membership 

grades of elements in A . Thus { 1  }iM i to mλ= = , where [ ,  ]i i iL Rλ = is the 

membership grade of some x in A . It is an interval value. Before proceeding we 

introduce some useful notation. Let G be any subset of M, it contains a collection of 

interval values. We define [ ] [ ]GMin G Minλ λ∈= . 

In particular, if 1 2 { ,  , , }rG λ λ λ= " , then 1  [ ] [ [ ],i to r iM in G M in L==
 

1   [ ]]i to r iM in R= .Thus [ ]Min G is also a sub-interval of the unit interval. Using 

this notation we define 
2

{ [ ]}
MG

D Min G
∈

= ∪ .Thus D is the collection of all interval 

values obtained by taking the Min of the elements in some subset of M .  

Note 1. M D⊆ . We see that for { }iG λ= then [ ] iMin G λ= .  

Note 2. If all iλ are point values, i iL R= , then M D= .  

This follows since in this case [ ]Min G is always some element k Gλ ∈ . 

We shall refer to D as the set of applicable membership grades. We shall refer to 

an element in D as jα and most generally each j Dα ∈ is an interval which we 

denote as [ , ]j j ja bα = . For each j Dα ∈ we define the crisp level 

set { ( ) }
j jA x A xα α= ≥ . We note that for any ( ) [ ( ),  ( )] A x L x R x= the 

condition ( ) jA x α≥ is satisfied if ( ) j jA x α α∧ = that is 

if[ ( ) , ( ) ] [ , ]j j j jL x a R x b a b∧ ∧ = . We emphasize that
j

Aα is a crisp subset of X , 

( ) 1
j

A xα = if 
j

x Aα∈ and ( ) 0
j

A xα = if
j

x Aα∉   

Once having obtained
j

Aα we can obtain the level set representation of A as 

j
j

j
D

A Aαα
α

∈
= ∪ , where

jj Aαα is an IVFS with membership grade 

( ) [ ( ), ( )]
j j jj j jA x a A x b A xα α αα = ∗ ∗ . More specifically, if

j
x Aα∈ then 

( )
jj jA xαα α=  and if 

j
x Aα∉ then ( ) 0

jj A xαα = .  

We see here that for the j Dα ∈  the sets 
j

Aα can be viewed as the distinct level 

sets associated with A . If 1 1 1[ ,  ] a bα = and 2 2 2[ , ] a bα =  are two interval  
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membership grades then we say 1 2α α≤  if 1 2 1 2 1 2[ , ]  [ ,  ] Min a a b bα α = ∧ ∧
 

1 1 1 [ ,  ] =a b α= . We observe here that if 1α  and 2 Dα ∈ and 1 2α α≤ then 

2 1
A Aα α⊆ .This is a property also satisfied by the level sets of standard fuzzy 

subsets. One distinction between a standard fuzzy set and a IVFS is that in the case of 

the IVFS the elements j Dα ∈ cannot always be linearly ordered with respect to ≥ . 

Thus, there can exist elements 1α and 2α in D such that neither 1 2α α≥ nor 1 2α α≤ .  

Under the above representation of the IVFS as
j

j
j

D
A Aαα

α
∈

= ∪ we see 

that ( )  [ ( )]
j

j
j

D
A x Max A xαα

α
∈

= .We note that if ( ) [ ( ), ( )]
jj j jA x u x xαα ν= , 

then ( ) [ ( ( )), ( ( ))]
j D j Dj jA x Max u x Max xα α ν
∈ ∈

= . 

We also observe that ( ) ( )
j

x A jA x Max
α

α∈= and hence ( ) [ ( ),
j

x A jA x Max a
α∈=  

( )]
j

x A jMax b
α∈ . We note that the representation

j
j

j
D

A Aαα
α

∈
= ∪  allows us to formulate 

an extension principle for interval valued fuzzy sets (IVFS). If : 2XH Y→ and A is 

an interval valued fuzzy set of X then ( ) { }
( )j

j

j

D
H A

H Aα
α

α
∈

= ∪ . 

In the preceding we have shown that if A is an IVFS where M is the set of all 

distinct membership grades of A and
2

{ [ ]}
MG

D Min G
∈

= ∪  then we can 

represent A as
j

j
j

D
Aαα

α
∈

∪   

Furthermore, under this representation if ( ) [ ( ), ( )]
jj j jA x x xαα μ ν=  then we 

have indicated that ( ) [ ( ( )), ( ( ))]
j D j Dj jA x Max u x Max v xα α∈ ∈

= .In the above 

the
j

Aα can be viewed as the level sets associated with A . In the following example, 

we illustrate the application of the above methodology to obtain a representation of an 
IVFS.  

Example let 1 2 3 4{ ,  ,  ,  }X x x x x= and assume A is an IVFS of X where 

1 1( ) [0,0.5]A x λ= = , 2 2( ) [0.2,0.6]A x λ= = ,
 3 3( ) [0.4,1]A x λ= = ,

 

4 4( ) [0.4,0.4]A x λ= = . 

In this case 1 2 3 4 { ,  ,  ,  } M λ λ λ λ= and  
 

1 2 3 4 1 2 1 32 {{ },{ },{ },{ },{ , },{ , },M λ λ λ λ λ λ λ λ=  

1 4 2 3 3 4 2 4 1 2 3 1 2 4{ , },{ , },{ , },{ , },{ , , },{ , , }λ λ λ λ λ λ λ λ λ λ λ λ λ λ ，

1 3 4 2 3 4 1 2 3 4{ , , },{ , , },{ , , , }}λ λ λ λ λ λ λ λ λ λ  
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Calculating the [ ] Min G for 2MG ∈ , we get  
 

1 1[{ }]Min λ λ= , 2 2[{ }]Min λ λ= , 3 3[{ }]Min λ λ= , 4 4[{ }]Min λ λ= , 

1 2 1[{ , }] [0,0.5]Min λ λ λ= = , 1 3 1[{ , }] [0,0.5]Min λ λ λ= = , 

1 4[{ , }] [0,0.4]Min λ λ = , 2 3 2[{ , }] [0.2,0.6]Min λ λ λ= = , 

2 4[{ , }] [0.2,0.4]Min λ λ = , 3 4 4[{ , }] [0.4,0.4]Min λ λ λ= =  

1 2 3 1[{ , , }] [0,0.5]Min λ λ λ λ= = , 1 2 4[{ , , }] [0,0.4]Min λ λ λ = , 

1 3 4[{ , , }] [0,0.4]Min λ λ λ = , 2 3 4[{ , , }] [0.2,0.4]Min λ λ λ = , 

1 2 3 4[{ , , , }] [0,0.4]Min λ λ λ λ = . 
 

From these we get 1 2 3 4{ ,  ,  ,  ,  [0,  0.4],  [0.2,  0.4]}D λ λ λ λ= . Thus, we have 

six distinct levels. Now for each Dα ∈ we have ( ) { ( ) }A x A xα α= ≥ , that 

is x Aα∈ if ( )A x α α∧ = . With [ ,  ] a bα = and ( ) [ ( ),  ( )] A x L x R x= this 

requires[ ( ) ,  ( ) ] [ ,  ]L x a R x b a b∧ ∧ = .  

Here, we get as our levelsets [0,0.5] 1{ }A x= , [0.2,0.6] 2 3{ , }A x x= , [0.4,1] 3{ }A x= , 

[0.4,0.4] 3 4{ , }A x x= , [0,0.4] 1 2 3 4{ , , , }A x x x x= , [0.2,0.4] 2 3 4{ , , }A x x x= . 

Hence, DA Aα αα∈= ∪ where  

{[0,  0.5],  [0.2,  0.6],  [0.4,  1],  [0.4,  0.4],  [0,  0.4],  [0.2,  0.4]}D = . 

From this we have ( ) [ ]
jj xA x Max α α∈= and hence we see 

1( ) max[[0,0.5],[0,0.4]] [0,0.5]A x = = , 

2( ) max[[0.2,0.6],[0,0.4],[0.2,0.4]] [0.2,0.6]A x = = , 

3( ) max[[0.2,0.6],[0.4,1],[0.4,0.4],[0,0.4],[0.2,0.4]] [0.4,1]A x = =  

4( ) max[[0.4,0.4],[0,0.4],[0.2,0.4]] [0.4,0.4]A x = = . 

Thus, we have recovered the correct membership grades for A . In the following, Fig. 1 
we see the partial ordering of the elements Dα ∈ .There is one computational issue that 
should be addressed in the preceding approach. Assume there are n distinct membership 

grades in A that is 1{ , , }nB λ λ= … . In this case, D have 2 1n − components and the 

calculation of [ ] Min G for all G D∈ becomes computationally intense as n gets large. 

In the following, we describe an algorithm introduced in Walker et al. [7] which 
considerably reduces the amount of work in this task.  

Let M be the finite set of closed subintervals of[0,  1] . Let L be the set of left end 

points of the elements in M and let R be the set of right end points of the elements 

in M . The algorithm for calculating [ ] Min G for all 2MG ∈ is as follows:  
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1. Sort L and number the elements so that 1 2 Ka a a< < <" . Here K is the 

number of distinct left end points.  

2. For each 1, ,i k= … among all intervals in M with left end point ia , choose one 

with the max right end point, to get a set 1 1 2 2{[ ,  ],  [ ,  ], ,[ ,  ]}K Ka b a b a b"  where 

each ib R∈ . 

3. The set of intervals in D is composed of the union of the following sets  
 
 

 
 

       
 

1 1 1 1{[ , ] : , }D a z z R a z b= ∈ ≤ ≤ , 

2 2 2 2{[ , ] : , }D a z z R a z b= ∈ ≤ ≤ ,  

{[ , ] : , }K K K KD a z z R a z b= ∈ ≤ ≤ . 

 
 
 
 

Fig. 1. Partial ordering of the elements in D  

4   Extension Principle for IVFS 

Let H be a set mapping : 2XH Y→ .Here H maps a subset of X into an element 
fromY . We can extend this to act on IVFS. Let E be an IVFS of X which we can 

express using the level sets as { }
j

j

j

D
E

Eα
α

α
∈

= ∪ . Here D is the subset of derived 

membership grades which are interval-valued membership grades of the 

form [ ,  ]j j ja cα = . Using the extension principle we can extend H to act on IVFS 

so that ( ) { }
( )j

j

j

D
H E

H Eα
α

α
∈

= ∪ . A particularly important class of set mappings is 

monotonic set measures which are used to model information about uncertainty. Here, 

2  [0,  1] XH = → and ( ) 0, ( ) 1 H H X∅ = = and if B A⊆ then ( ) ( )H A H B≥ .  

A notable example of these monotonic set measures is probability measures. In this 
case H  is a probability measure and we shall denote ( )H A as Pr ( )ob A . In 

particular, in this case with Pr {( )}i iob x P= we have Pr {( )}i iob x P= . Here we of 

course require that 1ii
P =∑ .  

 [0, 0.4]

[0.2, 0.4] [0, 0.5]

[0.4, 0.4] [0.2, 0.6]

[0.4, 1]  
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We now illustrate the extension of a probability measure to IFS in the following 
example.  

 

Example. let 1 2 3 4{ ,  ,  ,  }X x x x x=  and assume we have a probability measure 

over X so that 1 2 3 40.1, 0.2, 0.4, 0.3P P P P= = = = . 

Let E be an inerval valued fuzzy set 

where
1 2 3 4

[0.3, 0.4] [0,1] [0.7, 0.8] [0.5, 0.6]
{ , , , }E

x x x x
= . We want to calculate 

Pr ( )ob E . Since E is the same set as we used in the previous example we already 

have all the information needed for the representation of E in terms of level sets 
 

2 3 2 3 3 4 1 3 4 2 3 4 1 2 3 4

[0,1] [0.7,0.8] [0,0.8] [0.5,0.6] [0.3,0.4] [0,0.6] [0,0.4]
{ , , }

{ } { } { , } { , } { , , } { , , } { , , , }
E

x x x x x x x x x x x x x x x x
= ， ， ， ，  

 

Using this we have Pr ( )ob E is Q where  
 

[0,0] [0.7,0.8] [0,0.8] [0.5,0.6] [0.3,0.4] [0,0.6] [0,0.4]
{ , , }

0.2 0.4 0.6 0.7 0.8 0.9 1
Q = ， ， ， ，  

 

We can now consider the following question. What is the possibility that the 
probability of E  is at least 0.7 . The event a probability of greater than or equal 

to 0.7 is represented as the set
1 1 1 1

{ , , , }
0.7 0.8 0.9 1.0

F = which can be expressed as an 

IVFS as
[1,1] [1,1] [1,1] [1,1]

{ , , , }
0.7 0.8 0.9 1.0

F = .  

The answer to our question is (Pr ( )  | Pr ( )  )  Poss ob E is F ob E is Q =  

[ ( )pMax F p ( )]Q p∧ . 

 

(Pr ( )  | Pr ( )  )Poss ob E is F ob E is Q  

[[1,  1] [0.5,  0.6],[1,  1] [0.3,  0.4],[1,  1] [0,  0.6],[1,  1] [0,  0.4]]Max= ∧ ∧ ∧ ∧
  [0.5,  0.6] =  

 

Here then there is support of 0.5 for the proposition that the probability of E  is at 

least 0.7 and support of 0.4 against the proposition.  

A related question is to determine 3Pr ({ }/ )ob x E . Using the definition of 

conditional probability we get 3
3

Pr ({ } )
Pr ({ }/ )

Pr ( )

ob x E
ob x E

ob E

∩= . 
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Here denoting 3{ }M x E= ∩ , we have 3

3 3

( ) [0.7,0.8]E x
M

x x

⎧ ⎫ ⎧ ⎫
= =⎨ ⎬ ⎨ ⎬
⎩ ⎭ ⎩ ⎭

. In this 

case since M is also the level set representation of itself we have  

3

3

( ) [0.7,0.8]
Pr ( )

Pr ({ }) 0.4

E x
ob M

ob x

⎧ ⎫
= =⎨ ⎬
⎩ ⎭

. 

Using this and
[0,0] [0.7,0.8] [0,0.8] [0.5,0.6] [0.3,0.4]

Pr ( ) { , ,
0.2 0.4 0.6 0.7 0.8

ob E = ， ， ， 

[0,0.6] [0,0.4]
}

0.9 1
， , we get 3Pr ({ }/ )= Pr ( )ob x E ob E

 
 

[0,0] [0.7,0.8] [0.7,0.8] [0.7,0.8] [0,0.8] [0.7,0.8]
{ , ,

0.4/0.2 0.4/0.4 0.4/0.6

∧ ∧ ∧= ， 

[0.5,0.6] [0.7,0.8] [0.3,0.4] [0.7,0.8] [0,0.6] [0.7,0.8] [0,0.4] [0.7,0.8]
}

0.4/0.7 0.4/0.8 0.4/0.9 0.4/1

∧ ∧ ∧ ∧
， ， ，  

 

5   Conclusion 

We discussed the concept of a level set of a fuzzy set and the related ideas of the 
representation theorem and Zadeh’s extension principle. We then described the 
extension of these ideas to the case of interval valued fuzzy sets.  
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Abstract. This research focused mainly on understanding the common critical 
factors for China’s small and medium enterprises (SMEs) in service industry 
successfully adopting e-commerce system. Based on 73 initial items discussed 
from previous research and literature review, focus group study and pilot test 
was conducted first. As a result, a total of 21 factors were explored and then 
catogrised into six components by strength of relationship including Web Site 
Effectiveness & Cost, e-Marketing, Web Site Design & Image, Managing 
Chang & Customer Acceptance, Knowledge, and Staff & Skills. This paper also 
made the recommendations with a brief guideline to be used for China’s service 
industry SMEs successfully adopting e-commerce systems. Finally, several 
topics were provided for further research. 

Keywords: CSFs, e-commerce success, service industry, SMEs. 

1   Introduction 

For China to make the move from primarily a manufacturing economy to one 
incorporating a strong service-based knowledge economy, it needs to significantly 
improve its integration of technology into all facets of business processes especially 
in the adoption and use of electronic commerce (e-commerce).  

This research focused mainly on understanding the critical success factors (CSFs) 
for China’s service industry SMEs successfully adopting e-commerce system. Based 
on 73 initial items discussed from previous research and literature review, a blend of 
quantitative and qualitative research methods were used, consisting of literature 
review, focus group studies, pilot tests, and surveys. Strategic success factors were 
finally identified for businesses to be successful when adopting e-commerce systems. 

2   Research Background and Literature Review 

Although China’s economy is changing rapidly from primary and secondary industry 
(agriculture / manufacturing) to tertiary industry (service), China’s service industry 
has been seen as a key factor in further economic growth [1]. 
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The Central Government of China has stated that e-commerce is the key for 
promoting service industries, and will help China to compete better economically at 
the global level [2, 3]. One of the top research topics regarded as urgent by China’s 
state agencies, such as [2], [4], and [5, p.94], is to understand the common critical 
factors for China’s small and medium enterprises (SMEs) in service industry 
successfully adopting e-commerce system. However, china’s SMEs is still lack of 
experienced in adopting e-commerce. Therefore, the understanding of e-commerce 
adopted in SMEs is becoming important, especially the understanding of CSFs. 

According to previous research and literature review on existing factors for 
measuring e-commerce success, 73 initial items in total has been drawn and categorised 
[6, p.317]. Based on these, this research was then conducted in China. 

3   Research Question and Research Methodologies 

3.1   Hypothesis and Research Methods 

The hypothesis for this research was stated as common CSFs exist for the adoption of 
e-commerce systems. To achieve triangulation, a blend of quantitative and qualitative 
research methods consisting of literature review, focus group studies, pilot tests, and 
surveys were used for this research.  

Focus group study was adopted first for identifying a number of problems and 
issues that industry is facing today (current status of the e-commerce industry) and 
these were used to refine Critical factors identified previously. In this research, a 
target of nine members was adopted for each focus group.  

A pilot test of the survey was then followed and conducted with open-questions. In 
this research, ten businesses were used to carry out the pilot test. Finally, the survey 
instrument used for this research comprised 50 items (see Appendix). The five-point 
Likert Scale (1: Strongly Disagree, 2: Disagree, 3: Neither Agree nor Disagree, 4: 
Agree, 5: Strongly Agree) was adopted to measure a respondent’s agreement with 
survey statements. 

The survey samples were selected randomly from China’s Yellowpage online 
(http://www.yellowpage.com.cn). The initial survey was sent on 11 November 2006 to 
selected companies with attached a survey invitation letter and a survey form. A total of 
1103 solicitations were emailed survey questionnaires. Data collection in China was 
completed at the end of December 2007. 

3.2   Data Collection 

Among 1103 solicitations, 20.85% (230 out of 1103) of businesses did not respond 
and could not be contacted, and 79.15% (873 out of 1103) of businesses could be 
contacted.  

Among 873 businesses contacted, there are a total of 164 responses in this survey 
including 112 usable responses and 52 non-usable. Because of the validity reason, all  
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52 non-usable feedacks were removed from the following data analysis including four 
empty forms, eight same answers, and 40 incompleted responses which refers to those 
return forms with one item missed (25), two item missed (8), three item missed (4), 
four item missed (1), and more than four item missed (2). Therefore, a total of the 
response rate is 18.79% (164 out of 873). Finally, the usable response rate is 12.83% 
(112 out of 873).     

4   Data Analysis and Results 

All data was captured into an Excel spreadsheet, and then transferred into the SPSS 
system for conducting data analysis. These analysis procedures comprised reliability 
analysis, validity analysis, hypothesis testing, factor analysis and repeat reliability 
analysis.  

4.1   Reliability and Validity Analysis 

A scale measurement must be reliable and valid. Thus, this research conducted an 
reliability analysis first. Reliability analysis results showed that a total value of 
Cronbach’s Alpha was 0.924. However, its value would be increased to 0.926 if the 
Item F14 was removed from the item statistics, and its value would be increased to 
0.927 if the Item F43 was removed. Therefore, two items (F14 and F43) were 
eliminated. The remaining 48 items showed a total value of Cronbach’s Alpha was 
0.929. The results showed that this was strong evidence of very good reliability. Thus, 
a total of 48 items remained for further analysis. 

Following reliability analysis, validity analysis was then conducted. The methods 
used to test for validity in this research were content validity, and construct validity. 
In this research, content validity was assessed subjectively but systematically to 
establish the appropriateness of the variables used – items not considered appropriate 
were rejected by focus group study and 10 pilot tests. Construct validity can be 
indirectly established through factor analysis discussed later in this paper.  

4.2   Hypothesis Testing  

Following data preparation and preliminary analysis, hypothesis testing was conducted. 
The most common value of 0.05 was used. This resulted in the null hypotheses of a total 
of 25 items (F3, F7, F9, F10, F13, F15, F19-F21, F25, F27, F28, F30, F31, F33-F40, 
F48-F50) within 48 items being rejected.  

4.3   Results  

As previously discussed, the analysis of the survey data produced the following 
results for the 50 research items showed: 
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Table 1. Summary of Data Analysis 
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F24 0.123 4.01 0.7
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0.0
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0.9
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0.009 -0.13 0.1
5

0.8
29

          7.3
39

0.8
24

F23 0.638 4.04 0.7
4

0.0
7

0.5
24

0.045 -0.09 0.1
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0.7
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F41 -0.446 3.97 0.6
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-0.15 0.0
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Determinant value of correlation matrix                 9.85E-05 
KMO                 0.819 
Bartlett's Test of Sphericity                 0.000 

Average communality 0.647 
Cumulative % of Variance 64.66% 
The ratio for evaluating Case size requirement            5.76:1 

A total of Reliability (Cronbach's Alpha) 0.888 
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- two items (F16 and F29) were dropped during factor analysis, and  
- a total of 21 items were finally accepted as CSFs based on initial 

reliability analysis, validity analysis, one-sample t testing, factor 
analysis, and repeat reliability analysis 

Exploratory factor analysis was then conducted. As a result, the 21 CSFs were 
categorised into six components by strength of relationship. The main outputs and the 
criteria used for evaluating data were analysed as follows (see Table 1). 

5   Findings 

Findings from the results are:   

 Finding 1: Management staff knowledge and staff skills play critical roles.  

This can be seen all items from F1 to F6 accepted exclude F3. The importance of 
Staff knowledge has been discussed internationally. These results also imply that 
there is an urgent need to offer related e-commerce courses into postgraduate level 
programs, even provide a specific program - such as “MBA program in e-commerce 
major”, as business management knowledge is highly relevant to e-commerce 
success.    

 Finding 2: E-commerce systems should be flexible and work well with the 
existing systems.  

This can be seen from F8, F11 and F12 being accepted while items F7, F9, F10, 
and F13 were rejected. They are not important whether businesses have the previous 
experience with e-commerce system or appropriate trial time in adopting system. Ease 
of use or learning is also not critical. However, it should be able to be easily changed 
in accord with the existing systems and business process changes, and able to deal 
with external technology changes. 

 Finding 3: Security issues are highly concerned  

This can be seen from items F23, F24 and F25 being accepted. A little research has 
been done in literature review. Further research should explore the factors important 
in e-commerce security. 

 Finding 4: Developing an effective e-commerce system and e-marketing 
strategy are critical. 

This can be seen from items F217, F18 and F22 being accepted and all marketing 
items (F42, F44 to F47) being accepted. There is almost no debate on the importance 
of these factors in the literature as shown by the overwhelming focus by researchers. 

 Finding 5: E-commerce system is not involved in management issues. 

This can be seen from all management items (from F17 to F30) being not accepted. 
This is different with other research. This research believes that this has been 
misunderstanded by China’s business managers. They considered that e-commerce 
should be an IT system. Therefore, further research should be conducted in this issue. 
This issue is not discussed much in the literature and is worthy of further research. 
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 Finding 6: Customer satisfaction is a key. 

This can be seen from F32 being accepted while others (items F31, F33-F36) were 
rejected. There is almost no debate on the importance of this factor in the literature as 
shown by the overwhelming focus by researchers on customer satisfaction with e-
commerce systems.   

 Finding 7: Cost associated with keeping up to date or upgrading an e-
commerce system is critical.  

This can be seen from F41 being accepted only while all item F37 to F38 were 
rejected. This research has found that the cost associated with keeping up to date or to 
upgrade an e-commerce system is a highly critical factor.  

 Finding 8: Most of China’s businesses are still focusing on local 
marketing. 

This can be seen from items F43, F48, F49 and F50. This implies that most of 
China’s SMEs are still focusing on local marketing and less experience of 
international marketing. Little research has addressed this issue so far. There is 
therefore a need to conduct further research in how to use e-commere to assist 
China’s SMEs into international marketing.  

 Finding 9: Outsourcing is still a new topic. 

This can be seen from items F14, F15 and F16 being rejected. Further research 
should be conducted to identify importance of outsourcing to China’s businesses in 
adopting e-commerce system. 

6   Conclusions, Recommendations and Further Research  

As a result, 21 factors were explored and then categorized into six components by 
strength of relationship including Web Site Effectiveness & Cost, e-Marketing, Web 
Site Design & Image, Managing Chang & Customer Acceptance, Knowledge, and 
Staff & Skills. 

In recommendations, the following brief guidelines can be used for businesses 
successfully adopting e-commerce systems as: 

 
- maintain the appropriate level of e-commerce knowledge and skills 

for each level of staff, 
- develop an effective e-commerce system satisfied with customers,  
- ensure work well with existing systems, 
- with the appropriate e-marketing strategy, 
- keeping cost associated, and 
- e-commerce security satisfied.  

Further research is needed to determine whether these CSFs and results are 
applicable to other industries and cultures.  
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Appendix 

 Human resource factors (six), including: 
F.1 CEO’s IT/e-commerce/e-commerce marketing knowledge. 
F.2 Senior staff IT/e-commerce knowledge. 
F.3 Junior staff IT/e-commerce knowledge.  
F.4 Hiring IS/IT staff.  
F.5 Hiring e-commerce staff.  
F.6 Staff training regularly in the appropriate or relevant IT skills. 

 Information technology factors (seven), including:  
F.7 The previous experimental use of e-commerce system.  
F.8 The compatibility and integration with the existing information 

system within business system. 
F.9 Complexity (ease of use or learning) of e-commerce systems.  
F.10 The ability of the existing information system to keep up to date or 

upgrade (internally).  
F.11 Flexibility of e-commerce systems changes depends on business 

process.  
F.12 The ability to keep up with the rate of technology change (externally). 
F.13 Appropriate trial time in adoption of e-commerce system.  

 Web site factors (nine), including: 
F.14 Outsourcing web site development when time limited.  
F.15 Only outsourcing the part of web site services. 
F.16 Business control and maintenance of web site. 
F.17 Web site design attractiveness.  
F.18 Web site’s systematic structure is clear, easily navigated, and 

convenient.  
F.19 Designing web site in Multilanguage.  
F.20 Web site’s high ranking in the best known search engines. 
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F.21 Web site’s links with other strategic web sites/pages.  
F.22 The response time effectiveness/performance of an e-commerce site.  

 Security factors (four), including:  
F.23 High level of security of e-commerce systems.  
F.24 Privacy of e-commerce systems. 
F.25 Trust in the interface design and information displayed in a web site.  
F.26 Reliability of web site.  

 Management factors (four), including: 
F.27 Government support.  
F.28 Support from top management/decision-maker  
F.29 Support from senior management. 
F.30 Flexibility of business management changes depends on e-commerce 

system requirements.  
 Business relationship factors (six), including:  

F.31 Competitive pressure from competitors/ industry. 
F.32 Customer pressure/acceptance/ interest. 
F.33 Supplier pressure/interest.  
F.34 Pressure/ interest from collaboration/ partnership.  
F.35 Encouragement by other agencies or government to adopt e-

commerce system. 
F.36 Decision-maker’s maintenance of professional links with professional 

associations.  
 Organisational finance factors (five), including:  

F.37 Financial help from outside of business at the initial development 
stage.  

F.38 Return on investment (ROI) from e-commerce investment. 
F.39 Financial resources priority in e-commerce system development. 
F.40 Affordable access to e-commerce system.  
F.41 Cost associated with keeping up to date or upgrade of e-commerce 

system.  
 Marketing factors (six), including:  

F.42 Decision-maker’s effective e-commerce marketing plan.  
F.43 Firms’ ability to act globally or the resources required doing business 

globally.  
F.44 Effective e-commerce marketing strategy. 
F.45 Adoption of different e-commerce marketing strategies based on 

different business requirements/ needs. 
F.46 Having a positive image with a relevant business name on the 

Internet. 
F.47 Having a consistent/appealing/easy to remember Internet-based brand 

name. 
 Culture factors (three), including:   

F.48 The consistency of graphics and backgrounds with business culture 
used in a web site.  

F.49 E-Commerce systems’ consideration of different business culture. 
F.50 E-Commerce systems’ consideration of the different social culture.  
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Abstract. This paper presents in detail the hardware and firmware design about 
frequency source digital-to-analog conversion card in magnetic resonance 
imaging (MRI) system. Based on USB2.0 interface, this design uses host 
computer to transmit digital waveform data information into controller chip 
CY7C68013A, which connects with CPLD by means of Slave FIFO. CPLD codes 
the received data and then transmits the data to digital-to-analog converter chip 
DAC7725UB, which is with voltage output type. Finally corresponding analog 
waveform signal will be obtained from outputs of DAC7725UB. 

Keywords: Magnetic resonance imaging, USB2.0, CPLD, digital-to-analog 
conversion. 

1   Introduction 

Frequency source is one of the most important techniques in magnetic resonance 
imaging (MRI) system. Modern magnetic resonance imaging technology requires 
frequency source with abilities of switching frequency, phase and amplitude rapidly. 
Some existing analog design methods in industry have become unsatisfactory 
gradually for actual application requirements in MRI system. With the rapid 
development of large scale integrated circuit technology, the study of the design 
method of digital circuit is inevitable in MRI frequency source technique’s 
development. At present, the direct digital frequency synthesis technology for the 
MRI frequency source has become the mainstream of current development. One 
important part of the MRI frequency source is about digital-to-analog conversion. In 
practical applications and experiments of magnetic resonance imaging, it is often 
necessary to have the computer connected with digital-to-analog conversion card to 
test some experimental data and improve performance of the whole magnetic 
resonance imaging system. While there are many inconveniences in the actual 
application of the traditional PCI bus digital-to-analog conversion card, such as 
inconvenient installation, expensive price, easily limited by computer slot number, 
address and interrupting resource constraints with poor expansibility. Especially in 
test environments with some strong electromagnetic interference, data distortion 
happens with no special electromagnetic shielding. Universal Serial Bus, i.e., USB, as 
a new computer peripherals bus standard, has the virtues of a hot plugging, no need of 
external power supply, fast speed and peripherals of large capacity. It has become a 
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widely used interface standards for PC peripheral expansion. While utilized to the 
design of MRI frequency source digital-to-analog conversion card, the USB interface 
will undoubtedly improve convenience of MRI applications and experiments greatly. 

To meet the needs of new technological development in MRI, this paper presents a 
design method of MRI frequency source digital-to-analog conversion card based on 
USB2.0 interface. 

2   The General Structure of the System 

The hardware of the system is mainly divided into such two key steps as data 
receiving and digital-to-analog conversion together with USB interface firmware 
design [1]. The systematic structure diagram is presented in Figure 1. 

In detail, the system is made up of USB interface chip CY7C68013A, CPLD chip 
EPM570T, digital-to-analog chip DAC7725UB and peripheral circuits. While 
processing, the corresponding waveform data sequence is first input from the host 
application program and received by the chip CY7C68013A based on USB2.0 
interface. The received data by CY7C68013A is then encoded by CPLD and sent to 
D/A converter. Finally required analog signals are produced by the D/A converter. In 
addition, CPLD has 16 bit extension of I/O, namely 8 channel digital TTL signal 
input and 8 channel digital TTL signal output function. In the data processing 
procedure, the communication with host machine and the data exchange with CPLD 
are mainly controlled by chip CY7C69013A, and the CPLD is controlled by chip 
CY7C68013A. 

 

 

Fig. 1. System structure diagram 

3   Main Parts of the System 

3.1   Digital-to-Analogue Conversion Module 

The digital-to-analogue conversion part of hardware design in this system uses high-
performance voltage output type of D/A converter DAC7725UB. The DAC7725UB 
belongs to a small type of digital-to-analog converter with such features as high speed, 
low-power dissipation, short setting time, 12-bit parallel TTL digital input and four 
channel analogue signal output. Its setting time of digital conversion output is as short 
as 10μs and the maximum consumption is only 250 mW with a 12 bit resolution. The 
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converter adopts double-buffered data inputs and provides function of data read back 
together with an interior input register based on such mode. Its working power supply 
takes use of external reference voltage connected means. Besides, the converter has two 
kinds of voltage outputs which are corresponding to unipolar or bipolar output 
respectively. Therefore DAC7725UB is good enough for design of our system.  

There are two kinds of reference voltages in this design, by using JP3 to perform 
the jumper selection. When the external reference voltage is on 0V and +10V, the 
range of the analog output signal is from 0V to +10V; When the external reference 
voltage is on -10V and +10V, the range of analog output signal is from -10V to +10V 
and the reference voltage can be corrected by the potentiometer VR9. The design also 
has analog supply voltage input port and digital supply voltage input port. A0 and A1 
port can be used to perform selection about four registers. The design can realize quad 
analog output and connecting the operational amplifier OP27 and its corresponding 
circuit onto each analog output channel respectively, the reference voltage can be 
calibrated by potentiometer VRn(n=1,2,3,4,5,6,7,8). The interface circuits between 
D/A and CPLD are shown in Figure 2. 

 

 

 

Fig. 2. Interface circuit 

3.2   USB Interface Chip 

In this design, the chip of CY7C68013A is selected as the USB interface chip. EZ-
USB FX2LP™(CY7C68013A/14A) is a kind of highly integrated and low-power 
dissipation USB 2.0 microcontroller. This chip is mainly designed for USB 2.0 and is 
compatible with USB 1.1; without supporting low-speed rate (1.5Mbps) it supports 
two kinds of transmission rate: full-speed (12Mbps) and high-speed (480Mbps). 
CY7C68013A is realized by integrating USB 2.0 transceiver, serial interface engine, 
enhancement mode 8051 microcontroller, USB port, Slave FIFOs which are used in 
high-speed transmission and GPIF in one chip. 

3.3   CPLD Logical Module 

CPLD has strong logic units, simple interconnected relationship and shorter 
transmission delay, so it is suitable for logic systems with complex logic and multiple 
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variable inputs. The CPLD always contains 20 ~ 256 macrocells internally, which can 
be considered as the integration of multiple PLD macrocells, thus can replace some 
common standard logic chips. The CPLD also integrates intensive internal wiring 
arrays which can realize the connection between the each macrocells and I/O pins. 
ALTERA company’s MAX Ⅱ EPM570T is taken as CPLD of this system. In the 
design, the CPLD’s primary tasks include D/A module control, data coding and 
reading together with 8 channels digital TTL signal input and 8 channels digital TTL 
signal output. Moreover CPLD is also in charge of the communication to USB chip. 

3.4   Hardware Connection between USB and CPLD 

Figure 2 shows the connection between FX2 USB and CPLD by means of Slave FIFO 
connection [2].In this figure, FD[15...0] is a 16-bit bidirectional data bus; 
FLAGA~FLAGC are the mark pins of FIFO in FX2,which can reflect the current status 
of FIFO; SLCS is the CS of Slave FIFO; SLOE is used for enabling the data bus FD’s 
output; FIFOADR[1..0] is used for choosing the connected endpoint buffer with FD(00 
represents endpoint 2, 01 replacing endpoint 4, 10 represents endpoint 6, 11 represents 
endpoint 8); SLRD and SLWR are respectively used for selecting the read and write 
signal of FIFO; PKTEND is used for submitting the FIFO data packets to the input end 
of the endpoint and it’s polarity can be programmed by FIFOPINPOLAR.5.  

3.5   Power Supply Unit 

In this design, both USB interface chip CY7C68013A and CPLD EPM570T require 
3.3V digital power supply; 5V digital power supply and +15 and -15V analog power 
supply are needed in digital-to-analogue conversion chip. In summary, the whole 
system requires 3.3V digital, 5V digital, +15V and -15V analog power supply, 
certainly including the corresponding digital ground or analog ground. In the system, 
both analog ground and digital signal will flow back to ground. Because of the fast 
change of digital signal, the noise of digital ground will be very strong. But the 
reference work of analog signal needs a clean ground. If the analog ground and  
the digital ground are mixed together, the noise will affect the analog signal. So the 
isolation part between the digital ground and analog ground should be designed when 
designing the circuit board.  

At first, the external provides 12V power supply. +15V and -15V analog power 
supply are produced by SR12D15/100. Then chip LM7805 is adopted to obtain +5V 
digital voltage. Finally, +3.3 digital voltage can be produced by LM1117-3.3. 

4   System Software Design 

The system software includes application program of upper host, USB firmware and 
CPLD program [3]. 

4.1   System Processing Flow 

Figure 3 shows the system flow chart. After the system gets powered, it completes 
initialization, and operates through application program of upper host. At first, it 
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performs channel selection, and then inputs 12-bit data sequence, which will be sent 
to CPLD through USB to decode, at the same time, the digital-to-analog converter 
chip will get started to perform digital-to-analog converting and output needed analog 
waveform. 

 

 

 

Fig. 3. System flow chart  

4.2   Device Firmware Design 

Here, firmware is 51 microcontroller program file in CY7C68013A chip, which is the 
core of USB peripherals [4]. It can be written in C language, assembly language or 
VHDL, etc. It operates closely with the hardware, such as connection of USB device 
based on USB protocol, interrupt handling and so on. It is not merely software, but 
the combination of software and hardware. Developer need to be very familiar with 
the port, interrupt, protocol as well as hardware structure. Generally, firmware 
program is installed in MCU. When the device is connected to the host (USB cable is 
plugged into the jack), upper host resets and discovers the new device, and then builds 
the connection. So, one of the main purpose of writing firmware program is to make 
the operating system capable of detecting and identifying the plugged device. The 
main functions of firmware program in the design are as follows: realizing of USB 
chip initializing and configuring; controlling the USB chip to receive and handle USB 
driver requirements; manipulating the chip to receive controlling-instructions from the 
controlling-program. 

Special program is needed to add into the firmware framework in the process of 
realization of the device’s function. Part of the key program codes of the design 
together with necessary comments is as below: 
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void TD_Init (void)  
{ 
CPUCS=0x10;  
CLKSPD[1:0]=10; // select the clock frequency 
IFCONFIG= 0xCB; //   configure chip 
FIFORESET=0x80;  
SYNCDELAY;  
FIFORESET=0x02;  
SYNCDELAY;  
FIFORESET=0x00; //   reset FIFO2 
SYNCDELAY;  
PORTACFG I=0x80;  
SYNCDELAY; //   default FLAGD as flag pins of FIFO2 
EP2FIFOCFG=0x10; //   FIFO2 auto output style 
SYNCDELAY;  
… … 
} 
void TD_Poll (void)  
{ }//    there is no need to add program because of its 
//auto output style. 

4.3   The Interface of Main Program 

To use the designed digital-to-analog conversion card, input numerical information of 
digital sequences that corresponding to the needed waveform from application 
program of upper host at first (The simple experimental interface of the main program 
of the system is shown as Figure 4). And then the data is transmitted through USB 
data line based on USB interface chip and get to D/A converter DAC7725UB. And 
finally the needed analog waveform can be obtained under control of CPLD. 
Experiments results have shown that the USB transmission method in the presented 
design can meet requirements of the system and the output waveform can also achieve 
the expected result based on display of the oscilloscope. 

 

Fig. 4. The main program interface 
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5   Conclusion 

The proposed design of digital-to-analog conversion card in this paper based on USB 
interface can successfully convert digital sequences to corresponding analog 
waveform. Adopting general USB data line to connect with computer and perform 
data transmission, while applied to the application and test occasions of frequency 
source in MRI system, the designed conversion card can make the research and 
development of MRI system convenient and efficient. Moreover, it can not only be 
put into use as MRI frequency source but also in other situations that require digital-
to-analog conversion and thus this design also has a great practical significance. 

Acknowledgement 

This work is under the auspice of Shanghai Municipal Education Commission to 
Scientific Innovation Research Funds (No. 11YZ116). 

Bei Dai, a postgraduate, whose research interests include design of MRI device, 
biomedical signal processing, is with College of Medical Instrumentation & Foodstuff, 
University of Shanghai for Science and Technology, Shanghai, 200093, China (phone: 
86-21-18801927657; fax: 86-21-55271172 e-mail: daibei@ usstvol.com). 

Zhaoxue Chen, a PH.D. and associate professor, the correspondent author of this 
paper, whose research interests include medical image and biomedical signal 
processing, is with College of  Medical Instrumentation & Foodstuff, University of 
Shanghai for Science and Technology, Shanghai, 200093,China (phone: 86-21-
18930242159; fax: 86-21-55271172 e-mail: chenzhaoxue@ 163.com). 

References 

1. Gu, X., Jiang, Z., Zu, D.: PCI-Based digital frequency source for MRI. Chin. J. Med. 
Imaging Technol. (2005) 

2. Wu, Y.: Software development framework based on the USB 2.0 Slave FIFO mode. Journal 
of Weinan Teachers University (2007) 

3. Jilin, L.: USB2.0 application system development examples. Publishing house of electronics 
industry, Bei Jing (2006) 

4. Li, W., Wu, C.: USB system firmware design program with CY7C68013A. Electronic 
engineering (2007) 





X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 877–883. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Overview of Low Switching Frequency Control of  
High Power Three-Level Converters 

Xiao Fu*, Peng Dai, Qingqing Yuan, and Xiaojie Wu 

School of Information and Electrical Engineering,  
China University of Mining and Technology, Xuzhou 221008, Jiangsu, China 

fuxiao@ieee.org 

Abstract. Converters for high power drives operate at low switching frequency 
in order to restrain the dynamic losses of the power semiconductor devices and 
solve problems such as EMI, differential-mode / common-mode voltages and 
high cooling requirements. However, lower switching frequency will lead to 
current distortion and reduction in system control band; therefore specific control 
strategies should be adopted. This paper presents detailed discussion on PWM 
modulation method, system modeling, current sensing and current control with 
low witching frequency in the converter. Finally，prospect of low switching 
frequency control of high power three-level converters is viewed. 

Keywords: low switching frequency, three-level converter, optimal PWM, 
modeling, current sensing, current control. 

1   Introduction 

Low voltage converters at high switching frequency (>1kHz), have a nice speed 
adjusting performance by the double closed-loop torque and current control. While 
they are not suitable for the application of high voltage and high power, such as coal 
hoist system, locomotive traction and so on. In part because the switching frequency of 
high power switching devices such as GTO or IGCT is restricted; In other part, the 
dynamic losses of the converters are becoming large with the high switching frequency 
of PWM; With the high frequency ups of carrier and high-speed switch of the power 
devices make the output voltage had a rapid change at a high frequency, which brought 
a big electromagnetic interference (EMI); And the large differential-mode and 
common-mode voltage would be a damage for the machine axletree; The interaction 
between the parasitic capacitance and parasitic inductance may cause a high frequency 
oscillation at the machine terminal, all of which would reduce the machine life, which 
also bring a high speed adjusting cost [1,2]. Medium voltage ac machines fed by 
high-power inverters operate at low switching frequency to restrain the switching 
losses of the power semiconductor devices, which can improve efficiency of the 
converters and reduce the command of heat dissipation. Nowadays, during the 
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application of high voltage and high power, the switching frequency of GTO usually at 
200Hz, while IGBT’s or GCT’s are 500Hz [3].However, this kind of low switching 
frequency also brought about some new problems, such as high harmonic aberration 
rate of the output current, low bandwidth of the control system as well as a poor 
dynamic performance. The reported lowest switching frequency is 150Hz. 

The research status and development trend of the low switching frequency control 
for high-power three-level converters are given in this paper: the modulation of PWM; 
modeling of PWM converters considering the low switching frequency ; the extraction 
of current fundamental at low switching frequency and the control strategy. 

2   Research of PWM Modulation Method 

Fig.1 shows the traditional SVPWM modulation waveforms where the carrier 
frequency is 50Hz. 

0 0.5 1

x 10
-3

0

0.5

1

t(s)

si
gn

al
(P

U
)

modulation
wave

carrier
wave

0 0.005 0.01
0

0.5

1

t(s)

si
gn

al
(P

U
)

modulation
wave carrier

wave

 

Fig. 1. Modulation and carrier waveforms at different switching frequency. (a) fs=2kHz, (b) 
fs=200Hz 

From the Fig.1, it can be known that when switching frequency is high relative to the 
output frequency of the PWM converter, the modulation wave is almost linear during 
the carrier cycle, the modulation wave signals can be recovered precisely using the 
PWM converters; When the switching frequency decreased from 2kHz to 200Hz, the 
modulation wave changed a lot during the carrier cycle, which resulted in a lot of 
questions such as the common carrier modulation method could not recovery the 
modulation signal and that would cause a low utilization ratio of the voltage and a high 
harmonic aberration rate of the output current [2].  

To overcome the problem that the current harmonic aberration rate increased when 
there are limited switching angles , three kinds of PWM modulation methods have been 
proposed: selective harmonic elimination PWM (SHEPWM) [5]; Synchronous 
harmonic optimum PWM (SHOPWM) [6];Selective harmonic mitigation PWM 
(SHMPWM) [7], all of these are belong to the optimal pulse width modulation 
techniques. However these methods need steady state results, so mostly applied at the 
V/f situation, because it’s limited bandwidth and poor dynamic performance [8]. Fast 
control of the machine torque requires the fundamental component of the stator current, 
or stator flux, as a feedback signal, such a signal is inherently obtained as part of the 
modulation algorithm when carrier-based space-vector modulation is used. Optimal 
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pulse width techniques do not offer a comparable feature. As a work-around, the 
fundamental optimal pulse pattern in actual use. 

Most of the overseas manufacturers used some kind of harmonic optimal PWM 
strategy, using the optimal pulse sequence pre-calculated to control the system. 
SIEMENS company used optimal pulse sequence (OPP) strategy in its SIMOVERT 
MV/SINAMICS medium voltage converters, as well as the ACS6000 series converters 
of ABB company, the TMdrive MV TM-70 series converters of TG/GE company and 
the MVW01 series converters of WEG-BRAZIL company [9-11]. 

Compared with the overseas achievement at the domain of low switching frequency 
converters, there is a litter work about this in China. Tsinghua University has developed 
the research about the combination of optimal pulse width techniques with the 
carrier-based space-vector modulation [12]. Now the optimal pulsewidth techniques 
and the dynamic performance improving for the low switching frequency converters 
have become a hot issue. 

3   Modeling of the PWM Converters at Low Switching Frequency 

In the control system design for the traditional converters, the PWM converters are 
usually replaced by a delay tache. The precondition is that the frequency of PWM 
modulation carrier was high enough so that the frequency of input signal for the control 
system changed slowly compared with the PWM switching frequency. While for the 
high-power low switching frequency drives, low switching frequency makes the delay 
caused by PWM modulation much bigger, so the common modeling method would not 
suitable anymore[12]. 

The PWM converter model has been established when the carrier index is low in 
[14], which adopted the theory of piecewise linearization that decomposed the 
nonlinear model into the combination of some linear taches to get the accurate 
expression of model of PWM converters at low switching frequency. 

The mostly used modulation methods are the selective harmonic elimination PWM 
(SHEPWM) and the synchronous harmonic optimum PWM (SHOPWM). 

4   Current Controls at Low Switching Frequency 

Torque control is essential for the high-performance speed adjusting system, which 
come true by controlling the current. The diagram of current control loop is showed as 
fig.2. 

 

 

Fig. 2. Diagram of current control loop 
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Low switching frequency causes the large harmonic aberration rate of the output 
current, also with some low-order harmonics. From the Fig.2, it can be seen that there 
two kinds of current control measures: extracting the fundamental component of the 
load current to make controls or to design current controllers that can restrict the 
low-frequency interruption effectively.  

4.1   Fundamental Current Detecting Method 

A fundamental current observer was design based on the error feedback to extract the 
fundamental [15], this kind of method needs the parameters estimation to improve the 
observer accuracy. 

For the power electronic devices, because of the nonlinear switching devices, there 
always exists harmonic components. In order to emit the harmonic component, the 
pre-filter (such as low-pass filter) must be used When A/D converters detecting the 
analogue quantity. This kind of method would increase the detecting delay.  

The A/D converters based on the Σ-Δ theory could realize high accuracy digital 
output by the closed-loop modulation composed with the differential device, integrator 
and comparator, the measuring theory is given in Fig.3. It can be come true that the 
average of harmonic component is zero by choosing appropriate integrator cycle, so 
that the fundamental or the DC component would be extracted effectively [16, 17]. 
SIEMENS company uses this kind of technology, such as SIMOVERT MV series 
converters [18]. 

 

 

Fig. 3. Voltage and current detecting based on the Σ-Δ theory 

4.2   Design of Current Controller 

With the reduction of the switching frequency, there are a lot of harmonic components 
in current feedback signals, as well as some low-order harmonic, which would 
decreased the tracking performance of traditional PI regulation[19]. However the 
nonlinear current controller designed based on the modern control theory can work 
effectively even when at the low switching frequency. 
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A current regulation based on the combination of the state feedback and sliding 
mode control, which can meet the harmonic standards when the switching frequency is 
500Hz[19]. 

Predictive control [20] was developed in 1970s. The method based on the 
combination of repetitive control and predictive control was given in [21], that can be 
applied for the PWM rectifiers whose switching frequency is 1.2kHz, with the voltage 
loop using common PI regulation and the current loop using predictive controller. A 
novel current control strategy was proposed using the model predictive control [22]. 

Literature [23] pointed out that the common PI regulation has a poor performance of 
decoupling at the low switching frequency, so it proposed a novel current regulator 
based on the complex vector, which can realize a nice decoupling. 

The stator flux trajectory tracking combined with optimal PWM modulation method 
can overcome the disadvantages that PWM switch mode must be calculated off-line, 
which has been used in the MVW01 series converters of WEG-BRAZIL[26]. 

5   Summary 

Medium voltage ac machines fed by high-power inverters operate at low switching 
frequency to restrain the switching losses of the power semiconductor devices that can 
improve efficiency of the converters. This paper make an overview of low switching 
frequency control of high power three-level converters. When the switching frequency 
decreased, the common SVPWM modulation method could not recovery the 
modulation signal and which resulted in a lot of questions such as a low utilization ratio 
of the voltage and a high harmonic aberration rate of the output current. Optimal PWM 
has been verified that it suits for the high-power low switching frequency domain. 
However, the traditional optimal PWM modulation method is designed for the steady 
state, which has a poor dynamic performance, some improvement should be taken. 
When the switching frequency is low, the accuracy model of PWM converters must be 
established to be convenient for the control system design. Low switching frequency 
caused a large harmonic aberration rate of the output current; some novel current 
observers based on the Σ-Δ theory were proposed to improve the tracking performance 
of the PI regulator. And some current controllers using the Predictive control, repetitive 
control were also designed to get a robust performance. 
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Abstract. Current model is sensitive to the motor parameters, there is initial 
value of the integral deviation and DC bias in voltage model, and the integrated 
model of both current model and voltage model is difficult to achieve. Taking 
into account these issues, this paper presents a reduced-order flux observer model 
of electrically excited synchronous motor based on knowledge of modern control 
theory. Its state equation is derived based on its voltage, current and flux 
equations, and reduced-order flux observer is designed according to state 
equation of the electrically excited synchronous motor, the system matrix is 
derived and the feedback matrix is determined too. Finally, simulation is done for 
whole system on Matlab / Simulink platform, and the simulation results are 
analyzed. The flux can be observed accurately in the speed range. 

Keywords: Electrically excited synchronous motor, Reduced order observer, 
Feedback matrix, System matrix, Matlab/Simulink. 

1   Introduction 

In order to control the electrically excited synchronous motor, the flux must be 
accurately estimated. The methods of flux observer general used for electrically excited 
synchronous motor include current, voltage model and comprehensive model of both. 
When the current model is used to estimate the flux, the flux estimation is an open-loop 
control in the whole system, and it is sensitive to motor parameters[1]; The voltage 
model has shortcomings of integrator with initial value and Integral error accumulation, 
at low speed voltage model is not accurate enough, in addition, the motor speed is zero 
before the start, EMF has not been established, the output of the integrator can not be 
determined, therefore, the voltage model can not be used to estimate the air-gap flux 
when the motor startup or at low speed; a transition model was applied in [3], voltage 
model and current models are combined by switching, so that flux observer work in the 
current model at low speed and voltage model is used at high speed. However, both flux 
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amplitude and flux angle are necessary to take into account when switching, it is very 
difficult to achieve. in the other hand the output of voltage model passes a high pass 
filter, both of models built up together through a PI regulator. Although the purpose of 
the transition can be achieved, however, it is difficult to select the parameters of PI 
controller.  

A reduced-order flux observer for electrically excited synchronous motor is 
discussed based on the knowledge of modern control theory and the equation of state 
deduced from the electrically its voltage, current and flux equation in d, q shaft. The 
design method of flux reduction observer for electrically excited synchronous motor is 
given by the model of reduced order observer derivation of state equations for 
electrically excited synchronous motor in [5] and the model of design feedback matrix 
in [6]. Finally, simulation is done for whole system on Matlab / Simulink platform, and 
the simulation results are analyzed. 

2   Principles of Electrically Excited Synchronous Motor Control 

Control block diagram of electrically excited synchronous motor shown in Figure 
1.Traditional control method of voltage and current double closed loop is applied to the 
control system, while the flux and excitation current closed-loop are increased.  
The system uses SVPWM control. Stator voltage and current are transformed into the 
voltage and current under the d, q shaft through the park converter, and then send to the 
flux observer model. Motor speed and rotor position are measured by the encoder and 
H bridge control method is used in motor excitation input. The flux magnitude, flux 
angle and load angle output from the flux observer, In order to improve the system 
dynamic performance, a voltage feed-forward decoupling is added in this system. 
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Fig. 1. Electrically excited synchronous motor control block diagram 
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3   Equation of State of Electrically Excited Synchronous Motor 

Equation (1) and (2) are the voltage equations and current equations for electrically 
excited synchronous motor stator in the d, q shaft. 

sd sd s sd r sq

sq sq s sq r sd

u i r p

u i r p

ψ ω ψ
ψ ω ψ

= + −⎧⎪
⎨ = + +⎪⎩

                                         (1) 
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Excitation flux, d-axis stator flux equation and the field voltage equation are given 
below 
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By (3) can be obtained 

f sd sl sd fdl f f fu p L pi L pi r iψ= − + +                                    (4) 

Where: Lsd=Lad+Lsl, Lsq=Laq+Lsl, Lkd=Lad+Lkdl, ,Lkq=Laq+Lkql. 
Combining equation (1),(2),(4),let x1=[ψsdψsq]

T, x2=[isd isq if]
T, u=[usd usq uf]

T, and 
written as (5) form 
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Where : ( )sl kd ad kdl fl ad kdl slD L L L L L L L L= + + , ( )aq kql kq slQ L L L L= + . 

4   Design of Reduced Order Flux Observer 

To construct the D.G.Luenberger Observer of state for x1 according to modern control 
theory, then using a gain matrix K (2 × 3) of dimension, if the estimated state x1 is 
denoted by 1x , then 

11 1 12 2 1 2 21 1 22 2 2

11 1 12 2 1 21 1 1

( )

( )

u= + + − − − −
= + + + −

x A x A x B K x A x A x B u

A x A x B u KA x x
1                  (7) 

The observed and theoretical values error equation is given by 

1 1 1 11 21( )= − = +x x x A KA x                                         (8) 

If all the eigenvalues of matrix A11+KA21 in the left of s plane along the entire speed 
range that the estimated state 1x approaches the actual state x1 asymptotically and the 

observer is stable. Therefore, as long as set the feedback matrix K reasonable that can 
make the system stable. From (7) can be deduced. 

1 11 1 12 2 1

11 1 12 2 1 21 1 22 2 2

11 21 1 12 22 2 1 2
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( )

( ) ( ) ( )

= + + + −
= + + + − + +
= + + + + + −

x A x A x B u K z z

A x A x B u K A x y A x B u

A KA x A KA x B KB u Ky

              (9) 

The observer (9) contains a derivative term of the output, i.e., y , which is 

unacceptable as it amplifies the noise due to quantization, measurement or otherwise. 
Hence, a substitution by a dummy variable is used to eliminate the derivative term as 
follows: 1= +x Kyς , then 

11 21 1 12 22 2 1 2( ) ( ) ( )= + + + + +ς A KA x A KA x B KB u                     (10) 
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The estimated state
1

x  is given by 

x = Kyς −                                                  (11) 

The block diagram of reduction flux observer for electrically excited synchronous 
motor can be obtained through the equation (10) and (11), shown in Figure 2. 

12 22+A KA

1 2+B KB

11 21+A KA

K

∫ ××
−++

+

u

2=y x

1x

2x

ς ς

 

Fig. 2. Electrically excited synchronous motor reduced order observer structure 

Deploy the matrix K reasonable so that all eigenvalues of A11+KA21 completely are 
in the negative half-plane s plane. In order to meet the requirements of fast, the 
eigenvalues of A11+KA21 should be as far as left without affecting the stability of the 
system. While let the input not affect the stability of the system, it also asked that the 
input matrix B1+KB2 should be stable. The motor parameters used in simulation shown 
in tab.1, to make a design for the feedback matrix K according to the motor parameters. 

Table 1. Parameters in simulation of synchronous motor 

Motor parameters Electromagnetic parameters 

Power   8.1KW 
sr =1.62Ω fr =1.208Ω 

Voltage   380V 
adx =0.1086H  aqx =0.05175H 

Frequency 50Hz 
slx =0.004527H  flx =0.01132H 

Speed 1500r/m 
fdr =3.142Ω fqr =4.772Ω 

Pole pairs   2 
fdlx =0.007334H qflx =0.01015H 

 
The motor parameters substituted into the matrix A11+KA21, and find its eigenvalues. 

In order to make the system stability not change by speed, set a number of items with ωr 

and ωr
2 to zero, for example, K12=0,K13=0,K21=0,K23=0. 

2 2
11 22 11 22 11 22( 1916.1 5924.4 ) (113.6059 1)(76.85 1) 1916.6 5924.4 0rs K K s K K K Kω+ − − + + + + =         (12) 
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If the system stability is without the interference for input in B1+kB2the 
matrix113.6K11+1>0, 76.85K12+1>0, so 

11

22

0.0088 0

0.013 0

K

K

− < <⎧
⎨− < <⎩

                                              (13) 

To meet the requirements of fast, take K11=-0.00,K22=-0.01, substituting into (12) 
test, the eigenvalues of system matrix A11+KA21 are -59.244 and -15.3288, respectively, 
meet the design requirements. 

5   Simulation 

Build the simulation model in Matlab platform based on the principle of electrically 
excited synchronous motor control system with the reduced order flux observer, and 
use of the motor parameters shown in Table 1, the simulation results shown in Figure 3. 
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       (c) Circular wave of flux         (d) Speed and flux waveforms with the load change 
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(e) Stator current waveform with the speed change 

Fig. 3. Simulation output waveforms 
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From the output waveform can be seen in Figure (a) that the motor operate in 
four-quadrant, and speed can closely follow a given. When the speed changed, flux 
amplitude kept constant, indicating that reduced order flux observer is not affected by 
the speed. 

Figure (b) is the waveform of flux angle during the motor in the transition from 
forward to reverse, if the motor is turning in positive direction, the flux angle increased 
by a certain slope cyclically; in opposite, if the motor is turning in reverse direction, the 
flux angle decrease by a certain slope cyclically. Flux angular frequency is proportional 
to the speed. 

Figure (c) can be seen that the flux linkage circle is a rules circle whose radius is 
approximately equal to 1 in α, β-axis. Indicating that the flux sine is excellent and the 
amplitude remains constant in α, β-axis. 

Figure (d) show the speed and flux amplitude waveforms when the load changing, 
from the figure can be seen that at the rated speed, the speed is only with a little change 
when motor load changed, and recover quickly, the flux amplitude almost independent 
to the motor load changed. So if in the rated load range, the robustness of the speed and 
flux for the motor load is good. 

Figure (e) is the current waveform when the motor in the transition from forward to 
reverse, the current sine is excellent and the frequency increases with increasing speed 
can be seen from the figure (e). 

6   Conclusion 

This paper has designed a reduced-order flux observer for electrically excited 
synchronous motor based on the knowledge of modern control theory and its equation 
of state which deduced from its voltage, current and flux equation in d, q shaft. The 
system state observer system matrix A11+KA21 has obtained too. Used the pole 
placement method of modern control theory, the feedback matrix K has designed 
according to system stability and fast requirements.  

Finally, the simulation model of electrically excited synchronous motor vector 
control system has built in Matlab based on previous theory and the reduced order flux 
observer, and simulation output waveforms were ideal. Through analysis to the 
simulation output waveform, the reduction flux observer for electrically excited 
synchronous machine stabilizes the output flux quickly, and the output of the flux 
observer sine is excellent, amplitude fluctuation is small in a full-speed range. This is a 
great improvement on the traditional electrically excited synchronous motor flux 
observer model. 
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Abstract. The optimal PWM method is widely in high power drive systems for 
its capability of achieving low output distortion at low switching frequency. 
However, the PWM dead-time inserted into PWM pulses for avoiding “shoot 
through” of inverter bridge arms will introduce modulation errors between ideal 
optimal PWM patterns and actual outputs. This problem is extremely severe in 
high power drives for the large dead time, and will cause large distortion of the 
optimal PWM output waveforms. This paper took the selective harmonic PWM 
(SHEPWM) as an example. First, the basic principles of SHEPWM and 
dead-time effects were presented. By analyzing the polarity of three level 
inverter output currents and switching behaviors of the inverter, a dead-time 
compensation method based on on-line switching angle adjustment for the 
optimal PWM method is proposed. Finally, the experimental results were given 
for verifying the effectiveness of the proposed scheme. 

Keywords: optimal PWM, dead-time compensation, on-line switching angle 
adjustment, three-level. 

1   Introduction 

With the development of power electronics and control technology, the three-level 
frequency converter is widely used in high power speed adjustment systems [1-3]. The 
PWM switching frequency is limited to low values to restrain the switching losses [4], 
normally below 500Hz [5, 6]. This will cause intolerable output harmonics to traditional 
carrier modulation based PWM methods, so the optimal PWM methods based on direct 
switching angle modulation which can produce satisfying output waveforms at low 
switching frequency are becoming focus of study [7-11]. 

However, the PWM dead time needed to avoid the shoot-through phenomena will 
distort the optimal PWM output. This becomes severely in in high power drive systems, 
since the dead time needed for high power electronics device can increase to tens of 
microseconds [5]. Current research on dead-time effect compensation is mainly 
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focused on the carrier base PWM, generally named as the error voltage correction 
method and the pulse edge modification method [12]. The former method detects the 
error vectors between the reference voltage and the actual voltage and compensates 
them [13, 14]. It’s easy to implement, while the compensation accuracy is not satisfying 
because of various nonlinear factors. The latter method affine the PWM pulse edges 
based on current polarity detection and the switching condition. It can achieve 
satisfying compensation results, while the current polarity detection is difficult. It is 
pointed out in [15] that the dead-time will cause the optimal PWM to produce large 
low-order harmonics, thus severely degrade the waveform quality. There are rarely 
discussions in literatures on the dead-time effect compensation method for optimal 
PWM. 

This paper is organized as follows. First, the selective harmonic elimination method, 
which is one of the most commonly used optimal PWM, is introduced with its basic 
principle. Based on the analyzing of three-level output current polarity and optimal 
PWM switching angles, a dead-time compensation method based on on-line switching 
angle adjustment for the optimal PWM method is proposed. Finally, the experimental 
results are given for verifying the effectiveness of the proposed scheme. 

2   Basic Principles of SHEPWM 

The main circuit diagram of neutral-point diode clamped three level inverter is shown 
in Fig.1. Fig. 2 gives the waveform that the power electronic devices of phase A 
switching N times in a fundamental period.  

Based on the Dirichlet principle, phase A voltage can be presented by following 
Fourier series 
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Fig. 1. The main circuit of three-level inverter         Fig. 2. The output phase voltage waveform  
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Usually the phase voltage is made to be mirror symmetry to π and even symmetry to 
π/2 to eliminate even order harmonics and dc elements of inverter output voltage. 
Equation (1) can be simplified as 
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Where, 4Vdc/π is the phase voltage amplitude.  
Take N =7 as an example. Now 6 harmonics elements of phase voltage can be 

eliminated. The left eliminated harmonics are then the 23rd, 25th, 29th, etc. 
Considering that the orders of left harmonics are high and already known, an output 
filter can be easily designed to filter out them. Solving equation (3), then the SHEPWM 
switching angles will be obtained [16]. 

3   The Proposed Method 

According to the Fig. 1 and taking the phase A voltage as an example, the switching 
state s is defined in Table 1.  

Table 1. Definition of switching state 

s P O N 
Description Sa1 and Sa2 are on 

Sa3 and Sa4 are off 
Sa2 and Sa3 are on 
Sa1 and Sa4 are off 

Sa3 and Sa4 are on 
Sa1 and Sa2 are off 

 
The single edge PWM dead-time mode is used here. That’s to say, the IGBT state 

transition from the “off” state to “on” state will be delayed. To restrain the switching 
frequency, the transition of s can only occur between P and O, or O and N, while the 
transition between P and N is prohibited. Defining the current polarity that the current 
flows from the inverter to the load is positive, and take the ia>0 as an example, then  
a) When s switches from P to O (meaning that the switching angles are changing), the 

power electronics device Sa2 keeps its state, while Sa1 turns off and Sa3 takes on. 
In order to prevent shoot-through, the rising edge of pulse of Sa3 needs to be 
delayed a dead time Dt. After the switching, the current will flows through D1 and 
Sa2. It’s shown that the current does not flow through Sa3, so the dead time of Sa3 
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will not impact the inverter output current quality. Relating to the adjusting of 
switching angles, we can conclude that increasing the switching angle of Sa3 
Dt/ 1 rad, the output current is not affected by the dead time effect.  

b) When s switches from O to P, the power electronics device Sa2 keeps its state, 
while Sa3 turns off and Sa1 takes on. In order to prevent shoot-through, the rising 
edge of pulse of Sa1 needs to be delayed a dead time Dt. After the switching, the 
current will flows through Sa1 and Sa2. It’s shown that the current does not flow 
through Sa3, so the dead time of Sa3 will not impact the inverter output current 
quality. Relating to the adjusting of switching angles, we can conclude that 
decreasing the switching angle of Sa3 Dt/ 1 rad, the output current is not affected 
by the dead time effect.  

c) When s switches from O to N, the power electronics device Sa3 keeps its state, 
while Sa2 turns off and Sa4 takes on. In order to prevent shoot-through, the rising 
edge of pulse of Sa4 needs to be delayed a dead time Dt. After the switching, the 
current will flows through VD3 and VD3. It’s shown that the current does not flow 
through Sa4, so the dead time of Sa4 will not impact the inverter output current 
quality. Relating to the adjusting of switching angles, we can conclude that 
increasing the switching angle of Sa4 Dt/ 1 rad, the output current is not affected 
by the dead time effect.  

d) When s switches from N to O, the power electronics device Sa3 keeps its state, 
while Sa4 turns off and Sa2 takes on. In order to prevent shoot-through, the rising 
edge of pulse of Sa2 needs to be delayed a dead time Dt. After the switching, the 
current will flows through D2 and Sa2. It’s shown that the current does not flow 
through Sa4, so the dead time of Sa4 will not impact the inverter output current 
quality. Relating to the adjusting of switching angles, we can conclude that 
decreasing the switching angle of Sa4 Dt/ 1 rad, the output current is not affected 
by the dead time effect.  

For conditions of ia<0 and the switching angles adjustment of the other two phases, 
the same analyzing and dead-time compensation method can be used.  

4   Experimental Results 

After the theoretical analysis， the experimental platform is set up to verify the 
compensation effect for the seven-section SHEPWM. The IGBTs are SK50MLI066 
three-level IPM from SEMIKRON. The current sensors are LA28-NP from LEM. The 
TMS320F28335 high performance digital signal processor from TI is used to 
implement the SHEPWM, with a 20kHz sampling frequency and 50Hz inverter output 
frequency. The XC3S400 FPGA from Xilinx is used for 10μs dead-time generation and 
fault protection. The inverter load is three-phase series connected 5Ω/50W resistor and 
5mH inductor. The experimental results are obtained with Fluke 43B power quality 
analyzer, as shown in Fig. 3.   

From the analytical above, we know that the output of ideal SHEPWM should have 
no low order harmonics. However, the compensated dead time will cause the 5th, the 7th, 
etc. harmonics to the output current. After compensation with the proposed method, it’s 
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shown that the current total harmonics distorting factor decreases from 7% to 6.3%. 
The experimental results verify the dead-time compensation function of the proposed 
method. 

        

                         (a) Before Compensation                   (b) After Compensation 

Fig. 3. Inverter Output Current distorting before and after Compensation 

5   Conclusion 

The dead-time compensation for optimal PWM with three-level inverter is researched. 
Taking the typical SHEPWM as an example, the switching angles are adjusted 
according to the PWM dead-time and the inverter output current. Experimental results 
are given for verification. The proposed is also suitable for other optimal PWM 
methods, since they are all impended based on direct switching angle modulation. 
Future works can be done on the accuracy of current polarity detection.  
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FPGA Based Real-Time Emulation of Single Phase 
H-Bridge Inverter 

Peng Dai*, Hongshun Zhu, Xiao Fu, and Guangzhou Wang  

School of Information and Electrical Engineering,  
China University of Mining and Technology, XuZhou 221008, Jiangsu Province, China 

Abstract. Traditional simulation software such as MATLAB/SIMULINK has 
shortcomings of low speed and high demand for computer hardware. This paper 
presents an FPGA based real-time simulation for power electronic devices. An 
SPWM signal generator, an H-Bridge inverter simulator and a RL load simulator 
are realized on one FPGA chip, thus creating an H-Bridge inverter system. A 
DAC is used to show the simulation waveforms. The proposed simulation system 
is realized using a XC3S500E FPGA from Xilinx, Inc. Experimental results are 
then presented for verification. 

Keywords: Real-Time Simulation, H-Bridge Inverter, Field Programmable Gate 
Arrays (FPGA). 

1   Introduction 

Real-time simulator is becoming more and more popular in AC/DC motor drive and 
power system [1]-[2]. IGBT based power electronic apparatus can be modeled using 
two types of simulation tools: system level and device level [3]. Power electronic 
devices in system-level based simulation software, such as MATLAB/SIMULINCK, 
are often modeled using three types of behavior models: ideal model, switching 
function model and average model [4]. System-level modeling is often fast, however, it 
does not take the device nonlinear characteristics into account. Thus, power losses and 
thermal characteristics of devices can’t be estimated. SPICE and SABER simulation 
software use device-level models, thereby, the accuracy is improved. Although 
device-level models are very detail, it can be very time consuming in AC/DC motor 
drive simulation, for it should take the power devices nonlinear characteristics and the 
complexity of motor models into account.  

While there are some shortcomings in traditional simulation software, real-time 
simulation system is developing rapidly. Due to their high clock speed and parallel 
hardwired architecture, FPGA are becoming more and more popular when 
implementing computationally algorithms in real-time simulator [5].  

This paper is organized with the following sections. First, the IGBT typical turn on 
and turn off behaviors and the math model of RL load circuit are introduced. Detailed 
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FPGA based implement of a single phase H-Bridge inverter is discussed afterward. 
Experimental results are then provided for verification. 

2   Analysis of IGBT and RL Load Circuit 

2.1   Analysis of IGBT Switching Characteristics  

Switching characteristics of IGBT should be considered in device-level based real-time 
simulation system. In this paper, switching characteristics of IGBT IGW60T120 from 
Infineon is modeled. Fig.1 shows the typical turn on and turn off behaviors of 
IGW60T120 [6]. Before the real-time simulator starts to work, the curves in Fig.1 are 
stored in block RAMs after sampling and quantization. When simulator is working, the 
values in block RAMs will be read one by one, thus modeling the switching 
characteristics of IGBT.  

 

Fig. 1. IGBT Switching Characteristics 

2.2   Analysis of RL Load Circuit 

The basic RL load circuit is shown in Fig.2. 

R L( )i t

( )u t

 

Fig. 2. RL Load Circuit 
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In a real-time simulation system, the values of R, L and u(t) can be determined first, 
only the value of i(t) should be calculated. According to Fig.2, we can obtain 

( )
( ) ( )

di t
L Ri t u t

dt
+ =                                               (1) 

In order to calculate i(t) by a digital processor, (1) should be converted to its 
corresponding difference equation. First, converter (1) to its Laplace transformation, as 
shown below 

( ) ( ) ( )sL R I s U s+ =                                                 (2) 

According to bilinear transformation theory, change s in equation (2) to  
2(z−1)/(z+1)/T, then obtain the corresponding discrete equation. 

2
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Where, T is the sample period. 
From equation (3), we can get the difference equation. 

2
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(4) 

In real-time simulation system, the current of RL load circuit can be calculated 
according to equation (4). 

3   FPGA Based Implement   

3.1   Overall Tasks 

A single phase H-Bridge inverter with RL load is modeled in an FPGA chip. And an 
SPWM generator is also modeled to drive the four IGBTs. Then calculate the load 
current according the output voltage of the inverter. Finally, the voltage and current 
curves will be displayed by a DAC. Thus, the whole system can be divided into four 
main parts. 

 
1) SPWM generator module 
2) Realization of the structure of H-Bridge inverter 
3) RL load current calculation module 
4) DAC control logic module  

 
The structure of the whole system is shown in Fig.3. 
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Fig. 3. FPGA Based System Structure 

3.2   Implementation of SPWM Generator 

An SPWM generator contains three main components: sine wave generator module; 
triangle wave generator module and a comparator. First, store sine wave in block RAM, 
and when simulating, read the values in corresponding RAM, thus generate a sine 
wave. Triangle wave generator can be realized by an up-down counter. Finally, 
compare the values of sine wave and triangle wave, thus the PWM wave can be 
generated.  

3.3   Implementation of H-Bridge Inverter 

(1) Implementation of IGBT switching characteristics  
First, sample the values of IGBT turn on and turn off curves shown in Fig.1 with the 

interval 0.2ns. Then, get the values quantified to 12 bits, and store them in FPGA block 
RAMs. When simulating, the values will be read with the frequency of 50MHz, thus 
the IGBT switching characteristics can be modeled. 

(2) Implementation of H-Bridge  
The structure of a single phase H-Bridge is shown in Fig.4. 

R Louti

outVdcV

 

Fig. 4. The structure of H-Bridge 
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In Fig.4, T1 and T4 use the same triangle pulse, while T2 and T3 use another one. 
The two IGBTs in the same bridge have three effective states: 10, 00 and 01. Where 1 
indicates the IGBT is on and 0 indicates the opposite. 

The switch state and the value of load current are used to determine the inverter 
output voltage. For example, when the gate signals for T1, T2, T3 and T4 are 1, 0, 0, 
and 1 respectively. If the load current iout is positive, the output voltage Vout=Vd−2Vce. 
Similarly, the relationship between Vout and iout is shown in table1 [7]. 

Table 1. Relations between Vout and iout at different switching states 

T1 T2 T3 T4 iout>0 iout<0 
1001 Vout=Vdc−2Vce Vout=Vdc+2Vd 
0000 Vout=−Vdc−2Vd Vout=Vdc+2Vd 
0110 Vout=−Vdc−2Vd Vout=Vdc−2Vce 

 
Where, Vd is the forward voltage drop of diodes. 

3.4   Implementation of Load Current Calculation Module 

There are two choices when using an FPGA to calculate the load current: one is 
traditional HDL design method, the other is system based design method. Because 
equation (4) refers to float multiple, divide and add function, using HDL design method 
to realize these functions has difficulty in coding, debugging and other shortcomings. 
In this paper, a system based design tool System Generator is used to calculate the load 
current. 

System Generator provide the interface with MATLAB/SIMULINK, thus 
parameters modification is very flexible. Fig.5 shows the System Generator based 
structure of load current calculation module. 

 

Fig. 5. System Generator based load current calculation module 
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The parameters in Fig.5 are set as T=15μs, L=1mH and R=1Ω. And these parameters 
can be changed when needed. 

4   Experimental Results 

In order to realize the proposed single phase H-Bridge inverter, an S3EStarter_ug320 
Board form Xilinx,inc is selected. The XC3S500E FPGA on board is used to store the 
switching characteristics of IGBT, to realize the structure of H-Bridge inverter, and to 
calculate the load current. The DAC LTC2624 on board is used to display waveforms 
of load voltage and current. Experimental results are shown below. 
 

1: Load Voltage 2: Load CurrentCE1:  V C2 :  I
 

            Fig. 6. Characteristics of IGBT                   Fig. 7. Voltage and current waves of RL load 

Because switching characteristics of IGBTs are very important in real-time 
simulation system. In order to ensure the correctness of switching characteristics, 
LTC2624 is used to display the curve. The result is shown in Fig.6. Fig.6 shows IGBT 
switching characteristics at the switching frequency 500Hz. Compared to Fig.1, the 
correctness can be verified.  

The function of a single phase H-Bridge with RL load will be tested next. Before this 
real-time system starts to work, the parameters are set as: Vdc=220V, L=1mH and 
R=1Ω. In addition, the modulation cycle of SPWM is configured to 50Hz, and the 
modulation degree is configured to 1. LTC2624 is used to display the load voltage and 
current waves during the simulation period, and the results are shown in Fig.7.  

Fig.7 shows that under SPWM modulation method action, the RL load current 
waveform of an H-Bridge is sine shape. The amplitude of the sine waveform represents 
the value of load current. Compared to theory, the correctness of this real-time 
simulation system is verified. 
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5   Conclusion  

This paper presents detailed steps of how to set up an FPGA based real-time simulation 
system. And then a single phase H-Bridge inverter is modeled. Experimental results are 
then provided to verify the correctness of this real-time simulation system. It is believed 
that FPGA based real-time emulation will become a popular component in real-time 
simulation.     
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Abstract. Multi-view stereoscopic display systems based on lenticular lens work 
as naked display systems with the principle of lenticular splitting, forming 
viewing zones(VZ) in front of display. To improve the 3-D effect of the display 
system, the forming cause and the sensitive parameters of VZ need to be studied 
and analyzed, which are the optical parameters of the system. In this paper, the 
relations between viewing-zone and the optical parameters of lenticular focal 
length, sub-pixel etc. are discussed. Quality value is adopted to be a parameter of 
evaluating 3-D effect, in addition, the corresponding formulas and diagrams are 
given. Finally, using the above results, a 47-inch autostereoscopic display based 
on lenticular lens is produced, the above theory is verified. The experiment shows 
that the formula obtained is consistent with the test data.  

Keywords: viewing zone, lenticular lens, central viewing zone, multiview 
image, sub-pixel. 

1   Introduction 

The naked eye stereoscopic display technology based on binocular parallax is one of 
the main research directions[1]. The primary principle mainly concentrated in two 
ways of parallax barrier and lenticular sheet. And lenticular display technology can 
achieve a high degree of more viewpoints and more viewers watching simultaneously, 
so it become a research hotspot[2]. 

For a two-view lenticular display, there is a 50 percent chance the viewer will 
receive the wrong stereo pairs, leading to perceive a stereoscopic image[3], Because 
of these limitations, researchers have been studying multi-view autostereoscopic 
display, the viewing region range of which is wide[4]. However, not all of the stereo 
image effects observed at regions in front of the screen are perfect, so the research on 
the viewing range is important. And the viewing range and display system parameters 
are closely related, thus, the research on the sensitivity parameters of viewing range is 
very helpful to enhance and improve the lenticular display system. 
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2   Forming of Viewing Zone 

2.1   Principle of Lenticular Display System 

The principle of lenticular display is lenticular beam dispersion effect and binocular 
parallax principle. With the multi-view image displaying on the display screen, by the 
effect of lenticular splitting, the viewers can observe different view image at different 
position, and can obtain left and right eye stereo image pairs in a certain position, 
finally form the 3-D effect by the integration of the brain[5]. The system works 
specifically with a lenticular sheet in front of the screen, which fits precisly with 
display screen. The LCD pixel array is located at the focus plane of a lenticular sheet. 
As figure 1 shows, the lenticular sheet is slanted, because the slanted lenticular sheet 
can alleviate the non-balance state and Moriefringe caused by LCD pixel array[6]. 

 

 

Fig. 1. Autostereoscopic display based on lenticular lens 

2.2   Definition and Form of Viewing Zone 

The stereo viewing zone(VZ) is a region in which the viewer can observe the 3-D 
image that he(she) want. For autostereoscopic display based on lenticular lens, it is 
reasonable to analyze the stereo viewing zone using geometrical optics. By the 
lenticular beam dispersion effect, in horizontal direction, the viewer can observe 
various images along different direction, and the rays finally form VZ. The rays from 
different views are separated in space, so, the VZ is composed of many sub-
zones(SVZ)[7]. Each SVZ parallel with display screen has the same width in 
horizontal direction, side by side with adjacent VZ without overlap or gap. The 
horizontal width of SVZ should be less than binocular distance, in this case, the 
viewers can locate their left and right eyes at two different SVZ segments without 
failing, and will perceive depth sense by virtue of the binocular parallax, and they can 
move their eyes within the VZs to see other view images, so this movement provides 
motion parallax, hence the systems can provide both binocular and moving parallaxes 
to the viewer[8]. 

Fig.2 is the VZ horizontal section diagram of 9-view autostereoscopic display  
based on lenticular  lens (The rays between VZs are not drawn). The width of central 
viewing zone(CVZ)is the region only to see a single view, that the total width of 9 sub-
zone at the best viewing distance(BVD), there, the views are separated completely, 
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(a)                                                            (b) 

Fig. 2. VZ schematic diagram of 9-view lenticular display (a) the width of CVZ be less than the 
display system;(b) the CVZ be wider than the display system 

the viewer’s left of right eye can see only a single view image simultaneously. 
Fig.2(a) shows the case that the width of display is wider than the CVZ, in this case, 
each region is a diamond shape; fig.2(b) shows the opposite, VZ can not be a closed 
diamond. We can see that there are other side VZs in addition to the central one, 
because the light emitted by the pixels covered by adjacent lenticular unit can also 
pass through the lenticular unit. The boundaries of CVZ and the side VZ are drawn in 
thick red. These side VZs arrange symmetrically on both sides of the central one, 
followed by the first side VZ, the second VZ, etc. And in addition to BVD, monocular 
view number is proportional to the distance between the location and the best viewing 
position in the vertical direction. That is, the farther the viewer stand from the 
optimum viewing position, the more the monocular view number, and the worse 3-D 
effect would be obtained. Pseudoscopic effect exsits in the border between CVZ and 
the first side VZ and other side VZs, because the obtained view image vill suddenly 
change from 9 to 1 at the junction of adjacent VZ, i.e., the view order reverse, and this 
view order reverse causes reversal in the depth of the perceived image, hence there 
will be a transition zone[9]. 

3   Analysis of Central Viewing Zone 

For 9-view display, take the display normal direction for Z direction. Take the case 
that display width is lager than CVZ for example[see Fig. 2(a)]. Analyzing CVZ with 
the geometric optics method, the light emitted from pixel units around the display 
panel’s border is drawn. In practice, light rays emitted from other pixels intersect in 
the region, thus the CVZ of the 9-view stereo display system is a diamond zone. 

Wp is the width of a sub-pixel, W is the width of display, Wv is the width of CVZ, 
D1 is the distance between lenticular centre of circle and pixel array, Dopt is the 
optimum viewing distance, Dmax is the farthest viewing distance, Dmin is the nearest 
viewing distance[as shown in Fig. 3(b)]. In the case that without considering the 
viewing number obtained in each sub-zone and the width of each sub-zone, the 
relationships between Dmax, Dmin and Dopt can be calculated. Since Wp, Dl and r is very 
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small compared to Dmin, Dopt and Dmax, it can be seen from the similar triangular 
relationship: 

opt
v

D
WW

W

+
=minD , opt

vWW
D

W
D max −

= . (1) 

 

                      Fig. 3. CVZ analysis                Fig. 4. View images obtained at each SVZ in CVZ 

As shown in Fig. 3, where j=0,±1, ±2…±9 represents the jth column SVZs, CVZ 
would be analyzed now: The number in Fig.4 corresponds with the serial number of 
the view. As shown in Fig.4, the viewer observe only a single view at the j=0th 
column, and one can obtain two views at the j=±1th column(it doesn’t mark view 
observed at j=-1,-2…-8th column), i.e. the number of mixed images in the SVZs 
centered at the ±jth columns in the CVZ is |j|+1. The obtained view number order in 
SVZs at the first column from left to right is, respectively, 1,2,3,4,5,6,7,8,9; and 12 
3,234,…789 at the second column, etc., and the viewer can obtain 9 views 
simultaneously at the 8th column. For the case of j=-1,-2…-8, the obtained view 
number at the jth column is the same as the corresponding column that the j=1,2…8th 
column separately. The less number the viewer obtains, the better the 3-D effect 
would be, so the larger the numerical value of |j|, the worse the 3-D effect would be. 

Dj is the distance between the jth column and the display panel in Fig. 3, i.e. the Z-
distance. Wj is the width of SVZ at the jth column. Let WSV=Wv/9, that is, WSV is the 
width of SVZ at the zeroth column.  
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4   Analysis of Factors Affected Central Viewing Zone 

Without any qualification, the diamond-shaped region shown as Fig.4 is CVZ. In fact, 
with increasing distance from BVD, the width of SVZ will increase, but it cannot be 
larger than binocular distance. If the width of SVZ is bigger than one’s binocular 
distance, the viewer can not locate one’s left and right eyes at two different VZs 
without failing. The farther the viewers are apart from the best viewing position, the 
worse the image quality, therefore CVZ is restricted by these two conditions. 
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4.1   Width of Subzone 

As we mentioned above, for each SVZ, its width can not be bigger than the viewer’s 
binocular distance, that is Wj≤E, E is the viewer’s binocular distance, which is about 
65mm, so the relationship can be expressed as: 

)j(65/)65(),(j maxmax ZWWWWW SVSVSV ∈−= . (3) 

It can be seen that jmax is relevant to the width of SVZ and display, and jmax is 
inversely proportional to WSV and proportional toW. The 3-D image is patched by 9 
views, so jmax≤9, and the corresponding Djmax can be calculated by equation(2)and(3): 

SVoptSV WDW /D65),(D optjmax = . (4) 

Djmax is the Z-direction distance that the farthest position of the jmax
th column be apart 

from the display panel, that is, Djmax is the farthest distance of VZ. It isn’t relevant to 
the width of display,it’s proportional to Dopt and inversely to WSV. 

4.2   Image Quality Evaluation 

Because the image obtained at the ±jth column is mixed by |j|+1 views, we can use the 
reciprocal of the view number to assess the image quality, that is, the quality factor 
mentioned in citation [3] Q=1/(|j|+1). The quality factor Qjmaxcorresponding with the 
maximum of j is relevant to W and WSV: 

SVSV

SV
jmax WW-)W-65(W

65W
),(Q =WW SV

. 
(5) 

 

 

Fig. 5. Relationships among Djmax, Qjmax and WSV 

In condition that the width of the 0th column keeps changeless, the wider the 
display, the smaller the numerical value of Qjmax; and the farthest viewing distance 
isn’t relevant to W; and in condition that the width of display keep constant, with the 
numerical value of WSV increasing, the farthest viewing distance will get nearer, the 
corresponding Qjmax will get bigger(As seen in Fig. 5, Dopt=1000mm). Therefore, 
image quality and the scope of VZ are contradictory, and cann’t achieve optimal. 
Considering these two factors, the scope of VZ and quality factor, comprehensively, 
the width of the 0th column can be designed according to different needs. If you want 
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to obtain a great range of viewing zone, you can design the value of WSV to be small; 
and if you are more focused on the  image quality, the value of WSV should be big. 

4.3   Influence Analysis of Parameters of Display and Lenticular Lens 

The choices of parameters of display and lenticular have a great influence to viewing 
zone, and the relationship will be analyzed next. As shown in Fig. 6, f is the image 
focal length of selected lenticular. 

 

 
Fig. 6. Optical transmission property of a single lenticular lens 

From the similar triangular relationship, it can be calculated as: 

fDW optpSV /W = . (6) 

It can be obtained by equation (1),(2), (4) and (6): 
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As shown in Fig.7, other conditions being constant, when f increases or Wp 
decreases, Djmax amplifies notably, and Dmin increases slightly. So, if the design 
requirement Dopt is constant, for a given display, Wp is determined, and the larger the 
value of f, the bigger the range of Djmax-Dmin in Z-direction; if focal length is constant, 
the larger the width of sub-pixel,  the smaller the range of Djmax-Dmin in Z-direction. 

 

 
(a)                           (b) 

Fig. 7. Relationship between (a)viewing region and f;(b) viewing region and wp. 
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4.4   Experiment Result 

According to the above results, we have manufactured a 47-inch auto-stereoscopic 
display based on lenticular lens. The parameters of this system are:W=1042.56mm; 
Wp=0.1805mm;  f=8mm; Dopt=2000mm. According to the analysis above, for this 
display system, Dmin=1440mm, Djmax=2880mm, WSV=45.125mm and jmax=7, the 
distance of each column of viewing zone and the quality value are shown as fig.8: 

 

 

Fig. 8. Q corresponding with subzone 

 

 
                          (a)                                                                     (b) 

Fig. 9. (a)9-view image patched by 9 figure; (b)15 images photographed in different positions 

Multi-view image shown in Fig.9(a) is displayed on screen, which is patched by 
chinese characters(one, two, three, four, five, six, seven, eight, nine, respectively)by 
certain rules. The background is black, and the character is white. The images shown 
in Fig.9(b) are photographed in nine different position by a digital camera. The 
viewers may obtain its neighbour view image in the subzone due to lenticular 
misalignment and the number of sub-pixel covered by lenticular unit is non-
integer[10]. b00~b13: the distance is 2000mm, and when the camera moves 
horizontally, nine completely separated views can be obtained, which represents 
‘one’, ‘two’, ‘three’, ‘four’, ‘five’, ‘six’, ‘seven’, ‘eight’ and ‘nine’, respectively; b14: 
the image is patched by the views ‘five’ and ‘six’, the shooting distance is 2090mm; 
b20: the image is patched by the views ‘five’, ‘six’ and ‘seven’, the shooting distance 
is 1840mm; b21: the image is patched by the views ‘four’, ‘five’, ‘six’ and ‘seven’, the 
distance is 2300mm; b22: patched by ‘three’, ‘four’, ‘five’, ‘six’, ‘seven’ and  
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‘eight’, the distance is 2550mm; b23~ b24: the distances are 1580mm and 1480mm 
respectively, these two images look very fuzzy, it is difficult to find out of which 
views the image is composed. 

It can be discovered that the view image completely separated, and with the 
distance from the best viewing position increasing, monocular image will patch with 
more view images. The quality value of the image taken in corresponding position is 
consistent with Fig.8. 

5   Conclusion 

Based on lenticular beam dispersion effect, lenticular display system forms viewing 
zone. In this paper, we analyse systematically the factor influencing the range of 
viewing zone, and discuss the influence on viewing zone by the optical parameters of 
the system, and give the corresponding formulas and diagram. Finally, we produce a 
47-inch stereoscopic display to verify the theory. The 9-view image displayed on the 
display, we obtain the test image by taking pictures in some different positions, which 
were compared with the above theory, and analyze the cause of the error, finally, 
prove the correctness of the theory. The research on the formula about viewing zone 
and evaluation of 3-D effects will help to design autostereoscopic display system 
based on lenticular lens. 
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Abstract. In the laboratory without the condition of actual wind farm or wind 
turbine, building a wind turbine output characteristic emulation system can 
provide an effective way for the research on WPGS. Firstly the wind turbine 
torque model was built, redistributed the bladed element by weight coefficient 
and calculated the wind turbine torque based on the blade element theory. Then 
characteristics of the wind turbine were emulated by controlling the DC motor 
armature winding current. So the wind turbine emulator based virtual wind was 
built. Finally the experiment platform of VSCF WPGS was also built. The 
experiments not only confirms the correctness and superiority of the detailed 
wind turbine model, reflects the rapid tracking performance of the emulated 
torque, but also simulates the wind turbine to meet the research of VSCF  
WPGS such as the sub-synchronous or super-synchronous running of DFIG, 
consequently verifies the correctness of the control strategies for variable speed 
constant frequency WPGS. 

Keywords: wind turbine, wind turbine torque, modeling, blade element theory, 
weight coefficient assignment, DC motor, wind turbine emulator.  

1    Introduction 

Exploiting wind energy and actively developing wind power generation have great 
significance to solve the global energy and environmental crisis. Research and 
experiments on wind power generation system (WPGS) are difficult to carry out due to 
the limitations of severe conditions of wind farm and high cost. The wind turbine 
emulator system can substitute the actual wind turbine by calculating the output torque 
with the wind turbine torque model and rapidly producing a torque corresponding to the 
current wind condition. It not only has the same mechanical characteristics with the 
actual wind turbine, but also provides controllable equivalent wind energy. So it can be 
used in the design, estimation and test application of the WPGS, which greatly 
improves the efficiency and validity of research and development [1-4].The key of the 
wind turbine emulator system is the establishment of the wind turbine output torque 
model which can be applied to any wind speed input varying with time and space.    
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In order to satisfy the research requirements of the doubly-fed induction 
generator(DFIG) under super-synchronous and sub-synchronous status and maximum 
power point tracking(MPPT) control etc, Firstly the wind speed model with the average 
wind speed on the turbulence component was established. Secondly the model of wind 
turbine torque was built by the blade element theory (BET) and the weight coefficient 
assignment for blade element on the basis of wind speed model, considering the 
influence of vortex. Then the wind turbine emulator system was realized by controlling 
the torque of DC motor. Finally the experiment platform of WPGS with DFIG was 
built. The experiment of wind turbine emulator system confirms the correctness of the 
wind turbine torque model and the validity of the emulator system, and also verified the 
correctness of the control strategies for VSCF. 

2   The Model of Wind Speed 

Considering the wind speed sequence ( )v k , k = 1, 2, 3,……, which meets the Gaussian 

distribution whose variance is 2
uσ  based on the average wind speed v , it can be 

expressed as follows:      

( ) ( )tv k v v k= +  (1) 

where v  is the average wind speed and a constant, ( )tv k  is the turbulence component 

and a random process, which meets the Von Karman power spectral density 
distribution. The turbulence intensity is defined as /l uT vσ= .  

On the other hand, the turbulence component of the wind speed can be regarded as a 
discrete-time random process[5], which can be expressed by Autoregressive (AR) 
model as follows: 

1

( ) ( ) ( ) ( )
n

t t s i t
i

v k v kT v k i a kα
=

= = − +∑  (2) 

where 
iα  is the autoregressive coefficient, ( )a k  is the white noise sequence, n is the 

autoregressive order, k  is the index value of wind speed sequence. 

The turbulence component of wind speed is a random sequence with zero-mean, so 
its autocovariance function is equivalent to the autocorrelation function. The 
autocovariance function and power spectral density function is a pair of Fourier 
transform pairs. According to Wiener -Khintchine theory, the autocorrelation function 

( )xxR l  and power spectral density function of AR model is a pair of discrete Fourier 

transform. So ( )xxR l can be worked out, then all iα  and 2
aσ  can be obtained. The 

fluctuating wind speed model based on spectral density analysis is derived, which can 
realistically simulate the variation rules of actual wind speed, and provides a good input 
foundation for the simulation of the wind turbine torque characteristics. 
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3   The Model of Wind Turbine Output Torque 

Modeling methods of the wind turbine output torque can be mainly divided into two 
types: one is under the condition that the torque coefficient is known, that is modeled 
based on the aerodynamic equipment sub-model, and the function can be expressed 
as ( , , ; , )TT T v C Rω β= ; the other under the condition that the torque coefficient is 

unknown, that is modeled based on the blade element theory, and the function can be 
expressed as 0 0( , , ; , , , , , )l dT f v C C l R rω β β= . The unknown inputs of the two wind 

turbine models are the same: wind speed v , wind rotor speed ω  and blade pitch 
angle β . The known inputs of the first modeling are the torque coefficient of wind 

turbine and wind turbine radius R , while the known inputs of the second modeling are 
intrinsic parameters of the wind turbine. Many researchers have made the related 
research of the wind turbine modeling in [1-4, 6]. However it is difficult to model based 
on the torque coefficient because the wind turbine torque coefficient is unknown, and 
the only coefficient is the manufacturing parameters of the blade which may be 
obtained from the manufacturer. Although the wind turbine torque was calculated by 
the blade element theory in [5], but the impact of the vortex effect was ignored, and the 
difference between the torque on the root and the tip of the blade on the large-scale 
wind generator was ignored, and it also lacked of the related experiments only with 
simulation. The wind turbine model by the assignment of weight coefficient for blade 
element is based on the theoretical foundation of the aerodynamic force analysis for 
blade element, so the actual force and wind turbine output torque on the wind turbine 
can be accurately calculated.  

 

(1 )a v−

v 0ω
av

b rω− ×

φ w

rω− × (1 )r bω− × +

0i

ωi

udF

dL

dF
adF

dD

β

 

Fig. 1. Blade Element Velocities and Forces 

The wind turbine model is derived by dividing the blade into several blade elements, 
and got the micro-element torque through the force analysis of the blade elements. 
Then the sum of all the micro-elements’ torque is the wind turbine output torque. 
Considering that the blade element with the length dr  has the distance r  from the 
wind turbine shaft, the chord length is l , the pitch angle is β , its forces are shown in 

the Figure 1. Assuming that the wind turbine always faces the wind direction, the axial 
wind speed blowing through the wind turbine is v , the wind rotor speed is u rω= ⋅ , 
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and the relative speed between the airflow and the blade is 0w , so 0w v u= − can be 

deduced. In order to make the wind turbine torque model be nearer to the actual wind 
turbine, the vortex effect can not be negligible. According to the analysis of blade 
element forces, which is shown in Figure 1, the wind speed under vortex affect is 

av v− , the wind rotor speed is au u+ , the relative wind speed w  can be expressed as:  

( ) ( )2 2
1 1w a b uν= − ⋅ + + ⋅⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  (3) 

The attack angle can be expressed as: 

( ) ( ) ( )arctan 1 1 1i a bλ β= ⋅ − + −⎡ ⎤⎣ ⎦  (4) 

where a is the coefficient of axial induced speed, b is the coefficient of tangential 
induced speed, λ is the tip speed ratio. 

The aerodynamic force dF of the blade element dr in the up-oblique direction is 

generated by the flow of relative wind speed w . It can be decomposed as adF  and udF  

in the direction of vertical and parallel to the rotation plane. The wind turbine torque 
dT is produced by udF . The total torque of wind turbine T is the sum of all the torque 

microelements dT on the blade elements, which is expressed as: 

0

21
( ) ( ) ( )sin[ ( ) ]{1 ( )cot[ ( ) ]}

2

R

lr
T n dT rw r l r C i r i i r i drσ ρ β ε β σ= ⋅ = + − +∫ ∫  (5) 

where n is the number of wind turbine blade; ( )lC i  is the lift coefficient function 

relevant to the attack angle i; ( ) ( ) / ( )d li C i C iε = ; σ  is used to correct the wind 

turbine torque with multi blades according to the Prandtl theory. 
The above torque model can only used in small wind turbine because there’s a small 

difference between the torque caused by the blade element of blade tip and root. With 
the increasing of the radius of the wind turbine, the wind turbine torque is mainly 
determined by the blade element of blade tip. In order to improve the accuracy of the 
wind turbine model, the limited blade elements should be re-divided by weight 
coefficient assignment. Assuming that the number of blade element is p, the blade can 
be divided into feature regions n according to the variation of the airfoil parameters, 
and the blade element distributed in each region is determined by the weight coefficient 

tk , that is 

t tp k p= ×      
1

1
n

t
t

k
=

=∑  (6) 

The weight coefficient is: 
2

2

2
2

1

1
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(7) 
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The corrected wind turbine torque is: 

[ ] [ ]2

1 1

1
( ) ( ) ( ) sin ( ) {1 ( )cot ( ) }

2

jk pn

t t t l t t t t t t t t
j t

T r l r w r C i r i i r i rρ β ε β σ
×

= =
= ⋅ + − + Δ∑∑  (8) 

where j is the numerical number of the blade element j in each region.  
In order to verify the correctness and precision of the wind turbine torque model, 

firstly the model is established by Matlab, then it is verified by wind turbine emulator 
experiment. The given wind speed is shown in Figure 2(a) which the average wind is 
10-12-10m/s and the turbulence intensity is 0.16 and the cycle of each segment wind 
speed is 20s. The corresponding wind turbine toque is shown in Figure2 (b), which 
testifies the wind turbine torque model can reflect the real-time change of wind speed 
and provides theoretical foundation and support for the later experiments. Figure 2(c) 
shows the wind turbine torque output under in a certain range of generator speed, and 
the results calculated by the wind turbine torque model (thick line) is coincident with 
the result calculated by GH Bladed, which verifies the correctness and accuracy of the 
wind turbine torque model. The fluctuating curve is the calculated torque by the wind 
turbine torque model under the turbulence wind speed. By comparison, the calculated 
torque fluctuated near the standard torque value calculated by the GH Bladed, and its 
fluctuation is in the calculation allowable range. 
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Fig. 2. The out torque of wind turbine 

4   The Emulation of Wind Turbine by DC Motor Control 

As shown in Figure 2, the characteristics of wind turbine torque have great similarity to 
the characteristics of DC motor, so it can be simulated by a DC motor[5-8]. The control 
strategies of wind turbine emulation are power control and torque control according to 
the different control object of DC motor. The characteristics of power or torque of the 
wind turbine are realized by controlling the output power or the output torque of DC 
motor. Because the torque control strategy is easy to realize and has high accuracy, it is 
used in wind turbine emulator system, its control block diagram is shown in Figure 3. 
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Fig. 3. Control block diagram of wind turbine emulator system  

In the implementation of the wind turbine emulator system, firstly the wind rotor 
speed is expressed as the measured DC motor speed divided by the ratio of the gear 
box. Secondly the wind turbine aerodynamic torque which is considered as the 
reference toque of the DC motor is calculated by the wind turbine model according to 
the current dynamic wind speed and the blade pitch angle and the wind rotor speed. 
Thirdly the given armature current of the DC motor is obtained by the reference toque 
of the DC motor. At last the armature voltage which is used to drive the DC motor is 
derived by the sum of the output of the current loop regulator and the back EMF 
compensation. 

5   Experimental Research of Wind Turbine Emulator System 

An 11kW wind turbine emulator system and the virtual wind farm are established based 
on the wind speed model and the wind turbine torque model. So the platform of 7.5kW 
VSCF WPGS is also established, which can simulate various kinds of WPGS running 
states such as startup, the status of start, grid connection and MPPT running etc in the 
laboratory.  
 
1) The emulation of the virtual wind farm and the wind turbine torque under different 
wind speed, as well as experiments of VSCF doubly-fed WPGS. 

 

 

  
(a) The emulation of cycle wind speed (b) The emulation of wind turbine torque 

 

Fig. 4. The torque emulation of wind turbine under the cycle wind speed 

The wind turbine torque under periodic wind speed is shown in Figure 4, (a) is the 
periodic wind speed with an average value of 10-12-10m/s, turbulence intensity is 0.16, 
and the cycle of each segment wind is 20s; (b) is the torque of the virtual wind turbine 
corresponding to the wind speed and rotate speed when the WPGS is in MPPT status. 
Compared with the waveforms in Figure 2, the DC motor simulates accurately the 
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variation rule of the generator high-speed shaft torque, and verifies the correctness of 
the wind turbine torque model and feasibility of the wind turbine emulator system. 

The dynamic response of VSCF DFIG when wind stepped from 12m/s to 10m/s is 
shown in Figure 5. The figure shows that when the wind speed decreased, the wind 
turbine output torque was reduced, the energy input to the grid from the stator of DFIG 
was reduced, the amplitude of stator current sbi  of DFIG was reduced, and the 

frequency remained at 50Hz, and realized variable speed constant frequency. The grid 
current gbi  is reduced, but its decreasing amplitude is smaller than the decreasing 

amplitude of the stator current. The frequency of the generator rotor current rbi  is 

increased which is consistent with the rule that the frequency of the rotor current 
multiplies the frequency of the stator current frequency by the slip ratio. In the whole 
process, the DC bus voltage of dual PWM converter remains stably.  

 

 

Fig. 5. The dynamic response of DFIG 

2) The Operation of VSCF doubly-fed WPGS from the sub-synchronous state to the 
super-synchronous state. 

 

               
        (a) The rotor current of DFIG                         (b)The grid current and the grid voltage 
 

Fig. 6. The operation state from sub-synchronous to super-synchronous of VSCF WPGS 
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When the wind speed stepped from 12m/s to 15m/s, the rotor speed of DFIG 
increased from sub-synchronous 1050 r/min to super-synchronous 1950 r/min, the 
dynamic response is shown in Figure 6. The rotor current is shown in (a), the frequency 
of the rotor current decreased as the rotor speed of DFIG increased. Before and after the 
synchronous speed, the direction of the rotor current changed, which could be seen 
from the change of three phase current sequence. The grid current and the grid voltage 
are shown (b). The results show that the phase of the grid current reversed and the 
power flow also changed before and after the synchronous speed. In sub-synchronous, 
the grid absorbed power and fed into the converter of the rotor side. And in 
super-synchronous, the converter of the rotor side fed power to the grid.  

6   Conclusion 

In the paper, the detailed wind model and wind turbine torque model which can be used 
in different fluctuating wind speed and operating states of DFIG are built based on the 
blade element theory and the weight coefficient optimal assignment of the blade 
element considering the effect of vortex. Based on the wind turbine model, the wind 
turbine emulator system is realized by the torque control of the DC motor, and the 
experiment platform of VSCF WPGS is built. The experiment of wind turbine emulator 
not only verifies the accuracy and superiority of the wind turbine torque model, but also 
reflects the real-time simulation and rapid tracking performances of the wind turbine. 
The overall operation of VSCF doubly-fed WPGS verifies the operation principles of 
the VSCF doubly-fed WPGS as well as the correctness of the control strategies. In 
conclusion, the wind turbine emulator system provides a complete and effective 
implementation for the WPGS research. 
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Abstract. Inductive Cross-talk within IC Packaging is becoming a significant 
bottleneck in high speed inter chip communication. So the off-chip drivers typi-
cally source and sink 10 to 1000 drive internal loads. Thus simultaneously 
switching many off-chip drivers can cause large power (VDD) and ground cur-
rent surges. These changes in current flow induce a voltage drop on the drivers’ 
local VDD rail and a voltage rise on the drivers’ local ground rail. The voltage 
drop is proportional to both the inductance of the VDD (ground) distribution 
network and the rate of change of the current flow (V= L * dl/dt). 

In this work, we proposed a technique to avoid the inductive cross-talk in the 
interconnect by encoding the data being transmitted off-chip. Bus encoding al-
gorithms have been developed to overcome the capacitive cross-talk for on-chip 
buses, so the problem of on-chip capacitive cross-talk minimization for busses 
is very different from that of off-chip inductive cross-talk minimization. In this 
paper our approach also constructs cross-talk resistant CODEC algorithmically 
to utilize the memory-based CODEC solution. 

Here we construct a set of equations which encoded the constraints that any 
legal vector sequence must satisfy to avoid supply bounce, signal glitching, and 
signal edge speed degradation. From this set of equations, we construct a set of 
legal vector sequences for the bus. We use this set to find the largest effective 
size of the bus that can be achieved by encoding, for a given physical size of the 
bus.  

Our experimental results show that the proposed encoding based techniques 
result in reduced supply bounce and signal degradation due to inductive cross-
talk, closely matching the theoretical predictions. As a result the overall delay 
of the bus actually decreases even after the use of the encoding scheme. 

Keywords: Cross-talk, Off-chip bus, Bus Encoding algorithm, Delay. 

1   Introduction 

The limitation in package performance comes from the parasitic inductance and  
capacitance in the electrical interconnect [1, 3, 5] The parasitic inductance within IC 
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packaging causes bounce on the power supply pins in addition to glitches and rise-
time degradation on the single pins [1, 2, 10].In this work we give the mathematical 
analysis and the coding algorithm based on the reducing cross-talk for off-chip data 
transmission which we help on [1, 2]. This code is commonly referred minimization 
of inductive cross-talk for Off-chip data transmission based on encoding.  

The first step in creating the bus expansion encoder is to create a set of constraints 
equations. [1, 3, 7]. The constraint equations are written so that arbitrary transitions 
can be evaluated for noise limit violations. When the transition is evaluated using the 
constraint equations and violates one of the user-defined noise limits, the transition is 
flagged as illegal and is removed from the set of data sequences that are allowed to be 
driven through the package interconnects. Each of the possible off-chip transitions are 
evaluated against each of the constraint equations. The inductance factors that effect 
signal speed and integrity are as follows:- 

Supply Bounce Constraints 

When a pin I in segment j is a VDD pin, it is required that the bounce magnitude due to 
the electrical parasitic in the package must not exceed the user-defined noise limit P 
supply. When the pin under evaluation is a VDD pin, a constraint equation is written to 
determine is any transitions that occur on the bus segment will result in a violation of 
P supply [1, 4, 6]. So the VDD pin in addition to any mutual inductive or capacitive cou-
pling that occurs due to switching signals in adjacent pins. By multiplying the cou-

pling magnitude by the transition value v
j

i
(which can be 0, 1, and -1). When the pin 

under evaluation is a VSS pin, a constraint equation is written to determine if any tran-
sitions that occur on the bus segment will result in a violation of P gnd. Typically sup-
ply (VSS and VDD) pins are interspersed at regular intervals between signal pins. Every 
nth pin is a VSS or VDD . The supply bounce is proportional to the number of pins 
switching low or high. Ground bounce is expressed as:  

                       ∑=
i

bnc dtdiLV )/(                                        (1) 

Where L is the self inductance of the VSS pin and ∑
i

dtdi )/(  is evaluated over 

the number of signal pins switching low.  

Glitch Magnitude Constraints 

When a pin I in segment j is a signal pin, it is required that the coupled voltage onto 
that pin does not exceed any of the user-defined noise limit for signal coupling 
[9,11,13] if the signal pin is static )0( =v

j

i
then the glitch magnitude onto the victim 

pin must not exceed P0. As in the constraint equations for supply bounce, the magni-
tude of the coupling contribution of any neighboring pin is multiplied by the transition 
value V (which can be 0, 1, or -1) of the neighboring pin. 

If a signal pin j is static, then a glitch may be induced in its voltage due to 
neighboring pins which switch. 
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This is governed by the expression 

                 
∑ ±=

k

k

jk

j

glitch dt
di

MV )(
                                            (2) 

Where ik is the current in the Kth  pin, and Mjk is the mutual inductance between the 
jth pin being consider and the  Kth pin. The sign of the coupled voltage is positive or 
negative depending on whether the kth neighboring pin undergoes a rising or falling 
transition. 

Switching Speed Constraints 

When a signal is switching, its transition can be speed-up if the coupled voltage in-
duced by its neighbor’s mutual inductance aids the transition. We would like that a 
signal is not slowed down (i.e. either speed-up, or un-integrated), in this transitions 
due to this effect we would like that when a signal j is rising (falling), the coupled 
voltage on this signal (equation 2) due to its neighbor’s transitions is zero or positive 
or negative. 

In this way, the transitions of signals are not slowed down due to inductive cross-
talk. 

Rise time and Fall time Degradation Constraints 

When a signal pin I in segment j transitions from logic 0 and logic 1, )1( =v
j

i
 it is 

required that the coupled voltage onto that pin does not hinder its rise time. 
In a similar manner, when a signal pin I in segment j transitions from logic 1 to 

logic 0, )1( =v
j

i
 it is required that the coupled voltage onto the pin does not hinder 

its fall time.  
Bus encoding algorithms have been developed to overcome the capacitive cross-talk 

for on-chip buses [8, 9, 10]. However the problem of on-chip capacitive cross-talk mini-
mization for busses is very different from that of Off-chip inductive cross-talk minimiza-
tion. Although our approach also constructs cross-talk resistant to [1, 8, 9], we utilize 
memory based CODEC solution [14]. 

In this work we proposed systematic encoding scheme to reduce inductive cross-
talk. 

2   Our Approach 

Consider a bus consisting of k identical segments, each of width n. For any segment j, 
let j-1 represent the segment to its immediate right. Let us also denote the values if the 

n bits of segment j as )10( −≤≤ niv
j

i
. Figure 1 shows an example of a bus con-

figuration with k = 3 and n = 5. So the signal- to- power ratio for this bus configura-
tion is 5/2 shown in figure1. In general, when assigning package pins for an off- chip 
bus, VDD and VSS pins are interspersed among the signal pins in a regular  
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fashion. The over all bus arrangement consists of a repetitive pattern of segments, 
each with their VDD and VSS pins in the same relative position within the segment 
which shown in figure 1. 

In our approach, we write equations to encode the inductive cross talk constraints 
for all bits of the jth bus segment. The constraints are different for the signal, VDD and 
VSS pins. Depending of the number of neighboring pins whose mutual inductive ef-
fects we want to model, the constraint equations will include pins belonging to 
neighboring segments as well. Since the segments are arranged in a repetitive manner, 
the encoding obtained for segment will be valid for all K segments within the bus. So 
here we used the valid sequences to construct a legal transition between bus vectors. 
From this digraph, we construct a memory – based CODEC which is used during the 
bus data transfer. 

3   Coding Algorithm 

If an m- bit bus can be encoded using the legal transitions in G, then there must exist a 
set of vertices VC ⊆ V , such that each Vs ∈  Vc has at least 2m out going edges  
e (  vs , vd  )    

(Including the self edge), such that the destination vertex vd ∈  Vc. so the cardinal-
ity of Vc is at least 2m. Now for any given graph G, we find m by the following given 
Algorithm. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 1. Testing if G (V, E) can encode an n-bit bus 
 
Test  (M, G(V,E)) where M=n-1 ( Where n is the physical bus size.) 

1. Find degree Vv∈∀  
2. For check_ degree = 1to Check_ degree = 0 do 

 Set Check_ degree = 0 

 For each Vv ∈  do 

 IF degree
( ) 2

m
v ≤

then 

2.2.1.1    Set vVv −←  

2.2.1.2     Set −← EE out_ degree
( )v

 

2.2.1.3     Set −← EE  in_ degree 
( )v

 
2.2.1.4      Set Check_ degree = 1 

           
 End  IF 
 End For 

3 End For 
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Fig. 1. Example Bus Configuration 

Initially m is taken n-1 (when n is physical length of the bus). So the input of this 
Algorithm will be m and G. Here we first we find out- degree of each v (single verti-
ces) ∈V. If the out- degree of v is less than 2m then we assigned V ←  V/v and delete 
all out- going edges rooted at V as well as all in- coming edges incident on v will con-
tinue this step until the graph is convergence. If after convergence the cardinality of v 
is greater than 2m, We can construct a memory- based encoder using the legal transi-
tion of G. In this case the effective bus size can be encoded in m. If m bit bus can not 
be encoded using G then we decrement m, we repeat this until we find a value of m 
such that the m bit bus can be encoded by G. 

4   Result 

In this work we encode an example bus configuration to avoid inductive crosstalk. 
The bus configuration is shown in figure1. Here we taken from Reference1, The first 
step consists of writing the constraint equations for every pin in the bus. In this bus r 
=7 k =3 and α=7/2. For the inductive coupling with a magnitude less than 0.08.This 
exercise yields 7 constraints equations shown below. Note that these constraints have 

been simplified by removing terms with 
0=v

j
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pvvv bnc

j

iDD

j
arethatpinsofno

z ≤== )1(
2

.1
0

 
 

pvvvvv
jjjjj

kkkk
154321

)(4)(3)(2)(11.2 ≥+++⇒=
 

 

pvvvvv
jjjjj

kkkk
154321

)(4)(3)(2)(11.3
−

≤+++⇒−=
 

 

pv

vvvpv

o

j

jjjj

k

kkk

≤+

++≤−⇒=

)(4

)(3)(2)(10.4

5

43201

 
.. 

. 

. 



928 S. Singha and D. Saha 

. 

. 

. 

. 

. 

. 

. 

pvvv bnc

j

iss

j
arethatpinsofno

z ≤−== 1(
2

.17
6

 

5   Conclusion 

In this work, we present encoding techniques which can help a designer trade off cross- 
talk against area overhead. Our experimental results show that the proposed techniques 
result in reduced delay variation due to cross- talk. As a result in reduced delay of a bus 
actually decreases even after the use of the encoding scheme. We also presented a tech-
nique to encode Off-chip bus data to avoid inductive cross –talk effects. The technique 
involves writing constraints equations which express the user-specified bounds on the 
amount of edge speed degradation, glitch magnitude, and supply bounce that can be tol-
erated. In this paper, we have introduce the concept of using data encoding to mitigate 
cross talk delay on buss and we presented a theoretical framework for understanding 
crosstalk immune coding. In this work we proposed a bus encoding technique to prevent 
cross talk delay for off-chip data. We incorporate all these inductive cross-talk effects in 
a common Mathematical framework. We construct a set of legal vector sequences with 
respect to of legal vector sequences with respect to inductive cross-talk, and use these to 
develop a CODEC for inductive cross-talk avoidance. 

 
Showing the Encoding Efficiency in the above figure. 

Fig. 2. Encoding Efficiency  
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Our experimental results show that the proposed encoding based techniques result 
in reduced supply bounce and signal degradation due to inductive cross-talk, closely 
matching the theoretical predictions. As a result the overall delay of the bus actually 
decreases even after the use of the encoding scheme. 

We found the value of the effective bus size n as a function of physical bus size m. 
the results are shown in figure 2, where we plot the bus size overhead (n-m / m)as a 
function of n. 
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Abstract. The aluminum electrolysis is a complex electrolytic process, which 
makes the aluminum electrolysis has many types of fault and high occurrence 
rate. Therefore, this paper proposes a fault diagnosis method based on PSO 
Elman neural network. The fault diagnosis model is established with the 
feedback Elman neural network, where hidden and the output layer nodes 
feedback have memory function. The weights of neural network are updated 
through the improved particle swarm optimization algorithm. The global PSO is 
used to find out the approximate results, and the local PSO is applied later for the 
specific search. These two PSO methods are switched by calculating the ratio of 
the distance between the two particles and the maximum distance, which results 
in the guarantee of the speed and accuracy, avoiding falling into local optimal 
values, and improving the rate of fault diagnosis. 

Keywords: fault diagnosis, Elman neural network, particle swarm optimization. 

1   Introduction 

The aluminum electrolysis is a complex electrolytic process. Because of aluminum 
electrolytic current usually work under the condition of hundreds of thousands of amps, 
which caused strong electric field, magnetic field and strong heat field. The chemical 
reaction is violent, which make the aluminum electrolysis process have many types of 
fault and highly occurrence rate, which made electrolytic process work in an unstable 
condition, the production of aluminum is low and waste a lot of energy. Therefore, 
effective prediction of fault diagnosis and the treatment of the fault have great 
significance for saving energy and the improvement of the yield and quality of aluminum. 
This paper proposes a fault diagnosis method based on PSO Elman neural network with 
the mechanism and the fault of the characteristics of aluminum electrolysis process. This 
method is demonstrated by simulation experiments with good rate of fault diagnosis. 

2   Modeling of Fault Diagnosis Based on PSO Elman Neural 
Network 

In this paper, predictor is established by the output feedback Elman neural network. 
The network training adopts improved particle swarm optimization instead of gradient 



932 J. Li, H. Wu, and J. Pian 

descent method to update the weights. The node number in input layer is the number of 
characteristic quantities in a model volume. In the fault diagnosis of aluminum 
electrolysis, the feature of input is the tank resistance r(k),cell voltage v(k) and the cell 
temperature c(k) are selected according to the theoretical analysis and field data 

2.1   The Structure of Elman Neural Network  

The input and output feedback Elman neural network includes input layer, hidden 
layer, structure layer and output layer. The input layer is used for signal transmission, 
the output layer is used for weight linearly, and the hidden layer output data to the 
structural layer, structure layer and the input layer output data to hidden layer together. 
The hidden and the feedback nodes of the output layer have memory function. It is the 
recursive dynamic memory that made the network has dynamic monitoring 
performance. The structure of the Elman feedback network is shown in Figure 1. 

 

2y

1W

2W

3W

4W

α α γ γ

)(ky

)(kx

)(kxc )(kyc

)(kv)(kc)(kr

1y  

Fig. 1. Fault diagnosis model of aluminum electrolytic based of Elman neural network 

In this paper, the weights of neural network are updated by the improved PSO 
algorithm. The PSO divided into two different types. The global PSO is used to find out 
the approximate results and then the local PSO is used for the specific search.  

2.2   Particle Swarm Optimization 

The global PSO is applied to find out the approximate the network weight, and the local 
PSO is used for the specific search. Switch these two PSO methods by calculating the 
ratio of the distance between the two particles and the maximum distance as 

maxd

XX ba − .Where, ‖Xa - Xb‖ is the current distance form particle a to particle b. dmax 

is the maximum distance between any two particles in iterative method. The choice of 
the threshold η varies is according to the number of iterations as 

η<
−

maxd

XX ba  (1) 
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And then, the b becomes the neighborhood of the particles. All the particles satisfy 
the conditions compose a set Ni. After the improved neighborhood rules adopted, the 
choice of the threshold η varies is according to the number of iterations. η is expressed 
as follow, 

max

6.03

iter

itert +=η  (2) 

when η> 0.9, the algorithm is adopted which use global PSO to renew the particle's 
velocity and location. When η< 0.9, the algorithm is adopted which use local PSO to 
renew the particle's velocity and location. 

 
1) Global particle swarm algorithm 
The network takes the feedback Elman neural network weight matrix as particles, 

which is initialized to a group of random weight particles. Through the iteration, the 
network follows two extreme to renew itself. The first extreme is the maximum 
individual weight 

bestp  which is found out by the particle itself. Another is the 

maximum global weight 
bestg  which is found out by the entire population.  

( ) ( )presentbestpresentbest pgrandcpprandcvwv −××+−××+×= ()() 21
 

(3) 

vpp presentpresent +=  (4) 

iter
iter

ww
ww ×

−
−=

max

minmax
max

 
(5) 

Where, v is the speed of the weight particle, w is the inertia factor, iter is the number of 

current iteration, maxiter  is the maximum number of iterations, presentp  is the current 

particle position, rand () is a random number between (0,1),c1 and c2 are learning 

factors. 

 
2) Local particle swarm algorithm 
The global PSO has fast convergence, but sometimes it probably fall into local 

optimum. Local PSO maintains multiple attractors to avoid premature. Assuming each 
particle is defined as a set in the neighborhood with the size of 1 as follow 

Ni = {pbest i - l , pbest i - l +1 ,…, pbest i + l - 1 , pbest i + l} (6) 

Neighborhood weight extreme lbest is selected from Ni which is instead of the 
global weight extreme gbest. The other parameters are the same as the global version of 
PSO. Weights particle according to the following formulas to renew their own pace and 
the new location, 

( ) ( )presentbestpresentbest plrandcpprandcvwv −××+−××+×= ()() 21
 (7) 
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2.3   The Process of Learning Algorithm of the Improved PSO Elman Neural 
Networks 

a. Determine the number of particles and initialize particle velocity and position. 
b. Set the learning error accuracy ε ,the current iteration number iter and the 

maximum iterations number 
maxiter  

c. Calculate the particle fitness and the ratio of the distance between the two particles 
and the maximum distance.  

d. When E>ε  or 
maxiteriter > ,if η<

−

maxd

XX ba  ,use the local PSO to renew the 

particle's velocity, location and the inertia factor w. If η>
−

maxd

XX ba , use the local PSO to 

renew the particle's velocity, location and the inertia factor w. 
e. If not meet the convergence criteria, go to step c, else stop the algorithm. 

Suppose the network’s real output is y(k) and the target output is t(k), the PSO fitness 
function can be defined as  

∑∑
= =

−=
N

j i
ijij YT

N
E

1

2

1

2)(
1  (8) 

3   Simulation 

The model number of electrolytic process is taken as four in fault identification, that is 
normal, anode effect, cold tank, and hot tank. Therefore, the network output layer nodes 
are two. The output fault category is shown in table 1. 

Table 1. The output fault category 

output output fault 

category Y1 Y2 

normal 

anode 

effect 

cold tank 

hot tank 

0 

0 

1 

1 

0 

1 

0 

1 

Because of parameters have different units, and the larger input value neural 
networks will greatly reduce the convergence rate. In order to ensure the accuracy for 
the network prediction, normalized the training data into the range from 0 to 1, and the 
normalized formula is 
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( )
( ) ( )ii

ii
i xx

xx
x

minmax

min
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where xi is the actual input values of the samples, i=1,2，…，n 
This paper adopts the fault data which are the aluminum plant provided to do some 

simulation. Take 30 minutes of the cell data in normal condition (Sampling in every 30 
seconds). There are 60 groups of tank resistance, cell voltage and cell temperature data 
and normal input test data. System chooses three groups of various faults around 30 
minutes of data for simulation.In this paper, take anode effect as an example.  

At the first 8 minutes, neural network outputs are relatively stable. The cell is in a 
normal state. Starting from 11th minutes the neural network output Y2 is greater than 
0.5, which shows that the cell anode effect will occur. The original Elman network in 
the 13th minute output Y2 is greater than 0.5. That means the forecast is 2 minutes than 
original network. Starting from the 21th minutes the neural network output Y2 is close 
to 1. We can see the cell anode effect occurred. In 33th minutes, the anode effect has 
been lifted, the improved network output quickly returns to 0.1 to 0.2, which respond 
more quickly to the original network. 

When the anode effect occur, the network output are shown in figure 2. 

 

Fig. 2. The anode effect fault diagnosis results 

4   Conclusion 

In view of the three kinds of common faults in industrial aluminum electrolysis process, 
the PSO Elman neural network fault diagnosis model is proposed in this paper. The 
proposed method improve the fault diagnosis accuracy of the anode effect, and the 
simulation results show the neural network fault diagnosis method is feasibility and 
effectiveness. 
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Abstract. Aluminum electrolysis is a non-linear, time-varying and large time 
delay process, which interfered by the interaction of strong electric field, strong 
magnetic field and strong heat field. So, it is a high energy consumption process 
and the process control is very difficult. Therefore, the hot issue for the control 
system is how to save energy, improve the current efficiency, increase the yield 
and the quality of aluminum electrolysis. A wavelet neural network predictive 
control method is proposed in this paper which based on the analysis of 
characteristics and problems for the aluminum electrolysis process. The 
proposed method combines the neural network control technology and 
forecasting techniques. By tracking the parameter of the cell resistance which 
reflects the alumina concentration, the controller regulates the control strategy 
real timely to make the alumina concentration in an ideal range through 
controlling the alumina feeding quantity of the feeding device, and the system's 
hardware and software are also designed .The experiment results show that the 
method not only has a good effective control performance and an energy-saving 
effect,  but also has an important significance of increasing the yield and quality 
of aluminum. 

Keywords: Aluminum electrolysis, neural network, predictive control, alumina 
concentration. 

1   Introduction 

The aluminum electrolysis is a nonlinear, multivariable coupling, time-varying and 
large delay process. Because of aluminum electrolytic current usually work under the 
condition of thousands of amp. So in industry, people often choose the method which 
adds the alumina to the cell by timing or adopts simple adaptive mathematical model 
which is used to feed point method. Aluminum electrolysis is a complex electrolytic 
process which current efficiency is poor and it is difficult to establish accurate 
mathematical model. So control effect is not good enough. This paper proposes a fault 
diagnosis method based on wavelet neural network with the mechanism and the fault of 
the characteristics of aluminum electrolysis process. The experiment results show that 
the method not only has a good effective control performance and an energy-saving 
effect, but also has an important significance of increasing the yield and quality of 
aluminum. 
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2   Hardware System Structure 

System hardware structure is shown in figure 1. This system adopts PC bus industrial 
control machine as control host, mainly include: analog input channel, digital input 
channel and analog output channel. 

Analogue input channel collect the signal of the series current, series voltage and cell 
voltage in the field. The voltage isolation transmitter and A/D converter send the signal 
into the industry control machine to analyze. That is according to the work of the state 
to adopt different control strategy in order to make the cell to achieve the best working 
condition. 

Digital input channel is used to switch the signal acquisition process and determine 
the operational status of the motor and manual / automatic system working state. 

Analog output channel output control signal to control alumina charging device 
which is the key to electrolytic control techniques for saving energy, which has an 
important significance. 

 

Fig. 1. Hardware system structure 

3   Design of Neural Network Controller and Predictive Model 

Neural network control system structure is shown in figure 2. In figure 2, NNC is the 
neural network controller and NNI is the recurrent wavelet neural network predictor. 

The given value is cell resistance x(k), the output y(k) is the actual output value cell 
resistance and the neural network controller output u(k) is used as the input of the 
predict structure of recursion wavelet neural network. The output of forecasting 
structure )(ˆ ky  is a feedback parameter of the controller to improve the system control 
precision. 
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Fig. 2. neural network predictive control system structure 
 

This system is mainly includes both the controller and the predictor. Where the 
controller adopt BP neural network and the predictor adopt recursion wavelet neural 
network which has three layers of neurons. The input of the structure layer is the output 
of the hidden layer. And the structure layer and the input layer output data to hidden 
layer together. It is the recursive dynamic memory that made the network has dynamic 
monitoring performance. 

 

 

Fig. 3. the structure of recursion wavelet neural network 

Figure 3 is the structure of recursion wavelet neural network. The recursive wavelet 
neural network has n+1 input neurons (the inputs is 3, namely n=2). Respectively 

yy ˆ−  is the error between the outputs of controlled object and predicted, y(k-1) is the 
actual output value delay quantity, ŷ is neural network controller output control value. 
A output neuron y(k+1) output the prediction ŷ ,while the number of the hidden layer 
neuron is m and the number of the structure layer neuron is m. )(,1)( 00 twtx ii θ== .The 
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corresponding weights represent the threshold of network hidden layer neuron i, which 
is not the actual training input. Rty ∈)( is the  one-dimensional output vector under the 
t moment. They form the training vectors mi RtH ∈+ )1(  are the hidden layer output, and 

mik Rtv ∈+ )1(  is the output of the structure layer. 

Set the feedback gain is α which is the output of each moment. 

)()1(, taHtx kkc =+  (1) 

This paper adopts Morlet wavelet. Set a as a wavelet expansion coefficient. Set b as 
a translation coefficient of wavelet. Set 

)(
)()1(

ta

tbth
t i −+=′ . Morlet mother wavelet function is 

2/2

)75.1cos()( tett −′=′ϕ  (2) 

Set y(t) and ye(t) as the real output and the expected output at the time t, and the 
network error will be 

)()()( tytyte e −=  (3) 

and we will get 
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Set network works from the time 1 to time N. The total error function of each cycle is 
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The dynamic equation of neural network is 
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Where, )(1 twi is the weight of hidden layer i and the output layer neuron. )(2 twij is the 
weight of input neuron j and the hidden neuron i. )(tvik is the feedback weight of relevant 
neuron k and the hidden neuron i. )(tHi is the output of hidden neuron i. Controller and 
predictor in the aluminum power solutions ensure the system good dynamic and stable 
capacities, by changing the parameters of controller and predictor according to the load 
changes. 

4   System Software Design 

The software modular design method mainly includes: the data acquisition module, the 
fault processing module, the aluminum processing module, predictive control module 
and so on. 
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The data acquisition module mainly includes: analogue data acquisition and digital 
data acquisition, which collect the signal of the series current, series voltage and cell 
voltage in the field. Through the digital filter and calculation, it sends the signal into the 
industry control machine to analyze the signal. 

The fault processing module mainly include: the anode effect, hot tank, disease cell 
monitoring and alarming. 

The aluminum processing module mainly include: cell monitoring of aluminum, the 
control in the process of the aluminum electrolysis and the new control strategy of the 
electrolytic cell after the aluminum electrolysis. 

The control module is the key to the program which include: control of cell 
movements, cell and system operating status, display and the control of alumina 
concentration cell. Alumina concentration is controlled by wavelet neural network, 
which control the alumina feeding device, the rate of feeding in time, adjusting the 
concentration of alumina in the cell. That make the concentration of the alumina in the 
cell achieve the best working conditions. 

5   Conclusion 

A wavelet neural network predictive control method is proposed in this paper which 
based on the analysis of characteristics and problems for the aluminum electrolysis 
process, which control of the alumina feeding device. That make the concentration of 
the alumina in the cell achieve the best working conditions.The experiment results 
show that the method not only has a good effective control performance and an 
energy-saving effect, but also has an important significance of increasing the yield and 
quality of aluminum. 
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Abstract. Based on BP neural network slow convergence speed, easy to fall into 
the local minima and network structure is not quite stable shortcomings, the 
genetic algorithm (GA) optimization BP neural network is proposed on the basis 
of BP neural network in this paper. This paper put the GA optimized BP neural 
network apply to switch current circuit fault diagnosis, through comparing the 
result of experiment proves that the method is effective. 

Keywords: Switch current circuit, wavelet transform, GA, BP neural network. 

1   Introduction 

Switch current (SI) technology is another kind of new simulation sampling data signal 
processing technology after the switch capacitance (SC) technology [1]. Being 
different from SC technology, which requires special double level polysilicon 
technology, the SI technology is a kind of sampling data network that being only 
consist of MOS transistors and MOS switch.  It can maintain drain current ability 
through the charge that storied on a grid oxidation capacitance when the grid in MOS 
transistors opened. As it needs not strict capacitance accuracy, linear floating ground 
capacitance, and digital CMOS process compatible, it is easy for VLSI realization. 
What’s more, SI circuit transfer signal using current, can work even in conditions of 
low voltage and low power consumption. These characteristics of SI caused extensive 
concern over SI technology in the academe of the world, and it has been emphasized 
and develops rapidly. Because of the widely use of SI technology and the possibility of 
fault in electronic circuit, a new project came up, that is how to diagnose the fault in SI 
circuit.  

Although SI test technology[2] has been developed to some extent, the development 
of fault diagnosis technology is still in the primary stage [3]. There exist many 
difficulties which need to be overcome one by one. 

Neural network have already been used in switch current circuit fault diagnosis. This 
paper aims at solving the problems existing in the BP network. How the Fault 
Diagnosis system (BP Neural Network that Optimized by the genetic algorithm) works: 
This paper adopts output current of measured circuit as the original signal, decompose 
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the circuit waveform of the output circuit using wavelet and obtain decomposition 
coefficients. Then conduct principal component analysis (PCA) and the normalized 
processing of fault signal, thus getting the optimal feature pattern vectors. The optimal 
feature pattern vectors will be sent to GA_BP network in which it will be classified and 
diagnosed on faults. 

2   Wavelet Decomposition 

As outlined in Literature [6], the wavelet decompose algorithm will not be detailed 
here. The use of wavelet decomposition mainly aims at the fault signal pretreatment, so 
as to acquire wavelet coefficients of each layer as fault feature model and offer GA_ BP 
corresponding fault diagnosis. Therefore, wavelet decomposition, together with 
subsequent PCA and the normalized processing of fault signal can get optimal 
characteristic pattern vectors as the input of GA_BP network through fault signal 
pretreatment, thus greatly reducing the number of network input terminal and finally 
speeding up the training of GA_BP network and improving the performance of the 
network. 

3  Genetic Algorithm to Optimize the BP Neural Network 

Genetic algorithm (GA) [7] is a heuristic global-optimization search method based on 
the biological evolution in nature world.  Its essence is the cycle of copy- 
exchange-mutation operator. The problems are translated into a big population in 
genetic algorithm. And every member of the population has been genetic code, so each 
individual is actually entities with chromosome characteristics. This creates an initial 
population, which according to Darwin's principle of “Survival of the Fittest” can result 
in a new solution set population that evolved from gradual crossover, mutation. The 
new population can better adapt to the new environment, and it can be used as 
approximate optimal solution after coding. Genetic algorithm has strong search 
capabilities and good macro-global optimization ability. 

Genetic algorithm combined with the BP network [8], can well overcome the 
short-comings of BP neural network, such as the slow convergence rate, tendency to 
fall into local minimum points and the instability of the network structure. Being 
operated, the weights and threshold of neural network will be firstly optimized by 
means of genetic algorithm. After precise solution, exact calculation would be achieved 
through using BP network, thus can finally achieve global search and rapid and 
efficient purposes. 

For the three-layer BP network, ihw is set to connection weights from the i -th node 

in input layer to the h -th node in hidden layer; how is set to connection weights from 

the h -th node in hidden layer to the o -th node in input layer; jθ is set to threshold for 

the j -th node in hidden layer; sθ is set to threshold for the s -th node in input layer. The 

steps of genetic algorithm to optimize the BP neural network are as follows: 
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(1). Initialization population P , including crossover、scale、crossover probability 

cP 、mutation probability mP and Initialization of any ihw 、 how and jθ 、 sθ . 

(2). Calculate each individual evaluation function, and sort them. Network individuals 
can be chosen according to following probability: 
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  .                                                           (1) 

In the formula above, if is the fitness value of individual i , which can be measured by 

the error squares E , namely 
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In the formula: 1,2,...,i N= is the number of chromosome; 1,2,...,o q= is the 

number of output layer node; 1, 2,...,k m= is the number of studying samples; y  is 

the actual output for network, and d  is the expected output of the network. 

(3). The crossover operation of individuals of iP and 1iP+ , through crossover 

probability cP , generates new individuals of '
iP and '

1iP+ , while those don’t encounter 

crossover operations reproduce directly.  

(4). The mutation of mutation probability mP  changes the individual of jP into a new 

individual of '
jP . 

(5). Insert the new individual into the population, and calculate the evaluation function 
of the new individual.   
(6). How to judge whether the algorithm has ended: Another round of computation of 

step (3) should continue if no satisfactory individual was found.  

(7). The optimized initial value which resulted from genetic algorithm is initialized 

weights and threshold. Meanwhile, train the network by improved BP algorithm till the 

error precision is decided.  



946 C. Tang, Y. He, and L. Yuan 

4   Switch Current of GA_BP Network Diagnoses Methods 

Switch current circuit entirely consist of MOS device, and in current Transfers signals, 
may diagnose less node. At first switch circuit is simulated and obtain the output 
current signal waveform in the paper, after that the corresponding feature extraction 
form feature vector, then GA_BP network identify and diagnosis. 

This paper adopts the program of GA_BP network diagnostic methods as follows: 
(1). The pretreatment fault signal and the characteristic vector form. First, 

OrCAD-10.5 treated with fault simulation of diagnostic circuit in different fault, under 
the condition of the circuit terminal output waveform. This incentive stimulates circuit, 
amplitude is 50uA, cycle is sinusoidal signal of 100µs,  Then it will get output signal 
waveform, Harr wavelet is decomposed by 6 layers wavelet, It will get different levels 

of approximation coefficients k
jc and detail coefficients k

jd , Again according to the 

following steps, to the energy for element structure the vector of characteristic. The 

each frequency energy is 0 1 2 3 4 5( , , , , , )E E E E E E E= , which is made six floors 

wavelet of decomposition, ( 1,...5)iE i = mean the energy of each signal layer. 

0E mean the energy of the sixth floor of about signal part, iE mean the energy of 

the i floor of specific signal part, so 
26

0 ,
,

j k
j k

E c=∑ ,
26

,
,

i j k
j k

E d=∑ , 1,...5i = , 

Thus there has normalized feature vector 0 51, ,...,
E EE

T
E E E

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

. 

Finally the characteristic vector is made PCA analysis, the redundancy of each 
feature vector is removed and normalized, in order to enhance the characteristics of 
feature vector signal, then which is feed into GA_BP networks to train and test, it could 
reduce the size of the neural network, decrease the time and improve the purpose of 
performance. 

(2). On account of system architecture design of GA_BP network. Based on the 
result of characteristic vector decomposed and created, this paper selected network's 
input layers, which percepts six nodal points, according to performance requirement, 
the number of neurons in hidden layer determine the optional for 10 ~ 30, the number of 
neurons output to in the fault diagnosis is based on the number of categories and 
fault-free state as 4 (a binary code form output), according to classified requirements, 
its neuron activates function to identify logsig function, its output for [0, 1], which are 
easily to give the circuit diagnosis directly. 

(3). GA_BP network training and testing. Input the training sample, GA_BP 
network is made adequate training, and input test sample to test. 

5   Diagnostic Circuit Example 

Fig 2 shows switch current resonance circuit fault diagnosis, for example, to explain 
GA_BP network can be a very good overcome BP network into the local minimum, 
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slow convergence speed and structural instability shortcomings. The parameters set 
each component, including each MOS device tolerance, set to 10%. Circuit fault 
including component open and short-circuit fault. 
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Fig. 2. switch current resonance circuit 

5.1   Fault Type Determination 

For simplify fault type, it don't consider the MOS switch existence fault. Consider each 
MOS device to the extent of the output circuit influence, so we proceeding sensitivity 
analysis for circuit-under-test, firstly. Through the relative sensitivity analysis and the 
structure characteristics of the circuit, then nine faults are determined finally, the type 
may be summarized in table 1. At the same time, circuit data respectively was trained 
and tested by BP network and GA_BP network.  

5.2   The Training of GA_BP Network and BP Network Compare the Results 

Two network use the same structure, input layer, hidden and output layer respectively 
establish six neurons 、25 and 4, target performance index establish 0.001, learning 
rate establish 0.1. The simulation of MATLAB environment is for training. Extract 
feature vector input to the network was trained as shown in Fig3 and Fig 4 shows. After 
77 steps, GA_BP network come up to the training target, after 347 steps the BP network 
eventually falls into the local minimum value. At the same time, through 1,000 times 
training, BP network in local minimum probability can achieve 46.7%, GA_BP 
networks can achieve 100%. 
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Table 1. Fault classification 

fault-free NOR
M1 source M1SOP
M2 drain open M2DOP
M2 source open M2SOP
M3 drain-source short M3DSS
M3 grid-drain short M3GDS
M3 source open M3SOP
M6 grid-drain short M6GDS
M7 drain open M7DOP
M7 source open M7SOP  

 
Part training results as shown in table 2， the data are intuitive reflect the BP network 

easily into the local minimum、slow convergence speed and structural instability 
shortcomings. But GA_BP network convergence speed and stable structure, 
completely overcome the shortcomings of the BP network. 
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         Fig. 3. GA_BP Network training                           Fig. 4. BP Network training 
         times and the error                                                  times and the error 

Table 2. Part of BP network training result and GA_BP network comparison 

Contrast 
project 

BP Neural Network GA_BP Neural Network 

Steps 107 292 41 62 73 43 
Error 0.1000 0.025 0.000896 0.000958 0.000997 0.000979 

 
Test data in put to the GA_BP neural network training, which has been trained well. 

Diagnosis data such as shown in table 3, get the actual output and the target have very 
good approximation. 
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Table 3. Compare with Failure actual output and target value 

Fault type Target value actual output .
NOR 0 0 0 0 0.0027 0.0670 0.0068 0.0071
M1SOP 0 0 0 1 0.0097 0.0804 0.0328 0.9999
M2DOP 0 0 1 0 0.0034 0.0082 0.9967 0.0000
M2SOP 0 0 1 1 0.0062 0.0006 0.9842 0.9887
M3DSS 0 1 0 0 0.0030 0.9983 0.0055 0.0538
M3GDDS 0 1 0 1 0.0014 0.9978 0.0014 0.9893
M3SOP 0 1 1 0 0.0470 0.9968 0.9956 0.0422
M6GDS 0 1 1 1 0.1740 0.9961 0.9967 0.9303
M7DOP 1 0 0 0 0.9921 0.0701 0.0003 0.0045
M7SOP 1 0 0 1 0.9973 0.0038 0.0020 0.9908  

6   Conclusion 

In this work, we have used genetic algorithm as Optimization measures to optimize the 
BP neural network, this method apply to the fault diagnosis of switch current circuit. By 
taking advantages of the Global Search of the genetic algorithm to find the most 
suitable network connection weights and threshold value, the method not only can 
reduce the searching space of neural network, improve search efficiency, but also can 
reduce the network training time. The experimental results show that GA_BP network 
of switch current circuit faults diagnosis method can effectively classification and 
diagnosis. This network is very well solve the BP network entrap local minima, slow 
convergence speed and network structure unstable shortcomings. 
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Abstract. Information Technology Infrastructure Library (ITIL) is the most 
popular “best practices” framework for managing information technology 
services. According to the problems of IT infrastructure and application systems 
existed in equipment acquisition information, this paper sketches the information 
service management framework of equipment acquisition by using ITIL ideology, 
and specifies the information service processes involved in equipment acquisition.  

Keywords: Information Technology Infrastructure Library (ITIL), Equipment 
acquisition, Information service, Business process. 

1   Introduction 

With the development of information technology, it is widely applied to various 
business phases of equipment acquisition. However, the established information 
systems have such problems as follows: information sharing difficult, function 
singularity, poor scalability, since they lack unified planning and standards, which 
directly impacts on the development of equipment acquisition information. The main 
problems are in that: (1) information service development is uneven between the 
military and the contractors. (2) IT infrastructure is lack of effective integration with 
organizational business requirements; (3) various heterogeneous systems are difficult 
to be integrated (4) the evaluation system of information service is not perfect. How 
to manage the increasing IT system to provide reliable and efficient information 
services is facing major challenges. Many large enterprises at home and abroad have 
adopted IT service management standards such as ITIL. These ITIL best practices 
provide a reference for our information service management. 

The paper is structured as follows: Section two briefly describes the ITIL reference 
model. Subsequently, in Section three, the information service management of 
equipment acquisition based on ITIL is introduced. Following that, Section four 
specifies the information service processes involved in equipment acquisition. The 
conclusion is arrived at in Section five. 
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2   ITIL Overview [1, 2, 3] 

Information Technology Infrastructure Library (ITIL) is a service management 
standard architecture developed by the Central Computer and Telecommunications 
Agency (CCTA) in the mid-80s aiming at the information domain. It includes six 
modules: IT service management implementation planning, service management, 
infrastructure management, business management, application management and 
security management. The service management module, which includes service 
delivery and service support, is the core component of this framework. The task of 
services delivery management is to plan and design service capacity, continuity, 
availability, service level, as well as to manage and improve the services delivery 
processes. It involves five processes: service level management, availability 
management, capacity management, service continuity management and financial 
management. The task of services support management is to ensure the stability and 
flexibility of information services. It involves service desk and five processes: 
incident management, problem management, change management, configuration 
management and release management. The relationship between these processes is 
shown in Fig.1. 
 

 
 

Fig. 1. Relationship between the service management processes. 

 
Based on the idea of ITIL, we study the information service management of 

equipment acquisition, and construct the corresponding framework, as well as specify 
its service processes. 

3   Information Service Management System of Equipment 
Acquisition 

According ITIL idea, the concept of information services management in equipment 
acquisition can be defined that the information service management department 
combines the requirements of business services and network technology to manage 
business information systems of equipment acquisition and staff.  

Information service management system can rapidly respond to requests for 
information services through support continued and reliable operation for information 
infrastructure and all kinds of information systems. According to business service 
levels, it can configure service resources effectively to improve the quality of 
information services.  
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Information service management system of equipment acquisition includes service 
management organizations, service users, management standards, information service 
management processes, and information services improvement. Through service level 
agreements, service delivery and service support as well as continuous improvement, 
information service system is organically integrated into a virtuous cycle. The 
information service management system [4] is shown in Fig.2. 

 

 

Fig. 2. The architecture of information service management for equipment acquisition. 

The top-design of equipment acquisition information service is the statute and 
criterion of equipment acquisition information service established by the military to 
instruct the service management, and thus to ensure the development of equipment 
acquisition information with rapid and stable. 

IT infrastructure includes such facilities as follows: network, storage, backup, 
database and middleware and so an. They are the basis conditions for the equipment 
acquisition information. 

The Deming quality cycle of PDCA is adopted to enhance the information service 
of equipment acquisition. P means plan. D means do. C means check. A means act. 
The PDCA cycle is equivalent to closed–loop control. It introduces feedback about 
business results into IT service to drive IT-related decision making and thus to 
improve service quality. 

4   The Processes of Information Service in Equipment Acquisition 

4.1   Service Delivery Process  

Service delivery management involves five processes: service level management, 
availability management, capacity management, service continuity management and 
financial management. 
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Service level management focuses on the acquisition business requirements 
through the coordination of equipment acquisition department, contractors, equipment 
used troops and information service department. To design the service level 
agreement, the first step is to investigate and understand business requirements of 
equipment acquisition by repeating communication. After that is to write a document 
about service level requirements (SLR). And then is to develop service level 
agreement (SLA). The process is shown in Fig.3.  

 

 

Fig. 3. Service level management process.  

Service level management relies on the other areas of the service delivery process 
to provide the necessary support which ensures the agreed services are provided in a 
cost-effective, secure and efficient manner.  

Financial management is to control the costs of information service at the most 
effective price (which does not necessarily mean cheapest). It should reflect the 
overall objectives of equipment acquisition information. Through the comprehensive 
account of operation costs and the services provided for various business departments, 
the detail information about the IT construction of equipment acquisition will be 
obtained, which is helpful to decision make and manage information assets.  

Capacity management is to ensure the optimum and cost-effective IT service today 
and in the future by match IT resources to equipment acquisition business demands. 

Continuity management is to ensure that information services can be recovered and 
continued even after a serious incident occurred. Therefore, the process involves the 
following basic step: 

 
1) Analyzing the characteristics of equipment acquisition department, contractors 

and equipment used troops respectively. 
2) Establishing the priorities the business activities by conducting a business 

impact analysis (BIA)  
3) Performing the risk assessment for each business. 
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Availability management is responsible for ensuring the information service-
availability at a justifiable cost by monitoring and improving the information service-
availability. Thereby, designing the process of availability management should 
understand the availability of information service and components from the business 
perspective to ensure service goals. 

4.2   Service Support Process 

Service support management involves service desk and five processes: incident 
management, problem management, change management, configuration management 
and release management. 

Service desk is the single point of contact between service providers and users.  It 
is also a focal point for reporting incidents and making service requests. When the 
user made a service request or report incidents, it is responsible for recording these 
requests or incidents and try to solve them. If it cannot resolve them, it will transfer 
them to corresponding groups and coordinating them interaction with users. In our 
work, a mixed service desk is adopted (shown in Fig.4), since it combines the 
advantages of distributed service desk and centralized service desk.  It not only 
facilitates the unified management but also provides the personalized service support. 

Incident management is to restore normal service operation as quickly as possible 
and minimize the adverse effects on business operations. So designing the incident 
management process should determine the priority of dealing with the incidents 
according to the urgency and difficulty degree. 

 

 

Fig. 4. Mixed service desk.  

Problem management is to resolve the root causes of incidents and thus to 
minimize the adverse impact of incidents and problems on business that are caused by 
errors within the IT infrastructure, and to prevent recurrence of incidents related to 
these errors.  Therefore, collecting and utilizing incidents are important for the 
problem management. Indeed, the incidents management process is not only 
information flow process but also problem treatment process. Through gathering, 
transferring and disposing of corresponding information, the management department 
can effectively manage business departments to be in an order state. 

Change management aims to ensure that standardized methods and procedures are 
used for efficient handling of all changes. It has been utilized in two situations. One is 
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in passive. The other is in active.  The former is adopted when the problems occurred 
and have to be interrupted or the regulations demand. The latter is adopted for the 
sake of higher service efficiency and effect. 

Release management is to protect the news or changed software and/or hardware 
required to implement approved changes. 

Configuration management is the management and traceability of every aspect of a 
configuration from beginning to end. It provides a whole framework of the IT 
infrastructure and information service management so that the IT infrastructure can 
support the information service operation effectively and management staff can 
comprehend the changes of every configuration item. 

5   Conclusion 

Our investigation is an attempt to construct the information service management 
system of equipment acquisition based on ITIL idea. In information service 
framework, IT department's main task is to deliver IT services with high quality and 
low cost and to improve the communication between information departments and 
other business departments as well as to help to plan, research and implement IT 
systems through the coordination of operation processes. However, our research is in 
beginning stage. At present, we only construct an experimental environment. In the 
future, we will further study ITIL application in the real world of equipment 
acquisition information. 
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Abstract. Topology optimization lends an effective tool for lightweight work of 
machine tools. With variable density algorithm, the mathematical model of 
optimization was given. After structural analysis, analyzing model for topology 
optimization, with practical machine tool structure, was built. The method of 
choices of optimization variables and constraints were related. Based on 
optimizing calculation, the density contour is displayed. And then the irregular 
structure after topology optimization is abstracted and simplified, building new 
improvements of machine tool structure based on topology optimization results. 
Re-analysis results show that, after optimization, the structure compliance is 
reduced; and the 1st-3rd natural frequencies are improved; the structure mass is 
reduced by 5.55%. Meanwhile, the new structural changes are very easy to 
achieve for the processing technology. With further maturity of topology 
optimization theory, the lightweight work of machine tools will have 
increasingly active role to reduce material consumption. 

Keywords: Topology optimization, variable-density algorithm, lightweight 
design method, machine tools. 

1   Introduction 

To improve the economics and reduce production cost of machine tools, the 
lightweight design method has been gradually received more and more attention by 
machine tools manufacturer. Lightweight design of machine tools mainly focuses on 
two aspects, material and structure. Developing new functional materials to replace 
traditional steel and cast iron is an effective way for loss of weight. A successful 
sample is using new plastic instead of cast iron to manufacture slide rail. However, 
development and application of new materials have a long way to go, despite some 
great progress [1]. For structure of machine tools, especially in modern NC machine 
tools or Machining center, overall shape and arrangement of function units, compared 
with traditional machine tools, have undergone tremendous changes. Generally, 
machine tool design is often guided by empirical data, resulting in cumbersome 
structure. Based on optimizing algorithm to allocate optimized objects (design 
parameters such as size, shape, material and etc.) rationally to ensure the overall 
stiffness and other characteristics of machine tools, structure optimization design 
rising up recently allows structural design to get rid of blind dependence on the 
experience.  
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Structural optimization is divided into size optimization, shape optimization, and 
topology optimization. Relatively, compared with size optimization and shape 
optimization, topology optimization has more design freedom, can get greater design 
space. Therefore, topology optimization is the most promising optimization method. 
Topology optimization is an effective design tool for a variety of engineering 
applications, it can be used in conceptual design stage of structural, mechanical and 
automotive components, e.g. in [1][2]. Also, it is applicable to the synthesis of 
compliance mechanisms [3][4].Much research work has been done towards this 
design technology as mentioned in [5]. 

2   Topology Optimization Technology 

Structure topology optimization can be traced back to the pioneer work by Kohn and 
Strange [6][7], Bendsoe and Kikuchi [8]. Topology optimization is based on the 
optimal design theory and method to solve optimization model, and finally achieve a 
reasonable distribution of materials to make the structure meeting the design 
requirements. This allows people to solve engineering problems by selecting the best 
possible design from the numerous design programs, thus greatly improving the 
efficiency of engineering design. In the last decade, the field of structure topology 
optimization has expanded significantly, successfully addressing many practical 
engineering problems [9]. 

2.1   Topology Optimization Theory and Its Methods 

Topology optimization is a kind of structural optimization, and its research can be 
divided into continuum topology optimization and non-continuum topology 
optimization, and both areas are dependent on the finite element method. Topology 
optimization is under the action of certain external forces and to seek the structure 
layout, that is with the best power transmission path. For continuum structural 
topology optimization problems, the basic approach is to get design unit area, which 
is divided into finite elements (such as shell elements or solid elements), and delete 
some part of the unit area based on a certain algorithm, forming a continuum with 
holes in order to achieve continuous Body optimization. And it is essentially 
combinatorial optimization problem with 0-1 value discrete variables. Corresponding 
with continuum topology optimization, topology optimization of discrete structures is 
to build a base structure, which is formed by a finite number of beam elements within 
the design space. By relaxation of discrete optimization variables as a continuous 
variable optimization problem, the optimization algorithm based on the derivative of a 
continuous variable will be used. The optimization of continuous design variables 
model, in order to achieve topology optimization, will be used instead of the original 
discrete design model. At present, the main continuum topology optimization  
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methods include homogenization method, variable density method, evolutionary 
structural optimization method (ESO) and the horizontal method. The non-continuum 
topology optimization methods are mainly based on the base structure with different 
optimization strategies (algorithms), such as topology optimization based on genetic 
algorithms and so on. Currently, the topology optimization studies have been more 
mature, of which variable density method has been applied to the commercial 
optimization software. And two famous topology optimization software are the 
OptiStruct module of Altair's Hyper works in the United States and the FE-design's 
Tosca in Germany.  

2.2   Principle of Variable Density Algorithm and Its Mathematical Model 

The basic principle of variable density algorithm is the introduction of a hypothetical 
material with variable density. After the discretization of continuum into finite 
element model, the density of each unit is designated as the same, and the density of 
each unit will be used as the design variables. When the relative density (Xe) of each 
unit is 1, it means that the unit contains material, so the unit (entity) should be 
retained or increased; in contrast, when Xe = 0, it indicates that the unit does not 
contain material, the unit should be removed (as holes). In topology optimization, the 
relative density of the material should be as much as possible closed to 0 and 1 in the 
design area. Taking the minimum compliance (deformation energy) of the structure as 
optimizing objective, and considering material mass constraint (or volume constraint) 
and structure balance conditions, mathematical model of variable density method for 
topological optimization can be expressed as following, 
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Where, 
C- Structural flexibility (compliance) 
F - Loads vector 
K - Stiffness matrix 
D - Displacement vector 
V - Structure volume, which is full of material 
V0 - Volume for structural design domain 
V1 - Material Volume, when the unit density is less than Xmin 
f - Percentage of surplus material 
Xmin - Lower limit of unit relative density 
Xmax - Upper limit of unit relative density 
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3   Case Study 

3.1   Structure Analysis 

Analyzed case is a five-axis Milling & Turning Center HTM40100h developed 
independently by Shenyang Machine Tool Co. Ltd. With high precision and 
efficiency advantages, it can finish multi-process high-accuracy machining by one 
clamping.  

HTM40100h is mainly composed of the bed, upright column, tray module, spindle, 
tailstock, as shown in Fig.1. The Milling & Turning Center is fixed by 13 ground 
screws. The tray module can slide up and down along lead rails in the column, and the 
column can also slide right and left along the lead rail on machine bed. 

The machine bed structure was designed through empirical experience and analog. 
Basically, the material inside the bed was hollowed out, and there are five vertical ribs 
and a horizontal rib inside. Nevertheless, the overall mass of the Milling & Turning 
center is 15,456 Kg, and only the bed mass is 7469.35 Kg. 

 

 

Fig. 1. Digital model of Milling & Turning Center HTM40100h 

3.2   Analyzing Model Preparation 

As optimizing object, the model of machine bed was appropriately simplified and 
imported into analysis platform. The bed is fixed by 13 ground screws; a 
displacement constraint condition was given. The reaction forces from processed 
work piece and the gravity of column and tray module are acting on the bed body 
through two lead rails. Therefore, a corresponding pressure can be imposed on two 
faces of the rails. At the same time, the pressure is also acting on the bed body 
through the spindle and the tailstock when the Milling & Turning Center is machining 
a work piece. By calculating, pressures on plane of the lead rails, spindle and tailstock 
are respectively 0.3MPa, 0.15MPa and 0.1MPa.  

Research results have proved that performance of machine tools is mainly affected 
by low-order nature frequencies. Therefore, based original design, the optimized  
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structure should maintain its low-order nature frequencies have little discrepancy with 
the original ones. This means that impact of optimizing work on structure dynamic 
performance can be reduced to minimum through change control of low-order 
frequencies. At the same time, one only needs to study how to improve the natural 
frequency of low-order modes in order to reduce the resonance possibilities 
effectively when the machine tool is processing with a low-speed. The 1st-3rd modes 
of the bed can be clearly demonstrated the dynamic nature of the bed.  

3.3   Topology Optimization Process of Machine Bed 

After determining loads and boundary conditions of the bed, the topology 
optimization also needs to define optimization parameters clearly. For example, the 
topology optimization variables should be defined. The green area of the bed CAE 
model is the interface with the other machine’s module, so this part can’t participate 
in the optimization process. The red area is the range of topology optimization 
variables, as shown in Fig.2. 

 

Fig. 2. Load diagram of the topology optimization 

When the optimization variables were defined, the optimizing objective and 
constraints must be defined clearly. The stiffness increase can be taken as optimizing 
goal, and the constraint is that the first natural frequency should be equal or more than 
the original value during the optimizing process. After 13 optimization iterations, the 
density contour of the bed on the back is shown in Fig.3. 

3.4   Result Analysis of Topology Optimization 

The spatial structure after topology optimization is mostly irregular, so results of 
topology optimization need abstracted and simplified. New improvements of the bed 
structure should be built based on topology optimization results. According to density 
contour, long oblique panel in the front area of the bed should be removed; some 
holes and waist-shaped holes should be opened in the right place. Specific changes in 
some locations are shown in Fig.4. 
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Fig. 3. Density contour of the bed on the back after optimization process 

 

Fig. (4). a. Original structure of machine tool bed. b. Improved machine tool bed based on 
optimizing results 

With re-analysis of static and dynamic characteristics before and after the 
optimization process, the results comparison is shown in Table 1.  

Table 1. Comparison of Bed Indicators Before and After Topology Optimization Process 

Indicator Original 
bed 

Improved 
bed 

Change 
value 

Change 
Percent 

Mass 7469.35Kg 7054.84Kg 414.55Kg 5.55% 
Compliance 150 137 -13 -8.67% 
1st freq.(Hz) 287.80 296.24 +8.44 2.93% 
2nd freq.(Hz) 334.91 342.13 +7.22 2.16% 
3rd freq.(Hz) 390.18 395.54 +5.36 1.37% 

 
From the comparison, it can be seen that the compliance of the bed is slightly 

reduced, which means that the stiffness increased; and the 1st-3rd natural frequencies 
are improved. The most impressive is that the mass y reduced by 414.55Kg, and  
5.55% weight loss is a successful achievement of optimal goal. Meanwhile, the new 
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structural changes in the bed are very easy to achieve for the processing technology, 
so these changes will not bring great difficulties to technology sector. 

4   Discussions 

Topology optimization lends an effective tool for lightweight work of machine tools. 
In application of variable density algorithm, however, a necessary precondition is the 
studied machine tool can reach the required performance index with original 
structures, which determines whether the optimizing results are meaningful or not. 
For topology optimization, choices of optimization variables and constraints are also 
decision factors to optimizing results, which need designers with abundant experience 
information. A major advantage of topology optimization is to find a best design route 
of lightweight associated with circumventing the computational complexity of the 
construction. The work presented serves as the starting point to lightweight design of 
structures getting rid of the blind dependence on experiences. With further maturity of 
topology optimization theory, the lightweight work of machine tools will have 
increasingly active role to reduce the material consumption. 

Acknowledgements 

The research was done thanks to Chinese government project of Mega-project of 
High-grade NC Machine Tools and Basic Manufacturing Equipment (2009zx04001-
072) “HTM40100 horizontal mill-turn compound machine center” 

References 

1. Yildiz, A.R., Kaya, N., Ozturk, F., Alanku, O.: Optimal design of vehicle components using 
topology design and Optimization. Int. J. Vehicle Des. 34, 387–398 (2004) 

2. Boonapan, A., Bureerat, S., Limtragool, J., Inban, S.: Multi-level design of an automotive 
part. In: 19th Conference of Mechanical Engineering Network of Thailand, Phuket, 
Thailand, pp. 172–177 (2005) 

3. Bureerat, S., Boonapan, A., Kunakote, T., Limtragool, J.: Design of compliance 
mechanisms using topology optimization. In: 19th Conference of Mechanical Engineering 
Network of Thailand, Phuket, Thailand, pp. 421–427 (2005) 

4. Luo, Z., Chen, L., Yang, J., Abdel-MaLek, K.: Compliance mechanism design using multi-
objective topology optimization scheme of continuum structures. Struct. Multidisciplinary 
Optim. 30, 142–154 (2005) 

5. Bendsoe, M.P., Sigmund, O.: Topology Optimization: Theory Methods and Applications. 
Springer, Berlin (2003) 

6. Kohn, R.V., Strange, G.: Optimization design in elasticity and plasticity. Nummer. Methods 
Eng. 22, 183–188 (1986) 

7. Kohn, R.V., Strange, G.: Optimization design and relaxation of variational problems. 
Comm. Pure Appl. Math. (New York), 391-25(Part I), 139-182(Part II), 353-357(Part III) 
(1986) 

8. Bendsoe, M.P., Kikuchi, N.: Generating optimal topologies in structural design using a 
homogenization method. Comput. Methods Appl. Mech. Eng. 71(2), 197–224 (1988) 

9. Chen, B.-C., Kikuchi, N.: Toplpogy optimization with design-dependent loads. Finite 
Elements in Analysis and Design 37, 57–70 (2001) 





X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 965–971. 
springerlink.com                                  © Springer-Verlag Berlin Heidelberg 2011 

Study on Effect of Wind Power System Parameters for 
Hopf Bifurcation Based on Continuation Method 
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Abstract. In order to study the effect on voltage stability by continuous changes 
of the wind power system parameters. Using the active power and reactive 
power and network admittance of the wind power system as the bifurcation 
parameters, single parameter Hopf bifurcation point and two parameters Hopf 
bifurcation boundary are calculated based on the continuation method by using 
the bifurcation theory with wind power system dynamic models, and the effect 
of parameters on Hopf bifurcation is studied, meanwhile the control role of 
static var compensator (SVC) on Hopf bifurcation is analyzed. The research 
results show that different parameter change causes different effect on Hopf 
bifurcation, furthermore SVC can delay Hopf bifurcation, increase wind power 
system voltage stability region.  

Keywords: wind power system, Voltage stability, Continuation method, Hopf 
bifurcation, Static var compensation. 

1   Introduction 

The growth of wind energy has mushroomed over the past decade. Over the next 
twenty years, there will be more significant growth in wind energy with the 
expectation of 20% wind grid penetration by 2030. However, the penetration of wind 
power starts to influence the power system behavior [1]. The operational experience 
shows that the problem generated by large-scale wind power integration basically is 
the voltage instability [1], which brings great challenges to large-scale wind power 
utilization. 

It is the substantial results of researches on voltage stability of general power 
system based on bifurcation theory[2], combined with nonlinear dynamic 
characteristics of wind power system, bifurcation theory is introduced to the study of 
voltage stability of wind power system [3]. Moreover, most of the present bifurcation 
researches for wind power system are based on static bifurcation analysis [4], rarely 
involve dynamic bifurcation research. The researches on general power system show 
that the system is closed to "nasal curve tip" when Hopf bifurcation occurs, where 
attracting areas of the operating point have become very small. Therefore, the 
research on dynamic characteristics near bifurcation point of wind power system is 
very important. 
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In this paper, the equilibrium curve of wind power system is tracked based on the 
differential-algebra equations model by using continuation method, the one-
dimensional Hopf bifurcation parameter value and the two-parameter Hopf 
bifurcation boundary are tracked, and the effect of parameters on voltage stability of 
wind power system is analyzed, and the control role of SVC on Hopf bifurcation is 
analyzed.  

2   Continuation Method  

Consider a nonlinear dynamical system described by equation (1): 

( , ), ,n nx f x x R Rλ λ
•

= ∈ ∈                                         (1)  

Where x is state vector, λ  is bifurcation parameter. If the equation (1) has Hopf 

bifurcation at ( x , λ ), then the system Jacobin matrix /A f x≡ ∂ ∂  at ( x , λ ) has a 

pair of pure imaginary eigenvalues, notes for jω .  

0
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                                                       (2)         

The equation (2) is a plural one, namely vector q  and 0q . The unknown number is 

( x , λ , q , ω ), it is obvious that the numbers of equation are equivalent to the 

numbers of unknown number.  
The equilibrium points of (1) satisfy ( , ) 0f x λ = , that is, the equation defines a 

one dimensional generalized curve (also named manifold) M called equilibrium curve 

in n+1 dimensional space 1( , ) ny x R Rλ≡ ∈ × . And the continuation method can be 

used to track the manifold, it uses a sequence of points ( 1y , 2y , …) satisfying the 

requirements of equilibrium point to approximate the curve M. In the process of 
tracking the manifold, whether bifurcation points exist on this manifold is judged 
through inspecting local bifurcation conditions. General continuation method can 
track and work out one-dimensional manifold, thus we can only get bifurcation values 
of a single parameter by the calculation. 

The method of [5] to track bifurcation boundary of two-dimensional parameters of 
wind power system is adopted. Now assuming that we have got bifurcation point of 
single parameter through calculation, we can explore how to apply continuation 
method to figure out the mathematical equation processed by direct method. Its 
meaning is equivalent to using the continuation method to track manifolds satisfying 
the local bifurcation, rather than equilibrium manifold under the above meaning, at 
this time we can figure out the local bifurcation boundary of two-dimensional 
parameters in (1). 
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3   Wind Power System Models 

Wind power system model shown in Fig.1 consists of a wind power bus and two 
generator buses, one generator bus is a slack bus, the other has a fixed voltage 
magnitude and swing equation dynamics as given in (3), wind power plant is 
simulated by dynamic Walve load.  

 

 
Fig. 1. Wind system model schematic. 

3.1   Equivalence Generator Model 

The classical model of the generator is expressed by the swing equations of the rotor: 

2sin( ) sin

m

m m m m m m m m mM D T E uy E y

δ ω
ω ω θ δ α α
=

= − + + − − +
                (3)     

Where M is the inertia constant, mD is the damping coefficient, mT  is the input 

torque, mE is the generator voltage; mδ is the rotor angle,ω  is the angular velocity ,θ  

is the voltage phase angle , u  is the node voltage, my and ma are network parameters. 

3.2   Wind Power Plant Mode 

Nowadays induction generator is widely used in wind power plant, the induction 
generator at its runtime issues active power, at the same time absorbs reactive power 
which results in grid low voltage, increases voltage loss between wind power plant 
and grid contact line.  In the view of the whole system, the wind power plant is 
special dynamic load in the power system [6]. Dynamic load models are in (4) as 
follows. 
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P P P K K u Tu

Q Q Q K K u K u

ω

ω

θ

θ

= + + + +

= + + + +
                               (4) 

Where P is active power issued by wind power plant, Q  is reactive power absorbed by 

wind power plant. The concrete parameter meaning can be referred in [6]. 

3.3   Wind Power System Model 

A synthesis model can be described through simultaneousness of each system 
component model and network equations, the general form is ( , )x f x λ= , where 
f defines the dynamic behaviors of generators and wind power plant. State 
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vector [ , , , ]mx uδ ω θ= , where its meaning, deduction and the concrete parameter 
value can be referred in [6].  

4   The Effect of Wind Power System Parameters on Hopf 
Bifurcation 

4.1   The Effect of Active Power and Reactive Power on Hopf Bifurcation 

Hopf bifurcation is a kind of important dynamic bifurcation in power system, it is also 
the basis for the rest dynamic bifurcation. Bifurcation is related to system parameter, 
different parameter causes different effect on bifurcation, when system parameter 
changes the system is possible to lose its structural stability. The effect of several 
kinds of system parameters on hopf bifurcation is studied in the paper. 

When the systems reactive power changes, the system voltage is in a stable or 
unstable equilibrium condition, the corresponding system voltage stays in stability or 
instability. Fig. 2 shows the voltage u of wind power system bifurcates with reactive 
power 1Q  changes, the later half branch of the system equilibrium curve cannot 
satisfy the operational requirements, and so the analysis focuses on the first half 
branch of the system equilibrium curve. Fig. 2 shows from initial condition on, 1Q  
consumed by wind power plant increases, the voltage u  of wind power plant drops 
quickly, before the system reaches the operation limit point(LP), namely 1Q  reaches 
around 1.499884, hopf bifurcation H1 occurs shown in Fig.2, when system bifurcates, 
the corresponding voltage oscillate, the system voltage u =0.908584. Thus the large 
amounts of reactive power consumed by wind power system can have a great effect 
on the stability of system dynamic voltage.   

When wind power plant woks, both active power 1P  and reactive power 1Q  are 
changing, thus it’s more meaningful to make two-parameter Hopf bifurcation research 
of wind power system. Fig. 3 shows two-dimensional Hopf bifurcation boundary when 

1P  and  1Q  work in common. It can be seen when 1P  increases, the system voltage 
increases; when 1Q  increases, the system voltage decreases, so with the wind plant 
reactive power increases, Hopf bifurcation occurs at the time of lower active power, 
namely to avoid the occurrence of Hopf bifurcation, the active power output must be 
limited when reactive power consumption is in a high level. That is the disappearance of 
Hopf bifurcation is at the expense of the output of wind plant active power.  
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Fig. 2. Effect of 1Q  on the hopf bifurcation Fig. 3. Effect of 1P  and 1Q on Hopf 
bifurcation boundary  
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4.2   The Effect of Admittance on Hopf Bifurcation 

Fig. 4 shows that admittance parameter 0y  has an insignificant effect on the system 

voltage, Fig. 5 shows a two-dimensional Hopf bifurcation boundary when 0y and 

ym  work in common. Fig. 4 and Fig.5 show when 0y and ym  increases Hopf 

bifurcation boundary changes little. Fig. 4 shows that Hopf bifurcation H1 occurs 
when 0y  changes to 5.62661(shown in Fig.4).When 0y increases, electric distance 

of transmission lines reduces, so does the reactive power needed in lines, and the 
system would provide wind plant with more reactive power, resulting in the delay of 
Hopf bifurcation, finally the system voltage stability can be improved. 
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Fig. 4. Effect of y0 on the Hopf bifurcation Fig. 5. Effect of 0y and ym  on Hopf 

bifurcation boundary 

5   The Effect of SVC on Hopf Bifurcation 

Hopf bifurcation may result in voltage breakdown of power system. Thus it is a way 
to avoid voltage breakdown if the bifurcation can be controlled effectively. Through 
analyzing the effect of 1P 、 1Q , 0y  on voltage stability, we can conclude that Hopf 

bifurcation has a relation to the reactive power of wind power plant. SVC as a 
dynamic reactive power compensation device is an effective tool to control 
bifurcation.   

SVC is installed on the wind power plant terminal, as shown in Fig.6, the model is 
shown in equation (5). 

 

 
Fig. 6. Wind power system with SVC model schemes 

rSVCrefrSVC TbuuKb /))(( −−=                                   (5) 
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Where refu is reference voltage, u  is compensatory point voltage, rK is controller 

magnification, fT is Time constant, SVCb is equivalent susceptance, and 2

SVC
Q b u= . 

We take the effect of 1Q  on Hopf bifurcation of wind power system as an instance, 
analyze the effect of SVC on Hopf bifurcation and voltage stability. Fig.7 shows the 

effect of 1Q  on Hopf bifurcation of wind power system with SVC when rK =1.5 and 

fT =0.02. By comparing with Fig.2, it can be seen that when 1Q  changes, the voltage 

of wind power system with SVC is promoted. The value of 1Q  at the Hopf 
bifurcation point H1 increases ( 1Q =11.531989) and H1 is closed to LP in the system. 
As is shown in Fig.8, the figure shows that SVC can effectively delay Hopf 
bifurcation by providing reactive power for the wind power system, and increase 
stability domain of wind power system.  
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Fig. 7. Effect of  SVC on Hopf bifurcation Fig. 8. Local enlargement of Fig.7 

6   Conclusions 

In the paper continuation method is applied to track wind power system equilibrium 
manifold. The effects of several parameters of wind power system and SVC on Hopf 
bifurcation are studied. 

 

 When reactive power increases, wind power voltage decreases, so active 
power output of wind plant must be limited in order to avoid the occurrence Hopf 
bifurcation in wind power system. 

 Admittance parameters of wind power system have insignificant effect on 
wind power plant voltage, but adding transmission lines admittance can delay Hopf 
bifurcation of wind power system and promote the dynamic voltage stability.  

 SVC can delay Hopf bifurcation, promote wind power system voltage 
stability. 
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Abstract. A high-tech Large Astronomical Telescope (LAT) integrated with 
cutting-edgy technologies is universally regarded as one of eye-catching events 
indicating comprehensive national strength in science and technology. Powerful 
functions and incredible performance of the telescope control system largely rest 
on its control infrastructure, which again is built on computer network. In the nut 
shell, computer network is a foundation stone for the LAT control infrastructure. 
This paper takes the Large Sky Area Multi-Object Fiber Spectroscopic Telescope 
(LAMOST) [1], a national large-scale astronomical facility, as an example to 
focus on its control infrastructure associated with its network configuration 
features. As the advent of so called 3G age and foreseeable Internet of Things 
(IOT) some points of analysis regarding the impact of next generation network on 
the design of contemporary and future astronomical telescope control system is 
also discussed and envisioned in this paper.  

Keywords: Large Astronomical Telescope, computer network, control 
infrastructure, control system, LAN. 

1   Introduction 

Galileo built his first telescope and took it to observe the sky about 400 years ago. 
The telescope was merely an optic-mechanical gadget seen today, yet a revolutionary 
event in astronomy. Since then the persisting exploration of mysterious universe has 
greatly pushed the development of astronomical telescopes. The R & D of 
astronomical telescopes has experienced smoothly evolution and dramatic advancing 
at times. Astronomical telescopes have become more and more powerful and 
sophisticated for deep space probing. Particularly a LAT itself turns out to be a 
comprehensive optical-mechanical-electrical integration. The integrated telescope 
consists of many components at hierarchical levels to interact each other within a 
network system plus numerous plug-in accessorial detectors as service devices. 
Besides, modern LATs, from ground based to space, are capable of acquiring 
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enormous astronomical data at amazing high rate. These massive data require online 
reduction or offline analyzing, which again call for huge computing capacity. A 
telescope or an array of telescopes must be under complex and strict subtle control to 
move around for targeting celestial objects. It normally involves harmonic 
collaboration among multi- optical-mechanical-electrical components of telescopes. 
In addition, thousands of or even tens of thousands of varieties of sensors keep 
monitoring day and night all kinds of telescope parameters and environmental 
variables to ensure everything in smooth processing. What is more, remote control 
and observation services are definitely needed, and robot working mode is highly 
demanded for facility efficiency and massive scientific output. Given the highlights 
illustrated above, the R & D of LATs inevitably have turned to cutting-edge 
technologies available at the time. One of such state-of-the-art technologies is 
computer network, which enable to forge a powerful infrastructure in distributed form 
for all telescope components to interact each other consistently. From the perspective 
of automation a modern telescope control system is a non other than networking 
system with its each node, normally some hardware and software combination, to 
play certain functions and to communicate systematically in the topology structure. 
After all, computer network technology brings about revolutionary breakthrough in 
the design of control infrastructure for modern LATs. 

This paper takes a national large scientific and engineering project LAMOST 
telescope as an example to focus on its network infrastructure. The telescope has been 
built mostly in Nanjing Institute of Astronomical Optics & Technology (NIAOT), 
Chinese Academy of Sciences (CAS). The Chinese ever ambitious LAMOST, which 
was completed and passed inspection and acceptance test by national evaluation in 
2008, has become so far the world’s most powerful ground based optical astronomical 
survey telescope with meter-class aperture. It has set the world record with the 
number of 4000 stars to magnitude 20.5 that can be surveyed simultaneously by the 
telescope. With the above facts in mind it is imaginable that the control infrastructure 
of the telescope with computer networking as its core structure must be powerful, 
flexible and robust. Throughout 10 years of R & D the control teem members in 
NIAOT have fully investigated and searched the network market for high cost-
effective products and upgraded the hardware and software properly. The road map, 
from lab computer simulation to LAMOST model preliminary test in NIAOT campus 
and finally to the site engineering and testing and installation on Xinglong mountain 
of Hebei province, has witnessed how the advancing network technology has boosted 
and perfected the design of control infrastructure for modern LATs. The trend of 
networking for LAT control infrastructure currently still goes on as nowadays remote 
control, robot telescope, space telescope and virtual telescope and observatory all has 
become popular thanks largely to new generation of network comes along. Recently 
in the IT area the concept of IOT is frequently and loudly covered by the media. Also 
the problem of Internet Protocol Version 4 (IPv4) address exhaustion is much 
discussed. A possible solution is to make transition from IPv4 to IPv6. The 
implication of these big network events for LAT controls system design is presented 
in this paper. 
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2   Road Map of Network Technology in LAT Design  

A computer network, often simply referred to as a network, is a collection of 
computers and devices interconnected by communications channels that facilitate 
communications among users and allows users to share resources. The concept in this 
regard has already been general knowledge today and widely applied in control and 
communication system design. Not until the 80’s of last century, however, did the 
Single-Chip Microcomputer (SCM) at China market became commercial available 
then. Such as 8031/8048/8051/8098 SCMs were among very popular ones. The 
second author of this paper in 1992 successfully built an 8098 based development 
system as a front end controller in the muster-slave cascade control for first Chinese 
Stellar Interferometer prototype. However, this kind of control was far from 
networking in real sense. Most of job still had to be done painfully by connecting 
varieties of discrete elements and Small-Scale Integrated Circuit (SSIC). The same 
situation happened during the course of building 2.16 meter astronomical optical 
telescope, the largest one of its kind then in Far East Asia prior to the LAMOST. In 
the beginning of 90’s of last century desktop Personal Computer (PC) became 
available at domestic market and hit the market instantly. In a couple of years 
computer control became a fashion. Most likely the small control system was only 
comprised of a single PS as the host machine with a drive card plug-in as the interface 
to external SCM slave controller, which again drives a device, say a motor. Still such 
a kind of control is not considered as network control. Control engineers specializing 
in design for LAT expected much more than that. History stepped forward, and so did 
the technology. In another several years to the end of last century the PC’s 
performance amazingly boosted with the networking technology dramatically 
changed from embedded controller, Local Area Network (LAN) up to Internet. By the 
time the LAMOST project started preliminary design in 1998 control engineers fully 
took the advantage of new technologies of controller, computer, network, etc. in their 
design for LAMOST control infrastructure. A new era in the sense of control system 
design for LATs in China thus arrived.  

3   Networklised LAMOST Control Infrastructure  

Figure 1 shows the LAMOST high-level control and interfaces. Some abbreviations 
are explained briefly bellow [2], [3]. 
 

 The Observatory Control System (OCS) is at the top in the hierarchy 
responsible for supporting the on-site observer and system operator in their tasks 
and coordinates the activities of the other three principal systems immediately at 
one level below the OCS in the hierarchy, namely Telescope Control System 
(TCS), Instrument Control System (ICS) and Data Handling System (DHS). 

 The DHS archives the observed data into the Spectroscopic Database (SDB) 
and implements varieties of processes such as observation planning from the 
input Catalogue Database (CDB), image processing, spectrum analysis and data 
publish.  
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 The ICS controls the instruments, such as the fiber positioning system, 
spectrographs and CCDs. 

 The TCS receives observation commands with coordinates of the right 
ascension and declination of the sky area center to be observed and manipulates 
its subsystems in conjunction with ICS to complete the pointing and tracking of 
the target. For better tracking the TCS might also get a set of guide stars’ 
coordinates in the target sky area as the tracking references. 

 Each subsystem of the TCS is listed below. 
 Mount Control System (MCS). 
 Focal Plane Control System (FPCS).  
 Star Guide Control System (SGCS) . 
 MA Active Optics Control System (MAAOCS). 
 MB Active Optics Control System (MBAOCS).. 
 Dome Control System (DCS). . 
 Environment Monitor & Control System (EMCS)..   

 

 

Fig. 1. LAMOST high-level control and interfaces  
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The TCS LAN features distributed, hierarchy and expandable. A Local Control Unit 
(LCU) with embedded QNX [4] microkernel and task specific codes controls each 
main hardware component. QNX is one of well-known real time operating systems on 
the current world market. The cost effectiveness of the QNX contributed to our 
consideration of choice of real time system under our limited budget. The LAN is 
built on Ethernet connection with TCP/IP standard for data traffic. In addition, there is 
also proprietary Fleet protocol among the QNX nodes machines, which makes them 
behave like a virtual computer with combined individual computer capacity, resources 
shareable and transparency. The idea to employee LCUs is to isolate the hardware 
components from the TCS main working station and lend a hand to software 
programmers to write high-level software module without worrying too much the 
specific nature of each hardware component [5], [6]. Obviously such a network layout 
is characterized with plain module design, economy and easy maintainability. 
Typically the time scale among the real time QNX nodes can reach 1ms accuracy 
thanks to the Fleet protocol, which is enough to meet all the real time task 
requirements for LAMOST. A real time distributed database has been built under 
QNX OS v6 environment. It is an important mechanism for a variety of system 
functions occurring on the TCS LAN such as recording various kinds of data for 
online data analysis or offline play back study. A number of advanced skills, such as 
the shareable memory and dynamic creation of objects and tables etc, have been 
implemented, which has made the database management system easy to manipulate 
with Windows style. 

At the early R & D stage of LATs the approach of simulation is a wise and 
efficient way of doing, which again heavily depends on the computer network 
technology available at the time. Here is how it works. Generally several high 
performance computers hook up together making a LAN with each node of compute 
at hierarchical level simulating a specific function module. Often some computers at 
low levels have interface boards plug-in the mother board slots for driving external 
devices. This is similar to the master-slave application at SMC age in the 80’s last 
century. However for high-level software package analysis and debugging more often 
than not it has to be implemented on network platform. In LAMOST case the concept 
of virtual telescope that was originally associated with pointing/tracking has been 
around for a couple of decades. However as the advent of networking edge the R & D 
of LATs have undergone a forward leap in the control infrastructure design from 
concept down to practice. The LAMOST simulation approach in its control system 
development is divided into three progressive phases from level-0 simulator up to 
level-2 as follows. 

 Level-0 is a lowest level of the simulator giving the feel and look for the user 
interfaces. Virtual hardware components are represented with graphical sketches 
when needed to show on screens, and so is the status transition of components 
generated by the simulation status generator. One simple such an example is 
when a hand controller is shown on the screen .the user is asked to pre-select 
one of the three possible velocity and then keep press of the mouse on any 
direction key of the four possible choices, that way would make a virtual mount 
shown on another screen to move accordingly until the mouse is released. It is a 
visual simulation in its nature for user interfaces and gives responses graphically 
on the screens. 
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 Level-1 is upgrade of the level-0 simulator with major portion of the codes 
for the basic LAMOST control modes available. The simulator of this level can 
work on its own with virtual hardware components, it should also, if needed, 
work for the real telescope on site to receive first light manually, which can be 
called hardware-in-the-loop simulation. Characterization of the mount drive 
servo and the actively controlled optics has to be done during this phase in order 
to get important parameters for the simulator.  

 Level-2 is upgrade of the level-1 simulator, a comprehensive working 
software package featuring fully automatic with all codes needed available. The 
simulator should work almost perfectly in reality on site, and provide simulated 
operation environment in lab for the users perfectly.    

In a word, this chapter gives example of LAMOST to show how the computer 
network technology brings about dramatic advance in the LAT control infrastructure 
design. 

4   Future Vision 

3G stands for third generation and is the third generation of wireless network 
technology. 3G Internet refers to a type of Internet access provided by mobile phone 
companies that subscribers can use to access faster speeds than previous versions, 
such as 2.5G and 2G Internet. It is typically used from mobile devices such as cell 
phones. It is a set of standards, or rules, that allow mobile devices to connect 
wirelessly to the Internet for surfing the web and making phone calls. What this event 
means for our control engineers is that it is possible to wirelessly monitor the 
performance of control system of LASs by a cell phone [7]. The preliminary test was 
done in 2006 in LAMOST design when a lab simulation carried out successfully with 
a normal cell phone. The result is very much promising and encouraging. One thing is 
for sure if it is adapted to new 3G cell phone the result could be better. Another IT 
event is that the concept of IOT is frequently and loudly covered by the media. IOT is 
a network of Internet-enabled objects, together with web services that interact with 
these objects. Also the problem of Internet Protocol Version 4 (IPv4) address 
exhaustion is much discussed. A possible solution is to make transition from IPv4 to 
IPv6. The implication of these big IT events for LAT controls system design is 
anticipated. So it is possible to get an IP address for each telescope object, which is 
Internet-enabled, together with web services that interact with these objects. With this 
vision in mind we control engineers are longing for the time to arrive. 

5   Summary 

For the past decades we have experienced dramatic advance by leaps and bounds in the 
network technology. Faster speed network comes into being, and so does the network 
load capacity. Modern society can not be in normal operation without Web. It is also 
true in the points of our discussion above. .The LAMOST experience has shown 
fundamental transition in the way of designing for the LAT’s control infrastructure as 
result of new era network-technology. Much more is anticipated in this regard. Full 
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remote automatic control, wireless control, robotic control, unmanned observation 
scheduling, virtual telescope, intercontinental or space operation and even moon-based 
telescope etc. are either already realized or on the table for discussion thanks largely to 
the epoch-making network-technology.. Control engineers must bear this in mind to 
keep with the pace of technology development for best possible designing control 
infrastructure. 
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Abstract. Radiation properties of conical log-spiral antennas (CLSA) 
conformal on dielectric cones are analyzed by using the hybrid finite element 
and boundary integral equation method (FE-BI) in the paper. Firstly the 
radiation patterns of CLSA conformal on different dielectric cones and the 
ordinary CLSA are compared at the same geometry parameters and frequency. 
Then the influence of the spiral wrap angle and cone angle on the radiation of 
dielectric conical antennas are discussed. A design of geometry parameters of 
the dielectric CLSA with best radiation performance are finally obtained based 
on numerical simulations under the given dielectric parameters.  

Keywords: FE-BI method, dielectric cone, conformal antenna, conical  
log-spiral antenna. 

1   Introduction 

Conical log-spiral antennas (CLSA) are commonly used in aerospace and related 
fields. As a class of frequency independent antennas, an important advantage of the 
CLSA is that the radiation direction could be regulated by adjusting the geometric 
parameters. As having a good aerodynamic performance, cone is often applied to the 
front of missiles, aircrafts etc. In these situations CLSAs usually must be conformal to 
this dielectric cone. Therefore investigation of radiation performances of CLSA 
conformal on the dielectric cone (below briefly called dielectric CLSA) possesses 
importance of potential applications.  

From Yeh and Mei, literatures analyzing the CLSA with the moment method 
(MOM)[1], the finite different time domain (FDTD) method[2] and the finite element 
with absorbing boundary conditions (FEM+ABC) method[3] appear gradually. 
However, all these studies are limited to the CLSA in the air. Research on dielectric 
CLSA has not been seen yet and it is carried out in this paper for the first time. In 
order to analyze spiral antennas conformal on a dielectric cone, theoretically we can 
also use MOM, FDTD, FEM-ABC methods. However comparing with the above-
mentioned methods, the hybrid finite element and boundary integral equation (FE-BI) 
method is the most suitable. The FE-BI method not only maintains the advantages of 
the meshing flexibility and the sparse matrix in FEM, but also strictly limits the 
calculating area to the surface of the cone, which minimizes the number of unknowns. 
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Therefore FE-BI method is applied to simulating and analyzing dielectric CLSA in 
this paper. 

The first part of this paper gives the theoretical formula of FE-BI method and the 
model of CLSA. The second part shows the effect of the spiral and conical parameters 
on radiation characteristics of dielectric CLSA. Finally with a given dielectric 
parameter, we provide a typical dielectric CLSA design result. It should be pointed 
out that different applications for CLSA require different radiation performances. In 
this paper we just focus on the forward radiation demand, i.e. the maximum radiation 
direction of CLSA is along the cone axis and the half-power angle is smaller. 

2   Formulation  

2.1   FE-BI Formulations  

Deriving from the differential forms of Maxwell equations, 

0

i

rE M j H∇× = − − ωμ μ     (1) 

0

i

rH J j Eωε ε∇ × = +     (2) 

Then using the finite element method (FEM), we could obtain the matrix equations 
of the whole cone including the spiral antenna part 

I

I
II IS S

SI SS S

⎡ ⎤
⎡ ⎤⎡ ⎤ ⎢ ⎥ = ⎢ ⎥⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

e
K K 0 C

e
K K B 0

b

    (3) 

where { }Ie  are the unknown coefficients of electronic fields in the FEM area, { }Se and 

{ }Sb  represents the unknown coefficients of electronic fields and surface currents of 

the FEM out surface, respectively. 
II[ ]K ,

IS[ ]K ,
SI[ ]K ,

SS[ ]K  and [ ]B are all sparse 

matrixes, I[ ]C stands for the feed item. Then using boundary integral (BI) method for 

the exterior region, the fields can be expressed in terms of the surface electrical 
currents ˆ=nS SJ H× and the surface magnetical currents 

S ˆM nSE= × . With the combined 

field integral equation (CFIE), we could get the matrix equation for the BI part 

[ ]{ } [ ]{ }S S 0+ =P e Q b      (4) 

where[ ]P and[ ]Q are N N× full matrices. Combining (3) and (4), the final equation is: 
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    (5) 

which can be solved together for the surface electric fields{ }Se , magnetic fields{ }Sb  

and interior electric fields{ }Ie  including the feeding part. As a result, the pattern and 

the input impedance could easily be obtained. For detailed derivation, see Ref. [4]. 
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2.2   Geometry of CLSA 

Conical log-spiral antenna is also called conical equiangular spiral antenna, the radius 
vector on the arm can be represented as  

 0r r eβϕ= , max0~ϕ ϕ=          (6) 

where 0r  stands for the distance from the origin to the starting point of the antenna, 

0θ is the half top-angle of the cone, and α  is the angle between the antenna arm and 

the radial line from the apex of the cone called the wrap angle, while sin

tan
0θβ

α
=  is the 

rate of wrap of arms. The geometry is shown in Fig. 1(a). 
 

   
(a)                                                                       (b) 

Fig. 1. Conical log-spiral antenna: (a) geometry (b) pattern of CLSAwithout media 

Another arm of a two-arm CLSA can be obtained by rotating the first arm by the 

angle180 . The arms are governed by 

 1 0r r eβϕ=  , 
( )

2 0r r eβ ϕ+π=      (7) 

when 0r , 0θ andα  are given, the total length of the antenna is determined by maxϕ , 

usually max 2 πnϕ = . In this paper, we take 2n = . 

2.3   Authentication 

In order to verify the methods and procedures of the paper, we firstly simulate the 
typical CLSA given in Ref. [5]. The given parameters are: cone angle

0 10oθ = , wrap 

angle 73oα = , initial radius
0 78mmr = . According to the formula in Ref. [5], the 

theoretical input impedance in 165ΩZ ≈ , the half-power width 70ϕΔ ≈ , meets 

the results of our paper: in 166.78ΩZ ≈ , 60ϕΔ ≈ . 

α

d
0r r

x y
z

1l

CLSA with no media 

2l

0θ
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3   Numerical Result 

3.1   Difference between Dielectric CLSA and Ordinary CLSA 

Dielectric CLSA and ordinary CLSA with the same geometry and the same working 
frequency are firstly discussed. Here we take the geometry as 

0 15o=θ ,
 

78oα = , 

0 78mmr = , the same feeding point, and working frequency of 3 GHz. The only 

difference is the dielectric parameter. Fig. 1(b) shows the pattern of the ordinary 
CLSA, while Fig. 2 shows the patterns of CLSA with the different dielectric cones. 
The parameters are below. 

Lossy isotropic media (Material 1): 

25.59 3.89

2.16 1.68
r

r

j

j

ε
μ

= −
= −

 

Nanomaterials (Material 3):  

8.0 3.5

1
r

r

jε
μ

= −
=  

Positive uniaxial anisotropic media 
(Material 2): 

8.19 1.3 0 0

0 8.19 1.3 0

0 0 15.89 8.19

1.39 0.56 0 0

0 1.39 0.56 0

0 0 2.16 1.38

r

r

j

j

j

j

j

j

ε

μ

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦ 

 

Negative uniaxial anisotropic media 
(Material 4): 

25.59 3.89 0 0

0 25.59 3.89 0

0 0 8.19 1.3

2.16 1.68 0 0

0 2.16 1.68 0

0 0 1.39 0.56

r

r

j

j

j

j

j

j

ε

μ

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦  

 
 

 

Fig. 2. Radiation patterns of CLSA with different dielectric materials 

Contrasting Fig.1 (b) with Fig.2, we could see that the patterns of CLSA with 
anisotropic media (positive uniaxial anisotropy, negative uniaxial anisotropy) have a 
greater change related to those of the ordinary one. The maximum radiation direction 
of CLSA with isotropic media and nanomaterial slightly deviates, while the half-
power angles change a bit. 
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3.2   Impact of Geometry of Dielectric CLSA on Its Radiation 

When the CLSA is settled in the air, the cone angle and the wrap angle greatly 
influence the radiation pattern. Therefore the impact of these angles should also be 

investigated in the case of CLSA conformal on a dielectric cone. Here 200rε = and 

the frequency = 3GHz are given. Fig. 3(a) shows the patterns with cone angles 

0 5θ = ,12 ,15 ,18  respectively, while the wrap angle remain the same ( 68o=α ). 

Fig. 3(b) shows patterns with the wrap angles 70o=α , 74o , 76o , 78o respectively, 
while the cone angle keeps still (

0 15=θ ). 

 

 
(a)                                                              (b) 

Fig. 3. The dielectric CLSA pattern transformation (a)when the cone angle changes (b) when 
the wrap angle changes 

As shown in Fig.3(a) and Fig.3(b), for dielectric CLSA, the pattern is significantly 
affected by the cone angle and the wrap angle. Therefore, in designing a dielectric 
CLSA, we could no longer directly use the design data of an ordinary CLSA in the 
air, especially when the dielectric constant is larger. The geometric parameters should 
be re-adjusted in order to get better radiation at working frequency. Next section will 
give a design example of a dielectric CLSA, in which one could achieve better 
performance through adjusting cone and spiral structural parameters. 

3.3   Example of Designing Dielectric CLSA 

Fig. 1(b) shows the pattern of no dielectric CLSA with the frequency of 3G, the cone 

angle 
0 15oθ = , the wrap angle 78oα = . It reveals a very good forward direction. Then 

maintaining the same geometric parameters of cone angle and wrap angle but plus a 

dielectric cone ( 200rε = ), the radiation pattern became Fig. 4(a). The variation of 

direction is obvious: the main lobe direction turned right at about 60o , and the 
backward radiation increases. After optimization, changing 

0 15oθ = to 5 , 

78oα = to 68o , the radiation pattern is shown in Fig. 4(b). The main lobe direction is 
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strictly forward, while prior to radiation is far larger than the backward. The 
directivity becomes better. 

 

   
(a)                                                              (b) 

Fig. 4. The pattern on dielectric CLSA (a) maintaining the same gerometric parameters of the 
ordinary CLSA (b) after optimizing gerometric parameters 

4   Conclusion 

The finite element and boundary integral equation (FE-BI) method is introduced in 
this paper to analyze the radiation performances of dielectric CLSA. Firstly the 
differences of CLSA conformal to the dielectric cone and CLSA without dielectric 
cone are discussed, which reveals the impacts of dielectric constants. Then the 
influence of cone angle and wrap angle are investigated respectively on dielectric 
CLSA. Simulation results show that the structure parameters of dielectric CLSA still 
have a great impact on its radiation pattern. Therefore the geometric parameters of a 
dielectric CLSA must be re-adjusted in order to get better radiation performance at 
working frequency. 
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Abstract. The sediment transport is important in hyper concentrated flow. More 
studies was did about fine particle can improve sediment transport. But no results 
consider median grain size of fine particle was 0.006mm and coarse was 
0.035mm. We aim to make it clear by flume experiment. The experiment  
was carried on 50m long and 0.4m width glass flume, the roughness was 
0.0109~0.0114, the longitudinal slope was 0.002. The 4 groups of tests was 
designed to study the influence of fine particle (median diameter is 0.006mm) to 
the medium-coarse sediment (median diameter is 0.035mm) transport capacity. It 
was based on uniform flow.  The 4 discharges was 30、60、90、120m3/h. The 
experiment show, to add fine particle to equilibrium medium-coarse sediment, not 
only the fine particle was not deposited, and the medium-coarse sediment 
transport capacity was increased. The main reason was that the sediment 
concentration and viscosity as increased; the settling velocity was decreased, after 
the fine particle was added. And the same time the vertical velocity gradient and 
vertical sediment concentration gradient was decreased. For the above reason, the 
appropriate fine particle can improve the medium-coarse sediment transport 
capacity.  

Keywords: fine particle content, sedimentation, medium-coarse sediment 
transport capacity.  

1   Introduction 

The fine particle was a active factor in sediment transport. It can influence the flow 
characteristic of coarse sediment, and then change the sediment transport capacity. 
There were many researches about it. ZHONG De-yu [1] proposed the fine particle 
content should be considered in the bed-load transport equation. Comparison of field 
data in the Yellow River and the calculation result of present equation shows that the 
equation can reproduce the phenomenon that the more the fine sediment comes from 
upstream, the more the coarse sediment is transported in the Lower Yellow River 
under the same flow conditions. Bruch and Kazanski 

[2] performed an experiment of 
sediment transport in pipe, results show when we add 0.01mm fine particle to  0.3mm 
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coarse sediment flow,  and then the head loss remarkably decreased , the flow 
viscosity increased,  and the turbulence intensity weaken. As a result, the coarse 
sediment transport capacity increased. Japanese scholar Yoshikawa and Fukuoka[3] do 
the experiment in flume, results indicate when add fine particle (d50=0.05mm) to 
coarse sediment (d50=0.18mm) flow, the velocity and the sediment concentration 
gradient all were steepened, and then total sediment carrying capacity was increased 
in the same hydraulic characters.  FANG zong-dai[4] proposed the relationship 
between the fine sediment(d50<0.01mm) content and coarse sediment(d50>0.05mm)  
carrying capacity based on the field data in Yellow River, show that  the higher fine 
sediment content, the higher the coarse sediment carrying capacity. Liu Feng[5]make 
the experiment in flume, result show that when add d50=0.11mm fine sediment into 
d=0.55mm coarse sediment flow, the  coarse sediment carrying capacity was 
increased  in either low or high sediment concentration flow.  

Previous research was all agreed with the fine particle can improve the sediment 
carrying capacity, the fine particle d50=0.01~0.11mm, the coarse sediment 
d50=0.05~0.55mm. And the main reasons was the flow viscosity increased, the 
velocity and the sediment concentration gradient all were steepened. However, little 
information was about the fine particle d50=0.006mm, the coarse sediment 
d=0.035mm, whether the coarse sediment carrying capacity can be improved in this 
condition, it is uncertain. It is supposed that the fine particle can improve the coarse 
sediment carrying capacity, and why? 

We aim to make it clear by flume experiment. For the fine particle was 
d50<0.01mm, and the coarse sediment d50=0.025 in the Lower Yellow River, if the 
fine particle d50=0.006mm can improved the carrying capacity of coarse sediment 
d50=0.035mm, our researches can provide technical support to XiaoLangdi reservoir 
regulation.   

2   Methods 

2.1   Flume Design 

Flume is 50m long and 0.395m width. It’s a self-circulation system. Out of the exit, 
there is an 8m long, 1m width and 1.3m depth rectangular channel acting as the mixing 
pool (See Fig1). For the sake of ground limited, the mixing pool was seemed to be 
reservoir at the same time. Through the electromagnetic flux metre, frequency 
converter, control value, the flow enter the flume. 

It’s a variable-slope flume, the sediment concentration was measured by 
pycnometer, the velocity by propeller-blade current metre, the discharge by 
electromagnetic flux metre. It arrange 5 cross-section to survey the velocity, sediment 
concentration, each cross-section arrange 5 survey point,  they are 1.8cm to right 
boundary, 10.5cm to boundary, 20cm to boundary, 29cm to boundary, 37.5cm to 
boundary.  

The discharge choose 60 m3/h, 90 m3/h and 120 m3/h . To ensure it’s a subcritical 
flow and the sediment can be lift, the longitudinal slope i should satisfied with three  

terms. The first is the flume slope should less than critical gradient ki , the second is  
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Reservoir

Flume

Electromagnetic 
flux metre Control valve

Tailgate

Frequency 
converter  

                Fig. 1. Play out of flume                        Fig. 2. The critical slope of different discharge 

Froude number rF  should less than 1; the finial is is the mean velocity V should more 

than sediment lift velocity Vc. 

The critical gradient ki  was as flow, 

 kk

k
k

BaC

g
i

2

χ
=                                                  (1) 

where kχ is wetted perimeter; kC is Chezy’s coefficient, 6/11
kk R

n
C = , n is synthetic 

roughness, n=0.011; kB is channel width; a velocity non-uniform 

coefficient, a =0.0097； Figure 2 shows the critical gradient ki  in different discharge. 

The least ki
 
is 4.3‰ in the choice discharge, so the flume longitudinal slope should 

less than 4.3‰.  

When  rF =0.8~1.2 the flow was unsteady, then rF  should less than 0.8. Figure 3 

show when rF =0.8, the flume longitudinal slope

 
i  should less than 6.5‰. Figure 4 

show calculation lift velocity of three equation in different slope. When i >1.4‰ the 
mean velocity V> Vc, so the flume slope i should more than 1.4‰. 

Overall consideration of three terms, the flume slope i was chose 2‰. 
The fine particle d50=0.006mm, the coarse sediment d50=0.035mm, the gradation 

curve was shown in Figure5. The sediment were all come from the Lower Yellow 
River, it’s prototype sediment. 

 

 

   Fig. 3. Froude number of different longitudinal       Fig. 4. Velocity of different longitudinal 
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Fig. 5. The gradation curve of fine particle and coarse sediment 

2.2   Experiment Content and Approach 

The discharge was invariable, to reach sediment equilibrium by change the sediment 
concentration. So the experiment was to make the coarse sediment flow to be 
equilibrium at first, subsequently to add fine particle. The specific approach was as 
follow: 

 
• (1)First, add coarse sediment slowly in the flume until it reaches sediment 

equilibrium.  Then survey the velocity and sediment concentration. 
• (2)Second, in the equilibrium condition (1), add appropriate fine particle to the 

flow. The flow was in a sub-saturation state at this time. 
• (3)Third, in the condition (2), add coarse sediment slowly in the flume until it 

reaches sediment equilibrium. 
• (4)Fourth, in the condition (3), add appropriate fine particle to the flow. The 

flow was in a sub-saturation state at this time. 
• (5) Fifth, in the condition (4), add coarse sediment slowly in the flume until it 

reaches sediment equilibrium. 
• (6)Sixth, in the condition (4), add fine particle until there is deposition in the 

base of flume , then stop the experiment. 

The equilibrium criterion was the sediment concentration of inlet, on-way and outlet 
were same.  

3   Results 

The results was show in Tab1. No1 is the step (1), add the coarse sediment into  
flume and to be equilibrium. No2 is the step (2), mean coarse+fine. No3 is the step (3), 
mean coarse+fine+coarse.  No4 is the step (4), mean coarse+fine+coarse+fine. No 5  
is the step (5), mean coarse+fine+coarse+fine+coarse. No5 is the step (6), mean 
coarse+fine+coarse+fine+coarse+fine. No1, No3 and No5 were in sediment equilibrium 
condition. No2 and No4 were in sub-saturation state.   
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For the example of 60m3/s, the first step was the coarse sediment to be equilibrium, 
the sediment concentration is 19.64kg/m3(No1), then add appropriate fine particle in 
flow, the sediment concentration changed to 24.28 kg/m3(No2), the sediment carrying 
capacity was increased more than 4.64 kg/m3; consequently add coarse sediment in the 
flow until it reaches sediment equilibrium, the sediment concentration changed to 
29.08 kg/m3(No3), the sediment carrying capacity was increased 4.8 kg/m3; and then 
add appropriate fine particle in flow, the sediment concentration changed to 
33.79kg/m3 (No4), the sediment carrying capacity was increased more than 4.71 kg/m3; 
consequently add coarse sediment in the flow until it reaches sediment equilibrium, the 
sediment concentration changed to 38.96 kg/m3(No5), the sediment carrying capacity 
was increased 5.17 kg/m3. From No1 to No5, the carrying capacity was increased 
19.32 kg/m3. 

So the experiment show add the fine particle in the equilibrium coarse sediment 
flow, can ensure not only the fine particle didn’t deposited, but also can carry more 
coarse sediment. 

Table 1. Finial equilibrium sediment concentration 

Sediment concentration （kg/m3） Discharge 
（m3/h） No1 No2 No3 No4 No5 No6 
60 19.64  24.28  29.08  33.79  38.96  55.83  
90 25.95  30.14  35.65  41.61  44.80  53.92  
120 85.43  95.23  100.37  108.48  112.79  142.86  

No 1 is the step (1), No 2 is the step (2),……, No6 is the step (6). 

4   Discussion 

Results indicate that the d50=0.006mm fine particle can improved the carrying capacity 
of d50=0.035mm coarse sediment.  We will discuss the reasons from three aspects as 
follows. 

4.1   Average Cross-Section Velocity  

The average velocity of five cross-sections was shows in Tab.2. It indicate velocity was 
changed little. When Q=60 m3/h, the max velocity was 0.56~0.61m/s, the difference 
was 0.05. When Q=90 m3/h, the max velocity was 0.69~0.74m/s, the difference was 
0.05. When Q=120 m3/h, the max velocity was 0.65~0.74m/s, the difference was 0.09. 
So we can consider the velocity was unchanged. 

Table 2. The average cross-section velocity 

Average cross-section velocity （m/s） Discharge 
（m3/h） No1 No2 No3 No4 No5 No6 

60 0.61  0.60  0.58  0.58  0.57  0.56  
90 0.74  0.69  0.69  0.71  0.72  0.72  
120 0.69  0.69  0.68  0.73  0.74  0.65  
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4.2   Influence of Viscosity  

The fine particle d50<0.01mm is called viscous sediment. In contrast the sediment 
d50>0.01mm is called nonviscous sediment. In the follow discuss we distinguish the 
change of viscous sediment in different experiment team. 

Tab.3 shows in the discharge is 60m3/h experiment, if add fine particle to the flow, 
then viscosity will be increased. For example from No1 to No2, No3 to No4, No5 to 
No6, the  viscous sediment percent was increased 5, 4 and 11 percent point. In the 
discharge is 90m3/h experiment, the viscous sediment percent was increased 7, 2 and 
7 percent point. In the discharge is 90m3/h experiment, the viscous sediment percent 
was increased 5, 2 and 8 percent point.  

The suspend load can suspend in the water and be transport long distance, the main 
reason is self- gravitation and turbulence diffusion. When add the fine particle in the 
flow, then the flow viscosity increased, therefore the settling velocity is increased, and 
the downward force was decreased, then the carrying capacity increased. 

4.3   Influence of Muddy Water Settling Velocity 

The settling velocity of different step shows in Tab.2. It indicate when add 
appropriate d50=0.006mm fine particle (No2) in the equilibrium flow of d50=0.035mm 
coarse sediment, the flow was in sub-saturation state, the sediment concentration was 
increased, from 19.64kg/m3 to 24.28 kg/m3. The increased sediment concentration 
make the muddy water settling velocity decrease from 0.00169 m/s to 0.00145m/s. For 
the sediment carrying capacity usually use the Zhang Rui-jin equation 

m

gR

U
KS ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

ω

3

*

                                                              (2)  

where S* is the sediment carrying capacity, kg/m3, K and m is constant, it was decided 
by the field or experiment data, U is velocity, m/s,ωis settling velocity, m/s, R is 
hydraulic gradient, m.  So we can know the lower the settling velocity the higher the 
carrying capacity.  When add coarse sediment (No3) again, it is still can improve the 
sediment carrying capacity, then S*=29.08 kg/m3.  And from No3 to No4, the 
sediment concentration increased to 33.79 kg/m3, the muddy water settling velocity 
decreased from 0.00142 m/s to 0.00136m/s, then the sediment carrying capacity 
improved, when add coarse sediment (No5) again,  S* =38.96 kg/m3. The experiment 
of Q=90 m3/hand Q=120 m3/h was the same as Q=60 m3/h. 

4.4   Influence of Vertical Velocity Gradient 

When Q=60m3/h, the vertical velocity gradient of different step shows in 
Fig.6~Fig.11. It indicate the vertical velocity gradient in Fig.7 was less than Fig.6, 
Fig.9 was less than Fig8, Fig.11 was less than Fig10. The Fig.7, Fig.9 and Fig11 were 
the vertical velocity gradient after add fine particle. So we can conclude when add the 
fine particle to coarse equilibrium sediment flow, the vertical velocity gradient was 
decreased. The decrease of vertical velocity gradient resulted in the vertical sediment 
gradient decrease, and then the sediment transport was improved. The vertical 
velocity gradient was decreased also in experiment of Q=90 m3/h and Q=120 m3/h, 
we can’t show the picture now. 



 Influence of Fine Particle Content to Sediment Transport 993 

Table 3. The muddy water settling velocity 

Discharge 
（m3/h） 

Team 
Settling velocity 
（m/s） 

Sediment concentration 
（kg/m3） 

60 No1 0.00169 19.64 
60 No2 0.00145 24.28 
60 No3 0.00142 29.08 
60 No4 0.00136 33.79 
60 No5 0.00138 38.96 
60 No6 0.00090 55.83 
90 No1 0.00181 25.95 
90 No2 0.00153 30.14 
90 No3 0.00123 35.65 
90 No4 0.00108 41.61 
90 No5 0.00131 44.8 
90 No6 0.00087 53.92 
120 No1 0.00155 85.43 
120 No2 0.00129 95.23 
120 No3 0.00116 100.37 
120 No4 0.00102 108.48 
120 No5 0.00107 112.79 
120 No6 0.00073 142.86 

 

  
                   Fig. 6. Verticle                                          Fig. 7. Velocity of different longitudinal 

  

 Fig. 8. Froude number of different longitudinal        Fig. 9. Velocity of different longitudinal 
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Fig. 10. Froude number of different longitudinal     Fig. 11. Velocity of different longitudinal 

Above all the analysis, we can know when add fine particle to equilibrium coarse-
sediment flow, the flow structure was changed. The vertical velocity gradient was 
decreased, and then influences the vertical sediment concentration gradient to be 
decreased, and then the sediment transport capacity was improved. The same time 
when add fine particle, the flow viscosity was improved, then the settling velocity was 
decreased, and the cross-section velocity was not changed (formula 2), then the 
sediment transport capacity was improved. We can conclude the fine particle 
improves the sediment transport was according the follow mode(Fig.11): 

 

 
Fig. 11. Mode of fine particle improves the sediment transport capacity 

Identify applicable sponsor/s here. (sponsors) 

References 

1. Zhong, D.-y., Wang, S.-q., Wang, G.-q.: Effect of fine material on transport of bed material 
load in hyper concentrated flow. Advancesin Water Science (March 2001) 

2. Qian, Q., Wan, Z.-h.: Mechanics of sediment transport. Science Press, Beijing (1983) 
3. Qian, N., Zhang, R., Li, J.-f., Hu, W.-d.: Adjustment mechnaics of sediment transport 

capacity in heavily silt-carrying river. The report of Sediment department in Tsinghua 
University (1980) 

4. Fang, Z.-d., Qi, P.: The influence of fine particle to sediment transport capacity and 
depodition-erosion. The report of Institute of Yellow River Hydraulic Research (1978) 

5. Liu, F.: Experiment on influence of fine sediment to coarse sediment transport capacity. 
Journey of Guangdong Water Resources and Electric Engineering (March 1999) 



X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 995–1000. 
springerlink.com                                    © Springer-Verlag Berlin Heidelberg 2011 

High Frequency Dielectric Properties of Bismuth 
Substituted Barium Hexaferrite 

Leah M. Ridgway1 and Ian Harrison2 

1 Division of Electrical Systems and Optics,  
The University of Nottingham, University Park,  

Nottingham, NG7 2RD, United Kingdom 
2 Department of Electrical and Electronic Engineering,  

The University of Nottingham Malaysia Campus,  
43500 Semenyih, Selangor Darul Ehsan, Malaysia 

LeahMRidgway@gmail.com 

Abstract. High frequency dielectric characterization of bismuth substituted 
barium hexaferrite (BaBixFe12-xO19 0.0 ≤ x ≤ 1.5) was performed over the 
frequency range 45MHz – 25GHz using an open ended coaxial probe. Results 
are presented for the real and imaginary parts of permittivity with respect to 
frequency and also for permittivity with respect to sample composition at a 
fixed frequency of 2.45GHz. A maximum permittivity of εr = 14.69 – 1.664j 
was found thus confirming formation of a high permittivity material from a 
relatively low sintering temperature and duration (1100ºC for three hours). The 
material is of interest in high frequency devices. 

Keywords: Dielectric, Permittivity, Barium Hexaferrite, Material Characterization. 

1   Introduction 

All materials can be characterized in terms of their dielectric and magnetic properties; 
representing their ability to store electric and magnetic energy. Materials such as 
barium hexaferrite and bismuth substituted barium hexaferrite which have a 
permittivity and permeability greater than unity are of particular interest due to their 
potential applications in electronic devices. It is important to characterize the 
dielectric and magnetic properties of a material before it is used so that high 
frequency behavior can be predicted.  

Barium hexaferrite, the parent compound, has been used primarily as a material for 
magnetic recording media [1], [2], [3]. However it has also been used in microwave 
devices [4] and high permittivity materials are of interest in the development of 
material loaded antennas [5]. The addition of bismuth to barium hexaferrite reduces 
the formation temperature of the compound and enhances the permittivity [6]. This 
makes the material a potential candidate for the production of such devices. 
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This paper presents results for the dielectric properties of bismuth substituted barium 
hexaferrite over the frequency range 45MHz – 25GHz for different levels of bismuth 
addition. Comparisons are made between permittivity and sample composition at a 
constant frequency of 2.45GHz. 

2   Material Synthesis 

Bismuth substituted barium hexaferrite was produced via the conventional solid state 
synthesis method. The chemical formula of the material is BaBixFe12-xO19 where x is 
the bismuth doping level referred to throughout this paper. Materials were produced 
using x values of 0.0, 0.2, 0.5, 0.8, 1.0 and 1.5. The samples synthesized for testing 
were pellets measuring 20mm in diameter with thicknesses of between 3 and 5 mm. 
Samples were subjected to intermediate sintering and finally annealed for one or three 
hours at either 1100°C or 1200ºC. Formation of bismuth substituted barium 
hexaferrite was confirmed using X-Ray Diffraction analysis. This analysis showed 
that after sintering at 1200ºC undoped barium hexaferrite was formed, but that there 
were still unreacted reagents present. These reagents were not present in the doped 
material, confirming the action of bismuth as a sintering aid. 

3   Experimental Procedure 

At high frequencies the dielectric properties of materials are found using network 
analysis techniques which fall broadly into two categories; non-resonant and resonant 
methods. The measurement scheme used within this work is a non-resonant coaxial 
probe. This allows broadband characterization of a material when used in conjunction 
with a vector network analyzer. 

The equipment set-up utilizes a HP 8510C VNA connected both to a PC and to the 
coaxial probe which is placed in contact with the sample pellet. After calibration 
using short, open and load conditions the samples were characterized over the range 
45MHz – 25GHz. The software on the PC uses a point matching approach [7], [8] to 
calculate the real and imaginary parts of permittivity from the reflection of a signal at 
the probe-sample interface. 

4   Results 

4.1   Samples after Sintering at 1100ºC 

Fig. 1 shows the high frequency permittivity over the range 45MHz – 25GHz of  
the samples from series 1 which have been sintered for one hour at 1100ºC.  
The measured permittivity of air is also shown for reference and is within expected 
values. 
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Fig. 1. Dielectric properties of bismuth substituted barium hexaferrite (formula BaBixFe12-xO19  
where x is the value shown) for series 1 which have been sintered for one hour at 1100ºC. 

Sample from series 1 display a range of values for the real part of permittivity 
between εr’ = 6 to 9 at frequencies up to 6GHz after an exponential decay from the 
starting point at the lowest test frequencies. At frequencies above 6GHz the 
permittivity measurements show oscillations due to reflections from the back surface 
of the pellet where the undoped barium hexaferrite material is the most affected. Due 
to this, results are only considered reliable at frequencies up to 6GHz. 

The reason for the variations in permittivity measurement is due to the low loss 
nature of the material; the sample is not appearing infinite to the probe at frequencies 
higher than the 6GHz limit. The highest permittivity material (x = 1.0) displays the 
greatest variation of the bismuth containing materials. The reasons for the large 
variation in the undoped and doped materials are different. The parent barium 
hexaferrite material has the largest reflections because it displays the lowest loss; thus 
the strength of the reflections are significant in the results. The high permittivity of 
the x = 1.0 sample means that reflections within the sample when displayed as 
permittivity results are proportionally larger and so are more visible in Fig. 1. 

The highest permittivity sample is the x = 1.0 material with a permittivity of εr = 
8.54 – 0.89j at 2.45GHz. This was an increase relative to the pure barium hexaferrite 
sample, which had a permittivity of εr = 7.39 – 0.01j at the same frequency. 

High frequency characterization of samples from series 2 and 3 was also 
performed. The results with respect to frequency displayed similar trends to those 
presented for series 1 with differences in the absolute values. For this reason data is 
shown as bismuth content of samples plotted again the real and imaginary parts of 
permittivity and the loss tangent at a constant frequency of 2.45GHz. This value was 
selected because it allows assessment of the material for use in antennas operating at 
Wi-Fi and Bluetooth frequency. 
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Fig. 2. Sample composition BaBixFe12-xO19 plotted against real and imaginary parts of 
permittivity (εr’ and εr’’ respectively) and loss tangent (tanδ) at a constant frequency of 
2.45GHz for samples sintered at 1100ºC.  

All samples show similar values for the undoped barium hexaferrite material where 
permittivity values range from εr’ = 6.63 to 7.39. When bismuth is added the 
permittivity values begin to diverge. For the lowest bismuth concentration (x = 0.2) 
values for the real part of permittivity are similar with clear differences in the 
imaginary part.  Results for samples form series 1 and 2 which have been subject to 
the same sintering regime display similar trends. These have marked deviations from 
series 3 which has been subjected to a different annealing schedule. 

At the x = 0.5 sample composition the highest permittivity is the series 3 material 
(εr = 10.95 – 1.852j) and the lowest is the series 1 material (εr = 5.39 – 0.451j) with 
the series 2 material falling in the centre of these values. After this point the trends 
seen for series 1 and 2 become more similar before converging at the final x = 1.5 
value for the real part of permittivity while the losses show a small but greater degree 
of variation. 

The trends for series 3 show an increase in permittivity with the addition of 
bismuth for values up to x = 0.5 before a slight decrease (the permittivity remains 
higher than that of the undoped material) and then a sharp increase for the final x = 
1.5 composition which has the maximum permittivity of all samples with εr = 14.69 – 
1.664j.  
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4.2   Samples after Sintering at 1200ºC 

Samples which had been subjected to a final annealing temperature of 1200ºC were 
also characterized using the coaxial probe over the 45MHz – 25GHz frequency range. 
The trends observed were similar to those seen for the samples in series 1 (shown in 
Fig. 1) with variation in the absolute values. For this reason results are presented at a 
constant frequency of 2.45GHz as shown in Fig. 3. 
 

 

Fig. 3. Sample composition BaBixFe12-xO19 plotted against real and imaginary parts of 
permittivity (εr’ and εr’’ respectively) and loss tangent (tanδ) at a constant frequency of 
2.45GHz for samples sintered at 1200ºC.  

The trends in the real and imaginary parts of permittivity and the loss tangent are 
the same for samples from each series. 

Samples from series 4 show that the addition of bismuth enhances the permittivity 
of the material with a maximum value obtained for the x = 0.2 sample. From this 
point the permittivity decreases before a slight recovery for the final x = 1.5 
composition. 

Pellets which have been sintered for three hours at 1200ºC (series 5) display a 
different trend. A marked increase in the permittivity of the undoped barium 
hexaferrite is noted (εr = 7.18 – 0.039j at 2.45GHz). This is most likely due to the 
longer sintering duration at the higher 1200ºC temperature allowing a greater degree 
of formation. When bismuth is added, the permittivity of the material initially drops to 
a minimum of εr = 4.27 – 0.126j and then continues to increase to a series maximum 
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of εr = 11.81 – 1.995j for the x = 0.8 sample. Permittivity values then reduce with 
additional bismuth addition. 

The reasons for the relatively low permittivity of the series 5 materials with low 
bismuth concentration is thought to be due to the evaporation of bismuth into the 
atmosphere due to the additive bismuth oxide’s relatively low melting point of 817ºC 
[9]. This is more significant when a smaller amount of bismuth is present in the 
mixture to begin. 

5   Conclusions 

The addition of bismuth to barium hexaferrite produced a material with enhanced 
permittivity at high frequencies from a relatively low temperature and short duration 
sintering regime. The material is potentially of interest in developing high frequency 
material loaded antennas. 
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Abstract. A dielectric resonator antenna (DRA) was produced using a circular 
high permittivity bismuth substituted barium hexaferrite material. The 
theoretical resonant frequency was found to be 9.09GHz for the HE11δ mode. S-
parameters for the system located resonant frequencies at 6.6GHz, 9.55GHz and 
13.6GHz. Radiation patterns for the DRA were measured at operating 
frequencies of 6.615GHz and 13.615GHz. Experimental results showed good 
agreement with simulation results published by other authors. The suitability of 
the material for use within a DRA was confirmed. 

Keywords: Dielectric Resonator Antenna, DRA, Permittivity, Barium 
Hexaferrite. 

1   Introduction 

Materials with a large dielectric constant have previously been used in an attempt to 
reduce the physical size of antennas [1], [2]. A dielectric resonator antenna (DRA) is 
a device formed by encasing a simple antenna within or near to a dielectric material. 
It is designed to resonate at a specific frequency of interest where the system will be 
most efficient [2], [3]. The resonant frequency of the device is dependent upon the 
dielectric properties and the physical dimensions of the material used. Bismuth 
substituted barium hexaferrite has been identified as a candidate material to produce a 
DRA due to its high permittivity at high frequencies. This paper investigates the 
operation of this material loaded antenna. 

2   Background Theory 

A DRA composed from a circular resonant material and a coupling antenna can 
operate in one of two dominant resonant modes dependent upon the placement of the 
antenna feed. The diagram in Fig. 1 shows the two operational modes; HE11δ and 
TM01δ. 
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Fig. 1. Modes available in a circular dielectric resonator antenna: TM01δ and HE11δ [4]. 

To excite the TM01δ mode the coaxial antenna feed is located in the centre of the 
material. This requires the dielectric to be machined to accommodate the feed, making 
this configuration more difficult to construct than the alternative HE11δ system; thus the 
HE11δ configuration was selected for study. Here the antenna feed is located outside of, 
but in contact with the dielectric disk as shown in the schematic in Fig. 2. 

 
Fig. 2. Diagram illustrating the form of a DRA made using a circular resonant material and 
showing the x,y and z planes used in radiation pattern measurements [2].  

2.1   Theoretical Calculation of Resonant Frequency 

The dominant frequency of the HE11δ mode can be found using equation 1 [5]. 

. 
(1) 

Where f0 is the frequency of the dominant mode, εr’ is the real part of permittivity, a 
is the radius and h is the thickness of the dielectric material used in the system. Using 
this equation the theoretical resonant frequency of a DRA using a bismuth substituted 
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barium hexaferrite sample (prepared by the authors) was found. The material had 
chemical formula BaBi0.2Fe11.8O19 with a radius of 10mm and a thickness of 
4.731mm. The real part of permittivity was characterized at 2.45GHz as 3.978. These 
values were substituted into equation 1 and the calculation produced a resonant 
frequency of 9.09GHz. 

3   Experimental Work 

3.1   Dielectric Resonator Antenna System 

A device similar to that shown in Fig. 2 was constructed with a ground plane made 
from copper. The antenna feed to the device was formed from a coaxial SMA 
connector with the inner conductor extending past the grounding plate. The probe 
feed was in contact with the side of the high permittivity disk. The resonant material 
was attached to the copper plate using a thin layer of conducting epoxy (ensuring that 
the dielectric spacer between the inner and outer conductors of the probe feed was not 
shorted) this was then left to cure for 48 hours. 

3.2   Frequency Response 

The frequency response of the system over the range 50MHz – 20GHz was characterized 
by measuring the reflection coefficient (S11) of the device utilizing a HP 8510C VNA. 
Results from this are presented in Fig. 3 which shows three clear resonant frequencies for 
the system; the first at 6.6GHz, the second at 9.55GHz and a third at 13.6GHz. 

 
Fig. 3. S11 (reflection coefficient) response of the DRA over the frequency range 50MHz – 20GHz.  

The second resonant frequency of 9.55GHz is the closest to the theoretical value 
calculated from equation 1 of 9.09GHz. Differences are most likely due to deviations from 
the ideal conditions assumed in equation 1, such as a perfectly smooth contact surface 
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between the resonant material and the grounding plane. There is also no mechanism in the 
equation to account for dielectric losses which do occur in a real material. 

The lower frequency resonance at 6.6GHz was not predicted by equation 1 but is 
potentially of more interest for Wi-Fi applications than the higher frequency 
responses. A resonance around 6.6GHz was observed for several different DRA rigs 
incorporating different bismuth substituted barium hexaferrite materials so is a 
repeatable and valid result. 

3.3   Radiation Patterns 

The radiation patterns of the DRA were recorded at 6.615GHz and 13.615GHz using 
an Agilent 8757D Scalar Network Analyzer in conjunction with an Agilent E8257D 
PSG Analog Signal Generator. These values were selected because 6.615GHz was the 
closest value corresponding to the first resonant frequency found from the S11 values 
in the previous section and 13.615GHz is the closest value corresponding to the 
largest magnitude resonance. 

Radiation patterns were recorded for two different orientations (as defined in  
Fig. 2) and are presented in Fig. 4 and Fig. 5. 

 

Fig. 4. Radiation pattern of the DRA at 6.615GHz for the x-z and y-z planes.  

 

Fig. 5. Radiation pattern of the DRA at 13.615GHz for the x-z and y-z planes.  
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The radiation patterns for the antenna system show the same trends. In the x-z 
plane there are two clear main lobes centered about 60º and 315ºC with some smaller 
back-lobes also visible. In the y-z plane at both frequencies there is a wide lobe 
centered at 0º and also a series of back-lobes. 

These results are in agreement with simulation work published by other authors on 
the subject of high permittivity dielectric resonator antennas [2]. This confirms the 
device can be used in applications where a DRA is suitable. 

4   Conclusions 

A dielectric resonator antenna was produced using a high permittivity bismuth 
substituted barium hexaferrite sample. The resonant frequencies of the device were 
located and radiation patterns for the antenna at resonance were presented. The 
system shows experimental results that agree with simulation work published in other 
literature. 
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Abstract. In order to calculate failure rate (λ), there are two methods. First is 
Classical Estimate Method and second Bayesian method. The objective of this 
paper is to use Bayes’method in a newly developed risk monitor called Risk 
Manager and calculate failure rate that can be used to analyzing data. The study 
also explains preventive replacement cycle and failure rate estimator as two 
main portions of Risk Manager to improve the reliability of components and 
equipments. 
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rate, Bath tub curve. 

1   Introduction 

Risk Monitoring (RM) is a plant specific real-time analysis tool used to determine the 
instantaneous risk based on the actual status of the systems and components. At any 
given time, it reflects the current plant configuration in terms of the known status of the 
various systems and components e.g. whether there are any components out of service 
for maintenance or tests. The risk monitor is used by the plant staff in support of 
operational decisions [1]. RM used in operational risk management and scheduling 
maintenance movement is based on LPSA technology development. RM provides 
criterions and equipment information for on-line maintenance. The objective of RM is 
to detect and control plant configurations and plant operational actions from a risk 
perspective. The utility of Risk Monitor enables us to manage risk with risk-informed 
methodology and make operation, more flexible and economically effective. Risk 
monitoring for PSA studies in recent years has become the most active part of the field.  

In this paper, a newly developed risk monitor called “Risk Manager” is presented. 
Risk Manager has new features compared with other risk monitors such as reliability 
data auto update, preventive replacement cycle auto update. First we will discuss 
main features and functions of Risk Manager and then explain how to estimate failure 
rate with the help of this Risk Manager. 

2   Risk Manager and Failure Rate 

In order to avoid the risk in Nuclear Power Plants (NPP) by equipment failure, the 
preventive replacement of important and sensitive equipment will definitely achieve 
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the normalization of safety and economy. For the establishment of preventive 
replacement cycle and to optimize the initial value according to the safety of NPP risk 
level is the essential aspect of risk management. Risk Manager takes real-time 
calculation as well as integrated risk management into account and adopts preventive 
replacement method based on dynamic risk evaluation. The Preventive replacement 
cycle and failure rate estimator are two main parts of Risk Manager. 

3   Modes and Functions 

Risk Manager (nuclear power plant risk-management system) has four modes, 
namely: planning risk model, risk query model, risk tracking mode and professional 
mode. 

3.1   Planning Risk Mode 

This mode is related to plan makers through the risk management system input 
schedule. With the help of this mode we can get risk curves of a refueling cycle. With 
the analysis of this risk curve the value of high-risk operation can be used to modify 
or to give focus on monitoring and management of key equipments and systems. 

3.2   Risk Query Mode 

This mode deals with maintenance staff and query table. The query table is input of 
risk management system. This mode provides maintenance activities to be taking into 
account plant risk analysis and give recommendations accordingly. This mode also 
helps us in the production of equipment preventive replacement cycle settings and 
preventive replacement reminder function. 

3.3   Risk Tracking Mode 

Risk tracking mode is used for operating personnel, through a monitoring system. 
With the help of this mode we can make power plant equipment operation as well as 
power plant equipment information system. This mode gets the current risk value and 
equipment needed to focus on the prevention of incidents and make connection to 
receive real time status changes. 

3.4   Professional Mode 

This mode is special for PSA professionals. The PSA professionals establish System 
ET / FT Models. ET/ FT model is the basis for other models that can be achieved. 

4   Six Modules for Risk Monitor 

Risk Manager consists of six modules name as: system reliability analysis module, 
equipment reliability data update module, preventive replacement modules, fault tree 
analysis model, output module, and graphic modeling module as shown in Fig.1. 
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Fig. 1. Six module system block diagram 

The internal events of power plant are complex and include equipment 
maintenance, equipment damage etc. Among them related to PSA equipment (PSA 
equipment refers to the ET / FT model of equipment involved). These events will 
affect the probability of the current risk level of the system, as well as the reliability 
of the equipment parameter values, so such kind of events will serve as an important 
basis for systematic analysis and calculation. 

PSA equipment state changes may be inevitably lead to a change in system 
reliability model. The function of system reliability analysis module is to modify the 
model in order to reflect the plant's current risk level faithfully. System reliability 
analysis module provides input for the fault tree analysis module the risk level is 
determined by CDF (t) representation.  By giving the risk value and the relative time, 
we can get time-varying risk curve. 

PSA equipment state changes particularly in relation to equipment failure and 
maintenance that will affect the reliability data values. The function of reliability data 
update module is to renew original reliability data and provision of equipment 
unavailability for the system reliability module. So that we can reflect the impact on 
the system risk level that change in equipment reliability parameters. 

The Preventive replacement module's function is to update the preventive 
replacement cycle of critical equipment according to the importance degree which is 
provided by fault tree analysis module.  

Graphical modeling module used to establish the system ET/ FT model to provide 
a basis for the analysis of other modules. 

System state changes are due to various types of events happened in NPP. In the 
planning mode, the planning table is actually formed by the undivided events and 
such events are a combination of the operation of power plant equipments. In query 
mode, the power plant's current state can be achieved by the information coming from  
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equipments. Power plant risk monitoring system is a very important aspect because it 
provides connection between plant information and management system. Hence in 
order to start the process of monitoring system dynamics we use event driven 
principle. 

5   Some Problems and Their Solutions 

Risk Manager can manage three changes happened in NPP such as: Operation 
procedures and maintenance programs that impact the PSA model, equipment 
operating histories that effect the reliability data and experience feedback which effect 
the equipment preventive replacement cycle. We have three methods to reflect these 
changes by Risk Manager. 

5.1   Modeling Method 

In order to meet the requirements of real-time calculations, there are two different 
methods: edit ET / FT model and modify the Boolean equation obtained by the model 
analysis. 

Boolean equations are obtained by solving sequences that lead to core damage. The 
accident sequence is solved by “large fault-tree” method, refer to the Fig. 2. Plant ET/ 
FT model can be viewed as a large fault tree whose top event is core damage. The top 
event connects with other events with AND gate. The input of the AND gate is an 
initial event and a top event of a fault tree which represents safety protection system 
failure. If more than one initial event sequence use OR gate connected with the top 
event then we get a large PSA fault tree [2]. After solution of each accident sequences 
lead to core damage, we can obtain Boolean equation of the reactor core damage top 
event. In other words in order to get Boolean equation we should do two steps. First 
to solve the various supports Systems fault tree and front systems fault tree, and then 
re-solve the core damage Accident sequences. 

 

 

Fig. 2. Large fault tree method 
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After obtaining Boolean equations we establish a dynamic basic event model, we 
make re-quantitative calculation of the Boolean equations. Dynamic basic event 
model means that basic event happening frequency is assigned 0 or 1 depending on 
the event type. By using this model and the actual state of the plant we can calculate 
the real-time risk. 

5.2   Data Analysis 

In power plants the equipment status changes due to maintenance or failure. So in 
order to calculate reliability data we use historical information about the equipment 
states and then use Bayesian theory for updating. General reliability database store the 
reliability data of PSA equipment (PSA model involved in the device) including 
failure rate, and MTTR (mean time to repair). 

For Bayesian updating Beta distribution is require, so we need to make two ultra-
parameters of Gamma distribution according to general database [3]. These two ultra-
parameters of Gamma distribution combined with reliability information. As a result 
we can update the reliability data with Bayesian theory. At last the updated equipment 
failure rate is used to calculate unavailability of equipment. The Unavailability of 
equipment become the input of large fault tree and used in recalculation so as to 
evaluate the influence that decrease the reliability of equipment bring in to plant risk 
level. 

5.3   Preventive Replacement 

With the formation of risk monitoring and management system in NPP we are able to 
obtain the impact on plant risk level and operating history of certain equipment. By 
using these two information we can manage important and sensitive equipment’s 
preventive replacement cycle dynamically by including online query and update.  
 

 

Fig. 3. Bath tub curve 
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This subsection proposes known as preventive replacement method which 
combines the experience feedback and expert advice. The different devices are given 
the best preventive replacement cycle and apply to Risk Manager Development. 

To improve the power plant economy Preventive replacement based on experience 
feedback methods can get the best equipment replacement cycle time. Here we 
explain simple description of this method refer to "bathtub curve". 

T0 is the time that equipment enters the critical period of wear out failure point as 
shown in Fig.3. The ideal situation is to replace the equipment at point T0, but we can 
not obtain more accurate values of T0. Preventive replacement method based on 
experience feedback. In this method first we set an initial value of the replacement of 
time T1. After a period of time we will get experience feedback about this equipment 
and operating experience will tell us the original setting is conservative or not. After 
several rounds of amendments finally approach to T0. 

Expert advice gathers from the equipment manufacturer, operation managers, 
maintenance staff, as well as the views of other users, the more extensive the better. 
Expert opinion is only quite good understanding of the relevant equipment or operation 
of operating experience with personnel, these personnel are fully aware of the equipment 
but they do not understand the importance of equipment when comes to risk level. So, we 
should give initial preventive replacement time with more or less conservative. 

According to expert opinion there are different levels of equipments that can be 
obtained at initial stage of preventive replacement cycle. On other hand we can get p 
from expert’s opinions which mean failure probability does not occur to preventive 
replacement time date equipment. We consider p as an indicator which determine 
whether updating preventive replacement cycle change or not. With the help of 
Bayesian statistical theory we can update value of p. 

We get initial preventive replacement time T and P on behalf of expert opinion. 
Equipments will operate in accordance with the initial replacement value and obtain 
the operating records. We use Bayesian statistical theory to obtain P’s posterior 
distribution and expected value. Then, we compare the new P with the old one and 
evaluate preventive replace time with established criteria. 

6   Types of Failures and Failure Rate Estimation 

A failure is defined as the loss of the ability of an item, a component or a system to 
perform its required function. A failure is generally a subset of a fault. It represents an 
irreversible state of an item, a component or a system, such that it must be replaced or 
repaired in order to perform its design function. An item or component failure is 
always defined in relation to the system in which the item or component resides [4]. 

In general, the failure rate of equipment depends on the environmental conditions. 
Therefore, these circumstances should ideally be taken into consideration in all data 
acquisition activities. However few data bases provide the environmental application 
factors needed to do this and they are generally only available for electrical and 
electronic components. The environmental application factor is a multiplicative 
constant used to modify a failure rate to incorporate the effects of other normal and 
abnormal environmental operating conditions. 
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In this study we focus on two types of failures, first is time related failure and 
second Demand related failures.  

6.1   Time Related Failures 

A time related failure is defined as a failure occurrence (e.g. per hour) of a component 
or system which is in the running or functioning mode of operation, continuous 
operation (or function).  

6.2   Demand Related Failures 

A failure on demand is defined as a failure occurrence of a component or system 
when it is demanded to start operation or to change its present state. The failure rate is 
a numerical value which represents the probability of specified failures of a 
component per time unit. The all modes failure rate of a component is an aggregate of 
failure rates summed over relevant failure modes. 

Reliability models involve a variety of parameters such as component failure rates 
that need to be estimated in order to estimate the probability of specific  accident  
sequences. If data are available and it is desired to obtain estimates that are strictly  
functions of the data then for the models commonly used in risk analysis, point  
estimators are well established. The point estimators generally used for the binomial, 
Poisson and lognormal models. 

In case of Binomial distribution let ‘f’ failures in ‘n’ demands then probability of 
failure on demand can be calculated as; 

/p f n=                                                       (1) 

In Poisson distribution case if there are ‘f’ failures in ‘t’ time then failure rate ‘λ’ 
calculated as; 

               /f Tλ =                                                        (2) 

In lognormal distribution for ‘n’ independent positive observations like repair time, 
the expected value of mean ‘µ’ and variance ‘σ’ for repair time ‘t’ can be estimated 
as; 

1

/
n

i
i

m ea n t n tμ
=

= = =∑                                (3) 

2 2var ( ) / 1i tiance t t n sσ= = − − =∑                        (4) 

The behavior of λ (failure rate) can be traced by bathtub curve and λ increases with 
number of failures (x) that can be observed in fig.4. In the beginning the failure rate 
of each device is high due to wear in failures or due to poor quality assurance during 
manufacturing. During middle life time failures occur with uniform rate and at late in 
life failure rate increase due to wear-out failures. 
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Fig. 4. Increase of failure rate (λ) with increase in number of failures (x) 

7   Conclusion 

It is noted that online monitoring whether coming from data acquisition system or 
plant computer, must first be qualified and validated. This can be done with automatic 
algorithms embedded in softwares and this target can only be achieved when we have 
high efficiency Risk monitors. The study highlights the basic requirements for the 
development of a Risk Monitor. In coming future on the basis of this study we can 
develop a Risk monitor that will be helpful in nuclear industry as well as in other 
growing areas of research. 
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Abstract. SAR ADC is the best choice for low-power and high-resolution 
application in signal processing systems, since it is fit to work in midst rate per 
conversion (MSPS, GSPS). In order to guide trade-off design better, this paper 
starts with analyzing the advantages and disadvantages of known FoMs (figure 
of merits) of traditional SAR ADC. To keep the characteristic of minimum 
merit values and grasp the feature of bright distinctive degrees, one novel FoM 
of SAR ADC was built with five key parameters. Total four kinds of FoMs 
were compared with convinced data from 15 pieces latest literatures, including 
Q (based on 2-parameter), FoM0 (based on 3-parameter), and FoM4 (based on 2-
parameter). As interesting results, the compromised design parameters region 
had gained. This work may provide SAR ADC designers one new practical 
evaluation function for efficient optimization design future.  

Keywords: SAR ADC, FoMs, Low-Power, High-Speed, High-Resolution. 

1   Introduction 

ADC is a cluster of mixed signal integrated circuit paradigms and one core in portable 
medical instruments [1].  

Back to the Lindek potentiometer configuration, first described in 1899, the early 
basis of most ADCs and digital voltmeters are dug out in paper [2]. 

Compared with other ADCs, SAR ADC, invented in 1954 [3], is an intermediate 
ADC model for low power consumption. It trends for high speed and high accuracy in 
recent studies [4].  

Depending on several important parameters, FoMs (Figure of Merits) building can 
be the key evaluation paradigm for present and future optimal design of ADC.  

To aim at SAR ADC, this work focuses on one novel FoM after further combing 
the known five FoMs. The convinced data for SAR ADC come from 15 references. 
Compared with five FoMs, our new FoM has more bright distinctive degree and 
practicability. The innovation points in this work are that it redefines SAR ADC FoM 
function with the actual factors on thermal noise and die size. 

After introduction, Section 2 analyzes the thought of FoM formation. Section 3 
illustrates five FoMs on SAR-ADC. Section 4 proposes our new FoM and compares 
the differences among four FoMs. The conclusions are thrown in Section 5.  
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2   FoM Formation Thought 

SAR ADC can be used as typical representative describing the Moore's law of analog 
circuit, in form of that deposition between sampling rate and resolution in SAR ADC 
is doubled per three years, with statistics ranging from 1997 to 2008 [5]. 

As an evaluation function for the whole performance of SAR ADC, the thought of 
FoM making is to map multi-parameters into single-parameter with minimum merit. 
Equation (1) [6] defines the each conversion energy Q of SAR ADC sub-system. 

samplingf/PQ =  . (1) 

Where P is power consumption and fsampling is sampling rate. Being equaled to 
simplified FoM, it evaluates the SAR ADC performance together with power and 
sampling rate. 

According to Equation (1), the 16bit SAR ADC energy per conversion Q is shown 
in Fig.1 [6]. The package area also be given for detail comparison (Note: year 2007 ~ 
2010 data are from authors’ adding). 
 

 

Fig. 1. The trend of energy per conversion and package area in 16bit SAR ADC  

Compared with Q value and package area from 2000 to 2010, the latest converters 
of printed circuit board (PCB) area is reduced by 80%, and every conversion energy is 
reduced by 90% at least. 

3   Five Major FoMs  

The FoM function with two parameters doesn't make a good enough balance on all 
parameters’ performance for SAR ADC, because it distinguished macroscopic 
superiority in respect of energy unit and linear trend. Measuring the performance of 
SAR ADC, it is usually based on three key indexes: resolution, sampling rate and 
power consumption. 
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3.1   Early FoM  

A Merit formula with three indexes was proposed in 1993 in ISSCC:  

)f2/(PFoM sampling
ENOB

0 ×=  . 
(2) 

Where 

02.6/)76.1SNDR(ENOB −=  . (3) 

ENOB is effective resolution; SNDR is signal-to-noise distortion ratio; P is power 
consumption; fsampling is sampling rate. In addition, the SNDR value can be obtained 
through FFT spectrum analysis, combining with formula (4) as follows:  

)N/V(log20SNDR RMSRMS10=  . (4) 

Where VRMS is the input signal RMS, and NRMS is the noise and harmonic distortion of 
total RMS. 

While applying formula (2) to evaluate products, it shows that the smaller FoM0 
value, the better performance. 

The statistics of the low power, medium speed and medium resolution of ADC 
FoM0 are shown in Fig.2. The shadow region S is blank one, and data concentrate in 0 
~ 10 and > 20 regions. The evolution rule shows that FoM0 declines 20 times every 
ten years. For example, FoM0 = 1pJ/con. @ 2000. The technologies are driven by 
reducing the power supply and choosing the appropriate structures [7]. 
 

 

Fig. 2. The evolution rule of FoM0 [7]  

In Fig.2, the lowest FoM0 value is 0.19pJ/con with structure of pipeline. Under 
conditions of 12bit resolution and 5MSPS sampling rate, this chip only consumes 
4mW. 
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3.2   FoM with fERBW  

The fERBW is signal effective bandwidth and it determines the bandwidth ADC 
handled. The FoM with fERBW is as follows [8]:  

)f2/(PFoM sampling
ENOB

1 ×=  . 
(5) 

To apply formula (5) for assessing products, it will show that the smaller FoM1 
value, the better the performance of products. 

3.3   FoM with fin  

The fin is maximum input signal frequency, determining the analog signal waveform 
reconstruction in no distortion in ADC. The FoM with fin

 is as follows [8]:  

)f22/(PFoM in
ENOB

2 ×=  . 
(6) 

To evaluate SAR ADC performance, the optimal trend is single-reduction. 
To apply Nyquist theory [8], it proves the significant correlation among fsampling, fin 

and fERBW (fsampling > 2fin, fsampling > 2 fERBW). Considering the signal integrity in practical 
application, it usually chooses the form with minimum value in (fsampling, 2 fERBW, 2 fin). 

3.4   FoM with STNR  

Dealing with ADC comprehensive performance, it is easy to overlook that ADC with 
resolution 8 bits or higher is largely affected by noises which come from Quantization 
Noise and Thermal Noise. Quantization Noise does not take much power to reduce. 
Hence, FoM processes with STNR is as follows [9]:  

)fSTNR/(PFOM sampling
2

3 ×=  . (7) 

The STNR is signal-to-thermal (or shot) noise ratio, and it is relevant to 
temperature T. STNR derivation can inquire literature [9].  

Also the evaluation tendency for SAR ADC is towards decreasing. 

3.5   FoM with Size  

The die size is one of important factors in actual application for reason of chip cost 
related. Literature [10] provides a FoM with Size as follows:  

N
4 2/SizeFoM =  . 

(8) 

Size is die size general with mm2 for unit and N is ADC digits.  
Similarly, the evaluation tendency for SAR ADC is towards decreasing.  
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4   Our New FoM 

The latest literatures show that the development trend of SAR ADC is low power, 
high speed and high precision. 

Combining with the above formulas, keeping single-reduction trend, considering 
maximum signal integrity and practical factors such as cost, we provides novel FoM 
function with five parameters as follows:  

)]f2,f2,fmin(2/[PKFoM inERBWsampling
ENOB

ST ××=  . (9) 

Where ENOB is given by Equation (3); P is power consumption; fsampling is  
sampling rate; fERBW is effective input bandwidth; fin is maximum input frequency. 
Coefficient KST is related with die size and signal to thermal noise ratio, defined as 
follows:  

2
ST STNR/SizeK ×γ=  . (10) 

Where, Size is die size and STNR is signal-to-thermal (or shot) noise ratio. γ is 
transition coefficient for the welterweight mismatch by the product of chip size and 
conversion energy. It mainly plays a detente role, here it takes γ = 1/8. KST units use 
(mm/dB)2 in relation of die size and thermal noise.  

Compared with the above Equations, Equation (9) was found to balance the 
influence of die size, noise, power, resolution and sampling rate for SAR ADC. It 
makes up the deficiency of traditional FoMs functions on original FoM basis (e.g. 
ignoring the influence of thermal noise, power and die size at design cost), and 
improves the reliability and practical applicability. 

In order to illustrate the advantages of evaluating functions, we calculated with 
data of the latest domestic and foreign literatures [11 ~ 25] about Q, FoM0, FoM4 and 
FoM functions’ values. Based on respectively power consumption, effective 
resolution and sampling rate as independent variables, Fig.3 shows the relationship of 
Q, FoM0, FoM4 and our FoM. 

To compare the FoMs functions, we use the form as follows:  

)f2/(PKFoM sampling
ENOB

ST ××=  . (11) 

In order to reduce the computational complexity, let us take approximately STNR ≈ 
50dB (T = 300K). 

Fig.3 remind us as follows: 
 

1. Compared with others, this FoM with STNR ≈50dB provides a more bright 
degree of distinction. Then it is more favor to evaluate the combination property of 
SAR ADC series. 

2. As far as this FoM, the less FoM value, the better performance of SAR ADC. 
Literature [13] provides an ultra-low power design and Literature [11] is with high 
speed design. However, they are just at intermediate level. 

3. The region W shows the better design in Fig.3. From it we find that the literature 
[16] and [20] are better for considering the combination property with the optimal 
trade-off design, and their conceptions are worthy of high praise. 
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Fig. 3. The merits comparison and trade-off windows of 3-single-variable scanning  

5   Summary 

Advanced SAR ADC can provide 18bit resolution and GSPS sampling rate. Applying 
our new FoM of SAR ADC, it will get the reasonable trade-off design evaluation for 
SAR ADC. With techniques progresses such as comparator of configured threshold, 
input buffer, and switched capacitor DAC structure [12, 13, 17 and 22], ultra-low 
power SAR ADC needs our new FoM to help analyzing the effect of trade-off design. 
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Abstract. Sparse decomposition of a signal can be obtained by decom-
posing signal in an overcomplete dictionary. The overcomplete dictionary
function is generally all well-localized and well adapted to the signal’s
local structures. Although choosing an appropriate atom dictionary for
analyses improves the performance of the analyses, modeling of the dis-
persion phenomenon will be necessary for accurate signal processing. In
this paper, we introduce the dispersion dictionary which is an overcom-
plete dictionary composed of Gaussian-envelop functions that can sim-
ulate the pulse dispersion phenomenon. The simulation result show the
proposed dictionaries successfully represent nonstationary signals whose
instantaneous frequency varies nonlineary with time and model the dis-
persion phenomenon.

Keywords: Signal representation, Signal decomposition, Dispersion
dictionary, Instantaneous frequency.

1 Introduction

In many applications, such as seismic, radar, sonar or communications, the con-
sidered signals are often nonstationary, for which the frequency content is chang-
ing in time. To analysis nonstationary signals, researchers have developed many
methods, such as time-frequency analysis, wavelet analysis, Hilbert-Huang trans-
form and so on. Signal sparse representation decomposes signal in an overcom-
plete dictionary and provides an interpretation of the inherent nonstationary
structures of signal [1]. The atoms of the overcomplete dictionary generally have
small support not only in time domain but also in frequency domain, so that the
decomposition results can reveal the signal time-frequency signature. The popu-
lar decomposition algorithms are Basis pursuit [2], Matching pursuit [1] and so
on [3].

Generally, the dictionary elementary function is all well-localized and well
adapted to the signal’s local structures. Gabor dictionary [1], [4], Chirplet dic-
tionary [5], e-chirplet dictionary and Dopplerlet dictionary [6] are the representa-
tives of the sparse decomposition dictionaries. It is well known that if the atoms

X. Wan (Ed.): Electrical Power Systems and Computers, LNEE 99, pp. 1023–1028.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011
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are similar to the main components of a signal, only a few of atoms are needed
for a perfect signal representation. Due to the best time-frequency resolution of
Gabor atoms, the significance of Gabor dictionary was recognized by many re-
searchers and was widely used in many problems on sparse signal representation.
The chirplet atom is suitable for compactly characterizing the signals whose com-
ponents spectral contents vary linearly with time. The e-chirplet dictionary and
dopplerlet dictionary composed of atoms whose instantaneous frequency varies
nonlineary with time [9].

A truly extraordinary range of natural and artificial processes, many of which
arise in a variety of relative motion scenarios, yield Dispersion effect phenomena,
which are of a nonlinear time-varying nature. Although choosing an appropriate
atom dictionary for analyses improves the performance of the analyses, modeling
of the dispersion phenomenon will be necessary for accurate signal processing.
In this paper, we introduce the dispersion dictionary which is an overcomplete
dictionary composed of Gaussian-envelop functions that can simulate the pulse
dispersion phenomenon.

2 Dispersion Dictionary

L. Cohen [8] models the pulse propagation in dispersive media take into account
the dispersion effect and stationary phase approximation. In [7], Jin-Chul Hong
and Kyung Ho Sun developed an advanced signal processing technique especially
for the analysis of dispersed wave signals measured from the guided wave tech-
nology. Similarly, the physics of the dispersion is modeled by group delay and
the stationary phase approximation. We select the Gabor function as the initial
pulse and the dispersion dictionary elementary function is obtained.

For construct the elementary functions that can model the actual dispersive
phenomena, let us begin with an initial Gabor pulse g(σ,ξ)(t),

g(σ,ξ)(t) = g

(
t

σ

)
ej2πξt (1)

where g (t) e−πt2 is the Gaussian window and ξ, σ represents the center frequency
and the time width. In the frequency domain, g(σ,ξ)(t) is expressed as

G(σ,ξ)(f) = G [σ(f − ξ)] , G(f) = e−2π2f2 (2)

where G(f) denotes the Fourier transform of the Gaussian window g(t). If the
Gabor pulse propagates along a waveguide for the time duration of u, the Fourier
transform of the pulse g(u,σ,ξ)(t) may be written as

G(u,σ,ξ)(f) = G(σ,ξ)(f) · ej2πu(f−ξ). (3)

If the pulse is dispersive, the Fourier transform of the dispersive pulse may be
written as [8], [7]

G(u,σ,ξ,D(f))(f) = G(u,σ,ξ)(f) · e−j2πD(f) (4)
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where D(f) represents the dispersion effect. The group delay τ(f) of the pulse
can be expressed as

τ(f) =
dD(f)

df
+ u. (5)

Approximating D(f)/df as polynomials of frequency f . τ(f) can be written as

τ(f) = dn(f − ξ)n + dn−1(f − ξ)n−1 + · · ·+ d1(f − ξ) + u. (6)

The order of the polynomials can be selected according special application. Here,
we adopt second-order polynomials which can describe dominant dispersion phe-
nomena sufficiently well

τ(f) =
dD(f)

df
+ u = d2(f − ξ)2 + d1(f − ξ)1 + u. (7)

Hence,
G(u,σ,ξ,D(f))(f) = G(u,σ,ξ,d1,d2)(f)
= G(u,σ,ξ)(f)exp

{−j2π
[

d1
2

(f − ξ)2 + d2
3

(f − ξ)3
]} (8)

The inverse Fourier transform of G(u,σ,ξ,D(f))(f) can be called as the dispersion
function [7]

g(u,σ,ξ,d1,d2)(t) =
∫ ∞

−∞
G(u,σ,ξ,d1,d2)(f)ej2πftd. (9)

The dispersion dictionary is defined as a function set D(D = {gγ (t)}γ∈Γ )
with γ =(u,σ,ξ,d1,d2), Γ = R3 × I2.

3 Matching Pursuit Algorithm

Matching Pursuit is a practical algorithm that decomposes signal into a linear
expansion of waveforms selected from an overcomplete dictionary. As opposed
to other global optimization techniques, the MP is a greedy algorithm that finds
suboptimal in local and its fundamental principle can be described as follows [1].

Let H be a Hilbert space and D = {gγ (t)}γ∈Γ be the overcomplete dictionary
in H. The atom gγ(t) is defined by the index γ which is an element of the index
set Γ. The atoms are also normalized and, hence, ‖gγ(t)‖ = 1. Let f be the
signal and f ∈ H. Then, f can be decomposed into

f =
m−1∑
n=0

〈Rnf, gγn〉gγn + Rmf (10)

and

‖f‖2 =
m−1∑
n=0

|〈Rnf, gγn〉|2 + ‖Rmf‖2 (11)
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where Rmf is the residual after the mth iteration (such that R0f = f), and gγn

is the atom that best matches the residue Rnf . We assume that gγn satisfies

|〈Rnf, gγn〉| ≥ α sup
γ∈Γ
|〈Rnf, gγ〉| , 0 < α ≤ 1. (12)

MP algorithm searches the atom that best matches the last residual, and such
process is iterated until the residual energy is below some threshold or until
some halting criterion is met. While gγn satisfying the expression (12), Mallat
and Zhang have proved that the residual energy ‖Rmf‖2 decays exponentially
in finite dimensional spaces.
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Fig. 1. The Wigner-Ville distribution of bat sonar signal.

4 Simulation Result

From the decomposition, we can derive a new time-frequency energy distribution
by adding the Wigner distribution of each matched dictionary function [1].

Ef (t, ω) =
m−1∑
n=0

|〈Rnf, gγn〉|2Wgγn (t, ω)

This time-frequency distribution has well resolution by suppressing the cross-
term among the elementary functions. The echolation pulse emitted by the large
brown bat Eptesicus fusus is decomposed into dispersion functions with matching
pursuit algorithm. Fig. 1 shows the Wigner-Ville distribution of the bat sonar
signal. Fig. 2 shows the bat sonar signal time-frequency distribution which is
obtained by adding the Wigner-Ville distributions of the well-matched dispersion
atoms obtained by matching pursuit algorithm. We can see that the obtained
energy distribution has better resolution than that of Wigner-Ville distribution.

When the frequencies of the elementary vary nonlineary with time, i.e., the
instantaneous frequencies of the elementary functions are nonlinear, the final
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Fig. 2. The bat sonar signal time-frequency distribution which is obtained by adding
the Wigner-Ville distributions of the well-matched dispersion atoms.

Wigner-Ville distribution would not be nonnegative and the Wigner-Ville dis-
tribution of the elementary function would have cross-terms. Zou [9] proposed
a method for calculating a nonnegative and cross-term free time-frequency dis-
tribution. The nongetative cross-term free time-frequency distribution can be
devised for a special atom dictionary in which the element function has Gaussian-
envelop and frequency varies with dispersion low. Use Zou’ method, we can also
devise an nonnegative and cross-term free energy distribution which can adaptive
to dispersion dictionary.

5 Conclusion

In this paper, we introduce the dispersion dictionary which is an overcomplete
dictionary composed of Gaussian-envelop functions that can simulate the pulse
dispersion phenomenon. The dispersion elementary function provides a more ex-
act interpretation of the inherent structures of dispersion signal. It can help us
to extract the sparse information from the decomposition result. The simulation
result show the proposed dictionaries successfully represent nonstationary sig-
nals whose instantaneous frequency varies nonlineary with time and model the
dispersion phenomenon.
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