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Preface

For many scientists and engineers working in ultra-wideband technology, it seems that
the idea of using signals with such a wide instantaneous bandwidth was spread by the
US FCC with the accreditation of the frequency band from 3.1 to 10.6 GHz. But, if
we look back in history, we find that even the first man-made electromagnetic waves
were generated by sparks. Especially famous for electromagnetic research was Heinrich
Hertz who, in the 1880s, verified the speed of propagation of electromagnetic waves,
their polarization and interaction with objects, and the correct description of these
waves by Maxwell’s equations at our university in Karlsruhe, Germany. Before this
time, electromagnetic waves could only be generated by the aforementioned sparks and
were thus ultra-wideband.

Ultra-wideband was banned in the 1920s because it occupied too great a portion of the
spectrum and from this point was primarily limited to military applications. This was until
1992 when Leopold Felsen, Lawrence Carin, and Henry Bertoni organized a conference
on ultra-wideband, short-pulse electromagnetics in Brooklyn. Our institution, the Institut
fiir Hochstfrequenztechnik und Elektronik (now the Institut fiir Hochfrequenztechnik
und Elektronik) had the privilege of participating in this first conference on ultra-
wideband. The topics at the conference were so fascinating that we decided to step into
this area. The first research topics were in ground penetration radar, with the idea of
detecting anti-personnel mines.

After the first conference a number of other colleagues stepped into the ultra-wideband
area and a real ultra-wideband community was established. Since then, in our institution,
numerous diploma and master’s students, and also PhD candidates, have been working
in the ultra-wideband area and its various applications such as radar, communications,
localization and medical applications. During this time a detailed knowledge of ultra-
wideband electromagnetics, components and system engineering has been developed.
As usual, selected topics were published at world-leading conferences and in renowned
journals, but most of the detailed results were documented in various internal reports and
stored at our laboratory. In 2010 Professor Peter Russer from the Technical University
in Munich encouraged us to publish this wide knowledge in a single volume and make it
available for the whole community. Our motivation has been to focus on selected topics
from the state of the art in ultra-wideband engineering, which will help the reader to
understand and develop their ultra-wideband systems and inspire new ideas for further
research in this prospective area.
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Notation

Latin symbols

forward propagating wave amplitude in the frequency domain
forward propagating wave amplitude in the time domain
average level of the peak values of the received pulses
effective antenna area
average peak level of the noise or cross-talk signal
array factor in the time domain
, array factor in the frequency domain
backward propagating wave amplitude in the time domain
backward propagating wave amplitude in the frequency domain
observation point
signal bandwidth
absolute bandwidth
relative bandwidth
impedance bandwidth (S}; < —3 dB)
Shannon channel capacity
complex radiation pattern
distortion
distance between array elements
distance
antenna dimension
directivity
electric field strength vector in the time domain
bit energy
electric field strength vector in the frequency domain
scattered electric field strength
frequency
geometric center frequency
lower frequency bound
fu upper frequency bound
JPRF pulse repetition frequency
F fidelity
20 Green’s function of free space
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Lrs(f)
Lgs,uws(f)
Ltwo-path(f)

P rad

transient gain

antenna gain

antenna gain of receiver

antenna gain of transmitter

impulse response in the time domain
height of receiver over ground

height of transmitter over ground

transfer function in the frequency domain
generator voltage transfer function
overall transfer function

port voltage transfer function

full polarimetric impulse response in the time domain
full polarimetric transfer function in the frequency domain
effective antenna height related to open circuit voltage
counter

current in the time domain

current in the frequency domain
imaginary unit j = /—1

current density in the time domain
current density in the time domain related to a Dirac excitation
current density in the frequency domain
wave number

constant of Wiener filter

length

free-space attenuation

free-space attenuation of UWB signal
free-space attenuation of two-path model
counter

number of positions

counter

number of elements

noise power

noise spectral density

number of propagation paths

number of orthogonal pulses

number of time-hopping time slots

center of origin

center of radiation

polarimetric matching

peak value of impulse response

pulse shape in the time domain

loss

radiated power
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S/H

Notation

reflected power

total receive power

total transmit power

quality factor

error function

radius, distance to transmitting antenna

reflection coefficient in the frequency domain
radius of smallest sphere that can contain the antenna
cross-correlation function

distance from center of origin to center of radiation
distance between transmitter and receiver

data rate

signal power density

signal power

input reflection coefficient

transmission coefficient

feedback coefficient

output reflection coefficient

scattering matrix

sample and hold

time

duration in time or duration of a period
temperature

time step

pulse duration

PPM time offset

length of time-hopping time slot

transmission coefficient of polarimetric propagation path
voltage in the time domain

voltage in the frequency domain

bandpass signal

generator open circuit voltage

receiving antenna open circuit voltage

volume

weighting coefficient used in the time domain
weighting coefficient used in the frequency domain
impedance

characteristic impedance

generator impedance

load impedance
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Notation

Greek symbols

o fraction of peak value used in ringing definition
o attenuation coefficient

p phase coefficient

y absolute value of reflection coefficient of second path
Y complex propagation constant

0 Dirac impulse

Al path length difference

AR range resolution

€ permittivity

&, free-space permittivity

e real part of relative permittivity

e’ imaginary part of relative permittivity

n efficiency

0 elevation angle in spherical coordinates

Omp main beam direction

A wavelength

Ao free-space wavelength at center frequency

é polarimetric ratio

p cross-correlation coefficient

7 conductivity, standard deviation of the noise signal
o conductivity of medium

oG standard deviation of G

Oz standard deviation of group delay

T time duration or delay

35 average delay time

Ds delay spread

Te true time delay increment

TEWHM duration of full width at half maximum

Ty group delay

7 duration of ringing

Trad antenna signal delay from port to far field port
TTOF time of flight

¢ phase of reflection coefficient of second path
(0] electric potential in the time domain

® phase angle

W azimuth angle in spherical coordinates

Wmb main beam direction

1) angular frequency

Q steradian
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Operators and mathematical symbols

r -n
ry Xnrn
rykrp
ry xIr
[r]

[r]
R{}
R3
R\ Va
H+

H*

HT
HA{}
IH]],
G
A2
ZH
det
diva
exp
grada
In

log
max
min
rota
sup

scalar

vector

vector r transposed

unit vector parallel r

local base unit vector in §-direction
local base unit vector in y-direction
local base unit vector in r-direction
with £, = r in spherical coordinates
local base unit vector in z-direction (6 = 0)
absolute value of r

scalar product of r; and r,

vector product of r; and r,
convolution integral of ; and r;
convolution integral analog to a scalar product of r; and r,
matrix

physical unit of »

real part

3D vector space

R3? without the volume ¥y

analytic signal of H

conjugate complex of H

transposed matrix of H

Hilbert transform

p-norm of |H|

integral average of G over frequency
2-norm of A (¢)

phase angle of H

determinate

divergence (sources) of a
exponential function

gradient of a

natural logarithm

logarithm to the base 10

maximum

minimum

rotation (curls) of a

supremum

infinity

proportional
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General indices

A, ant
ar

BP

co
feed
FF

FS

oEQ

mb
Mod
PC

ref
rel

Tst

Constants

Co
C
e
€0
k
Ho

Zro

antenna

array

bandpass
copolarisation

feed

far field

free space

generator

horizontal

load or line

main beam

model

propagation channel
radial

reference

relative

receiver

test

transmitter

vertical
cross-polarisation
cross-talk

forward propagating wave
backward propagating wave

speed of light in vacuum: 2.997925 x 108 m/s
Euler—-Mascheroni constant: 0.577. ..

Euler number: 2.718. ..

permittivity of vacuum: 8.854 x 10~'2 As/(Vm)
Boltzmann constant

permeability of vacuum: 47 x 10~7 Vs/(Am)
A~ 1.257... x 1079 Vs/(Am)

ratio of circumference to diameter of a circle 3.1415. ..

wave impedance in vacuum: Zgy = , /’S‘—;‘ ~ 377Q



Acronyms

3D 3-dimensional

ACR auto-correlation receiver
ADC analog—digital converter
ADS advanced design system

AF array factor

AIR antenna impulse response
AoA angle of arrival

AoD angle of departure

AUT antenna under test

AWGN additive white Gaussian noise
BAN body area network

BB base band

BBH broadband horn antenna
BER bit error rate

BIT bipolar junction transistor
BPSK binary phase shift keying

bs boresight

BS base station

CAD computer aided design

CDF cumulative density function
CMOS complementary metal oxide semiconductor
CPW coplanar waveguide

CR correlation receiver

CSL coupled slotline

CT computed tomography

Ccw continuous wave

DAC digital-analog converter

DC direct current

DCO digitally controlled oscillator
DFG Deutsche Forschungsgemeinschaft (German Research Foundation)
DFT discrete Fourier transform
DLL delay-locked loop

DoA direction of arrival
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dilution of precision
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Electronic Communications Committee
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element factor
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electromagnetic

electrostatic discharge

European Microwave Association

European Association on Antennas and Propagation
fractional bandwidth

Federal Communications Commission

frequency domain

finite difference time domain

fast Fourier transform

finite impulse response

field programmable gate array

flashing receiver

full width at half maximum

geometrical dilution of precision

horizontal dilution of precision

Hewlett Packard interconnect bus

integrated circuit

intensive care unit

Institution of Electrical Engineers, part of IET since 2007
Institute of Electrical and Electronics Engineers
Institution of Engineering and Technology

inverse fast Fourier transformation
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inertial navigation system
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Introduction

Jens Timmermann and Thomas Zwick

This book concentrates on UWB RF systems. In the analog RF frontend, a high relative
bandwidth and not necessarily a high absolute bandwidth poses new challenges to the RF
system design. We are therefore concentrating on the lower frequency range of around
1-10 GHz where a large variety of system concepts are under investigation worldwide.
A short list of typical applications envisioned by researchers and companies is:

« high data rate, short range applications: typically portable devices and built into
antenna systems in consumer electronics or into access point infrastructure

o low data rate, wider range, eventually combined with a ranging application: small
portable devices (also wearable systems etc.) combined with integrated antenna system
for the accesspoint infrastructure

 low data rate and a high number of users (sensor networks), typically small integrated
antennas

o medical imaging for diagnostics, radar systems in combination with antenna arrays

« localization for industrial, medical and commercial applications

« high resolution radar for various applications (e.g. mine detection, through-wall imag-
ing, material inspection).

This chapter provides the definition of UWB signals and regulatory aspects.

Definition of UWB signals

Anultra-wideband signal is either a signal with a simultaneous bandwidth B that satisfies
the condition

B > 500 MHz (1.1)

or it is a signal with a relative (=fractional) bandwidth f; larger than 20% [46]. The
relative bandwidth is defined as

B, = Som Si. (1.2)

fe
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Jens Timmermann and Thomas Zwick

Table 1.1 US FCC regulations: limits of
the PSD for indoor applications [46].

Frequency range PSD

GHz dBm/MHz
Below 0.96 —41.3
0.96-1.61 —753
1.61-1.99 —533
1.99-3.1 —51.3
3.1-10.6 —41.3
>10.6 —51.3

In this equation f, and f] denote the upper and lower frequencies at which the power
spectral density is 10 dB below its maximum. f; is the center frequency:

fo= fu'zi'fl (1.3)

Worldwide regulations

The maximum emission levels of UWB devices are defined by specific UWB regulations.
Different countries have released regulations (e.g. the National Frequency Plan) which
cover the following points:

« applications of UWB technology (indoor, outdoor, portable, fixed installed)

o allocated frequency ranges

« maximum emission levels: power spectral density (PSD) in terms of equivalent isotrop-
ically radiated power (EIRP)

« techniques to mitigate (reduce) possible interference caused by the UWB device.

UWB regulations have been released by the United States, Europe, Japan, Korea,
Singapore and China. The US Federal Communications Commission (FCC) was the
first authority worldwide that released UWB regulations in February 2002 [46]. Accord-
ing to the FCC regulations, the usable frequency range for UWB indoor applications is
between 3.1 and 10.6 GHz. The emission limits are defined in Table 1.1.

In Europe, the regulations have been available since March 2006 [44]. They describe
respective levels for indoor applications. The (technically) usable frequency range in
the EU is allocated to two bands: 4.2-4.8 and 6-8.5 GHz. However there are some
constraints on the first band — a mitigation technique has to be used. Without mitigation,
the requirement is —70 dBm/MHz rather than —41.3 dBm/MHz. The maximum emission
levels resulting from the European regulations are summarized in Table 1.2.

For completeness, Table 1.3 lists the technically usable frequency ranges for all
the countries that have released UWB regulations. The maximum emission level is
—41.3 dBm/MHz in all cases. UWB signals present an ultra-large bandwidth, which can,
for example, be used to realize very high data rates (> 100 Mbit/s). It is also possible to
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Table 1.2 ECC regulation: limits of the PSD for
indoor applications [44].

Frequency range PSD

GHz dBm/MHz
Below 1.6 -90.0
1.6-2.7 —85.0
2.7-3.4 —70.0
34-38 —80.0
3.8-4.2 —-70.0
4.2-4.8 —70.0/—41.3
4.8-6.0 -70
6.0-8.5 —41.3
8.5-10.6 —65
>10.6 -85

Table 1.3 Technically usable frequency range for countries with UWB
regulation [16, 34, 41].

Ist frequency range 2nd frequency range
Nation GHz GHz
USA 3.1-10.6 -
Europa 42438 6.0-8.5
Japan 3448 7.25-10.25
Korea 3.1-4.8 7.2-10.2
Singapore 4.2-4.8 6.0-9.0
China 42438 6.0-9.0

make use of the ultra-fine time resolution (with applications in localization and imaging).
However, one has to consider that the total emitted power has to be very low to fulfill the
regulatory aspects: the limitation to —41.3 dBm/MHz between 3.1 and 10.6 GHz results
in a total transmitted power of only 0.56 mW for the FCC mask. For the European mask,
the value is even smaller. As a consequence, commercial UWB transmission is limited
to short range applications. To exploit the technically usable UWB frequency range, two
different approaches are possible:

e Approach 1: Transmission based on ultra-short pulses, which cover an ultra-wide
bandwidth (also called impulse radio).

e Approach 2: Transmission based on Orthogonal Frequency Division Multiplexing
(OFDM), where the total UWB bandwidth is subdivided into (and exploited by) a set
of broadband OFDM channels.

Considering Approach 1, it is desirable to make use of pulses that show a nearly
constant spectrum in the technically usable frequency range in order to maximize the
overall signal power with regard to the emission regulation. On the other hand, a cost-
efficient solution may be to use classical pulse shapes that are easy to generate, but not
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very efficient with respect to the exploitation of the mask (hence degraded signal-to-
noise ratio and degraded performance). A pulse shape that is easy to generate is the
Gaussian monocycle or one of its derivatives. In general, impulse radio transmission
does not make use of a carrier, which means that the signal is directly radiated via the
UWB antenna. Impulse radio therefore has the potential of realization with reduced
complexity in comparison with traditional narrowband transceivers.

For Approach 2, the spectral mask can be exploited more efficiently. On the other
hand, OFDM transmission leads to increased complexity in terms of signal processing.
The overall power consumption due to the increased signal processing may be higher
compared to impulse radio transmission. The selection between the two approaches
depends on the application and will be a case by case decision.
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211

Fundamentals of UNB
radio transmission

Jens Timmermann and Thomas Zwick

UWRB is an umbrella term that mainly indicates that a very large absolute bandwidth
(B, > 500 MHz) or a very large relative bandwidth (B, = 2[ f, — fil/[fu + fil > 0.2)
in the RF spectrum is used instantaneously by the system. With this definition, no
special purpose or application and no special modulation is defined but it implies that
the components of the system must be capable of handling this wide spectrum. As
already mentioned in the previous chapter for RF frontends, on the whole it is the
relative bandwidth that poses new challenges, so system aspects for a very large relative
bandwidth are mainly discussed here. This chapter provides a mathematical description
of the UWB radio channel including the antennas and measures to characterize the
UWB performance of the analog frontend, including the radio channel in the frequency
domain (FD) and in the time domain (TD). The chapter presents two methods to exploit
an ultra-wide bandwidth: the transmission of short pulses in the baseband (impulse
radio transmission), and the transmission by a multi-carrier technique called orthogonal
frequency division multiplexing (OFDM). For impulse radio, the most common pulse
shapes are introduced together with methods to generate them. Finally, modulation and
coding techniques are considered as well as basic transmitter and receiver architectures.
The coordinate system is given in Fig. 2.1.

Description of the UWB radio channel

Typically, narrow-band systems are described in the frequency domain. The characteristic
parameters are then assumed to be constant over the considered bandwidth. Due to the
large relative bandwidth to be considered for UWB systems, the frequency-dependent
characteristics of the antennas and the frequency-dependent behavior of the channel
must be taken into account. On the other hand, UWB systems are often realized in an
impulse-based technology, so a time domain description might be advantageous as well
[154]. Hence there is a requirement for both a frequency domain representation and a
time domain representation of the system description.

Time domain and frequency domain

Ultra-wideband signals can be represented both in the TD and in the FD. In the TD,
the signal is described as a function of time. The Fourier transformation of a signal in
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Figure 2.1 Coordinate system for UWB link and antenna characterization.

the TD leads to a representation in the FD, called the spectrum. The inverse Fourier
transformation of the spectrum leads to the representation in the TD. Mathematically
speaking, this means: to perform a (continuous) Fourier transformation, the continuous
complex signal f(¢) (Nt — C;t — f(¢))inthe TD has to fulfill the following condition:

/|f(t)|dt < 00. (2.1)

This condition means that the signal is integrable, which is normally the case for technical
signals. The Fourier transformation is defined as:

f(f(t))=F(w)=[ f(@)-e7/dt (22)

with w = 2z f, where f is the frequency. The inverse Fourier transformation is defined
as:

oo

F Y Fw) = ft) = % / F(w) - e/“dt. 2.3)

—00
The power spectral density (PSD) of a signal can be obtained by the absolute value of
the squared spectrum. The unit of the PSD is W/Hz. For UWB applications, dBm/MHz
is often used where 0 dBm equals 1 mW. The representation in terms of PSD is used,
for example, to check if the signal fits into the allocated frequency mask.
There are measures to describe the signal in the TD or in the FD. One example in the
FD is the so-called group delay versus frequency, which is

1 de(f)
rg_—ﬁ-T, (2.4)
where ¢( f) is the phase of the spectrum and f is the frequency of the signal. A constant
group delay means linear phase behavior, which is often required. Examples of measures
of a signal in the TD are the pulse width and the pulse repetition time.
Besides UWB signals, UWB components (such as antennas, filters) and the UWB
propagation channel can be described in the TD and the FD respectively. In the FD,

the behavior is characterized by a complex transfer function (amplitude and phase
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information). An inverse Fourier transformation of the FD signal leads to the impulse
response in the TD. For example, a function that is constant versus f € 9 in the FD
(= flat spectrum) corresponds to an impulse at # = 0 in the TD. Band limitation in the
FD by any system component can cause spreading of the impulse and lead to signal
degradation. Detailed definitions on the measures in the TD and FD are provided in
Section 2.3. Further information can also be found in books on UWB fundamentals
[120, 141].

In the beginning many new and exciting topics arose from the exploration of UWB
time domain short pulse modulation schemes that complemented the known frequency
domain sinusoidal carrier-based systems. However the range of modulation solutions is
wider and the wideband frequency domain modulation schemes showed their advantages.
In between time domain and frequency domain, solutions like direct sequence spread
spectrum modulation schemes and wideband carrier-based OFDM signals also exist,
which look like passband pulses in the time domain. Depending on the modulation
scheme and application, the RF components must be characterized in the TD, FD,
or even both. To check if a signal is compliant with the allocated spectral mask, a
representation in the FD is always necessary.

UWB channel in the frequency domain

For the FD description it is assumed that the transmit antenna is excited with a continuous
wave signal with frequency f. The relevant parameters for the FD link description are:

o amplitude of transmit signal Urx(f) (V)

o amplitude of receive signal Urx(f) (V)

« radiated field strength Erx(f, r, Orx, wrx) (V/m) at distance » from antenna
o transfer function of the transmit antenna Hrx( f, frx, w1x) (M)

o transfer function of the receive antenna Hgrx( f, Grx, Wrx) (M)

e characteristic transmit antenna impedance Z¢ 1x(f) (£2)

o characteristic receive antenna impedance Zc¢ rx(f) (€2)

e antenna gain G(f, 6, v)

« distance between Tx—Rx antennas rryrx (m).

The antenna transfer function is a two-dimensional vector with two orthogonal polar-
ization components. The unit of the transfer function is meter and it is equivalent to
an effective antenna height, depending on frequency [157]. The characteristic antenna
impedance defines the air interface reflection coefficient. Hry( f, frx, wrx) is the transfer
function of the transmit antenna that relates the transmit signal Urx( f) to the radiated
field strength E1x(f, r) at a distance » for an antenna in the transmit mode:

Er(f,r) e /oo . Un(f)
= Hrx(f, O1x, Y1x) - JOo—F——=. (2.5)
N 2mrey (/s O Y1) - v Zcrx

With the transfer function of the receive antenna Hry( f, O1x, w1x) the received signal
amplitude Urx( /') can be related to the incident field Erx( £, r) (in the frequency domain)
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Figure 2.2 Frequency domain system link level characterization for free space. ©2009 IEEE;
reprinted with permission from [179].

at an antenna in the receive mode:

Urx(f)
v/ Zc Rx

with Hﬁx being the transpose of Hgy. The total analytical description of a LOS free-space
UWB propagation link is given by:

E1x(f, rxrx)
N4 ’

= H}, (f, Orxs WRY) - (2.6)

URx(f) e/ OrTxRa/Co ) UTx(f)
VZers HL (. fres V) - Hay(f. Oy, ) - oo

27 r1xrxCo ’ VZers
With these parameters, the Tx—Rx free-space UWB link is illustrated in Fig. 2.2. In
the frequency domain description the consecutive subsystem parameters are multiplied.
The small graphs symbolize the typical influence of the link contributions. The initial
chirp and its derivatives are sketched. Since antennas are reciprocal, so are their transfer
functions. Therefore the transfer function of an antenna H,,, can be used at both ends
of the channel; however, the direction of the signal flow with respect to the coordinate
system has to be taken into account (see transposed Hgy in (2.6)). Two orthogonal
polarizations are included in the Tx and Rx transfer functions, as noted above. While
in narrow band systems the radiation angles 8 and y influence only the polarization,
amplitude and the phase of the signal, in UWB systems they also influence the entire
frequency-dependent signal characteristics.

For UWB links in rich scattering environments (e.g. indoors), the influence of the
multipath propagation must be added to (2.7). The multipath radio propagation channel
can be described by a frequency-dependent full polarimetric channel transfer matrix
Hpc(f, Orx, W, Orx> Wrx)- The total analytical description of a multipath UWB propa-
gation link can then be given by

URx(f) _ T /27{ /n /27{
VZcrx  Jor=0 Jyr,=0 Jor=0 J yp,=0

- Hpc(f, Orx, Wix, Orxs Wrx) - Hrx(f, Orxs WTX)] cjo

2.7)

Hg, (f, O, WRs)

2.8)
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Figure 2.3 UWB system link level characterization in the time domain for free space.
©2009 IEEE; reprinted with permission from [179].

UWB channel in the time domain

For the time domain description it is assumed that the transmit antenna is excited with
a Dirac pulse. The elements of the UWB time domain link characterization are:

o amplitude of transmit signal urx(¢) (V)

o amplitude of receive signal ugx(?) (V)

« impulse response of the transmit antenna hr4(z, frx, wrx) (MV/s)
« impulse response of the receive antenna hgx(?, Orx, Wrx) (M/s)
« radiated field strength e(z, 7, f1«, w1x) (V/m) at position

o distance between Tx—Rx antennas rrxrx (m).

The antenna’s transient impulse response is dependent on time, and also on the angles of
departure 01y, w1x, the respective angles of arrival Gry, Wrx, and the polarization [159].
As a consequence the antennas do not radiate the same pulse in all directions, which
may cause severe problems in UWB communications and radar. For example, in the case
of a multipath environment it is very important to include the angular behavior of the
antennas in the system description since all transmitted or received paths are weighted
by the antenna’s characteristics, and therefore contribute with different time domain
characteristics (e.g. polarization, amplitude, phase and delay) to the received voltage
ugx(?). In Fig. 2.3 the free-space time domain link level scheme is shown. The small
graphs symbolize the typical influence of the link contributions. The initial pulse and its
derivative are sketched.

Since antennas do not radiate DC signals, any antenna will differentiate the radiated
signal. Analog to (2.5) and (2.7), the LOS free-space time domain link can be given by:

er(t,r) O — ) o uTx(t)

= % hry (£, Ore, Wi i 2.9
A/ Z() 27rrTxRxCO T ( T WT ) \/ ZC Tx ( )

(¢ ot — F'TxRx P (1
uRdl) _yr =70 bt O, e+ 220 210

———— = hg, (¢, Orx, YR) * —
v/ Zc rx Rx o 2 rrxRxCO ot \/Zc1x

The fundamental multiplication operation in the FD corresponds to a convolution in the
TD. Equation (2.9) relates the radiated field strength e« (¢, 7) at the distance  to the exci-
tation voltage urx(¢) and the transient response of the transmit antenna hry (¢, 01x, W1x)
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[45]. In (2.10) again only free space LOS propagation is regarded (line of sight between
Tx and Rx). Also the antenna’s transient response function %,y is reciprocal, so it can
be applied at either Tx or Rx, but again the direction of signal flow with respect to
the coordinate system has to be taken into account. The antennas are an essential part
of any wireless system and their properties have to be considered carefully during all
steps of the system design. For UWB impulse systems this is vital. For rich scattering
environments (2.10) can be extended analog to (2.8).

UWB propagation channel modeling

To calculate exactly the wave propagation between two antennas in a given scenario, one
would have to solve the Maxwell equations numerically. An investigation using a finite
difference time domain solution can be found in [163]. Due to the large ratio between
scenario size and wavelength this is extremely time- and memory-consuming, or even
impossible for nearly all interesting scenarios. Therefore an approximation is usually
used for propagation channel modeling: geometrical optics [23], where each propagation
path between transmitter and receiver with all its reflections, diffractions, transmissions
and scattering processes is modeled by a multipath component, usually called a “ray”.
With N being the number of discrete multipath components, (2.8) changes to

Z H (f’ HRX,na I//Rx,n) . Hpc)n(f)ejerxRx.n/CO
Q.11
Unlf)

\ ZC,Tx

. HTX(f) HTX,n: WTx,n) : ](0

with

« number of multipath components N and multipath component index »

« total path length of multipath components rrxrx »

o transmit direction of multipath component given by 61y , and wrx »

« receive direction of multipath component given by Orx , and yrx.»

« frequency-dependent full polarimetric channel transfer matrix of nth multipath com-
ponent Hpc n(f).

In scenarios with no other relevant multipath component other than just a line-of-sight
(LOS) path, the attenuation of a signal can be determined by the free-space attenuation
of the single LOS path only (see (2.7)). Assuming isotropic antennas, the free-space
attenuation Lgs(f) at a frequency f can be described by the Friis equation

2\ 1
Lrs(f) = (47U’TxRx) ~ 12 (2.12)

where r1xrx denotes the distance between Tx and Rx. The UWB free-space propagation —
the total attenuation between a lower and an upper frequency f; and f,, respectively —is
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Figure 2.4 Two-path model.

approximated by an extended Friis equation according to [138]:

2
o

(47[ rTxRx)zflfu .

In cases where the LOS path is attenuated or blocked and other multipath components
have a considerable field strength, more sophisticated propagation channel models are
required. The most simple propagation models for general scenarios only describe the
pathloss between transmitter and receiver, empirically based on the LOS path according
to (2.7) and some additional parameters which have been extracted from measurements
[108]. These models are the least accurate. They neither consider the actual environment
nor model the individual delays of the multipath components. Particularly in the UWB
case, the latter becomes very important since a high signal bandwidth results in a good
time resolution. Therefore already small differences in the delays of different propagation
paths may cause an effect on the UWB signal.

More sophisticated than empirical models are stochastic and deterministic propagation
models. Stochastic propagation models allow the production of realistic propagation
channels, but not for a specific environment; examples can be found in [109, 194].
Deterministic propagation models however first try to find all relevant propagation paths
between transmitter and receiver and then calculate their contribution to the channel by
geometrical optics. An example of a hybrid deterministic-stochastic UWB propagation
model can be found in [72]. In the following, the special case of the deterministic
propagation model is discussed: the two-path model. After that, the general ray-tracing
approach is presented.

Lrs,uws = (2.13)

Two-path model

At a given frequency, a channel can also be modeled by a so-called two-path model,
where the first path is the direct path between transmitter and receiver and the second path
typically results from a ground reflection (see Fig. 2.4). Taking into account parameters
such as the ground reflection coefficient y /%, the transmitter height /11 and the receiver
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Figure 2.5 Path loss for narrowband two-path model (41y = 1 m, hgx = 1 m, perfect conducting
ground: y = 1,¢ = ).

height Ay, the path loss L in dB at one frequency as a function of distance is described

in [55, 148] as
A 2w Al
1+y2+2y cos L—i—qﬁ (2.14)
47trTxRx A

with A/ being the difference in path length between the direct wave and the reflected
wave. In Fig. 2.5 the path loss of the two-path model is compared to free space at a
frequency of 5.8 GHz. Due to the superposition of the two waves, the path loss as a
function of the distance shows deep fading at distances below the breakpoint where A/
is below 1/2. The figure shows that the envelope of the path loss increases at 20 dB
per decade for small distances and 40 dB per decade for large distances above the
breakpoint, due to the interference of the two waves. Channels that can be approximated
by the two-path model may hence present locations with a very low receive power when
operating the system with a narrow bandwidth.

After considering the two-path model at a given frequency, its extension to the UWB
case is presented. It is shown in [148] that the UWB signal attenuation for a signal with
contributions between f; and f, can be estimated by

1 Ju 2
LUWB = —1010g / ( €0 >
Ju— N Jq \47frrxee

.{1+y2+2y cos (chfAl+¢>}df] . (2.15)
0

L =—101log

If rrxrx > h1x, hrx then
2h1yhrx

FTxRx

Al

12

(2.16)
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Figure 2.6 Path loss for UWB two-path model (Atx = 1 m, gy, = 1 m, perfect conducting ground:
y=1¢=nm).

applies. An exemplary behavior of the UWB two-path model versus distance is shown in
Fig. 2.6. The figure shows that there are no longer any deep fading holes when compared
to the behavior of the narrowband two-path model.

Ray-tracing for UWB channel modeling

The channel models described so far do not consider the specific environment of a
typical wireless scenario, where radio waves propagate on various paths from transmitter
to receiver. More realistic deterministic models also consider the effect of multipath
propagation as a result of reflection, transmission, scattering and diffraction of waves in
a given scenario. This leads to 2- or even 3-dimensional channel models that describe
the propagation at a given frequency. Ultra-wideband propagation can be modeled by
subdividing the ultra-wide bandwidth into a set of frequencies. For all relevant multipath
components zn from (2.11), the full polarimetric channel transfer matrix Hpc »( /) is then
determined by the channel model, depending on the frequency f based on geometrical
optics as explained before. The geometrical traces of each multipath component are
determined by a method called ray-tracing, which is a popular method in computer
graphics as well. More information can be found in [51, 55].

To visualize effects of the channel and the antennas in the UWB case, simulations
based on a ray-tracing model are given in the following. Figure 2.7 shows a typical
indoor scenario. The polygon model describes a laboratory scenario including furniture
(tables, cupboard) and iron objects (instruments, table legs). The physical properties of
the objects are modeled by their complex permittivity €, permeability x and the stan-
dard deviation of the surface roughness o . Table 2.1 summarizes the physical parameters
of the objects. To describe the indoor channel for an ultra-wide bandwidth, the com-
plex transmission coefficient is determined for a large set of frequencies from 2.5 to
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Table 2.1 Properties of the indoor channel objects.

Object &r U O
mm
Walls 5—j0.1 1 1
Instruments, table legs 1—j10° 10 0.01
Furniture 2.5—-30.1 1 0

Figure 2.7 Indoor laboratory scenario. ©2010 KIT Scientific Publishing; reprinted with
permission from [168].

12.5 GHz with a frequency step width of 6.25 MHz. This allows the determination of the
frequency-dependent UWB propagation link according to (2.11). The resulting channel
transfer function, including antenna effects, is then integrated into the system sim-
ulator. A detailed description of the ray-tracing principle used here is available in
[51]. In Fig. 2.7, one Tx and nine different LOS Rx positions (11-33) are defined.
The height of both the transmitter and the receiver is 2 m. The antennas are oriented
as shown in Fig. 2.8 with their ground planes parallel to the floor of the room. To
study the effects of the channel and the antennas separately, two different cases are
investigated.

First, we will look at the antenna effects; so all multipaths (except for the LOS path)
are turned off, and the antenna models are activated. The transmission behavior of
the resulting free-space UWB channel, including antenna effects, is shown in Fig. 2.9
(left). In theory, the free-space attenuation according to (2.12) results in an attenuation
of 20 dB per frequency decade. This principal behavior can also be seen in Fig. 2.9
(left). However, the imperfections of the realized antenna characteristics lead to some
additional frequency-dependent variations. The associated group delay 7, is shown in
Fig. 2.9 (right). It can be seen that the antennas cause a group delay variation of about
1 ns inside the relevant frequency range due to manufacturing tolerances. The mean
value of the group delay is related to the physical distance between Tx and Rx, and to
delays introduced by the analog filter and the antennas.
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Figure 2.8 Properties of the Monocone antenna. Left: ©2009 De Gruyter; reprinted with
permission from [169]; right: ©2010 KIT Scientific Publishing; reprinted with permission from
[168].
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Figure 2.9 Left: free-space channel including antenna effects in the frequency domain; right:
associated group delay. ©2010 KIT Scientific Publishing; reprinted with permission from [168].

In a second step, the multipath contributions found by the ray-tracing method are
turned on. Antenna effects remain active. The transmission behavior of the multipath
UWRB channel, including antenna effects, is visualized in Fig. 2.10 (left). The exem-
plary group delay behavior can be seen in Fig. 2.10 (right). The comparison between
Figs. 2.9 (left) and 2.10 (left) shows that the multipaths lead to a further distortion of
the attenuation profile. At several equally spaced frequencies, the attenuation increases
strongly. This is a clear sign for the existence of a second strong propagation path in
addition to the LOS path. This is the same behavior as described by the two-path model.
A comparison of the group delay behavior between Figs. 2.9 (right) and 2.10 (right)
shows that the multipath channel leads to a large group delay variation, which is of the
order of 10 ns. This variation is 10 times larger than the group delay variation of the
analog filter which again points out why the antenna behavior is very critical in UWB
systems. The mean value of the group delay differs slightly between Figs. 2.9 (right) and
2.10 (right) due to a different Tx—Rx distance.
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Figure 210 Left: multipath channel including antenna effects in the frequency domain; right:
associated group delay. ©2010 KIT Scientific Publishing; reprinted with permission from [168].
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Figure 2.11 Left: power delay profile of the multipath channel, including antenna effects; right:
channel attenuation vs distance for different channel models. ©2010 KIT Scientific Publishing;
reprinted with permission from [168].

Figure 2.11 (left) visualizes the properties of the UWB multipath channel including
antenna effects in terms of a power delay profile (PDP). The figure shows the distribution
and the power of the individual paths versus arrival time. The figure is given for a
constellation with a Tx—Rx distance of 3.57 m, which corresponds to a 11.9 ns delay
for the LOS path. Since the analog filter and the physical antennas add further delays
of the order of 1 ns in total, the strongest path in the figure occurs after about 13 ns.
In Fig. 2.11 (right), all ray-tracing results are plotted over distance in comparison to
the UWB free-space model and the UWB two-path model. Hence the investigated LOS
ray-tracing channels are simulated for the Rx positions from Fig. 2.7, by neglecting the
antenna influence so that only the channel behavior is compared. The parameters of the
UWRB two-path channel model are y e/# = —1 for a perfect electric conducting surface
representing the strongest possible reflection, and A1y = hrx = 2 m, which corresponds
to the heights of the ray-tracing scenario. Figure 2.11 (right) shows that the attenuation of
the ray-tracing UWB channel model is in between the well-known free-space model and
the two-path model for metallic reflection. This makes sense, since the physical reflection
coefficient of a second path may not always be 1 (absolute value), but somewhere in
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between 0 and 1. This means that the actual UWB attenuation in LOS scenarios with
only two strong paths ranges between the bounds of the free-space model and the
two-path model for metallic reflection. Principal fading characteristics are presented
in the next section. Detailed verification of the ray-tracing based UWB channel model
(by comparing simulation and measurement data) shown here, can be found in [135].
Furthermore, [135] verifies an extended FDTD/ray-tracing model, which is not applied
here because of its complexity.

Fading

Multipath propagation leads to a strongly varying received power. This effect is called
fading and occurs when signals at a given frequency interfere with each other, as will
happen when the same signal arrives at the receiver from different directions due to
multipath propagation. Depending on the relative phase between the signals, they can
cancel each other out, as has been shown before for the two-path case. This leads to
so-called fading holes in which a receiver may no longer be able to demodulate a signal
due to insufficient signal-to-noise ratio. Spatial fading means that the signal power varies
strongly around a given position. The fading characteristics may also vary with time due
to time-dependent varying propagation conditions. In general, fading is an unwanted
effect. When the bandwidth of the signal increases, the fading of the total received power
becomes weaker — since the locations of the fading holes vary with frequency. In other
words, the phase of the signals varies with frequency, so at some frequencies the signals
cancel each other out, at other frequencies they accumulate. Averaging over a wide
frequency range mitigates the fading. Figure 2.12 visualizes the total received power
in an indoor environment for two cases (top: WLAN signal with 20 MHz bandwidth;
bottom: UWB signal with 7.5 GHz bandwidth). It can be seen that the power distribution
is much more homogeneous for the UWB signal. The fact that UWB signals are much
less affected by fading is one of the important advantages of UWB over conventional
narrowband technologies.

Parameters for UNB RF system and component characterization

In Fig. 2.13 the functional blocks of a typical UWB radio system are given. In UWB
systems not only must the radio channel be considered as frequency dependent, but all
other components as well. In contrast to classic narrowband RF system theory, where the
characteristics of the RF system and its blocks are regarded for only a small bandwidth
and are typically considered to be frequency independent, the characterization of RF
system blocks over an ultra-wide frequency range requires new specific quantities and
representations (for antennas see [149, 154]).

As can be seen directly from (2.8) antennas are, along with the channel, the
most critical components from that perspective in the system. An impulse fed to a
UWB antenna is subject to differentiation, dispersion, radiation and losses (dielectric/
ohmic). Besides the well know radiation pattern, one has to carefully consider that
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Figure 2.13 Functional blocks of a radio system.

the antenna’s frequency dependency might vary with transmit or receive angle. There-
fore, in the following, the UWB system parameters are mainly explained for antennas,
but all parameters given in the following can be applied to all other system components
such as amplifiers and filters as well. Due to the reciprocity of antennas, the indices Tx
and Rx are omitted. In this section both time domain and frequency domain representa-
tions are regarded. Depending on the application, the relevant ones have to be selected.
In general, the Fourier transforms forward and backward are the operations to switch
from the frequency domain to the time domain and vice versa.

The channel’s or antenna’s complete behavior, including frequency dependency, can
be described by the linear system theory. The characteristics are either expressed by a
time domain impulse response h(¢, Ory, y1x) or the frequency domain transfer function
H(f, 61x, wrx), as given earlier, both of which contain the full information on the antenna
radiation or reception, respectively. The dispersion of the antenna can be analyzed by
regarding the analytic impulse response, which is calculated by the Hilbert transform H
commonly used in signal processing:

ht (1) = (h(t) + jH{A(@)}). (2.17)
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Figure 2.14 Characterization of the antenna via its time domain transient response (in this case,
horn antenna). ©2009 IEEE; reprinted with permission from [179].

The envelope |At(¢)| of the analytic impulse response localizes the distribution of
energy versus time and is a direct measure for the dispersion of an antenna. A typical
example of a measured antenna impulse response /(¢) is shown together with |27 (¢)| in
Fig. 2.14 for a given polarization and direction (8, y) of radiation. A typical example of
a squared channel impulse response (power delay profile) is shown in Fig. 2.11 (left). In
the following, the most important TD and FD parameters are introduced. Note that all
parameters for antennas are dependent on polarization and spatial coordinates (r, 8, y).
Examples for specific antennas are given later in the book.

Delay spread of the radio channel

The parameter delay spread tps measures the multipath behavior of the radio channel.
It is the second moment of the power delay profile (absolute square of channel impulse
response) given by

[ —wop i @pds
TDS_¢ INEGRE @19

with the average delay time

_ f0°°1|h+(r)|2dr
It @Pdr

b (2.19)

Principally, one could also use the previously defined delay spread to characterize the
dispersion behavior of all the other system components besides the propagation channel,
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but for antennas and other frontend components a different set of parameters is usually
defined (see sections on envelope width and ringing).

Peak value of the envelope

The peak value p(9, y) of the analytic envelope |h1(¢)| is a measure for the maximum
value of the strongest peak of the antenna’s time domain transient response envelope
(see Fig. 2.14). It is mathematically defined as

PO, y) =max |7 (t,0, y) (2.20)

and has the unit m/s. A high peak value p(@, y) is desirable.

Envelope width

The envelope width describes the broadening of the radiated impulse and is defined as
width of the magnitude of the analytic envelope |27 (¢)| at half maximum (FWHM).
Analytically it is defined as:

TewHM = & |l (n)i=p/2 — il <t It (0)|=py2- (2.21)

The envelope width should not exceed a certain value (typically a few hundred picosec-
onds for FCC UWB systems) in order to ensure high data rates in communications or
high resolution in radar applications.

Ringing

The ringing of a UWB antenna is undesirable and is usually caused by resonances due
to energy storage or multiple reflections in the antenna. It results in oscillations of the
radiated pulse after the main peak. The duration of the ringing 7,, defined as the time
until the envelope has fallen from the peak value p(, y) below a certain lower bound
a - p(@, v), is measured as follows:

Tra = blh+()=p — tln <t it ()=ap- (2.22)

Typically, a value for o of between 0.1 and 0.25 is specified. The duration z, of the
ringing of a UWB antenna should be negligibly small, i.e. less than a few envelope
widths (zpwpm)- The energy contained in ringing is of no use at all and it lowers the
peak value p(6, y). In a UWB antenna it can therefore be eliminated by, for example,
absorbing materials.

Transient gain

The transient gain gr(#, y) is an integral quality measure, which in the case of a
transmitting antenna characterizes the ability of an antenna to radiate the power of a
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given waveform u(¢) or U(f):

e,y = W00 ZGEEH(@, 0, p)jeU(I?
T’ v/ cou(t)|? V7 eoU(f)I?

where the norm is defined by

(2.23)

1ol = / /()] dx. (2.24)

Gain in the frequency domain

The gain in the frequency domain is defined as in narrowband systems. It can be
calculated from the antenna transfer function but will be frequency dependent:
4z f?

G(f.0,v) = —5—|H(}.0, s (2.25)
0

Note that in the case of an antenna, it is important that the transfer function is mul-
tiplied by f2. During the radiation of pulses the whole bandwidth is covered quasi-
simultaneously. Therefore a single entity is desired which characterizes the total amount
of radiated power in the specific direction. Such a parameter could be the peak value of
the envelope (cf. Fig. 2.14). However, in order to make a connection to a more popular
entity, the mean gain G,(8, ) is defined in the specified bandwidth as

1 Ju
fu - ﬁ f

where f| is the lower cut-off frequency and f, the upper cut-off frequency of the
considered frequency range.

Gum(@, v) = G0, wydf (2.26)

Group delay

As already shown in Section 2.2.2, the group delay 7,(w) of an antenna plays an important
role in UWB systems. It is defined in the FD as:
dy() do(f)
- _ - — , 2.27
7e(@) do 2rdf @27)
where ¢( f) is the frequency-dependent phase of the radiated signal. Also of interest is
the mean group delay 7, as it is a single number for the whole UWB frequency range:

1

7y = / to(w)do. (2.28)

Wy — W .

A nondistorted structure is characterized by a constant group delay, i.e. a linear phase
in a relevant frequency range. The nonlinearities of a group delay indicate the resonant
character of the device, which affects the ability of the structure to store the energy and
results in ringing and oscillations of the antenna impulse response %(¢) [82]. A measure
for the constancy of the group delay is the deviation from the mean group delay 7,
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Figure 2.15 Relative group delay 7, ri( /) of a Vivaldi antenna and a log-periodic antenna. ©2009
IEEE; reprinted with permission from [179]. For details regarding the antennas, see Chapter 3.

denoted as relative group delay:
Ty rel(@) = To(@) — 7. (2.29)

Examples of the relative group delay of a Vivaldi antenna and a log-periodic antenna
(see Section 3.2) in the frequency range from 3 to 11 GHz are shown in Fig. 2.15. In the
case of the Vivaldi antenna, which is a nonresonant structure, the relative group delay
shows only weak and slow oscillations over the whole frequency band. However the
relative group delay of the log-periodic antenna shows strong and sharp oscillations over
the whole frequency band, which results in an oscillation of the antenna impulse response
hiog—per(t). For this antenna the group delay is frequency dependent: lower frequencies
show a higher relative group delay. This behavior is caused by the frequency-dependent
phase center of the radiation.

Fidelity

From Maxwell’s equations it is well known that the signals radiated by an antenna result
from the distribution of the exciting currents on the antenna. In narrowband applications
it can be assumed that this current distribution is constant over frequency, which results
in a given, constant radiation characteristic. Also, the transmitted sinusoidal signals
remain sinusoidal like the currents and can easily be detected in any direction of the
radiation. For ultra-wideband time domain operation this is not usually the case. Over the
wide bandwidth the current distribution changes which causes a variation of the radiated
signal over the direction. In addition, the currents are differentiated for radiation (see
Maxwell’s equations). The signals are distorted with respect to a reference signal, e.g. the
original signal or the signal in the main beam direction. This behavior has a significant
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impact on most time domain impulse UWB applications. Since the radiation direction is
usually unknown, or in the multipath case there is not one discrete direction of radiation,
the distortion cannot be compensated for in the system. The so-called fidelity is typically
used as a measure for the distortion, which can be defined based on the signal voltage
u(t) in relation to a reference signal u,.¢(¢) as [125]:

o u(t+7)'uref(t)
= d 2.30
F = max /,oo Ol Ol (2:30)

where || ||, indicates the 2-norm. In the case of antennas the fidelity must be defined as
the correlation of the radiated impulse in the direction 6, y with the reference impulse

h(2):

o0 +

FO, y) = max/ W+.0,y) hff(t) dt. (2.31)
v S 1,0, )2 - e ()12

In some cases the radiated impulse in the main beam direction is used as a reference
[124]. An ideal antenna with identical impulses in all directions would have the fidelity
F = 1. In radar and communication applications a high fidelity, i.e. 7 > 0.8 is vital,
otherwise the expected signal cannot be detected due to insufficient correlation with
a template or reference signal. In combination with the above described peak value
of radiation p(@, v) (see (2.20)), the two quantities together define the quality of the
received impulse signal. Systems suffer if either of these is small.

Impulse radio versus orthogonal frequency division multiplexing

In principle, there are two approaches to exploit the allocated ultra-wide bandwidth in
the lower GHz frequency range. The first approach makes use of ultra-short pulses in
the time domain, where the pulse duration is of the order of some hundred picoseconds
to nanoseconds. This corresponds to an ultra-wideband signal in the frequency domain.
As a result the modulated pulses are radiated via an ultra-wideband antenna without a
carrier in the baseband. An up-conversion to a carrier frequency is not required. This
method is also called Impulse Radio (IR) and will be discussed later in the book. The
second approach subdivides the allocated ultra-wide bandwidth into a set of multiple
broadband channels, where the center frequency of each broadband channel defines a
so-called sub-carrier. Each sub-carrier is modulated simultaneously in such a way that
the sub-carrier signals are orthogonal to each other. Guard bands between the channels
are not required. This approach is known as OFDM transmission [144].

One major characteristic of OFDM is that its orthogonality avoids cross-talk between
the broadband channels. Since large guard bands are not required, a high spectral effi-
ciency can be achieved. In the case of interference or frequency-dependent distortions,
the advantage of OFDM over IR is the ability to cancel out impacted channels so that
only part of the data may be lost. In IR, the complete pulse shape is distorted so it may
not be possible to correctly demodulate the received signal. Since OFDM transmission is
based on orthogonal signals with dedicated sub-carriers, the frequency synchronization
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between transmitter and receiver has to be very accurate. Frequency offsets would distort
the orthogonality and hence the performance. For example, frequency offsets occur in
the presence of a moving transmitter or receiver due to the Doppler shift. In combination
with multipath propagation this may limit the performance of OFDM transmission at a
high speed. Orthogonality can be implemented by using an FFT algorithm at the receiver
side and an IFFT algorithm at the transmitter side. This requires increased signal process-
ing efforts and consequently a relatively high power consumption. This is a drawback
of OFDM when used for UWB communications with limited power resources (e.g. a
battery in a mobile application). It has to be kept in mind that the total transmit power
has to stay below approximately 0.5 mW anyway, assuming the FCC mask. Therefore it
is also particularly desirable to exploit the potential of low power consumption on the
baseband and signal processing side.

To summarize, the advantages of IR are (i) a simple architecture, and (ii) the ability to
generate basic pulse shapes by simple analog components. A disadvantage is the limited
exploitation of the bandwidth, which may however be improved by analog or digital
pulse shaping circuits. OFDM presents a very good exploitation of the bandwidth.
However, this requires an increased signal processing effort and an increased power
consumption, which may not be compatible with mobile applications based on limited
power resources. Last but not least it has to be mentioned that there is a further allocation
of an ultra-wideband frequency band in the lower terahertz range. This can be exploited
by an up-conversion of an ultra-wideband signal to a suited carrier frequency [80].

UWB pulse shapes and pulse shape generation

Classical pulse shapes

The principle of IR is to transmit the signal directly in the baseband. Since there is no
carrier, the pulse shape has to cover a bandwidth of several GHz. The radiated signal
has to fulfill the spectral regulation, and it is preferable to fully exploit it to achieve the
maximum radiated power possible. The efficiency # of a UWB signal w.r.t. to a given
regulation is calculated by integrating the power spectral density (PSD) in the relevant
frequency range and by dividing this term by the maximum allocated power. Considering
the FCC mask, this means

10.6 GHz 10.6 GHz 10.6 GHz

| PSD(f)df | PSD(f)df [ PSD(f)df
= Tos otz =M = M. (23
| PSDre(ydy 0 TS GH2 |
3.1 GHz

This efficiency is also called normalized effective signal power (NESP). Since UWB
signals are very short in the time domain, the goal is to generate pulses characterized
by an extremely fast rise and fall time. This can be achieved by analog circuits that
make use of nonlinear components such as avalanche transistors, step recovery diodes,
tunnel diodes, and nonlinear transmission lines [ 141, 143]. A fully integrated pulse shape
generator in CMOS technology can be found in [19].
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Figure 2.16 Gaussian monocycle in the time domain and in the frequency domain together with
the FCC regulation. ©2010 KIT Scientific Publishing; reprinted with permission from [168].

The following paragraph considers two nonlinear components for the pulse shape
generation in more detail.

e Avalanche transistors make use of the avalanche effect. Carriers are accelerated by
an external voltage, hit valence electrons and remove them from their binding. The
valence electrons are raised into the conducting band, which means that there are
remaining electron-hole pairs. The accelerated carriers do not recombine but stay
in the conducting band and hit further valence electrons that are raised into the
conducting band. The number of carriers in the conducting band increases rapidly (like
an avalanche). This effect can be used to achieve a very short rise time of a pulse [107].

e Step Recovery Diodes (SRDs) are doped such that the lifetime of the minority carriers
is larger compared to normal diodes. This leads to storage of carriers. When the
voltage is inverted at the SRD from positive to negative, the diode is conductive in
both directions for a very short time. Hence the output voltage is negative. When
all the charges are removed, the diode will directly block (creating a blocking zone),
which means that the output voltage rises to zero. These mechanisms lead to a very
short pulse at the output. The pulse width and the sign of the pulse can be controlled
by a shorted transmission line [40, 81, 141].

The advantages of analog pulse generation are simplicity and cost-efficiency [180].
Pulses that are generated by this principle look like the Gaussian function or one of its
derivatives [43]. Since the Fourier transformation of a Gaussian shape in the time domain
results in a Gaussian shape in the frequency domain (and hence is not flat), this means
that the spectral mask is not optimally exploited. Figure 2.16 shows the first derivative
of the Gaussian pulse (also known as the Gaussian monocycle) in the time domain
and the power spectral density in the frequency domain with the center frequency at
6.85 GHz, which is the center of the usable band in the FCC regulation. It can be seen in
the figure that besides the inefficient use of the spectral mask, the mask is also violated.
To avoid this violation, there are several possibilities, as follows.

o It is possible to reduce the power until the complete spectrum is below the mask. One
would have to attenuate the Gaussian monocycle by about 25 dB, which decreases the
efficiency to an unacceptable level.
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o The Gaussian monocycle is used together with a Tx filter before the Tx antenna.
The filter is designed to ensure sufficient attenuation outside the frequency range
3.1-10.6 GHz so that the mask is not violated. The efficiency of the radiated pulse
is moderate, and the pulse shape after the filter is no longer the original Gaussian
monocycle. In principle one could design the optimal filter response in the FD to
fit the emission mask well but one has to carefully investigate its effect on the time
domain behavior (e.g. with a larger envelope width and higher ringing).

« A pulse shape is generated that corresponds to a higher derivative of a Gaussian pulse.
It can be shown that the fifth (or higher) derivative of a Gaussian pulse fits into the
FCC mask quite well and therefore does not require an additional filter. The design
of a pulse shape generator, which generates the fifth derivative of a Gaussian pulse
is shown in [30, 31]. However, the efficiency of the pulse is worse compared to the
filtered Gaussian monocycle. An approximation of the sixth derivative of a Gaussian
pulse (six zero-crossings) is shown in Fig. 2.17. The figure also shows sampled values
with a sampling time of 17.86 ps. The resulting pulse shows an efficiency # of 43.3%
in the relevant frequency range 3.1-10.6 GHz.

Optimal pulse shapes

The efficiency can be improved by combinations of Gaussian pulses of different orders
(derivatives) [191]. This requires an analog generation of several pulses in a suitable
combination, which leads to increased complexity and costs. Another possibility is to
generate optimal pulse shapes in a digital way and to convert these into the analog
domain using a digital-analog converter (DAC) before radiating the signal via the Tx
antenna. From the mathematical point of view, this requires only a transformation of
the spectral mask into the time domain. However, due to the large bandwidth, the DAC
must have an enormous sampling rate. This again leads to increased costs and power
consumption, which contradicts the idea of UWB being a power-efficient system [177].
It is also possible to manipulate a classical pulse shape (that was generated in an analog
way) by a finite impulse response (FIR) filter so that the resulting pulse is optimal in
terms of efficiency. Although the optimal FIR coefficients are determined by methods
of a digital filter approach, the implementation can be analog. Hence, no DAC with
ultra-high speed is required. Delay lines can be programmed by a microprocessor and
the basis pulse can be weighted by coefficients [17]. A resolution of picoseconds is
achievable.

Modulation and coding

The following considerations are based on IR transmission. Such a UWB signal is
generated by using a fixed pulse repetition time 7" defining the positions of the pulses
before modulation and coding. However, to carry information, modulation and coding is
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Figure 2.17 Top: Approximation of the 6th derivative of a Gaussian pulse in the time domain by
multiplying a Gaussian pulse (no derivative) with a sine function; bottom: power spectral density
of a pulse compared to emission mask. ©2010 KIT Scientific Publishing; reprinted with
permission from [168].

required — so a bit can be represented by N, pulses in the time domain. Important mod-
ulation techniques are pulse position modulation (PPM), pulse amplitude modulation
(PAM) with the special case of on-off keying (OOK), binary phase shift keying (BPSK)
and orthogonal pulse modulation (OPM). The following sections concentrate on OOK,
PPM and OPM. This is motivated by the fact that PPM offers good spectral properties,
OOK is easy to implement and OPM has the potential to increase the data rate.
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Figure 2.18 Principle of OOK modulation. ©2010 KIT Scientific Publishing; reprinted with
permission from [168].

On—off keying

On—off keying (OOK) means that pulses are switched on (if the bit value is 1) or switched
off (if the bit value is 0) at the positions defined by the pulse repetition time 7" to modulate
the data. The principle is shown in Fig. 2.18.

Pulse position modulation

Pulse position modulation (PPM) means that in the time domain, pulses are either placed
at the positions defined by the pulse repetition time 7 or at a position which has a constant
time shift 7ppp (PPM offset) w.r.t. to this position. For example, a binary 0 is represented
by a pulse without offset, while a binary 1 would introduce an offset, accordingly.
Figure 2.19 visualizes the principle of PPM in the case of 1 pulse per bit, i.e. N, =1,
where 7}, indicates the duration of the pulse. To avoid inter-symbol interference (ISI),
the PPM offset is constrained by Tppy < 7. High data rates can be achieved for a small
pulse repetition time 7. However, if T is so small that it is of the order of (or even smaller
than) the delay spread tpg of the channel (see Section 2.3.1), inter-symbol interferences
are likely to occur [182]. In addition to the delay spread of the channel, the ringing of
the antennas and front end components must also be considered, although the channel
usually dominates this effect. For these reasons, a lower limit has to be considered for
T'. In indoor channels, typical values for 7pg are in the range of 10 ns [87].

The PPM offset affects the performance in terms of the bit error rate BER versus the
energy per bit to noise power spectral density ratio Ey,/Ny. To optimize the performance,
Tppm has to be optimized. In the case of an AWGN channel and coherent detection, the
cross-correlation function between the pulses for a binary 1 and a binary 0 has to be
minimized. Denoting p(¢) as the pulse shape without PPM offset, the cross-correlation
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Figure 2.19 Principle of PPM. ©2010 KIT Scientific Publishing; reprinted with permission
from [168].

function rccp(7ppm) is given by

T2
recr(Ippm) = / p(t) - p(t — Trpm) dt. (2.33)
-T2
The minimum is obtained by
rece(Teem) = 0 (2.34)

d Topm

(see [118]). Assuming a classical Gaussian monopulse, characterized by

2

At '
p(t) = ——e 2 (2.35)
o

and some approximations in (2.34), lead to Tppy = 0.38985 - T}, where T}, is the dura-
tion of the pulse [118]. 4 is an amplitude normalization constant, ¢ is related to the
width of the pulse. A more accurate calculation performed in [43] leads to 0.5408 - T},.
To summarize, in AWGN channels, the optimal PPM offset is a function of the pulse
shape [43].

Orthogonal pulse modulation

While signals with classical modulation schemes such as OOK and PPM carry only 1 bit
of information per pulse (or even less, when a bit is represented by N, pulses), orthogonal
pulse modulation (OPM) carries multiple bits per pulse. This is realized by the fact that
OPM makes use of a set of Nymo (€.2. 2,4, 8, 16,32, .. .) different orthogonal pulse
shapes, where each pulse represents a special series of log, Normo (€.8- 1,2,3,4,5,...)
bits. The different pulse shapes are set at the positions defined by the pulse repetition
time T'. Figure 2.20 shows the principle of OPM for N, = 4 pulses. The figure also
indicates the pulse repetition time 7. For OPM T has to be larger than or equal to the
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Figure 2.20 Principle of OPM. ©2010 KIT Scientific Publishing; reprinted with permission
from [168].

pulse duration. In Fig. 2.20, T is identical to the pulse duration which maximizes the
data rate. Compared to OOK and PPM, the data rate increases by the factor log, Nostho-
Proper demodulation at the receiver side also requires the received pulse shapes to be
orthogonal to each other: integrating the product of two different pulse shapes over
the duration 7' results in zero, allowing for proper bit reconstruction. In reality, the
orthogonality may suffer from the imperfections of the channel and the hardware.

Time hopping

Without modulation, an ultra-wideband signal in the time domain consists of pulses
with the periodicity 7. In general, a periodicity with 7" in the time domain leads to a
frequency spectrum with discrete lines which are separated by the distance A f = 1/T.
An unmodulated UWB signal shows discrete energy peaks in the frequency domain that
can violate the given spectral mask. Modulation with data reduces the strong periodicity
of the signal in the time domain, but in most cases this will not be sufficient to achieve a
flat spectrum in the relevant frequency range (e.g. between 3.1 and 10.6 GHz, assuming
the FCC mask). More flatness of the spectrum is achieved by introducing a pseudo-
random timing offset to the pulse w.r.t. the nominal position. The generation of pseudo-
random offsets can be realized by a time-hopping code. In this case, T is divided into
Nty time slots, and a code defines in which time slot the modulated pulse has to be set.
The length of the time-hopping (TH) time slot 7y is

T
Nru'’
In general, Nty is a power of 2 (e.g. 2,4, 8, 16,32, ...). Increasing Nty leads to more

flatness in the frequency domain.
When PPM is used, the TH coding is constrained by the condition

Ty = (2.36)

TTH < TPPM + Tp. (237)

Random offsets can also be achieved by a two-step approach. First, the pulse repetition
time is subdivided into (for example) a small number of time slots, and a certain time slot
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Figure 2.21 Generation of a TH-Code by a shift register at the Tx side and demodulation at the Rx
side. ©2010 KIT Scientific Publishing; reprinted with permission from [168].

is selected as just described (coarse TH code). Then, a second code (fine TH) introduces
very small offsets around this position. The pulses tremble around the nominal position
like a jitter, which leads to a high degree of flatness in the frequency domain. A detailed
analysis of the power spectral density as a function of the modulation and the TH coding
can be found in [121, 180].

Generation of time-hopping codes

The code used for the TH coding should be easy to implement and should lead to a
flat spectrum. Gold codes and maximum length codes (also called m-sequences) are
suitable candidates [111]. The following consideration assumes m-sequences. A TH
code is achieved by an m-bit shift register that is based on a primitive polynomal,
see Fig. 2.21. The m-bit shift register generates 2 — 1 different codes, excluding the
zero vector. A series of m zeros in the shift register is excluded since this state cannot
generate other states. A code 010 resulting from a 3-bit shift register can be used to shift
the position of a modulated pulse by 0-2° 4+ 1-2' 4 0-22 = 2 time slots. The total
number of TH slots per pulse repetition time, called Nty, is defined by

Ny = 2", (2.38)

Figure 2.22 shows a PPM modulated signal including TH coding in the time domain for
a bit value of 1. TH coding can also be used to separate different users by a code.
Basic transmitter architectures

A transmitter model for impulse radio transmission is shown in Fig. 2.23. The pulse
repetition time is generated by a clock oscillator. In the time domain, PPM or TH
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Figure 2.22 UWB pulse including TH coding; assumptions: bit value 1 and a TH code of 010.
©2010 KIT Scientific Publishing; reprinted with permission from [168].
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Figure 2.23 Transmitter model (Impulse Radio transmission). ©2010 KIT Scientific Publishing;
reprinted with permission from [168].

coding require the pulses to be set at offsets w.r.t. to the clock. This can be realized by
a programmable delay line. Finally, a pulse shape generator generates ultra-wideband
pulses in the time domain that are radiated by the Tx antenna at defined timestamps.

Basic receiver architectures

A UWB signal can be demodulated by coherent and incoherent methods. A good
overview can be found in [139, 141, 161]. Here, a brief overview is presented. In general,
a suited demodulation scheme depends on the application, the hardware characteristics,
and the trade-offs between cost, complexity and performance.
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Coherent receiver for on—off keying and pulse position modulation

Coherent demodulation calls for a good synchronization, which increases the complex-
ity and demands for high-stability oscillators. This leads to an improved performance
compared to an incoherent demodulation in AWGN channels [141]. The principle of a
coherent receiver for OOK or PPM is shown in Fig. 2.24. Basically, the received signal
Yrx(?) 1s multiplied with a known reference signal, also known as the template signal.
The product is integrated over time, where the total integration time corresponds to the
bit duration. After a sample and hold (S/H) circuit, a threshold detector performs the bit
decision.

In the following, PPM in particular is considered in more detail. The received signal
is multiplied by a synchronized reference signal (also known as the template signal)
and integrated over the bit duration. If a bit is represented by N pulses, the bit duration
is N - T. The result of the integration is compared to a threshold of zero for the bit
decision. After a reset to zero, the procedure is repeated until all bits are demodulated.
For a better understanding, some comments on the reference signal are given. The pulse
shape of the reference signal (also known as the template pulse) is the difference signal
between the signal for a binary 0 and 1. Ideally, the difference signal should be based
on the distorted received signal to maximize the SNR. However, this would require the
knowledge of the system transfer function and hence increase the complexity. Therefore,
it is a common approach to use the undistorted pulse shape for the template pulse. The
template pulse must be placed at multiples of the pulse repetition time 7. In the case of
an additional TH coding at the Tx side, the code must also be known at the Rx side. The
template pulses are then further delayed by values defined by the TH code. Figure 2.25
visualizes a possible received PPM modulated signal using Gaussian monocycle pulse
shapes with Tppy > T, where T}, is the duration of the Gaussian monocycle. In the case
of PPM, the template signal consists of the original pulse itself and a (by 7,) delayed
and inverted version of the original pulse. This can be seen in the middle plot (of the
three) in Fig. 2.25. The lower plot results from multiplication, integration versus time,
and a reset to zero after the bit duration. It can be clearly observed that the integrated
values before the reset are either positive or negative, which determines the bit decision.
Even if the received signal disappears in the noise, the ideal threshold for the bit decision
remains zero. In this case, the values before the reset differ in general only slightly from
zero, which leads to a worse system performance.
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2.9.2 Incoherent receiver for pulse position modulation

The possibility to detect a PPM modulated signal by an incoherent receiver is shown
in Fig. 2.26. The time slot with the maximum energy is chosen for the detection [129,
140, 162]. In contrast to coherent demodulation, there is no template signal. Instead, the
received signal is squared and integrated. Since the binary information is stored in the
temporal position, the idea is to divide the pulse repetition time into a set of time slots
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Figure 2.27 Receiver for modulation with Ny, orthogonal pulses. ©2010 KIT Scientific
Publishing; reprinted with permission from [168].

and to find the slot that contains the maximum signal energy. For example, without a
PPM offset, the maximum energy is found inside the first slot, while the presence of
PPM shifts the maximum energy to another time slot.

Receiver for orthogonal modulation

A receiver for orthogonal modulation is shown in Fig. 2.27. Here, the received signal is
correlated with Ny, (e.g. eight) different template pulses, where each template pulse
represents a different bit sequence with log, Normo bits (e.g. 2 bits). The template pulse,
which then leads to the maximum correlation coefficient, is used for the bit decision.
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UWB antenna measurement methods

The methods for measuring antenna transfer functions with a network analyzer presented
in the following use typically available measurement equipment for far-field antenna
measurements with enhanced calibration procedures. The latter are necessary in order
to obtain stable and consistent phase information for the transfer function in co- and
cross-polarization. These methods complement the standardized antenna measurements
known from [68]. A validation of the methods is presented with the prediction of a
time domain impulse transmission, which is measured independently with a fast-pulse
generator and an oscilloscope.

A prerequisite for the measurements is a stable measurement setup inside an anechoic
chamber, which provides low reflections from the walls within the frequency range of
operation. If multiple reflections cannot be avoided, the possibility of time gating for valid
signals of the additional delay — due to the path lengths of wall or floor reflected signals —
needs careful consideration. If the expected 7, or even tpwyy overlap with the multiple
reflections, the impulse response hayt of the antenna under test (AUT) can no longer be
measured accurately. Furthermore, far-field conditions are necessary in order to obtain
a distance-independent impulse response estimation hayr. The frequency domain far-
field criterionr > (2D?)/ (according to [24]) then applies for the highest frequency, i.e.
the smallest wavelength. Near-field antenna ranges for impulse response measurements
are still an open topic, however this seems to be a straightforward application of the
corresponding near-to-far-field theorems. Additionally the measurement frequency or
time sampling rate needs to be safely within the Shannon theorem boundaries in order to
avoid spoiling the measurement results with aliasing. Last but not least the dynamic range
of the measurement setup needs to be large enough for the expected signal variation, and
the test fixtures need to be stable enough for reproducible measurements with respect to
angular resolution.

A typical configuration for the measurement setup is shown in Fig. 3.1 with a distance
r1xrx = 2.64 m between the reference antenna and the antenna under test. It is important
for the measurement that the axis of the antenna rotation coincides with the center of
radiation of the antenna. Otherwise, the impulse response will show an additional delay
offset, which depends on the turning angle.
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Figure 3.1 Typical configuration for a standard antenna test range with dual-polarization
capability.

Calibration and substitution method

In general two different calibration methods are known for antenna measurements. First,
the absolute methods where the transmission is calibrated with unknown antennas (for
instance, two identical but unknown antennas, or three non-identical unknown antennas).
Second, referencing the unknown antenna to a known antenna standard. The latter is also
known as the substitution method (see also [67] with respect to measurement methods
for antenna gain measurements). Every substitution method needs to use at least once an
absolute measurement method for obtaining the calibration data of the antenna standard
(the so called “golden device™).

The general measurement setup is shown in Fig. 3.1. With this setup only transmission
is measured. The input reflection coefficient S;; of the antenna is measured separately
with a calibrated network analyzer. The transmission coefficient is referenced to the sys-
tems transmission characteristic S, sys Which is obtained when connecting the terminals
of transmit and receive antennas. The transmission factor S,; is calculated according to

So1 = . 3.1)

The system transmission characteristic Sy; sys is typically flat in magnitude and linear
in phase in order to obtain good measurement results. Multiple reflections between
receiving antenna and receiver are usually no problem since the receiver is very well
matched to the 50 Q transmission line.

The substitution method uses a known antenna standard for which the antenna transfer
function Hglg,co in co-polarization is known within the frequency range of interest,
and which is different from the reference antenna used for receiving. First the raw
transmission coefficient S5 gold,raw 15 measured with this substitution standard by placing
the “golden device” on the positioner instead of the AUT. Then the AUT is measured
with the same setup and the transfer function of the AUT is calculated according to (3.2):

821, AUT, raw
HAUT,co =< Hgold,co (32)

SZ 1,gold,raw
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To select the substitution, standard antennas with a flat transfer function within the
frequency range of interest are preferred. Notches or increased ringing will particularly
distort the measurement.

Two-antenna method

In the following, the basic two-antenna method for the measurement of the antenna
impulse response is described. It uses two antennas of the same type and fabrication
that can be assumed to be identical. Then the transmission is set up with the antennas
oriented in co-polarization and the main beam direction is towards each other. For the
measurement of the cross-polar components and the compensation of cross-polarization
properties, a second measurement with one antenna turned 90° is necessary. The polari-
metric measurement has higher requirements regarding the assumption that the antennas
are identical, since the cross-polar components are often weak and can be influenced by
the test fixture.

Based on (2.7) and (2.10), the transmission from one antenna to the other can be
modeled as [158]

URx(f) Zc R e~/ OrTRx /o ' r
S = = - . : H >‘9 X X -H X 79 X X
21(/) Ul f) P —— rx(/> Orx> Wrx) - Hrx(f, Orx, y1x)
3.3)

Zope O — r%h) 0. r
t) = . * —hg (¢, Orx, WRx) * h1x (¢, Orx, WTx)- 34
$21(t) = 4| Zon 2rrmace a0 rx(Z5 Orx> WRx) * W1 (2, Orx, Wrx) 3.4

Note that the antenna transfer functions H and their transient response functions h are
each presented in their individual spherical coordinate systems.

Two-antenna method without cross-polarization compensation
With the basic measurement of two antennas pointing in co-polarization towards each
other, and Z¢ 1« = Zc rx, the expression in (3.3) reduces [151] to

e*j(z)V/Co . )
SZI - .]eref,co(emb’ l//mb) 4 (35)

where 6, and wy,, denote the main beam direction of the two identical antennas. It
is emphasized that mismatch at the antenna ports is automatically taken into account,
since the network analyzer measurement fixes the characteristic impedance Z¢ to the
characteristic impedance of the measurement system, which is typically equal to 50 Q.
With this expression, the transfer function of the two identical antennas is calculated as
follows:

27 FTxRxC .
Hef o = ¢ % a1 exp(jortery /o) - (3.6)

Note that for the numerical evaluation of the square root with v/z = +/]z[ exp (j¢(w)/2)
it is necessary to use an unwrapped (i.e. continuous) phase over frequency ¢(w).
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The transformation into the time domain is achieved with an inverse discrete Fourier
transform [98]

j27tkn> 57

1
ref co(kAt) — AT As Z HF(kAf) ref co(nAf) - €Xp <

heet(kAt) = % {h*(kAr)}. (3.8)

The practical measurements are obtained for positive frequencies. The analytic impulse
response href o(kAt) in (3.7) is complex. Using the relations of the Hilbert transform in
(3.8) the real part of the analytic signal yields the antenna impulse response /i.r(kAt).
Note that the spectrum of the analytic signal H e o(nAf) has only positive values,
which have double the amplitude. The frequency range of the measurement is chosen
according the band of the available reference antenna and is kept the same for all
measurements.

Two-antenna method with cross-polarization compensation

For the purpose of cross-polarization compensation, two measurements are conducted.
First, the two identical antennas are oriented in co-polarization with the result S co.
Second, one of the two antennas is rotated 90° around the main beam axis and the
transmission Sy x for the cross-polarized case is obtained. Applying (3.3) yields

S21,co = V(HCZO - sz) 3.9
S21,x = _ZV He, Hy (310)

Z X —j XRx .
) = C.Rx €XP(—]@WrTxrx/C0) io. (3.11)
Zc Tx 27 FTxRxCO

This equation system is solved for H, and Hy:

with

S S2
Hco — 21 CO 1+ 1+ 221,x (312)
Y 21,co
S
H, = — 2 (3.13)
2y Hgo

Three-antenna method

The three-antenna method enables a direct measurement of the antenna transfer function
without assuming two antennas being identical. However all antennas in this procedure
need to cover the frequency range of interest with sufficient performance. This means
that their transfer functions should not have notches. After their transfer function is
determined, they can be used as reference antennas or golden devices according to
Section 3.1.1.
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Three-antenna method without cross-polarization compensation

For the three-antenna method without cross-polarization compensation, the antennas’
transfer functions in co-polarization are denominated with Heo 1, Heo and Heo 3. The
calibrated transfer functions from antenna i to antenna j are given by S;;. To calculate
the antenna transfer function, the transmissions S,;, S3; and S,; are measured. Using
the formulation for y from (3.11), these transmissions are modeled as follows:

S21

= L¢o,2 Hco,l
V21
S31
— = 113 Hco,l (314)
V31
AVE
— = [Ld¢o,2 Hco,3
V23

with

_ | Zerx eXP(—j@rxrx,ij /o)
Vij = 7 ) Jo.
C,Tx T FTxRx,ij €O

This set of equations is solved for H, i:

Hoi = 821831723
€ $23721731
518
Heon = 21023731 (3.15)
S31721723
Hos = $23813712
CO’ Siysyi

Three-antenna method with cross-polarization compensation

The cross-polarization compensation of the two-antenna method presented in
Section 3.1.2 may be conveyed to a three-antenna method. Therefore every measurement
of a pair of antennas is conducted in co- and cross-polarization orientation. This pair of
measurements is modeled according to:

Sij co Hco i _Hx i Hco J
’ = ;i ’ ’ ’ . 3.16
( Sijx ) Vi <_Hx,i _Hco,i> ( Hy ; (3-16)
IfH; = (Heo,i Hx, i)T is known, then the equation is resolved to:
(Hco,j) _ 1 ( Hco,i —Hx,i ) (Sij,co) ) (317)
Hx,j Vij (HCZO,I- + sz,z) _Hx,i _Hco,i Sij,x

From the three pairs of antennas, we get six measurements for the six unknown
transfer function components. In [74] the complex polarization ratios are &
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Figure 3.2 Transfer function of an example reference broadband horn antenna (EM Systems,
model 6100) in co- and cross-polarization. ©2007 IHE; reprinted with permission from [158].

and M;;:
Hcoi
P = . 3.18
¢ e (3.18)
S,
M;; = —2X (3.19)
! Sij,co

The polarization ratio & is calculated from M,, M3 and M>3 according to [74]:

\/M%2 + 1\/M]23 + l\/M223 + 1+ (M3 — Myp) Mys — Mi;My3 — 1
B (Miz M3 + 1) Moz + Miz — My,

The polarization ratios &; do not give an indication of the absolute values of the compo-
nents H, and Hy. This is achieved by rewriting (3.17) for the transmission with &, which
is then solved for Hy 3 [158]. The algebraic solution takes advantage of the freeware
package Maxima [100]:

/ Q2 2
Hx’3 _ S23,x + S23,co ( §3S31,C0

/53? 1 83801, x523, x — 821, c0923, x + £3821, 00523, co
Ss1 s 12
oL ) (3.21)

B &381,x823,x — 21, 00923, x + 21, %523, co + 3521, 00523, co
He 3 = & Hys. (3.22)

<

(3.20)

Again, the complex root is evaluated along a branch with steady increasing phase over
frequency. With H, s, all six components of H;, H, and Hj are computed from (3.17).
The resulting transfer functions of an example of broadband ridged horn antenna (EM
Systems, model 6100) for co- and cross-polarization are shown in Fig. 3.2.
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Direct measurement with one reference standard

A very practical measurement of the antenna transfer function is the direct measure-
ment of the transmission from the AUT to the known reference antenna at a known
distance r1xrx. Neglecting the cross-polarization properties, the transmission is modeled
according to:

—jorTxrs/co

$10, w) = m jCUHAUT,co(ea V/)Href,co(eTxa WTx)- (3.23)

This yields HAUT,co as

oo 210, V)0t co)”

- 3 (3.24)
|_]a)l_]ref,co| + K

Haurtco(0, ¥) = 27 rrxrxCoe

In this expression the complex division is obtained with a simplified Wiener filter [119],
where the constant K is of the order of magnitude of the noise power. The simplified
Wiener filter suppresses an amplification of the noise level jwH2; ., at frequencies
where the magnitude of Her ¢, is low. Further processing follows the same scheme as
shown in (3.7). With measurements for co- and cross-polarization, this direct method is
also usable for the polarimetric determination of the AUT’s transfer function according

to (3.17).

Verification in the time domain

Using (3.3) for the UWB free-space transmission, the transfer function Hayt of the
antenna under test is extracted in the frequency domain from the network analyzer
measurement of the transmission S>;. In the following this result is compared to the
direct time domain measurement, with a fast pulse as source and a digital sampling
oscilloscope as receiver, based on (3.4). For the source, a PSPL 3600 (Picosecond Pulse
Labs) has been used. The receiver has been the Agilent Infinitum DCA with 40 GSa/s
and 12 bit resolution. The receiver has been triggered by the received signal with an
average of 16-64 single shots. The exciting pulse has a width of tpwym = 78 ps. The
signal in Fig. 3.3 is measured, including the connection losses of a 1 m coaxial cable.
Both measurements have been performed in an anechoic chamber.

In Fig. 3.4, the comparison of the modeled received voltage (according to (3.5)) and
the directly measured received voltage is shown. The modeled data is obtained by a
convolution of the measured frequency domain transfer function Hry of the applied
antenna with the exciting signal in the time domain (cf. Fig. 3.3). The perfect agree-
ment of model and measurement in Fig. 3.3 proves the correctness of the previous
formulas.
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Figure 3.4 Comparison of the model according to (3.5) and a direct time domain measurement
with the pulse from Fig. 3.3. The figure shows the transmission between two ridged broadband
horn antennas. ©2007 IHE; reprinted with permission from [158].

UWB radiator design

UWB antenna principles
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The radiation of guided waves has been discussed intensively in the past. It is the
common understanding that the key mechanism for radiation is charge acceleration
[105, 106]. The question to answer for UWB is: what kind of structures facilitate the

charge acceleration over a very wide bandwidth? The ultra-wide bandwidth radiation
based on a few principles:

is
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Figure 3.5 Aperture coupled Vivaldi antenna. Left: top view; right: bottom view with feed line;
substrate size 75 x 78 mm?. ©2009 IEEE; reprinted with permission from [179].

o traveling wave structures

o frequency-independent antennas (angular constant structures)
o self-complementary antennas

o multiple resonance antennas

o clectrically small antennas.

In most cases, the radiation starts where the electric field connects 180° out of phase
currents with half a wavelength spacing. This is not the case for electrically small
antennas for which the impedance then varies strongly with frequency. Many antennas
radiate by a combination of two or more of the above principles and cannot therefore
be simply classified. In the following the relationships between the radiation principles
and the properties of the antennas are discussed. Each explanation of the radiation
phenomenon is supported by an example of an antenna.

Traveling wave antennas

Traveling wave antennas offer a smooth, almost unrecognizable transition for the guided
wave, with the fields accelerated to free-space propagation speed cq. Typical antennas
are tapered wave guide antennas [150], for example the horn antenna (see Fig. 2.14) or
the Vivaldi antenna (see Fig. 3.5). Other examples of radiating traveling wave structures
are the slotted waveguide and the dielectric rod antenna. Here we will use the Vivaldi
antenna as an example, for which different feed structures like microstrip line, slotline,
and antipodal can be applied.

The Vivaldi antenna guides the wave from the feed in a slotline to an exponential taper.
The exponential taper is a priori wideband. A typical structure, etched on a dielectric
substrate, is shown in Fig. 3.5. The Vivaldi is fed at the narrow side of the slot. For
UWRB the major tasks are the wideband, frequency-independent feed and the slotline
terminations. The feed shown here is designed with a Marchand balun network with
aperture coupling. Non-resonant aperture coupling is usually a good choice for UWB
feed structures as it allows for impedance matching over a wide range of frequencies. A
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Figure 3.6 Measured impulse response 2™ (¢, y) (co-pol) of the Vivaldi antenna of Fig. 3.5 in the
E-plane, 8 = 90°. ©2009 IEEE; reprinted with permission from [179].

stub, and the slotline by a circular shaped cavity, terminate the microstrip feed line. The
antenna can be designed relatively compact. The propagation velocity v on the structure
changes from the slotline wave velocity vg to ¢ at the end of the taper. It varies only
slightly with frequency.

The Vivaldi antenna’s time domain transient response in the E-plane is shown in
Fig. 3.6. This representation is unusual for narrowband antennas. It displays the impulse
distortion by the antenna in time ¢ versus the E-plane angle w. The Vivaldi antenna
has a rather low distortion compared to other UWB antennas. The high peak value
(p = 0.35 m/ns) and the short duration of the transient response envelope (tpwpm =
135 ps), stand for very low dispersion and ringing (see Fig. 2.14). The ringing of
the antenna is due to multiple reflections at the substrate edges and parasitic currents
along the outer substrate edges. The ringing can be reduced by enlarging the transverse
dimensions of the antenna by metal flares or chokes. Absorbing material around the
substrate edges reduces the ringing without influencing the other characteristics of the
transient response. The slightly asymmetric impulse response results from the feed line.
The frequency and angle-dependent gain G( £, & = 90°, y) in Fig. 3.7 is calculated from
the measured directional transfer function H( f, 8 = 90°, w). The gain is quite constant
versus frequency in the main beam direction. The maximum gain G, is 7.9 dBi at
5.0 GHz; at the lower frequencies (close to 3 GHz) small resonances are visible. The
average gain G in the FCC frequency band is 5.7 dBi. The main parameters of the Vivaldi
antenna are summarized in Table 3.1. The Vivaldi antenna is well suited for direct planar
integration and also for UWB antenna arrays for radar and communications. In the past
it has also been used for special cases of high power radiation.

Frequency-independent antennas

Rumsey investigated the fundamentals of frequency-independent antennas in the 1960s
[146]. He observed that a scaled version of a radiating structure must exhibit the same
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Table 3.1 UWB parameters of the
Vivaldi antenna of Fig. 3.5 in the main
beam direction.

Parameter Value
Pmax (m/ns) 0.35
TFWHM (ps) 135
G (dBi) 5.7
G max (dBi) 7.8
Tr—0.22 (PS) 150
10 -8
-4

frequency fin GHz
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Figure 3.7 Measured gain G (f, 8 = 90°, y) of the Vivaldi antenna of Fig. 3.5 in the E-plane
versus frequency. ©2009 IEEE; reprinted with permission from [179].

characteristics as the original one, when fed with a signal whose wavelength is scaled
by the same factor. As a consequence, if the shape of an antenna is invariant to physical
scaling, its radiating behavior is expected to be independent of frequency. The typical
realization is an angular constant structure, described only by angles. It must be noted
that the independence from frequency does not necessarily refer to the input impedance
of the structure. In order to obtain a constant input impedance, additional principles such
as those described in Section 3.3 have to be applied.

The scaling usually involves constant angles. It is possible to define a “truncation
principle” to apply this concept to the practical case, where the size of any physical
object is obviously finite [101]. In fact, provided that the overall current on the antenna
tends to decrease (due to the radiation) when moving away from the feeding point, it
is possible to define a limited “active” region, where the current falls below relevant
values. If the actual, finite antenna contains this region, it can be assumed that the
truncation of the geometry does not modify the behavior of the antenna around the chosen
wavelength. A typical example of a frequency-independent antenna is the biconical
antenna [24].
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Figure 3.8 Left: aperture coupled bow-tie antenna: left-hand side — bottom view with feed line;
right-hand side — top view (rule is showing centimeters); right: symmetric fed bow-tie antenna
with balun. ©2009 IEEE; reprinted with permission from [179].

A planar example of the biconical antenna is the bow-tie antenna. The antenna struc-
ture consists of two triangular metal sheets (see Fig. 3.8). They are usually fed by
a symmetric (twin) line, which is matched to the feed point impedance. In the case
of an asymmetric feed line (like coaxial or microstrip lines) a balun transformer is
needed. The bow-tie antenna has, for the FCC UWB frequency band, reasonable dimen-
sions. The application of aperture feed and further optimizations allow a very compact
design.

The aperture coupled bow-tie antenna consists of two triangular radiating patches,
one of which serves as a ground plane for the tapered microstrip feed line that ends
with a broadband stub (see Fig. 3.8). The feeding structure couples the energy from
an asymmetric microstrip line to the radiating bow-tie elements through the aperture
formed by the tips of the triangles. Therefore the antenna is called an aperture coupled
bow-tie (ACB) antenna. This feeding technique is basically similar to the operation
of the well-known microstrip—slotline transitions with a Marchand balun. Almost no
additional ringing is introduced by this coupling mechanism. The pulses on the radiating
elements are traveling faster than those on the line, due to the lower effective &, ¢s. This is
compensated for by the fact that the stub length is shorter than the length of the radiating
elements.

The ACB antenna has a nearly omnidirectional radiation pattern in the H-plane
(Fig. 3.9). Therefore this type of antenna (which can be manufactured quite small)
can be used, for example, in communications for mobile devices. Figure 3.10 shows the
measured impulse response |27 (¢)| of the antenna in Fig. 3.8. The almost omnidirec-
tional radiation in the H-plane is well visible, accompanied by a small ringing of the
antenna.

Other types of antennas with frequency-independent characteristics might be some
versions of logarithmic-periodic antennas or spiral antennas [58]. Although these anten-
nas can show frequency-independent characteristics, they are based on a different design
principle and their properties are different when compared to those described above. In
general, antennas may combine more than one radiation principle, and they may change
the radiation principle versus frequency.
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Figure 3.9 Measured gain G (f, 0 = 90°, y) of the bow-tie antenna in the H-plane versus
frequency.
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Figure 3.10 Measured impulse response A% (¢, y) of the bow-tie antenna in the H-plane.
©2009 IEEE; reprinted with permission from [179].

Self-complementary antennas

Self-complementary antennas are characterized by a self-complementary metalization
[113]. This means that metal can be replaced by dielectric and vice versa without
changing the antenna’s structure (Fig. 3.11). The behavior of self-complementary struc-
tures can be analyzed by applying Babinet’s principle [27]. This results in an invariant
input impedance of

Zin = Zro/2 = 607 Q (3.25)

with Zg, being the free-space impedance. Self-complementary structures only guaran-
tee a constant input impedance, but not necessarily constant radiation characteristics,
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Figure 3.11 Truncated fractal antenna to show the principle of self-complementary antennas.
©2009 1EEE; reprinted with permission from [179].

Figure 3.12 Self-complementary antennas. Left: 2-arm logarithmic spiral antenna; right: sinuous
antenna. ©2009 IEEE; reprinted with permission from [179].

independent of frequency. It is also possible to design structures that are similar to
self-complementary structures, but have an unbalanced ratio of metalized to non-
metalized areas. These structures exhibit an input impedance which is nearly con-
stant versus frequency, but different from Zg,/2 [28]. For an exact description of self-
complementary antennas, the reader is referred to [39]. Typical candidates are the 90°
bow-tie antenna, the sinuous antenna, the logarithmic spiral antenna [42] or some fractal
antennas [178].

An example of a 2-arm logarithmic spiral antenna is shown in Fig. 3.12. This antenna
realizes the principle of frequency independence; the metalization is only defined by
angles and it follows Babinet’s principle. The two arms of the antenna are fed in the center
with a symmetric line with an impedance of Z;, = 60z Q. When properly designed, the
logarithmic spiral antenna radiates where the two arms are spaced by 4/2, i.e. where
the circumference is Az /2. With a good structural design, the antenna can be made
broadband up to a bandwidth of several 100%.
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Figure 3.13 Current distribution on a logarithmic spiral antenna: (a) f = 300 MHz; (b) f =
450 MHz. Dark areas: high current density; light areas: low current density. ©2009 IEEE;
reprinted with permission from [179].

The principle of radiation can be seen by plotting the current distribution into the
antenna of Fig. 3.13. The diameter of the outer arms reaches 40 cm in this case. In
Fig. 3.13(a) the antenna is excited with the frequency of 300 MHz and in Fig. 3.13(b)
with 450 MHz. It can be noted that at lower frequencies, where the wavelength is larger,
the high current amplitudes occur at a larger diameter on the spiral than in the case of
the higher frequency of 450 MHz. The “vanishing” of the currents outside the maximum
currents indicates that energy has been radiated.

The logarithmic spiral antenna is a directional antenna with two main beams orthog-
onal to the spiral plane. In general, the radiated wave is circularly polarized. The polar-
ization in the two opposite radiation directions is orthogonal (i.e. left- and right-handed
circularly polarized). In practical applications, radiation is desired in only one direction,
and for that purpose one of the beams is usually suppressed by absorbing material. The
position of the radiating area is frequency dependent, as is the time delay. This results
in a broadening and a smaller peak value of the antenna impulse response, compared to
(for example) the Vivaldi antenna.

As another example of a frequency-independent antenna, the Archimedean spiral
antenna is analyzed. This antenna has, compared to the logarithmic spiral antenna,
constant linewidth and spacing, and these are usually identical. Due to the close proximity
of adjacent lines they couple strongly. This causes radiation where adjacent lines are in
phase, i.e. where the circumference is 4. To analyze the transmitted pulse characteristics,
a linearly polarized electric field probe in the simulation tool is set in the far field of the
Archimedean spiral antenna. The electric field probes are arranged along the x-, y- and
z-axes, whereas the antenna is positioned in the x—y-plane. The received electric field
e(t) of a simulation of this configuration excited with a tpwpy = 88 ps Gauss pulse is
shown in Fig. 3.14. The radiated UWB signal has a strong, short peak with a reasonable
ringing. Since the radiated pulse is circularly polarized, both e, () and e, (f) components
are present. The e, (¢) components are not excited since the radiated wave is a TEM wave.

To ensure circular polarization of a spiral antenna for UWB systems with very short
pulses, its pulse duration must be long enough to cover 360° when traveling around the
spiral arms.
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Figure 3.14 Simulation of the received electric field ery(?) from an Archimedean spiral antenna
(x—y plane) with linear polarized electric field probes in x-, y- and z-directions; input pulse is a
Gaussian pulse with tpwpy = 88 ps. ©2009 IEEE; reprinted with permission from [179].
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Figure 3.15 Log-per antenna with a coaxial connector feeding the inner triplate line, size:
48 x 59 mm. ©2009 IEEE; reprinted with permission from [179].

Multiple resonance antennas

Multiple resonance antennas are combinations of multiple, narrowband, radiating ele-
ments. Each element, for example a dipole, covers a limited bandwidth, e.g. 20% of the
total UWB bandwidth. Typical candidates are the logarithmic periodic (log-per) dipole
arrays [128] and fractal antennas.

The planar log-per antenna (see example in Fig. 3.15) consists of # adjoining unit cells
(dipoles), with the dimensions /,, of adjacent cells scaled by log(/,//,+1) = constant
[131]. Each dipole is etched with one half on the top layer and the other half on the bottom
layer of the substrate. The antenna is fed, for example, by a coaxial line via a triplate
line inside the structure at the high frequency port. This structure can be optimized for
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Figure 3.16 Measured impulse response !h* (t, w)|,0 = 90° of the log-per antenna (Fig. 3.15) in
the E-plane. ©2009 IEEE; reprinted with permission from [179].

low return loss (S7; < —10 dB) in the whole FCC UWB frequency band. The design
of the antenna is compact (60 x 50 x 2mm), with 3 dB beamwidths w345 & 65° in the
E-plane and @345 ~ 110° inthe H-plane. These values are quite constant over the desired
frequency range. For reasons of comparison with other antennas, Fig. 3.16 shows the
transient response (¢, w, 8 = 0) versus the E-plane angle y and time ¢. The broadening
of the impulse response compared to the Vivaldi antenna is obvious. These strong
oscillations can be explained by the consecutively excited ringing of coupled, resonating
dipoles. Consequently the peak value p of the antenna impulse response reduces to only
0.13 m/ns due to the resonant structure of the radiating dipoles. Any UWB antenna with
resonant elements broadens the radiated impulse, i.e. increases the rpwan and lowers
the peak value p.

Figure 3.17 is a sectional view of the main beam of the transient response
h(t, w = 0°, 8 = 90°). The resonant character of the log-per antenna is even more obvi-
ous in this representation, where the characteristics are determined to tpwym = 805 ps
and 7,922 = 605 ps. Fig. 3.18 shows the transfer function H(f,#) of the log-per
antenna. The antenna exhibits a relatively constant and stable radiation pattern over
the frequency range. The collapse of the transfer function in the main beam direction
at particular frequencies, and simultaneous side radiation at the same frequencies are
noticeable. This is due to the excitation of higher order modes, e.g. A-resonances, of the
“A/2-dipoles”. The main parameters of the log-per antenna of Fig. 3.15 are shown in
Table 3.2.

Electrically small antennas

Electrically small antennas [185] are “equally bad” for any desired UWB opera-
tion concerning impedance matching and radiation. These antennas are far below
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Figure 3.17 Simulated impulse response of the log-per antenna (Fig. 3.15) in the main beam
direction. ©2009 IEEE; reprinted with permission from [179].
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Figure 3.18 Measured transfer function H( f, ) of the log-per antenna vs frequency in the
E-plane. ©2009 IEEE; reprinted with permission from [179].

resonance, i.e.

A
< —, 3.26
1< (3.26)
where a is the antenna dimension. Thus similar conditions for all frequencies exist. With
a proper impedance transformation the antennas can be made UWB. Typical candidates
are the different types of D-dot probe antennas, small monopole antennas [63] and the

Hertzian dipole.
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Table 3.2 UWB parameters of the
log-per antenna of Fig. 3.16 in the
main beam direction.

Parameter Value
Pmax (M/nS) 0.13
T_FWHM (pS) 805

G (dBi) 4.5
G max (dBi) 6.8
7r—0.22 (PS) 605

Figure 3.19 Monocone antenna with enlarged ground plane, with d = 80 mm diameter.
©2009 IEEE,; reprinted with permission from [179].

CPW top CPW bottom microstrip top microstrip bottom

Figure 3.20 Planar monopole antennas with CPW and microstrip feed.

In Fig. 3.19 a typical rotational symmetric UWB monocone antenna is shown. The
monocone antenna, an asymmetric structure, does not require any balun for an asym-
metric feed line, however (in theory) it does need an infinite ground plane, which
is cut for practical applications. For the bandwidth under consideration, monocone
antennas with a ground plane diameter larger than 40 mm exhibit a return loss below
S11 = —10 dB. The finite ground plane also affects the stability of the radiation pattern
versus frequency and the impulse radiating properties. In [26], an antenna has been
proposed that overcomes this problem, compensating the dominating antenna capacity
of electrically small antennas by inductive coupling to sectorial loops. The monocone
properties can be well approximated by planar structures such as planar monopoles (see
Fig. 3.20). These are very well suited for short-range communications as they can easily



UWB antennas 55

0.15

time tin ns

0.05

0
-150 -100 -50 O 50 100 150
angle 6 in deg

Figure 3.21 Monocone antenna and its measured impulse response |2 (#)| in the E-plane (ground
plane diameter d = 40 mm). ©2009 IEEE; reprinted with permission from [179].
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Figure 3.22 Measured gain G( f, 8) of monocone antenna vs frequency in the E-plane.
©2009 IEEE; reprinted with permission from [179].

be integrated in different planar lines and circuits. The monocone antenna has an omni-
directional radiation pattern in the H-plane. The impulse response 4(¢) and gain G( f) for
a monocone antenna with reduced ground plane (¢ = 40 mm) are shown in the E-plane
in Figs. 3.21 and 3.22 respectively. It can be seen that the impulse response is short,
which indicates small ringing, and the antenna radiates over a wide elevation angle
6 where 10° < 8 < 90° with a relatively constant gain G(f). At higher frequencies
the radiation is more upwards and a second beam emerges from the ground plane.
Because of the omnidirectional character of the antenna, the small tpwyy = 75 ps value
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Figure 3.23 Measured impulse response 4(z, 6, y = 90°) as a function of elevation § for the
monocone antenna. ©2009 IEEE; reprinted with permission from [179].

of the antenna impulse response, and the nearly frequency-independent gain, the mono-
cone antenna is often applied for channel measurements.

In narrowband operations it is assumed that the antenna radiates identical signals in all
directions of the antenna characteristic C(8, ). In ultra-wideband this cannot be taken
as granted, as will be shown for the monocone antenna. Fig. 3.23 shows the impulse
response of the monocone antenna for y = const. versus the elevation angle 6. It can
clearly be seen that the radiated signals are elevation angle § dependent. In a multipath
environment these signals overlap at the receiver, which may cause severe distortion.
Proper channel models can be used to study these effects [110].

UWB antenna system aspects

In practice, from a system point of view, two cases for UWB have to be distinguished:

« multiple narrow bands, e.g. OFDM (ECMA-368 Standard)
« pulsed operations (IEEE 802.15.4a).

The first case can usually be treated similarly to the well-known narrow band operations.
The relevant criteria are well covered by the frequency-dependent transfer function
H(f, 8, ). Antennas for these applications could be any of the types already discussed,
but especially the log-per antenna.

The second case needs a closer look. If in a pulsed operation for radar or com-
munications the full FCC bandwidth from 3.1 to 10.6 GHz (i.e. 7.5 GHz) is covered,
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Figure 3.24 Characteristic parameters of the presented UWB antennas. ©2009 IEEE; reprinted
with permission from [179].

for example, with the derivative of the Gaussian pulse with zpwpyv = 88 ps, then the
transient behavior, the impulse response h(¢, 8, y) of the antenna, has to be taken into
account. In this case the impulse distortion in the time domain and in the spatial domain
have to be examined for compatibility. An adverse behavior of the impulse response
h(z, 8, v) with the following problems:

 low peak magnitude p(@, v)
e very wide pulse width tpwhm
o long ringing 7,

influences the system characteristics, for example:

o the received signal strength ug«(), SNR
« the data rate in communications
o the resolution in radar.

These adverse effects set requirements for the antennas, but also for the other UWB
hardware front-end elements like amplifiers, filters, equalizers, detectors, and so on.
These requirements restrict the potential antennas to small antennas or traveling-wave
antennas, such as monocone, bow-tie, Vivaldi, and horn. All antennas with resonances
or spurious surface currents are bad candidates and should be disregarded — among them
is definitely the log-per antenna.

For certain cases where circular polarization is required, further restrictions hold. A
logarithmic spiral antenna can, for example, only radiate circular polarization if the pulse
duration is longer than the equivalent circumference of the active radiating zone. For
88 ps pulses, this should be less than 2.6 cm. These statements show that in addition
to research into UWB at the component level, research at the system level has to be
performed. Ultra-wideband as an emerging technology requires a thorough knowledge
of the antenna behavior in the time domain, the frequency domain and, in certain cases,
the spatial domain. It has been shown that for ultra-wideband, certain antenna classes
can be defined according to their radiating characteristics. In Fig. 3.24, typical, relevant
data of the discussed UWB antennas are compared.
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Polarization diversity antennas

Nearly every wireless application can profit from an extension of its performance by
polarization diversity. In the radar/imaging, more extensive information about the target
is provided due to the different scattering behavior of most objects for different polariza-
tions. A higher robustness of the system is provided in localization applications, since
during propagation the signal polarization may change, leading to poor or even failed
signal detection. In communication systems the channel capacity and system robust-
ness may be significantly improved as well. Multiple Input Multiple Output (MIMO)
systems especially profit from an application of dual-polarized antennas. This section
describes the specific requirements on UWB polarization diversity antennas and gives
examples of practical realization of such radiators for different applications.

As previously mentioned, a signal may be radiated in different polarizations, e.g.
elliptical, circular and linear [24]. Since the linear polarization is provided by most
types of radiators, we will only consider this type of polarization here. A polarization
diversity means a radiation capability of two orthogonal polarized signals independent
of each other. In the case of linear polarization, the radiated electric fields of both
signals are always oriented 90° to the propagation direction and at 90° to each other.
In the following, the term dual-polarized antennas is used (the shortened version of
dual-orthogonal-polarized antennas).

Requirements for UWB polarization diversity antennas

In the previous sections, the main specific parameters describing a radiator suitable
for UWB systems have been pointed out: sufficient impedance matching in the desired
bandwidth, constant main beam direction(s), possibly stable beamwidth over frequency,
and constant position of the radiation phase center over frequency. The last property is
equivalent to linear phase response, i.e. constant group delay in the given direction over
frequency. In the case of polarization diversity, the additional requirements for antennas
shall be fulfilled for a proper functionality. These are as follows.

o Small coupling between the ports for orthogonal polarizations. No energy should be
transferred from the port which radiates the desired polarization to the port which
radiates the orthogonal one. In the case of absorptive termination of the port for
orthogonal polarization, a high coupling results only in a gain loss, but in the case of
reflective termination a proportional part of the energy is radiated in the orthogonal
polarization and resonances occur. A typical value for decoupling between the ports
is >20 dB, within the desired bandwidth.

o High polarization purity. This value describes the ratio between the energy radiated in
the desired polarization to the energy contained in the orthogonal one. It is expected
that the power fed into the antenna port is mostly radiated in the desired polarization
and only a negligible part of it is oriented orthogonally to the intended one. The
requirement on the polarization purity (or far-field polarization decoupling) depends
on the application and may vary from, say, 10—15dB in simple communication or
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(a) Transparent view (b) Photograph

Figure 3.25 Dual-polarized, tapered slot antenna. ©2008 MIKON; reprinted with permission
from [11].

localization systems to 35—40 dB or higher in high-end radar applications. A typical
value is 20 dB.

e Same position of the radiation phase centers for both polarizations. It is expected
that the signal is radiated in both polarizations physically from the same point. An
offset between the radiation points of both polarizations implies a priori different
propagation conditions, which cannot be always compensated.

o Similar beam widths in orthogonal planes (e.g. E- and H-planes). This requirement is
applied only to the directive antennas and is valid only for special applications. In some
applications it is desirable that the same part of space is illuminated independent of
the polarization. An example of the importance of this property is an imaging system,
which may deliver different resolutions in orthogonal planes if antenna beamwidths
in the respective planes differ.

In the next part, some practical examples of UWB polarization diversity antennas are
described and characterized.

Design example 1: dual-polarized traveling wave antennas

As described in the previous sections, traveling wave antennas are very good candidates
for pulse radiating, directive antennas. The tapered slot antenna, also known as the
Vivaldi antenna, exhibits a relatively high gain, constant main beam direction and low
pulse distortion properties [179]. These advantageous properties can be transfered to
a dual-polarized version. An example of such a radiator is shown in Fig. 3.25 [11]. In
order to obtain a dual-orthogonal-linear polarization, two radiators have to be crossed
orthogonally. It causes a necessity of intersection of both antennas, where the width
of the feeding slot of each antenna must be larger than the thickness of the substrate
used as a carrier for the metalization. This implies a high antenna input impedance,
which introduces a challenge in the design of the antenna feed. For that reason, special
attention should be given to the choice of substrate. In the example shown in Fig. 3.25,
an aperture coupling is used. However, direct feeding techniques — such as in the case
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(a) Transparent view (b) Photograph

Figure 3.26 Dual-polarized dielectric rod antenna with crossed tapered slot feed. ©2010 IEEE;
reprinted with permission from [12].

of antipodal Vivaldi antennas (e.g. [86]) — can also be used. In this case, a symmetric
excitation of the slot introduces a problem due to the large slot width. It might result in
an asymmetrical, frequency-dependent radiation pattern in the E-plane of the respective
polarization. The antenna in Fig. 3.25 has the same phase center of radiation for both
polarizations and relatively similar beamwidths in both planes. The intersection of the
two structures introduces a negligible additional pulse distortion, thus the antenna can
be applied successfully in pulse-based UWB systems. A mean polarization decoupling
better than 20 dB offers sufficient performance for many applications where polarization
diversity is desired.

The dual-polarized tapered slot antenna in Fig. 3.25 has a height of 62 mm. If the
antenna is to be used in an array, this dimension defines the minimum distance between
the array elements. Ifthe distance is large in comparison to the wavelength, gratings lobes
arise and move towards lower frequencies with increasing distances (see Chapter 4). In
order to minimize this effect, the distance between the array elements, i.e. the transversal
dimensions of the antenna, need to be reduced. The possibility of reducing the antenna
dimension introduces an embedding of the antenna in a dielectric. An example of such
realization is shown in Fig. 3.26. The desired radiation properties, such as wideband
behavior and low distortions, can be preserved only for relatively small electric permit-
tivities of an embedding material. On the contrary, a high permittivity is needed for a
significant reduction of the dimensions. Hence minimization of the antenna dimensions
has its limitations. In practice, the relative dielectric permittivity (&) should be no higher
than & 3.5—4. With this approach, an antenna diameter of 35 mm is achieved with a suf-
ficient impedance match between 3.1 and 10.6 GHz [12]. An application of dielectrics
also gives an additional degree of freedom in the shaping of the radiation pattern,
which is influenced by the shape of the material. In the presented solution the dielec-
tric cone is cut off in order to avoid side lobes at higher frequencies [12]. The antenna
exhibits a directive radiation pattern with constant main beam direction versus frequency,
low pulse distortion and relatively high polarization decoupling. Therefore it also suits
IR-UWB systems. An additional advantage of embedding in a dielectric is a significantly
improved mechanical stability of the device.
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(a) Top (b) Bottom
Figure 3.27 Photographs of the dual-polarized differentially fed 4-slot antenna. ©2009 EurAPP;
reprinted with permission from [9].

Design example 2: dual-polarized antennas with self-cancellation
of cross-polarizations

The previously described antennas can be realized in the planar technique; however, due
to realization requirements, all three dimensions are needed for the radiation of both
orthogonal polarizations. For many applications a fully planar solution is desired. This
automatically implies a bi-directional radiation pattern, which is in general oriented
perpendicularly to the antenna surface. If an antenna with a single beam is desired,
the second beam needs to be either reflected by a wideband reflector or absorbed.
In the following, several solutions for the planar realization of dual-polarized UWB
radiators are shown. They are based on dual feeding principles for the radiation of
single polarization, i.e. four feeding points for dual-polarized antenna. The increased
feed complexity is compensated by a superior performance regarding port decoupling,
polarization purity and position of the phase centers of radiations, as shown in the
examples below.

A practical realization of a planar antenna with self-cancellation of cross-polarization
is shown in Fig. 3.27. The antenna consists of four tapered slots connected to each other
as shown in the photograph. The antenna therefore has four feeding ports, whereas two
opposite ones would need to be fed simultaneously for the radiation of single linear
polarization. The principle of the antenna is explained by looking at Fig. 3.28(a), where
the schematic electric field distribution in the antenna is shown. For the radiation of
the vertical polarization the antenna has to be fed at ports 1.1 and 1.2. The signal at
these ports must be equal in amplitude and 180° out-of-phase, i.e. the phase difference
is 180° in the whole designated frequency range. Due to the symmetrical orientation of
the feeding lines, the electric field vectors in the respective feeding slots are in-phase
and so interfere with each other in the middle of the structure. The distribution of the
electric fields into co- and cross-polarized components (see Fig. 3.28(b)) shows that the
co-polarized components that originated from opposite slots are in-phase, i.e. the vectors
are in the same direction. On the contrary, the cross-polarized electric field vectors have
opposite directions, i.e. are out-of-phase. For the far-field antenna properties it means
that the co-polarization is enhanced during radiation, whereas the cross-polarization is
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Figure 3.28 Principle of the dual-polarized differentially fed 4-slot antenna. ©2009 EurAPP;
reprinted with permission from [9].

suppressed. The suppression of cross-polarization is dependent mainly on the amplitude
and phase imbalance of the feeding signals at opposite ports. If these signals are equal in
amplitude and phase, a total cancellation of cross-polarization in the E- and H-planes for
the main beam direction (of the co-polarization) is achieved. In practice, a polarization
purity of more than 25-30 dB can be achieved.

In Fig. 3.28(a) it can be observed that the electric field produced by the in-phase
feeding of the opposite slots is unable to couple to the slots for orthogonal polarization.
It results in a very high decoupling of the ports for orthogonal polarizations, which
is a positive spin-off of the feeding technique. A decoupling larger than 30-40 dB
can easily be achieved in the practical case. Another advantage of the solution is high
stability of the phase center of radiation. Due to symmetrical feeding of the antenna,
the phase center is positioned directly in the middle of the structure and is constant over
the frequency. Since the structure geometry is identical for both orthogonal polarization
planes, it is evident that the phase center of radiation is exactly the same for both
polarizations.

It can be concluded that the solution assures wideband radiation with a very stable
location of the phase center of radiation and its position is the same for both polarizations.
The coupling between the ports for orthogonal polarizations is reduced due to the
orthogonal placement of the feeds. The antenna is suitable for the realization in a
planar technique and can be integrated into any device where a sufficiently large area
of metallic plane is available. The consequence of planar realization is a bi-directional
radiation pattern with main beam directions perpendicular to the antenna surface. Due
to similar dimensions of the aperture in all directions, the beamwidths in all planes are
comparable. The simulations show that this specific example can be applied to UWB
systems with a relative bandwidth up to ~35%, i.e. the ECC UWB frequency mask from
6 to 8.5 GHz can be covered. For larger bandwidths, e.g. the FCC UWB frequency mask
from 3.1 to 10.6 GHz, another solution can be used.

Relative bandwidths of over 100% can be achieved with the solution shown in
Fig. 3.29(a). The antenna consists of four elliptical monopoles surrounded by a ground
plane. The geometry of the ground plane may be shaped to many forms; however, in
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Figure 3.29 Principle of dual-polarized differentially fed 4-ellipse antenna. ©2009 IEEE;
reprinted with permission from [4].

order to assure the maximum possible symmetry of the radiation patterns, a circular
shape will be chosen [8]. Two inline monopoles are excited simultaneously for the
radiation of single linear polarization. The monopoles shall be placed symmetrically
w.r.t. the middle of the structure in order to achieve maximum symmetry of the electric
field distribution. The two remaining monopoles are dedicated for the radiation of the
orthogonal polarization and are therefore placed orthogonally w.r.t. the other pair. The
monopoles are fed between their tips and the ground plane. This allows for a spatial
separation of the antenna feeds, which simplifies the design. The orientation of the elec-
tric field at the excitation points for the radiation of single polarization is marked by the
arrows in Fig. 3.29(a). The orientation of these vectors in the global coordinate system is
co-aligned. However the feeding of both monopoles with respect to the antenna ground
plane is differential.

Each of the monopoles is able to radiate separately over a large bandwidth. If the
remaining three monopoles are removed from the structure, a so-called volcano smoke
[166] or diamond-shaped antenna [165] evolves. Such an antenna exhibits two main
beam directions which are symmetrical to the antenna surface. The beams change their
directions in the E-plane depending on the frequency, which results in non-symmetrical
antenna geometry in the respective (E-)plane. The radiated electric field shows a very
high cross-polarization level which is also caused by the antenna geometry. These
drawbacks are significantly suppressed by the addition of a second monopole and dif-
ferential excitation of the pair. A schematic electric field distribution during differential
excitation of opposite monopoles is shown in Fig. 3.29(b). It is evident that the field
distribution is symmetrical w.r.t. the axis crossing the feeding points. A similar distri-
bution of the fields into co- and cross-polarized components, as in Fig. 3.28(b), results
in the enhancement of the co-polarized and suppression of the cross-polarized compo-
nents. The effectiveness of the suppression of cross-polarization is dependent on the
radiation angle. In order to preserve this desired property over a wide angular width,
the distance between the monopoles and feeding point should be kept small w.r.t. the
wavelength [7].
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Figure 3.30 Measured characteristics of dual-polarized differentially fed 4-ellipse antenna in the
H-plane, co-polarization. (a) ©2009 IEEE; reprinted with permission from [4]; (b) ©2010 KIT
Scientific Publishing; reprinted with permission from [3].

The symmetrization of the electric fields in the radiation zone results in a stable phase
center of radiation over frequency, which is placed directly in the middle of the structure
between the tips of the monopoles. Due to rotational symmetry of the antenna geometry,
the phase center of the orthogonal polarization is at exactly the same place. Similarly to
the case of the previously described four-slot antenna, the antenna geometry and feeding
technique prevent the coupling of the energy to the ports for orthogonal polarization.
This effect simplifies the design, since no additional decoupling techniques need to be
applied.

The antenna in Fig. 3.29 has dimensions of 40 x 40 mm, with a diameter of the
opening in the ground plane of 31.6 mm. The antenna is optimized for the frequency
range 3.1-10.6 GHz. It means that the circumference of the ground plane opening is
nearly equal to the wavelength at the lowest frequency, and introduces a practical limit for
the lower cut-off frequency. The optimization parameters are the shape and dimensions
of the monopoles, which have an influence not only on impedance matching, but also
on the radiation pattern.

The antenna maintains two main beam directions oriented perpendicularly to the
antenna surface. In order to obtain a monodirectional radiation, either a wideband
reflector must be applied, or one of the beams must be absorbed. The first solution
increases the gain of a single beam by approximately 3 dB, however it introduces a
difficulty to the reflector design which must be able to reflect the wave with the same
phase behavior over the whole designated frequency range. The second solution suffers
from a reduction of total antenna efficiency of approximately 3 dB. A measured gain for
the H-plane in co-polarization over the frequency is shown in Fig. 3.30(a). Although the
antenna has been equipped with an absorber on one side of the surface, the maximum
achievable gain is in the range of 5 dBi. The previously described principles regarding
the constancy of the main beam and symmetrical pattern are preserved. The beam width
is relatively constant over the frequency. Also evident is the lack of side lobes, which is an
effect of a simple antenna structure. From the antenna impulse response in Fig. 3.30(b),
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Figure 3.31 Measured mean gain G, of dual-polarized differentially fed 4-ellipse antenna.
©2010 KIT Scientific Publishing; reprinted with permission from [3].

it can be seen that the pulse delay for different angles is nearly constant; this is an effect
of the geometrical constancy of the phase center of radiation. This property is especially
advantageous for localization or radar/imaging systems, since no correction of the pulse
delay for different angles needs to be performed. Furthermore, it can be observed that the
impulse response is very short and exhibits short ringing. It can be concluded, according
to the previous chapter, that the phase response is linear over frequency and the group
delay is constant. It means that all frequencies are radiated coherently with minimum
distortion. All these properties show that the radiator is well suitable for pulse-based
UWRB systems with relative bandwidths exceeding 100%.

Figure 3.31 shows the mean gain according to (2.26) for the four-ellipse antenna for the
E- and H-planes, co- and cross-polarization. The evaluated frequency range is from 3.1
to 10.6 GHz. Firstly, it can be noted that both planes have the same main beam direction,
which is symmetrical around 0°. Secondly, it can be seen that both planes maintain
nearly the same beamwidths, which is a result of similar effective aperture dimensions
in the respective planes. Consequently it is assured, due to the design, that the same part
of space is illuminated in both polarizations. This is especially advantageous in imaging
applications, as shown in Section 6.4. Since the antenna is intended for applications
in polarization diversity systems, the polarization purity is vital. As can be seen in the
diagram, the mean polarization decoupling in the main beam direction is above 20 dB
for both planes. The cross-polarization in this case is mainly caused by nonidealities in
the feeding network, like phase and amplitude imbalance between the signals feeding
opposite monopoles. The radiation from the feeding network itself is also a reason for
radiation in cross-polarization [4].

Directive antennas are especially interesting for radar or point-to-point communica-
tion. However for mobile terminals in localization or communication systems, omni-
directional antennas are of great interest. Fig. 3.32(a) shows a nearly omnidirectional
solution for a dual-polarized UWB antenna. It consists of two crossed pairs of diamond-
shaped dipoles. The antenna is fed in the middle of the structure with a separate coaxial
cable for a single flare of the dipole. In order to radiate single polarization, two opposite
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Figure 3.32 Omni-directional (in respective H-plane), dual-polarized, differentially fed antenna.
©2010 EuMA,; reprinted with permission from [14].
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Figure 3.33 Measured gain of an omni-directional, dual-polarized, differentially fed antenna in the
H-plane: co-polarization. ©2010 EuMA; reprinted with permission from [14].

flares (i.e. one dipole) have to be excited with differential signals. The inner conductors
of the coaxial cables are connected to the tips of the respective flares, whereas the outer
conductors are placed in close proximity to each other as shown in Fig. 3.32(b). The
signal, after termination of the outer conductors, is transmitted between the metaliza-
tions with the highest potential differences, i.e. between both inner conductors. They are
connected to the tips of the dipole, and realize a possibility of dual-polarized excitation
of the antenna with high decoupling between the ports.

The antenna maintains a high polarization decoupling, similar to the example of
differentially-fed four-ellipse antenna, but with an omnidirectional radiation pattern
in the H-plane. In the E-plane the radiation characteristic is bi-directional, hence the
overall antenna pattern is dipole, the same as for a very wide frequency range. The
measured gain of the antenna, designed for the low cut-off frequency of 3.1 GHz, is
shown in Fig. 3.33. Note that the omnidirectional characteristic is achieved up to the
frequency of approximately 9 GHz. Above this frequency the antenna radiates like a slot
antenna with four directions defined by the four slots between the metallic flares. This
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Figure 3.34 Principles for frequency-independent generation of differential signals.

introduces practical limitations to the useful bandwidth of this antenna. However the
omnidirectional pattern is preserved for a relative bandwidth of approximately 100%,
which still represents a sufficient bandwidth for IR-UWB systems. Due to the realization
in the planar technique, this particular antenna is a good candidate for integration into
small, mobile devices.

Frequency-independent 180° power splitter

The prerequisite for the radiation of pure linear polarization with the antennas presented
in previous sections is feeding with two 180° out-of-phase signals. It means that the
pulses fed to the antenna have to be equal in amplitude and shifted by 180° over
the whole desired frequency range w.r.t. each other. There are many methods for the
generation of such signals.

A trivial solution is based on a 2-way (3 dB) microstrip power divider and is reached
by swapping the microstrip line with the ground plane in one of the branches. An
example is shown in Fig. 3.34(a). Theoretically, the signals at the outputs have the
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same amplitude and due to the swap of the ground plane and microstrip, a 180° phase
shift between the output signals is achieved. In practice some reflections occur at the
transition from microstrip to ground plane. A very low phase imbalance results, however
a small amplitude ripple at both outputs over the frequency is still present. This leads to
amplitude imbalance, which decreases the performance of the radiator. A second method
is shown in Fig. 3.34(b). In this case a coplanar waveguide structure is used. The line is
split into two independent slotlines, which are combined again to a coplanar waveguide
to build a 3 dB power combiner. In this case a very good 180° phase imbalance is
also achieved and, due to the symmetrical arrangement of the structure, the amplitude
imbalance is very small too. However the transition from coplanar waveguide to slotlines
and back leads to increased radiation from the structure, which decreases the efficiency.
Another solution incorporates a transition from slotline to microstrip line with a 3 dB
power divider. The principle is shown in Fig. 3.34(c). Firstly a transition from microstrip
line to slotline is applied. In the next step the signal is coupled to the microstrip line
via aperture coupling. The signal is guided in the microstrip line symmetrically in both
directions to the outputs of the feeding network. Due to the symmetrical arrangement
of the structure, the amplitude and phase imbalance between the signals at both outputs
is very low. The signals at the outputs are 180° out-of-phase due to the electric field
arrangement at the transition from slotline to microstrip line (see bottom of Fig. 3.34(c)).
If the electric field is in the opposite direction, it means there is a 180° phase shift.
Since no length-dependent elements are applied in the structure, the out-of-phase signal
distribution is frequency-independent and can be successfully applied in UWB systems.
The useful operational bandwidth is limited by the bandwidth of the slotline to microstrip
transition. In practice, relative bandwidths of more than 150% may be achieved.

UWB antennas for medical applications

Lately, there has been an increase of interest in scientific research in UWB techniques
for medical applications. By combining UWB and radar, new medical sensors with very
high resolution are feasible. Different from the X-ray based imaging and tomography,
UWRB radar probes use non-ionizing electromagnetic waves, making the treatment less
harmful for the patients. Compared to ultrasound, which is unable to penetrate bones
and air inside the body, and causes acoustic shadows [84], [104], UWB signals provide
the potential for imaging of the lung or the brain due to their good penetration capability
[160].

Besides medical diagnostics, research around the world is currently also focusing
on the potential benefits of employing UWB for wireless communications of medical
sensors (i.e. implants) and external devices. The UWB technique is very attractive
for Wireless Body Area Networks (WBAN) and in-body communications due to its
achievable high date rate [49, 60]. Additionally, the low complexity of UWB systems
makes the potential sensors cheap and hence widely available.

However, the antenna design for a medical application differs from that for free-space
operation. Due to the presence of complex human body medium, the impedance matching
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and bandwidth of the antenna are strongly influenced. The antennas suffer from reduced
efficiency, radiation pattern fragmentation and variations in feed-point impedance. In the
case of on-body matched antennas, where the antennas are placed directly on the human
body, the radiation into multiple layers of a lossy medium is considered. The design
procedure becomes more complicated than for simple free-space operation scenarios,
but the power radiated into the body increases drastically compared to an antenna placed
at some distance to the body. Furthermore, many features like small size, low weight
and low cost are required for medical applications.

The challenges in the antenna design for a UWB medical system can be summarized
as follows:

o human tissue is a dispersive medium with frequency-dependent dielectric properties
o human bodies are complicated and unique

« the antenna must not be sensitive to the dielectric properties of human tissue

o the antenna should be optimized for operation directly on or near to the skin

o the radiation property should not change significantly in the whole frequency band
o the size of the antenna must be minimized to fit to the human body.

Verification of the antenna by measurements becomes rather complicated. A tissue-
mimicking medium is required to emulate the human tissue around or in front of the
antenna. The measurements have to be performed in the near-field range of the antenna
due to the high signal attenuation of the medium. Details will be discussed further in
Section 3.5.3.

Analysis of the dielectric properties of human tissue

The dielectric properties of human tissue should be studied before starting to discuss
UWB antennas for medical applications. The human body is modeled as a multilayer
structure consisting of different tissues such as skin, fat, muscle and bone, which possess
different dielectric properties [52]. It is important to underline that the dielectric layers
of tissues are lossy mediums. In the model to be considered, effects such as attenuation
and frequency dispersion in the whole UWB band cannot be neglected. Considering
the dielectric loss and conductive (or Joule) loss, the complex permittivity of a lossy
medium can be written as follows [190]:

£ (@) = s[5 @) + jo )] =& @) = (3.27)

where ¢/ (w), € (w) and o are the real and imaginary relative permittivities and the
conductivity of the medium, respectively. ¢y is the permittivity of free space and w
is the angular frequency. The conductive loss, i.e. the dominant loss of EM waves in
human tissue, is described in the equation by the imaginary part. The polarization loss is
not considered. The wave equations are solved including the complex permittivity with
conductive loss, which yields the complex propagation constant

. . .0
y:a+]ﬁ:]w1/ys’—]5. (3.28)
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The magnetization loss is not considered either. The real and imaginary parts of the
complex propagation constant are:

" & & 2
a=s |4 1+<g‘;> 1 (3.29)
8/ 8// 2
p=2 |4 1+<8) 1. (3.30)

The attenuation coefficient a and phase coefficient § can be determined by a known
complex permittivity. According to the Cole—Cole dispersion, the complex relative per-
mittivity ¢ of human tissue is described in (3.31) [53, 54], in which a.,, is the distribution
parameter, 7 is the relaxation time, Ae denotes the magnitude of the dispersion, g; is the
static ionic conductivity:
8(w):8°°+21 .Aan Tt .0’1 '
L4 (o) " Jwé
The frequency-dependent relative permittivity from 1 to 10 GHz of different tissues
and the attenuation coefficient in the tissues are shown in Fig. 3.35. Distilled water,
as a reference, has a high relative permittivity of approximately 80 at 2 GHz. The
relative permittivities of various tissues are strongly dependent on their water content.
The relative permittivity of fat is around 5.5, while skin and muscle have a large relative
permittivity of around 45 and 55 at 2 GHz, respectively. The signal attenuation in the
respective materials are shown in Fig. 3.35(b). Fat has a small attenuation coefficient,
while water, skin and muscle have a relatively high one and are frequency-dependent.
Hence a rather high attenuation and distortion of EM signals in these tissues is expected,
but first investigations predict that the dynamic range of a highly sophisticated UWB
radar will still be sufficient [92].

(3.31)

UWB on-body antennas

The relative permittivity of skin is >40. When reflected at the air—skin interface more
than 70% of the energy of an EM wave is scattered back. Therefore, antennas for
medical diagnostics must be matched to the skin. However, a different wavelength
and wave impedance have to be considered if the antenna is to be placed close to or
directly on the skin. In the design procedure, the antenna is optimized together with a
phantom model of tissues. A simple model based on flat layers is shown in Fig. 3.36.
Typical thickness values of each tissue layer are based on the investigations on adults
(aged 20—60) in [35]. Based on the analysis on signal attenuation in tissues presented
in the previous section, a low frequency range would preferably be chosen for UWB
medical diagnostics. On the other hand the antenna dimensions will increase when the
frequency is decreased. Besides a low attenuation, a high bandwidth is still required
for a good measurement resolution. Therefore the frequency range of 1-9 GHz seems
to be a good compromise for most medical diagnostics applications. In the following
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Figure 3.35 Relative permittivity and the attenuation coefficient in human tissue (distilled water,
muscle, skin, bone, fat, skull and blood) over frequency (distilled water: measured by the author
as a reference; other tissues: predicted by the Cole-Cole model). ©2012 IEEE; reprinted with
permission from [94].

example, the design of a body-matched antenna for this frequency range is presented.
The major design goal is that the antenna should be as small as possible to enable
usage in an antenna array, which fits on the part of the body to be investigated (head,
breast, etc.).

The antenna design is based on the concept in [4], which was characterized for free-
space propagation. The designed antenna is now matched to human skin to avoid a strong
reflection of the incident UWB pulse at the skin boundary. The layout of the antenna
structure and the feed network are shown in Fig. 3.37. The antenna is fabricated on the
substrate Rogers RT 6010 (¢ = 10.2, d = 1.27 mm, tand = 0.0023). Two monopoles
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0 1 11 21 thickness dincm

Figure 3.36 Geometry of tissue layers for the design of on-body antenna.

(a) Radiator element (b) Differential feed network (conductor is dark grey)

(c) Left side view of antenna (d) Right side view of antenna

Figure 3.37 Layout (radiator element and differential feed network) and 3D views of the antenna
(electric connection between radiator and feed network marked with circles).

and a sector-like slot are on the top of the substrate. The symmetrical arrangement of
the two monopoles in the circle helps to maintain a symmetrical current distribution in
the radiation zone around the center of the antenna. The phase center of the radiation
lies exactly between the two monopoles in the center of the structure at all frequencies,
due to the symmetry of the current distribution [4].
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Table 3.3 Design parameters of the antenna and differential feed network [94].

Parameter w [ S S e e r o W 1 w;
Value (mm) 35 35 1.8 22 45 3 16 15° 26 52 1.1

Parameter ls l, Wy lo [1ON)) Secl Se2 Se3 d] dz
Value (mm) 13.6 45 02 17 23 10 765 6.1 415 35

" Tteedingll T cavity!
network

antenna
. substrate

Figure 3.38 Arrangement of the antenna with differential feed network. ©2012 IEEE; reprinted
with permission from [94].

The circumference of the slot determines the lowest frequency at which the surface
currents concentrate around the edge of the sector-like slot, and so a resonance is
excited for radiation. The parameter s, in Fig. 3.37(a) is important for the radiation at
high frequencies since strong surface currents are observed on the two indentations there.
The input impedance matching in the whole frequency band is achieved by optimizing
el, e, a, s1 and s,. The optimized values of the parameters are given in Table 3.3. The
steps between the two sectors are introduced to suppress the currents of the higher modes
at high frequencies that result in significant side and grating lobes in the radiation pattern
(due to the large electrical distance between the monopoles regarding the wavelength at
high frequency). By using these steps, a small s; and s, can be achieved [94].

The two monopoles are fed by a differential feed network as shown in Fig. 3.37. The
directions of the radiated co-polarized E-fields related to both monopoles are consistent
with each other. The arrangement of the antenna and the feeding network is shown in
Fig. 3.38. When attached to the human body, the feed network and the top side of the
antenna are in free space while the bottom side of the antenna is directly in contact with
the human body [94].

In the primary step of the optimization procedure of the antenna, the phantom (&, = 20,
o = 0 S/m) has the average relative permittivity of skin and fat at 5 GHz [52-54] and
the dispersion of the phantom material is not considered. Therefore the impedance
matching, and the efficiency and gain of the antenna can be investigated. Since many
iterations are required, the considerations above can reduce the number of mesh cells
significantly, thus reducing the computing time per iteration. In the next step, conductivity
and frequency dispersion of phantom in the frequency range are included. Parameter
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Figure 3.40 Simulated and measured S}, of the antenna in PEG—water solution. ©2012 IEEE;
reprinted with permission from [94].

tuning is performed with the knowledge of the parameters as a fist step. Next the
impedance matching and near-field pattern of the antenna are investigated; then the
parameters of the antenna are updated.

Characterizations of UNB on-body antennas

To verify the characteristics of electromagnetic propagation experimentally inside the
human body, a tissue mimicking liquid is widely used [116, 176]. As an example, in the
following the characterization of the antenna from the previous section in such a tissue
mimicking liquid is presented (see Fig. 3.39). Here, a mixture of polyethylene glycol
(PEG) and water (weight ratio of 6: 4) is used.



UWB antennas 75

Front-to—back ratio in dB

P(r, 6 =90° v 1 2 3 4 5 6 7 8 9
Frequency fin GHz
(a) Orientation of the antenna in the (b) Front-to-back ratio

coordinate system

Figure 3.41 Orientation of the antenna and front-to-back ratio of the E-field strength of the
antenna at o = 30 mm. ©2012 IEEE; reprinted with permission from [94].
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Figure 3.42 Simulated E-field in near field of the antenna over angle and frequency

(@) E(f,0, y = 0°,r = 30mm) in the E-plane for co-polarization;

(b) E(f,0 =90°, y,r = 30 mm) in the H-plane for co-polarization. ©2012 IEEE; reprinted
with permission from [94].

The input impedance matching of the antenna is shown in Fig. 3.40. The simulation
and measurement results are very similar, in the range 1-9 GHz. The simulated S; is
better than —10 dB from 1.07 to 9 GHz, except for some peaks at 4.3, 7 and 8.2 GHz. It
has to be noted that the feed network introduces oscillations/resonances due to the feed
structure and interconnections with the antenna structure. For medical diagnostics, the
antenna should radiate all its energy inside the human body, so the front-to-back ratio
is a critical parameter and should be maximized. The simulated front-to-back ratio of
this antenna is given in Fig. 3.41(b). The antenna is orientated as shown in Fig. 3.41(a)
with its front side looking into the positive x-direction. The major reason for this large
front-to-back ratio is the large ratio of the dielectric constants on the two sides of the
antenna. At higher frequencies (above 4 GHz) the front-to-back ratio is even larger than
10 dB.

When evaluating antennas designed for medical applications (i.e. stroke detection)
the near-field radiation must be characterized. In Fig. 3.42 the simulated E-field is shown
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in the near-field for the distance » = 30 mm. The E-field in the E-plane has a wide beam
at low frequencies (up to 4 GHz) whereas the radiation pattern becomes more directive
at higher frequencies. The main beam direction is quite constant at @ = 90° in the whole
frequency band. Weak side lobes from 4 to 6 GHz and strong side lobes with a null at
6 GHz are also observed. A relative constant beam width is identified in the H-plane.
The results show that the planar UWB slot antenna with a sector-like slot features a
very stable phase center and radiation behavior in the whole frequency range from 1
to 9 GHz. By matching the antenna to the human body, an extremely small antenna and
a very high front-to-back ratio can be achieved.



41

411

UWB antenna arrays

Grzegorz Adamiuk

A well-known method of increasing the gain and lower the half-power beamwidth of
the radiation pattern is to replace the single radiator by an antenna array. Its application
in communications is interesting if, for example, a point-to-point connection is to be
established. It is of special interest in MIMO systems, where a channel capacity might
be increased if multiple radiators, either on the transmit or the receive side (or both)
are used [75]. In radar systems an application of arrays is more common in order to
achieve lower half-power beamwidths, which in general are used to increase the angular
resolution.

In this chapter, specific design issues of UWB antenna arrays are described. According
to the methods previously described, the frequency and time domain models are explained
and used for the practical array design. In the second part of the chapter an extension of
the monopulse technique to UWB systems is described, based on the array theory.

Array factor in UWB systems
The resulting array radiation pattern depends on the following parameters:

o number of array elements N

« distance between the elements d

o frequency f

« excitation coefficients — amplitude and phase

« radiation pattern of a single array element E F(f, w).

Array factor in the frequency domain

An antenna array usually consists of identical radiators, oriented in the same direction an
equal distance 4 apart. In order to show the dependencies between the design parameters
and radiation pattern, the arrangement shown in Fig. 4.1 can be considered. The N array
elements are arranged with a spacing of d along the x-axis. The observation point P
is assumed in infinite distance and varies in the x—y-plane, i.e. along the angle . It is
assumed that the elements do not influence the radiation properties of other elements, i.e.
are ideally decoupled. In order to predict the impact of the arrangement on the radiation
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Figure 4.1 Schematic antenna array in a coordinate system.

pattern, the array factor AF( f, y) is calculated according to

N
1 ) .
AF(f, ) = N § An(f) - e Ineo()) gjb-n-d-cos(y) 4.1

n=I

where 7 is the index of the array element, N is the number of array elements, A4,(f) is
the amplitude excitation coefficient of a single array element, po( f) is the frequency-
dependent phase of single element, fy = 2z /4 is the propagation constant in the free
space, and d is the distance between the elements.

An array factor AF(f, y) for three different frequencies for N = 8 elements at
constant spacing d = 5 cm is plotted in Fig. 4.2. From the model presented in (4.1), it is
clear that the array elements are assumed to be isotropic radiators. Therefore it can be
observed in the diagrams that a directive radiation pattern can be achieved by the array.
An important design target of the main beam is that its direction should be independent
of the frequency. The beamwidth decreases as the number of array elements N, with
spacing d, and/or frequency f, increases. The array factor at frequency /' = 6 GHz and
distance d = 5 cm is equal to the case where the same number of elements is considered
at frequency f = 3 GHz spaced at 4 = 10 cm. Hence the array factor depends in fact
on the electrical distance between the elements, i.e. the physical distance related to the
wavelength.

In all cases, the side lobes are present next to the main lobe. The number and angular
position of the lobes depends on the number of elements N and the frequency f. Their
amplitude is related to the amplitude and phase of the excitation coefficients. For uniform
excitation the amplitude of the first side lobe is approximately 21% of the main lobe,
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Figure 4.2 Array factor of an eight element array with 5 cm element spacing for three different
frequencies.

i.e. approximately —13.2 dB. It can be lowered if, for example, a triangle or cosine taper
is applied over the array aperture. For further information, see [24, 173].

Large electrical distances between the elements lead to the so-called grating lobes.
Contrary to the side lobes, their amplitude is equal to that of the main lobe and their direc-
tion changes with frequency, distance between the elements, and excitation coefficients.
In general, they introduce a negative effect in the radiation pattern, since unintended
parts of space are illuminated with power density equal to that of the main lobe. In
special applications, the grating lobes might be used for intended illumination of an
additional space or signal reception from several directions simultaneously.

The resulting pattern produced by the array Caray(f, ) is the product of an array
factor A F(f, w) and the radiation pattern of the single element, called the element factor

EF(f, y) (cf. (4.2)):
Carmay(fs ) = AF(f, ) - EF ([, p). “4.2)

An example of a resulting radiation pattern for an array consisting of N = 8 elements
spaced at d = 5 cm at frequency f = 11 GHz, is shown in Fig. 4.3. The top figure
shows an array factor and the middle figure a directive element factor. Assuming that all
elements have identical radiation patterns and the same orientation, and do not influence
each other, the resulting radiation pattern is shown in the bottom figure. Note that the
side and grating lobes are suppressed by the element factor. To try to keep the grating
lobes away from the main lobe, the distance between the elements in the array should
be kept small. This is of special importance for a UWB array, where in many cases a
grating lobe-free operation over a large bandwidth is desired.
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Figure 4.3 Example of resulting radiation pattern of an eight element array with 5 cm element
spacing at frequency f = 11 GHz.
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Figure 4.4 Array factor AF in the frequency domain of an array consisting of four isotropic
elements spaced 4 cm apart. ©2009 IEEE; reprinted with permission from [6].

The array factor for an ultra broadband frequency range from 3 to 11 GHz for four
elements spaced by d = 4 cm is shown in Fig. 4.4. The previously described dependen-
cies are also valid in this case: frequency-independent main beam direction, decreasing
beamwidth with increasing frequency, and side lobes with their number and position
according to frequency. The grating lobes start to emerge at approximately 6 GHz
and reach their full amplitude at approximately 8 GHz. This frequency corresponds to
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the electrical distance between the elements of exactly 1y. Above this frequency, the
grating lobes split and their position becomes closer to the main lobe with increasing
frequency. For higher frequencies (not shown in the figure) or greater distances between
the elements, additional pairs of grating lobes appear.

Note that the array factor is symmetrical to the x-axis (cf. Fig. 4.1), i.e. symmetrical
to = 90° or y = 270° in Fig. 4.4. This is an obvious consequence of the symmetrical
arrangement of the array elements. In order to eliminate the second main lobe (back
lobe), a single element with a directive radiation pattern must be selected.

Array factor in the time domain

The previously described model considers the radiation pattern only in the frequency
domain. As concluded in the previous chapters, for the sufficient description of a pulse-
based system, the time domain quantities are more convenient. To model an array
behavior with the impulse response, an array factor af'(¢, y) in the time domain is used.
The af (¢, v) can be calculated by an application of the inverse Fourier transformation
of the complex array factor in the frequency domain 4 F(f, v). An example of af (¢, w)
for the same configuration as in Fig. 4.4 (isotropic elements at distance d = 4 cm) is
shown in Fig. 4.5. The assumption in the model is the same as before, i.e. the element
factors are equal, they possess the same orientation, and do not influence each other.

The four elements interfere constructively in exactly two directions: y = 90° and
w = 270°. These directions correspond to the main beam directions in the frequency
domain and the relative delay of the superposed pulses is 0 ns. The signal contributions
from the single radiators are clearly resolved in directions other than the main beam
directions. The number of traces is equal to the number of elements in the array. The
angular delay variation of the single trace is correlated with the sine function. This is a
direct result of the distance change, i.e. the path delay between the respective element
and the observation point at a constant distance from the origin of the coordinate system
in Fig. 4.1. The maximum delay is different for each pair of symmetrical elements,
and is directly proportional to the distance between the elements and the origin of the
coordinate system:

U
o

max At = — 2, (4.3)

where d is the distance between the array elements, » is the respective index of array
elements, and ¢ is the speed of light. In the formula it is assumed that the array is placed
symmetrically at the origin of the coordinate system.

The amplitudes of the single traces are constant over an angle . The ratio between
the maximum of a f (¢, ) (at = 90° or yy = 270°) to the amplitude of the single trace
is equal to the total number of array elements N. It is assumed, similarly to the case of
AF(f, y), that the difference in signal attenuation (due to different distances between
the array elements and the observation point P) can be neglected. The mathematical
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Figure 4.5 Array factor af(f, ) in the time domain of an array consisting of four isotropic
elements spaced 4 cm apart. ©2012 IEEE; reprinted with permission from [13].

model describing the array factor in the time domain af(¢, ) is as follows:

1 N
af(t,y)= N > ay(t) - 0t + ta(y) +n - 1e) (4.4)
n=1

where J represents a Dirac pulse, a,(¢) an amplitude excitation coefficient, 7,(y) =
max Az - cos () is the delay of the radiated pulse in the specified direction y depending
on the position of an array element, and z, is an intentionally applied delay difference
between the array elements for the purpose of beam shifting (in Fig. 4.5, 7, = 0 ps). The
case of beam shifting (z, # 0 ps) is discussed in the following sections.

The resulting radiation pattern of an array in the time domain is a convolution of
the impulse response of the single array element 4(¢, y) with the array factor af (¢, y).
Similarly to the array factor in the frequency domain 4 F(f, w), the back lobe can be
suppressed by a directive characteristic of the single radiator.

In the frequency domain, grating lobes arise in the array factor A F(f, y) at increasing
electrical distance between the array elements. The grating lobes possess the same
amplitude as the main beam and their direction is frequency-dependent. If the array
factor in the time domain af'(¢, w) is considered, grating lobes do not appear to be
created. In the direction other than the main beam, the pulses resulting from single array
elements are spread over the time. The maximum pulse spread occurs for the directions
0° or 180° (cf. (4.3)), i.e. in the direction of the array extension. Similarly to grating
lobes, the amplitude of the spread pulses can be suppressed by the radiation pattern
(element factor) of the array elements.

Shift of the beam

By applying a constant offset in the phase excitation between neighboring array elements,
the main beam direction of an array can be shifted at just one single frequency. In the
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Figure 4.6 Principles of beam shifting.

case of narrowband systems, the phase shift ¢y might be realized by simple phase shifters,
which are designed to provide a constant phase shift, independent of the frequency
[24, 173] (see Fig. 4.6(a)). In a UWB array this method could lead to a frequency
dependency in the beam shift. In order to overcome this problem a true time delay
(TTD) beamforming network is applied (cf. Fig. 4.6(b)). TTD delivers, in contradiction
to the standard phase shifters, a constant delay offset 7, of the signal between the
neighboring array elements (cf. (4.4)). This leads to a linearly increasing phase shift
0o(f) over the frequency for a single element (cf. (4.1)):

Po(f) = e - f - 3607, (4.5)

where 7, is the signal delay offset between the neighboring elements, f is frequency and
@o(f) is expressed in degrees.

The relationship between the direction of the main beam ,,;, and the signal delay
offset 7, is

Wb = arccos (COC.ITE) . (4.6)

Note that the main beam direction depends solely on the delay offset 7, in relation to the
distance between the elements d.

There are several possibilities for the practical realization of true time delay beam-
forming networks. The simplest solution is an application of switched microstrip lines
with different lengths for each array element [25]. A more sophisticated solution are
Finite Impulse Response (FIR) filters [114]. FIR filters offer the additional possibility of
flexible adjustments to the excitation signal amplitude, but suffer from high complexity.
Another method of TTD beamforming is the application of Rotman lenses [85]. This
method offers rather low flexibility with the design and, in most cases, suffers from low
efficiency. However, depending on the technology in which the lens is implemented,
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Figure 4.7 Array factor AF'(fy) in the frequency domain of an array consisting of four isotropic
elements spaced 4 cm apart; delay between the elements 7, = 70 ps.

it might offer a high power capability — which is especially interesting for military or
security applications.

Frequency domain

The array factor in the frequency domain AF(f, y) for a TTD shifted beam is shown
in Fig. 4.7. The array consists of four elements with spacing of 4 cm. The implemented
delay offset between the elements is 7, = 70 ps. The main beam has been shifted from
the direction of 90° to approximately 58°. The back lobe has been shifted from —90°
to approximately —58°, while the direction of the main and back lobes is constant
over the frequency. This implies minimum pulse distortion caused by the array in this
particular direction. Note that the side and grating lobes are, in the case of beam
scanning, unsymmetrical w.r.t. the main beams. For larger scan angles, the grating lobes
may move towards the original direction of the main beam (i.e. before scan). This might
be critical for particular applications, since the grating lobes are no longer suppressed
by the radiation pattern of the single array element.

Time domain

The corresponding array factor in the time domain af (¢, w) is presented in Fig. 4.8.
The radiation is coherent for only two directions +58°, which conform with the main
beam directions of A F( f, y) in Fig. 4.7. For all other directions, the signals originating
from the single array elements are resolvable. Similarly to the grating lobes, these traces
are unsymmetrical w.r.t. the directions of coherent radiation. The local maximum signal
spread over time is for the angles 0° and 180°, similar to the no-scan case in Fig. 4.5.
However in the case of scanning, the local maxima of a pulse spread have different
values. The shortening or lengthening of the maximum spread is proportional to the
implemented delay offset z,.
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Figure 4.8 Array factor af (¢, ) in the time domain of an array consisting of four isotropic
elements spaced 4 cm apart; delay between the elements 7, = 70 ps.

Radiation characteristics of a real UNB array

In this section, examples of the resulting radiation patterns in the frequency and time
domains are given for an array. It is assumed that the array consists of N = 4 directive,
dual-polarized differentially fed 4-ellipse antenna elements — see the photograph in
Fig. 3.29(a) and radiation pattern in the frequency domain (Fig. 3.30(a)) and in the time
domain (Fig. 3.30(b)). The main beam direction of the single antenna is in the direction
of the positive y-axis, and the elements are distributed along the x-axis as shown in
Fig. 4.1. The distance between the elements is d = 4 cm, which is the minimum possible
value due to the transversal dimension of the single antenna element. The array is fed
by a 4-way (6 dB) power divider, which is connected with the radiators via cables. The
losses in the feeding network are taken into account by means of the measured transfer
function, which includes all losses and signal distortions.

Frequency domain

The model also includes all losses of the radiator, which are included in the measured
radiation pattern (in both time and frequency domains). The elements are assumed as
ideally decoupled and identical. With these assumptions and boundary conditions, the
resulting complex transfer function of the array H,, (f, v) is calculated as:

Har(fs w) = Han( S, y) - AF(f, @) - Hpeea(f) 4.7

where H,,,(f, v) is the complex transfer function of the single array element, A F(f, y)
is the complex array factor, and Hy.q( f) is the complex transfer function of the feeding
network.

The resulting gain of the array G, (f, w), which is calculated from H,.(f, v), is
shown in Fig. 4.9(a) for 7z, = 0 ps and in Fig. 4.9(b) for 7z, = 70 ps. In the case of no
scan, the back lobe is significantly suppressed by the directive radiation pattern of the
array elements. The amplitudes of the grating lobes are also suppressed. They make
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Figure 49 Gain G,.(f, v) in the frequency domain of an array consisting of four elements spaced
4 cm apart. The complete antenna from Fig. 3.29(a) is used as an element. (a) ©2009 IEEE;
reprinted with permission from [6]; (b) ©2012 IEEE; reprinted with permission from [13].

a significant contribution to the gain pattern above approximately 7 GHz, where the
radiation pattern of the single element is not directive enough to provide a suppression
in the relevant angular region. Note that the maximum gain is approximately 10 dBi.
According to the theory, its increase should be exactly 6 dB for N = 4. This would result
in the maximum gain of the array in the region of 11 dBi, which is then reduced by
losses in the feeding network which are included in the model. It can be concluded that
by the application of an array, the beamwidth can be significantly reduced compared to
the pattern of the single elements in Fig. 3.30(a).

In the case of beam scanning, the main lobe is clearly present at approximately 58°.
Its main beam direction is constant, as expected from the theory. Its amplitude is slightly
reduced in comparison to the case of no scan, which is a result of the influence of the
element factor (in (4.7), included in H,,( f, v)). The back lobe direction is, in this case,
also significantly suppressed, however the grating lobes are fully within the illuminated
area of the single radiator and hence cannot be avoided. This introduces a significant

limitation if the array is to be used for narrowband signals distributed over a large
bandwidth.

Time domain
The resulting impulse response of the array A, (¢, ) is a convolution of the impulse
response of the respective array components and is calculated as follows:

har(t, W) = han(t, W) xaf(t, ) * hpea(t) . (4.8)

hane(t, w) 1s the impulse response of the single array element, af (¢, w) is the array
factor in the time domain and /4.,(?) is the impulse response of the feeding network.
The impulse responses for the same scanning conditions are shown in Figs. 4.10(a)
and 4.10(b), respectively. The impulse response is significantly delayed in both cases,
and the maximum is approximately 3.5 ns. The major contributions to the cumulative
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Figure 4.10 Impulse response |4(z, )| in the time domain of an array consisting of four
elements spaced 4 cm apart. The complete antenna from Fig. 3.29(a) is used as an element.
(a) ©2009 IEEE; reprinted with permission from [6]; (b) ©2012 IEEE; reprinted with
permission from [13].

delay are: (i) the delay of the single elements (cf. Fig. 3.30(b)); and (ii) the delay
caused by the feeding network (power divider and 50 cm long cables). There is exactly
one direction of coherent radiation, which is compliant with the position of the main
beam in the frequency domain characteristics. The second direction of the coherent
radiation, which is observed in af (¢, w), is suppressed by the impulse response of the
array element. Apart from these directions, the contributions from single array elements
are resolved. According to theoretical calculations, the maximum spread of the pulse is
reduced by the radiation characteristic of the single radiator.

Conclusion

In the design of a UWB antenna array, the spacing between array elements should be kept
as small as possible. In many cases the minimum distance is determined by the maximum
dimension of the single radiator. This often has to be 0.51¢ at the lowest frequency in
order to satisfy the radiation conditions. Such a distance leads to grating lobes at higher
frequencies, which are hard to suppress by the element factor. At this point we need
to distinguish between the usage of narrowband signals (which are switched over large
bandwidths) and pulse operation. In the case of narrowband signals, the generation of
grating lobes at high central frequencies might be crucial. In the pulse operation (i.e.
instantaneous broadband), grating lobes do not get generated at all. The large distance
between the elements merely causes a larger spread of the pulse outside of the main
beam, which is less critical than concentrated grating lobes.

UWB amplitude monopulse arrays

Monopulse antenna arrays are able to work in at least two radiation modes. The aim
of implementation of the different modes is to create a dependency between the trans-
mitted (or received) power and the angle of radiation (or reception). A look-up table is
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beams. The arrows denote if the beam’s phase is shifted by 180°.

generated by measuring the radiation pattern of the antenna. The look-up table delivers
an unambiguous dependency between the power ratios in different modi and the angle
for a particular angular region. By comparing the processed target echoes received in
multi-mode operation with the look-up table, a precise angular position of the target
can be determined [156]. The information for the determination of the target direction
might be contained in the phase (phase monopulse technique), the amplitude (amplitude
monopulse technique), or both (hybrid monopulse technique). To determine the target
angular position in a two-dimensional plane, one sum (X) and one differential (A) mode
are usually sufficient. The heart of such a system is the feeding network/coupler, which
separates the sum and differential signals, i.e. it produces a sum and a differential beam.
The monopulse technique requires a priori no bandwidth and can generally be applied
in monofrequency systems. However in order to achieve a higher range resolution, the
bandwidth of the signal must be increased. A combination of the monopulse technique
and UWB delivers the unique possibility of simple direction estimation of the radar
target with simultaneous superior range resolution. This performance is achieved with a
single radar echo and very little processing. In low resolution radars, simple 180° hybrid
couplers, like rat-race couplers, are sufficient as feeding networks. For UWB, some spe-
cial monopulse frequency-independent feeding networks and broadband antennas have
to be combined.

As mentioned before, the core component of a monopulse system is the feeding
network. In this case a UWB 180° hybrid coupler has to be integrated. Such couplers
possess two input and two output ports. In the receive case, the two input ports are
connected to the respective radiators. The two output ports are named the sum (X) and
the differential (A) ports. In the ideal case, both ports are completely decoupled from
each other. The key functionality of the coupler is the addition of the in-phase and the
out-of-phase signals received through the radiators as shown in Fig. 4.11. In the case
of signal reception at the X-port, both input signals are summed up coherently. This
results in a £-beam, which represents the most typical case, as described in the previous
section. During signal reception at the A-port, the sign