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PREFACE

Antennas and antenna systems are the eyes and ears of wireless communication systems,
which have experienced an unprecedented rapid expansion. Part of this advancement has
been attributed to contributions of antenna technology. These wireless systems, no matter
how simple or complex, cannot operate efficiently unless they utilize transmitting and
receiving elements/antennas to efficiently radiate and receive the waves that carry the
information. This is analogous to humans whose daily schedule and contributions are
largely controlled by the efficiency of their eyes and ears.

The future of the communication systems is even more challenging, and their efficacy
will depend on what we, as antenna engineers and scientists, can invent and contribute.
In fact, some of the future services and performances of wireless communication may
be dependant on and limited by antenna designs which will require our imagination and
vision to push the outer limits of the laws of physics. For example, handheld mobile units,
which in 2008 numbered nearly 1 billion subscribers, are ubiquitous from the smallest
rural village to the largest urban city and provide numerous services, such as voice, video,
email, news, weather, stock quotes, GPS, TV, satellite, wireless LAN, Bluetooth, WiFi,
WiMax, Radio Frequency ID (RFID), and so on. In the very near future, the number
of services will expand and the number of units will increase at an almost exponential
rate as everyone, from the youngest to the oldest around the world, will possess one. To
integrate all these services into a single unit, and to provide them reliably and efficiently,
we must develop broadband antenna designs to accommodate these demands, while at the
same time provide esthetic visualization of the devices. Using single antenna elements
for each of these services will not “cut the mustard.” Therefore we are faced with unique
challenges, and we must respond.

To meet the demands of this rapidly evolving technology, the Modern Antenna Hand-
book provides leadership towards these challenges, as seen by some of our visionary
contributors. The handbook covers a wide range of topics, from the fundamental param-
eters of antennas to antennas for mobile wireless communications and medical applica-
tions. The information is practical in nature and is intended to be useful to practicing
engineers and scientists, researchers, educators, consultants and students. There are a
plethora of antenna elements and all could not be covered with some depth in a book
with space constraints. Also, many antenna elements and designs are seen to be static
and have been covered in other publications. We opted to include some of the classic
antenna topics, to make the handbook self contained, and to focus more on contempo-
rary topics and modern technologies, including wireless communication, materials and
structures, techniques and computational methods relating to antennas. The 33 included
chapters are all new, contemporary, provide breadth and depth, and are detailed. The
chapters have been authored by 68 leading international experts who have contributed to
the unprecedented advancement of antenna technology, and include coverage of current
and future antenna-related vision.

xi



xii PREFACE

Computational methods, which have been instrumental in the rapid evolutionary
advancement of the modeling, simulation, animation, and visualization of antenna design,
are an integral part of this handbook. In the past few years, Computational Electromag-
netic Methods (CEM) have basically served as the working “slide rule” of the 1950s and
1960s. There is hardly any modern and efficient antenna design whose operation has not
been influenced, modeled, simulated, and optimized using one or more computational
methods. We expect that CEM will play an even bigger role in the future.

In addition to antenna topics, the handbook also covers modern and contemporary tech-
nologies such as metamaterials, micro-electromechanical systems (MEMS), frequency
selective surfaces (FSS), radar cross section (RCS) and their applications to antennas.

The handbook is basically subdivided into six main themes.

PART I : FUNDAMENTAL PARAMETERS AND DEFINITIONS OF ANTENNAS

This part introduces the fundamental parameters and definitions of antennas. It is probably
one of the most important chapters because it prepares the reader for the understanding
of the various topics and parameters that are used throughout the handbook.

PART II : ANTENNA ELEMENTS

Some of the most basic and classic antenna configurations, from the wire-type to low-
profile and apertures, such as monopoles, dipoles, loops, microstrips, apertures, reflectors,
frequency independent, leaky-wave, reconfigurable, wideband, traveling, small, and frac-
tal elements are included in this second part.

PART III: ARRAYS AND SYNTHESIS METHODS

Arrays are probably the most versatile antenna designs with a wide range of applications
from ground-based to space-borne. Three chapters have been devoted to this theme,
including smart antennas and adaptive arrays which we expect to play a key role in
the advancement of the wireless communication technology. Some unique and intriguing
designs of arrays for wideband operation are part of this section. Synthesis methods,
although classic, will always be part of any antenna technology advancement.

PART IV: STRUCTURES AND TECHNIQUES RELATED TO ANTENNAS

Advanced materials and structures, such as metamaterials and artificial magnetic con-
ductors, are modern technologies which already have been contributing factors to the
evolution of antennas. In addition, MEMS, FSS, and RCS are contemporary devices and
designs which are now integral parts of antenna technology. Measurement techniques,
both conventional and near-to-far field, are also included.
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PART V: ANTENNA APPLICATIONS

The applications emphasized in this theme are more toward wireless communications,
including mobile units, base stations, multiple-input multiple-output (MIMO) techniques,
and medical and biomedical applications. These will play a pivotal role in the advance-
ment of wireless communication system efficiency, in terms of increasing capacity and
range.

PART VI: METHODS OF ANALYSIS, MODELING AND SIMULATION

Five chapters are devoted to advanced numerical/computational methods targeted primar-
ily for the analysis, modeling, simulation, design, animation and visualization of antennas.
These methods have been an integral part of modern antenna technology, and include
Integral Equations/Method of Moments, Finite-Difference Time-Domain (FDTD), Finite
Element Method (FEM), Genetic Algorithms (GA) and Neural Networks.

There are many people that have contributed to the completion of this publication,
and I would like to extend my sincere appreciation for their interest, contributions,
cooperation, and support. First of all, I would like to thank the 68 authors, all of national
and international acclaim, who volunteered to contribute to this handbook. The contents
reflect their present and future vision of antenna technology. The interest and support
from Wiley-Interscience was very critical from the genesis to the final production of this
handbook. I would like to acknowledge the vision, dedication for excellence, and support
provided within Wiley-Interscience by George Telecki (Editor) and the assistance from
Rachel Witmer, Melissa Valentine, and the expert production led by Lisa Morano Van
Horn.

Last, but not list, I would like to thank my family, Helen, Renie and Stephanie, for their
patience, support, and encouragement over the years for all my challenging undertakings,
including this one.

Constantine A. Balanis

Tempe, Arizona,
May 2008
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CHAPTER 1

Fundamental Parameters and Definitions
for Antennas

CONSTANTINE A. BALANIS

1.1 INTRODUCTION

To describe the performance of an antenna, definitions of various parameters are neces-
sary. Some of the parameters are interrelated and not all of them need be specified for
complete description of the antenna performance. Parameter definitions are given in this
chapter. Many of those in quotation marks are from the IEEE Standard Definitions of
Terms for Antennas (IEEE Std 145-1983).† This is a revision of the IEEE Std 145-1973.
A more detailed discussion can be found in Ref. 1.

1.2 RADIATION PATTERN

An antenna radiation pattern or antenna pattern is defined as “a mathematical function
or a graphical representation of the radiation properties of the antenna as a function
of space coordinates. In most cases, the radiation pattern is determined in the far-field
region and is represented as a function of the directional coordinates. Radiation proper-
ties include power flux density, radiation intensity, field strength, directivity, phase, or
polarization.” The radiation property of most concern is the two- or three-dimensional
spatial distribution of radiated energy as a function of the observer’s position along a
path or surface of constant radius. A convenient set of coordinates is shown in Figure 1.1.
A trace of the received electric (magnetic) field at a constant radius is called the ampli-
tude field pattern . On the other hand, a graph of the spatial variation of the power density
along a constant radius is called an amplitude power pattern .

Often the field and power patterns are normalized with respect to their maximum
value, yielding normalized field and power patterns . Also, the power pattern is usually
plotted on a logarithmic scale or more commonly in decibels (dB). This scale is usually
desirable because a logarithmic scale can accentuate in more detail those parts of the

†IEEE Transactions on Antennas and Propagation, Vol. AP-17, No. 3, May 1969; Vol. AP-22, No. 1, January
1974; and Vol. AP-31, No. 6, Part II, November 1983.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.

3



4 FUNDAMENTAL PARAMETERS AND DEFINITIONS FOR ANTENNAS

(Er, Hr)

(Ef, Hf)

(Eq, Hq)

Figure 1.1 Coordinate system for antenna analysis.

pattern that have very low values, which later we refer to as minor lobes. For an antenna,
(1) the field pattern in (linear scale) typically represents a plot of the magnitude of the
electric or magnetic field as a function of the angular space; (2) the power pattern in
(linear scale) typically represents a plot of the square of the magnitude of the electric
or magnetic field as a function of the angular space; and (3) the power pattern in (dB )
represents the magnitude of the electric or magnetic field, in decibels, as a function of
the angular space.

To demonstrate this, the two-dimensional normalized field pattern (plotted in linear
scale), power pattern (plotted in linear scale), and power pattern (plotted on a logarithmic
dB scale) of a 10-element linear antenna array of isotropic sources, with a spacing of
d = 0.25λ between the elements, are shown in Figure 1.2. In this and subsequent patterns,
the plus (+) and minus (−) signs in the lobes indicate the relative polarization of the
amplitude between the various lobes, which changes (alternates) as the nulls are crossed .
To find the points where the pattern achieves its half-power (−3 dB points), relative to
the maximum value of the pattern, you set the value of (1) the field pattern at 0.707
value of its maximum, as shown in Figure 1.2a; (2) the power pattern (in a linear scale)
at its 0.5 value of its maximum, as shown in Figure 1.2b; and (3) the power pattern (in
dB) at −3 dB value of its maximum, as shown in Figure 1.2c. All three patterns yield the
same angular separation between the two half-power points, 38.64◦, on their respective
patterns, referred to as HPBW and illustrated in Figure 1.2. This is discussed in detail
in Section 1.5.

In practice, the three-dimensional pattern is measured and recorded in a series of
two-dimensional patterns. However, for most practical applications, a few plots of the
pattern as a function of θ for some particular values of φ, plus a few plots as a function
of φ for some particular values of θ , give most of the useful and needed information.
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(a) Field pattern (in linear scale) (b) Power pattern (in linear scale)

(c) Power pattern (in dB)
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Figure 1.2 Two-dimensional normalized field pattern (linear scale), power pattern (linear scale),
and power pattern (in dB) of a 10-element linear array with a spacing of d = 0.25λ.



6 FUNDAMENTAL PARAMETERS AND DEFINITIONS FOR ANTENNAS

1.2.1 Radiation Pattern Lobes

Various parts of a radiation pattern are referred to as lobes , which may be subclassified
into major or main, minor, side, and back lobes.

A radiation lobe is a “portion of the radiation pattern bounded by regions of relatively
weak radiation intensity.” Figure 1.3a demonstrates a symmetrical three-dimensional
polar pattern with a number of radiation lobes. Some are of greater radiation intensity
than others, but all are classified as lobes. Figure 1.3b illustrates a linear two-dimensional
pattern (one plane of Figure 1.3a) where the same pattern characteristics are indicated.

MATLAB-based computer programs, designated as polar and spherical , have been
developed and are included in the CD of [1]. These programs can be used to plot the
two-dimensional patterns, both polar and semipolar (in linear and dB scales), in polar
form and spherical three-dimensional patterns (in linear and dB scales). A description

+ +

− −
− −+ +

+ +

−

−−
−

−
+ +

+

Figure 1.3 (a) Radiation lobes and beamwidths of an antenna pattern. (b) Linear plot of power
pattern and its associated lobes and beamwidths.
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of these programs is found in the CD attached to Ref. 1. Other programs that have been
developed for plotting rectangular and polar plots are those of Refs. 1–5.

A major lobe (also called main beam) is defined as “the radiation lobe containing the
direction of maximum radiation.” In Figure 1.3 the major lobe is pointing in the θ = 0
direction. In some antennas, such as split-beam antennas, there may exist more than one
major lobe. A minor lobe is any lobe except a major lobe. In Figures 1.3a and 1.3b all
the lobes with the exception of the major can be classified as minor lobes. A side lobe
is “a radiation lobe in any direction other than the intended lobe.” (Usually a side lobe
is adjacent to the main lobe and occupies the hemisphere in the direction of the main
beam.) A back lobe is “a radiation lobe whose axis makes an angle of approximately
180◦ with respect to the beam of an antenna.” Usually it refers to a minor lobe that
occupies the hemisphere in a direction opposite to that of the major (main) lobe.

Minor lobes usually represent radiation in undesired directions, and they should be
minimized. Side lobes are normally the largest of the minor lobes. The level of minor
lobes is usually expressed as a ratio of the power density in the lobe in question to
that of the major lobe. This ratio is often termed the side lobe ratio or side lobe level.
Side lobe levels of −20 dB or smaller are usually not desirable in many applications.
Attainment of a side lobe level smaller than −30 dB usually requires very careful design
and construction. In most radar systems, low side lobe ratios are very important to
minimize false target indications through the side lobes.

A normalized three-dimensional far-field amplitude pattern, plotted on a linear scale,
of a 10-element linear antenna array of isotropic sources with a spacing of d = 0.25λ
and progressive phase shift β =−0.6π between the elements is shown in Figure 1.4. It

z

x

y

q

Êr

Êf

Êq

f

Figure 1.4 Normalized three-dimensional amplitude field pattern (in linear scale) of a 10-element
linear array antenna with a uniform spacing of d = 0.25λ and progressive phase shift β =−0.6π
between the elements.
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is evident that this pattern has one major lobe, five minor lobes, and one back lobe. The
level of the side lobe is about −9 dB relative to the maximum. A detailed presentation of
arrays is found in Chapter 6 of Ref. 1. For an amplitude pattern of an antenna, there would
be, in general, three electric-field components (E r , E θ , Eφ) at each observation point
on the surface of a sphere of constant radius r = rc , as shown in Figure 1.1. In the far
field, the radial E r component for all antennas is zero or, vanishingly small compared
to either one, or both, of the other two components (see Section 3.6 of Chapter 3 of
Ref. 1). Some antennas, depending on their geometry and also observation distance,
may have only one, two, or all three components. In general, the magnitude of the total
electric field would be |E| = √|Er |2 + |Eθ |2 + |Eφ |2. The radial distance in Figure 1.4,
and similar ones, represents the magnitude of |E|.

1.2.2 Isotropic, Directional, and Omnidirectional Patterns

An isotropic radiator is defined as “a hypothetical lossless antenna having equal radiation
in all directions.” Although it is ideal and not physically realizable, it is often taken
as a reference for expressing the directive properties of actual antennas. A directional
antenna is one “having the property of radiating or receiving electromagnetic waves
more effectively in some directions than in others. This term is usually applied to an
antenna whose maximum directivity is significantly greater than that of a half-wave
dipole.” Examples of antennas with directional radiation patterns are shown in Figures 1.5
and 1.6. It is seen that the pattern in Figure 1.6 is nondirectional in the azimuth plane
(f (φ), θ =π /2) and directional in the elevation plane (g(θ ), φ= constant). This type of a
pattern is designated as omnidirectional , and it is defined as one “having an essentially
nondirectional pattern in a given plane (in this case in azimuth) and a directional pattern
in any orthogonal plane (in this case in elevation).” An omnidirectional pattern is then
a special type of a directional pattern.

1.2.3 Principal Patterns

For a linearly polarized antenna, performance is often described in terms of its principal
E - and H -plane patterns. The E-plane is defined as “the plane containing the electric-field
vector and the direction of maximum radiation,” and the H-plane as “the plane containing
the magnetic-field vector and the direction of maximum radiation.” Although it is very
difficult to illustrate the principal patterns without considering a specific example, it is
the usual practice to orient most antennas so that at least one of the principal plane
patterns coincides with one of the geometrical principal planes. An illustration is shown
in Figure 1.5. For this example, the x-z plane (elevation plane; φ= 0) is the principal
E -plane and the x-y plane (azimuthal plane; θ =π /2) is the principal H -plane. Other
coordinate orientations can be selected.

The omnidirectional pattern of Figure 1.6 has an infinite number of principal E -planes
(elevation planes; φ=φc) and one principal H -plane (azimuthal plane; θ = 90◦).

1.2.4 Field Regions

The space surrounding an antenna is usually subdivided into three regions: (1) reactive
near-field , (2) radiating near-field (Fresnel ), and (3) far-field (Fraunhofer) regions as
shown in Figure 1.7. These regions are so designated to identify the field structure in
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Figure 1.5 Principal E - and H -plane patterns for a pyramidal horn antenna.

Radiation
pattern

Antenna z

x

r

H

E

q

f
y

H

E

Figure 1.6 Omnidirectional antenna pattern.
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Far-field (Fraunhofer)
region

Radiating near-field (Fresnel) region

Reactive
 near-field region

D
R1

R2

R1 = 0.62 √D3/l

R2 = 2D2/l

Figure 1.7 Field regions of an antenna.

each. Although no abrupt changes in the field configurations are noted as the boundaries
are crossed, there are distinct differences among them. The boundaries separating these
regions are not unique, although various criteria have been established and are commonly
used to identify the regions.

Reactive near-field region is defined as “that portion of the near-field region imme-
diately surrounding the antenna wherein the reactive field predominates.” For most
antennas, the outer boundary of this region is commonly taken to exist at a distance
R < 0.62

√
D3/λ from the antenna surface, where λ is the wavelength and D is the

largest dimension of the antenna. “For a very short dipole, or equivalent radiator, the
outer boundary is commonly taken to exist at a distance λ/2π from the antenna surface.”

Radiating near-field (Fresnel) region is defined as “that region of the field of an
antenna between the reactive near-field region and the far-field region wherein radia-
tion fields predominate and wherein the angular field distribution is dependent upon the
distance from the antenna. If the antenna has a maximum dimension that is not large
compared to the wavelength, this region may not exist. For an antenna focused at infin-
ity, the radiating near-field region is sometimes referred to as the Fresnel region on the
basis of analogy to optical terminology. If the antenna has a maximum overall dimension
which is very small compared to the wavelength, this field region may not exist.” The
inner boundary is taken to be the distance R ≥ 0.62

√
D3/λ and the outer boundary the

distance R < 2D2/λ, where D is the largest† dimension of the antenna. This criterion is
based on a maximum phase error of π /8. In this region the field pattern is, in general, a
function of the radial distance and the radial field component may be appreciable.

Far-field (Fraunhofer) region is defined as “that region of the field of an antenna
where the angular field distribution is essentially independent of the distance from the

†To be valid, D must also be large compared to the wavelength (D >λ).
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Reactive
Near-field

Radiating
Near-field

Far-Field

Fraunhofer

D

Field
Distribution
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Figure 1.8 Typical changes of antenna amplitude pattern shape from reactive near field toward
the far field. (From: Y. Rahmat-Samii, L. I. Williams, and R. G. Yoccarino, The UCLA bi-polar
planar-near-field antenna measurement and diagnostics range, IEEE Antennas Propag. Mag .,
Vol. 37, No. 6, December 1995. Copyright © 1995 IEEE.)

antenna. If the antenna has a maximum† overall dimension D , the far-field region is
commonly taken to exist at distances greater than 2D2/λ from the antenna, λ being the
wavelength. The far-field patterns of certain antennas, such as multibeam reflector anten-
nas, are sensitive to variations in phase over their apertures. For these antennas 2D2/λ
may be inadequate. In physical media, if the antenna has a maximum overall dimen-
sion, D , which is large compared to π /|γ |, the far-field region can be taken to begin
approximately at a distance equal to |γ |D2/π from the antenna, γ being the propaga-
tion constant in the medium. For an antenna focused at infinity, the far-field region is
sometimes referred to as the Fraunhofer region on the basis of analogy to optical termi-
nology.” In this region, the field components are essentially transverse and the angular
distribution is independent of the radial distance where the measurements are made.
The inner boundary is taken to be the radial distance R= 2D2/λ and the outer one at
infinity.

The amplitude pattern of an antenna, as the observation distance is varied from the
reactive near field to the far field, changes in shape because of variations of the fields,
both magnitude and phase. A typical progression of the shape of an antenna, with the
largest dimension D , is shown in Figure 1.8. It is apparent that in the reactive near-field
region the pattern is more spread out and nearly uniform, with slight variations. As the
observation is moved to the radiating near-field region (Fresnel), the pattern begins to
smooth and form lobes. In the far-field region (Fraunhofer), the pattern is well formed,
usually consisting of few minor lobes and one, or more, major lobes.

†To be valid, D must also be large compared to the wavelength (D >λ).
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+
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Figure 1.9 Calculated radiation patterns of a paraboloid antenna for different distances from the
antenna. (From Ref. 6.)

To illustrate the pattern variation as a function of radial distance beyond the minimum
2D2/λ far-field distance, in Figure 1.9 we have included three patterns of a parabolic
reflector calculated at distances of R= 2D2/λ, 4D2/λ, and infinity [6]. It is observed
that the patterns are almost identical, except for some differences in the pattern structure
around the first null and at a level below 25 dB. Because infinite distances are not
realizable in practice, the most commonly used criterion for minimum distance of far-field
observations is 2D2/λ.

1.2.5 Radian and Steradian

The measure of a plane angle is a radian. One radian is defined as the plane angle with
its vertex at the center of a circle of radius r that is subtended by an arc whose length is
the radius r . A graphical illustration is shown in Figure 1.10a. Since the circumference
of a circle of radius r is C = 2πr , there are 2π rads (2πr /r) in a full circle.

The measure of a solid angle is a steradian. One steradian is defined as the solid
angle with its vertex at the center of a sphere of radius r that is subtended by a spherical
surface area equal to that of a square with each side of length r . A graphical illustration
is shown in Figure 1.10b. Since the area of a sphere of radius r is A= 4πr2, there are
4π sr (4πr2/r2) in a closed sphere.
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Figure 1.10 Geometrical arrangements for defining a radian and a steradian.

The infinitesimal area dA on the surface of a sphere of radius r , shown in Figure 1.1,
is given by

dA = r2 sin θ dθ dφ (m2) (1.1)

Therefore the element of solid angle d� of a sphere can be written

d� = dA

r2
= sin θ dθ dφ (sr) (1.2)

1.3 RADIATION POWER DENSITY

Electromagnetic waves are used to transport information through a wireless medium or
a guiding structure, from one point to the other. It is then natural to assume that power
and energy are associated with electromagnetic fields. The quantity used to describe
the power associated with an electromagnetic wave is the instantaneous Poynting vector
defined as

W = E ×H (1.3)
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where

W = instantaneous Poynting vector (W/m2)

E = instantaneous electric-field intensity (V/m)

H = instantaneous magnetic-field intensity (A/m)

Note that script letters are used to denote instantaneous fields and quantities, while roman
letters are used to represent their complex counterparts.

Since the Poynting vector is a power density, the total power crossing a closed surface
can be obtained by integrating the normal component of the Poynting vector over the
entire surface. In equation form

P =
∫∫
©
s

W · ds =
∫∫
©
s

W · n̂ da (1.4)

where

P = instantaneous total power (W)

n̂ = unit vector normal to the surface

da = infinitesimal area of the closed surface (m2)

The time-average Poynting vector (average power density) can be written

Wav(x, y, z) = [W (x, y, z; t)]av = 1

2
Re(E×H∗) (W/m2) (1.5)

The 1
2 factor appears in Eq. (1.5) because the E and H fields represent peak values, and

it should be omitted for RMS values. Based on the definition of Eq. (1.5), the average
power radiated by an antenna (radiated power) can be written

Prad =Pav =
∫∫
©
s

Wrad · ds =
∫∫
©
s

Wav · n̂ da

= 1

2

∫∫
©
s

Re(E×H∗) · ds
(1.6)

1.4 RADIATION INTENSITY

Radiation intensity in a given direction is defined as “the power radiated from an antenna
per unit solid angle.” The radiation intensity is a far-field parameter, and it can be obtained
by simply multiplying the radiation density by the square of the distance. In mathematical
form it is expressed as

U = r2Wrad (1.7)
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where

U = radiation intensity (W/unit solid angle)

W rad = radiation density (W/m2)

The radiation intensity is also related to the far-zone electric field of an antenna, referring
to Figure 1.4, by

U(θ, φ) = r2

2η
|E(r, θ, φ)|2 � r2

2η
[|Eθ(r, θ, φ)|2 + |Eφ(r, θ, φ)|2] (1.7a)

� 1

2η
[|E0

θ (θ, φ)|2 + |E0
φ(θ, φ)|2]

where

E(r, θ, φ) = far-zone electric-field intensity of the antenna=E0(θ, φ) e
−jkr

r

E θ , Eφ = far-zone electric-field components of the antenna

η = intrinsic impedance of the medium

The radical electric-field component (E r ) is assumed, if present, to be small in the far
zone. Thus the power pattern is also a measure of the radiation intensity.

The total power is obtained by integrating the radiation intensity, as given by Eq. (1.7),
over the entire solid angle of 4π . Thus

Prad =
∫∫
©
�

U d� =
∫ 2π

0

∫ π

0
U sin θ dθ dφ (1.8)

where d�= element of solid angle= sin θ dθ dφ.

1.5 BEAMWIDTH

Associated with the pattern of an antenna is a parameter designated as beamwidth . The
beamwidth of a pattern is defined as the angular separation between two identical points
on opposite sides of the pattern maximum. In an antenna pattern, there are a number
of beamwidths. One of the most widely used beamwidths is the half-power beamwidth
(HPBW ), which is defined by IEEE as: “In a plane containing the direction of the
maximum of a beam, the angle between the two directions in which the radiation intensity
is one-half value of the beam.” This is demonstrated in Figure 1.2. Another important
beamwidth is the angular separation between the first nulls of the pattern, and it is referred
to as the first-null beamwidth (FNBW ). Both the HPBW and FNBW are demonstrated
for the pattern in Figure 1.11. Other beamwidths are those where the pattern is −10 dB
from the maximum, or any other value. However, in practice, the term beamwidth , with
no other identification, usually refers to the HPBW .

The beamwidth of an antenna is a very important figure-of-merit and often is used as
a trade-off between it and the side lobe level; that is, as the beamwidth decreases, the
side lobe increases and vice versa. In addition, the beamwidth of the antenna is also used
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Figure 1.11 Three- and two-dimensional power patterns (in linear scale) of U (θ )= cos2(θ )
cos2(3θ ).

to describe the resolution capabilities of the antenna to distinguish between two adjacent
radiating sources or radar targets. The most common resolution criterion states that the
resolution capability of an antenna to distinguish between two sources is equal to half
the first-null beamwidth (FNBW/2), which is usually used to approximate the half-power
beamwidth (HPBW) [7, 8]. That is, two sources separated by angular distances equal
to or greater than FNBW/2≈HPBW of an antenna with a uniform distribution can be
resolved. If the separation is smaller, then the antenna will tend to smooth the angular
separation distance.

1.6 DIRECTIVITY

In the 1983 version of the IEEE Standard Definitions of Terms for Antennas , there was a
substantive change in the definition of directivity , compared to the definition of the 1973
version. Basically the term directivity in the 1983 version has been used to replace the
term directive gain of the 1973 version. In the 1983 version the term directive gain has
been deprecated. According to the authors of the 1983 standards, “this change brings this
standard in line with common usage among antenna engineers and with other interna-
tional standards, notably those of the International Electrotechnical Commission (IEC).”
Therefore directivity of an antenna is defined as “the ratio of the radiation intensity in a
given direction from the antenna to the radiation intensity averaged over all directions.
The average radiation intensity is equal to the total power radiated by the antenna divided
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by 4π . If the direction is not specified, the direction of maximum radiation intensity is
implied.” Stated more simply, the directivity of a nonisotropic source is equal to the
ratio of its radiation intensity in a given direction over that of an isotropic source. In
mathematical form, it can be written

D = U

U0
= 4πU

Prad
(1.9)

If the direction is not specified, it implies the direction of maximum radiation intensity
(maximum directivity) expressed as

Dmax = D0 = U |max

U0
= Umax

U0
= 4πUmax

Prad
(1.9a)

where

D = directivity (dimensionless)

D0 = maximum directivity (dimensionless)

U = radiation intensity (W/unit solid angle)

U max = maximum radiation intensity (W/unit solid angle)

U 0 = radiation intensity of isotropic source (W/unit solid angle)

P rad = total radiated power (W)

For an isotropic source, it is very obvious from Eq. (1.9) or (1.9a) that the directivity is
unity since U , U max, and U 0 are all equal to each other.

For antennas with orthogonal polarization components, we define the partial directivity
of an antenna for a given polarization in a given direction as “that part of the radiation
intensity corresponding to a given polarization divided by the total radiation intensity
averaged over all directions.” With this definition for the partial directivity, then in
a given direction “the total directivity is the sum of the partial directivities for any
two orthogonal polarizations.” For a spherical coordinate system, the total maximum
directivity D0 for the orthogonal θ and φ components of an antenna can be written

D0 = Dθ +Dφ (1.10)

while the partial directivities D θ and Dφ are expressed as

Dθ = 4πUθ

(Prad)θ + (Prad)φ
(1.10a)

Dφ = 4πUφ

(Prad)θ + (Prad)φ
(1.10b)

where

U θ = radiation intensity in a given direction contained in θ field component

U φ = radiation intensity in a given direction contained in φ field component

(P rad)θ = radiated power in all directions contained in θ field component

(P rad)φ = radiated power in all directions contained in φ field component
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The directivity of an isotropic source is unity since its power is radiated equally well
in all directions. For all other sources, the maximum directivity will always be greater
than unity, and it is a relative “figure-of-merit” that gives an indication of the directional
properties of the antenna as compared with those of an isotropic source. In equation form,
this is indicated in Eq. (1.9a). The directivity can be smaller than unity; in fact it can be
equal to zero. The values of directivity will be equal to or greater than zero and equal to
or less than the maximum directivity (0≤D ≤D0).

A more general expression for the directivity can be developed to include sources
with radiation patterns that may be functions of both spherical coordinate angles θ and
φ. The radiation intensity of an antenna can be written

U = B0F(θ, φ) � 1

2η
[|E0

θ (θ, φ)|2 + |E0
φ(θ, φ)|2] (1.11)

where B0 is a constant, and E0
θ and E0

φ are the antenna’s far-zone electric-field compo-
nents. The maximum value of Eq. (1.11) is given by

Umax = B0F(θ, φ)|max = B0Fmax(θ, φ) (1.11a)

The maximum directivity can be written

D0 = 4π(∫ 2π
0

∫ π

0 F(θ, φ) sin θ dθ dφ
)/

F(θ, φ)|max

= 4π

�A

(1.12)

where �A is the beam solid angle, and it is given by

�A = 1

F(θ, φ)|max

∫ 2π

0

∫ π

0
F(θ, φ) sin θ dθ dφ =

∫ 2π

0

∫ π

0
Fn(θ, φ) sin θ dθ dφ

(1.12a)

Fn(θ, φ) = F(θ, φ)

F (θ, φ)|max
(1.12b)

Dividing by F (θ ,φ)|max merely normalizes the radiation intensity F (θ ,φ), and it makes
its maximum value unity.

The beam solid angle �A is defined as the solid angle through which all the power of
the antenna would flow if its radiation intensity is constant (and equal to the maximum
value of U) for all angles within �A.

1.6.1 Directional Patterns

Instead of using the exact expression of Eq. (1.12) to compute the directivity, it is often
convenient to derive simpler expressions, even if they are approximate, to compute the
directivity. These can also be used for design purposes. For antennas with one narrow
major lobe and very negligible minor lobes, the beam solid angle is approximately equal
to the product of the half-power beamwidths in two perpendicular planes [7] shown in
Figure 1.12(a). For a rotationally symmetric pattern, the half-power beamwidths in any
two perpendicular planes are the same, as illustrated in Figure 1.12(b).
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Figure 1.12 Beam solid angles for nonsymmetrical and symmetrical radiation patterns.

With this approximation, Eq. (1.12) can be approximated by

D0 = 4π

�A

� 4π


1r
2r
(1.13)

The beam solid angle �A has been approximated by

�A � 
1r
2r (1.13a)

where


1r = half-power beamwidth in one plane (rad)


2r = half-power beamwidth in a plane at a right angle to the other (rad)

If the beamwidths are known in degrees, Eq. (1.13) can be written

D0 � 4π(180/π)2


1d
2d
= 41, 253


1d
2d
(1.14)

where


1d = half-power beamwidth in one plane (degrees)


2d = half-power beamwidth in a plane at a right angle to the other (degrees)

For planar arrays, a better approximation to Eq. (1.14) is [9]

D0 � 32,400

�A(degrees)2
= 32,400


1d
2d
(1.14a)
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The validity of Eqs. (1.13) and (1.14) is based on a pattern that has only one major
lobe and any minor lobes, if present, should be of very low intensity. For a pattern with
two identical major lobes, the value of the maximum directivity using Eq. (1.13) or (1.14)
will be twice its actual value. For patterns with significant minor lobes, the values of
maximum directivity obtained using Eq. (1.13) or (1.14), which neglect any minor lobes,
will usually be too high.

Many times it is desirable to express the directivity in decibels (dB) instead of
dimensionless quantities. The expressions for converting the dimensionless quantities
of directivity and maximum directivity to decibels (dB) are

D(dB) = 10 log10[D(dimensionless)] (1.15a)

D0(dB) = 10 log10[D0(dimensionless)] (1.15b)

It has also been proposed [10] that the maximum directivity of an antenna can also
be obtained approximately by using the formula

1

D0
= 1

2

(
1

D1
+ 1

D2

)
(1.16)

where

D1 � 1(
1

2 ln 2

∫ 
1r /2
0 sin θdθ

) � 16 ln 2


2
1r

(1.16a)

D2 � 1(
1

2 ln 2

∫ 
2r /2
0 sin θdθ

) � 16 ln 2


2
2r

(1.16b)


1r and 
2r are the half-power beamwidths (in radians) of the E and H planes, respec-
tively. Formula (1.16) will be referred to as the arithmetic mean of the maximum
directivity. Using Eqs. (1.16a) and (1.16b) we can write Eq. (1.16) as

1

D0
� 1

2 ln 2

(

2

1r

16
+ 
2

2r

16

)
= 
2

1r +
2
2r

32 ln 2
(1.17)

or

D0 � 32 ln 2


2
1r +
2

2r

= 22.181


2
1r +
2

2r

(1.17a)

D0 � 22.181(180/π)2


2
1d +
2

2d

= 72,815


2
1d +
2

2d

(1.17b)

where 
1d and 
2d are the half-power beamwidths in degrees.
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1.6.2 Omnidirectional Patterns

Some antennas (such as dipoles, loops, and broadside arrays) exhibit omnidirectional
patterns, as illustrated by the three-dimensional patterns in Figure 1.13. Approximate
directivity formulas have been derived [11, 12] for antennas with omnidirectional patterns
similar to the ones shown in Figure 1.13. The approximate directivity formula for an
omnidirectional pattern as a function of the pattern half-power beamwidth (in degrees),
which is reported by McDonald in [11], was derived based on the array factor of a
broadside collinear array, and it is given by

D0 � 101

HPBW (degrees)− 0.0027[HPBW (degrees)]2
(1.18a)

However, that reported by Pozar [12] is given by

D0 � −172.4+ 191
√

0.818+ 1/HPBW (degrees) (1.18b)

(a) With minor lobes

(b) Without minor lobes

Figure 1.13 Omnidirectional patterns with and without minor lobes.
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1.7 NUMERICAL TECHNIQUES

For most practical antennas, their radiation patterns are so complex that closed-form
mathematical expressions are not available. Even in those cases where expressions are
available, their form is so complex that integration to find the radiated power, required to
compute the maximum directivity, cannot be performed. Instead of using the approximate
expressions of Kraus, Tai and Pereira, McDonald, or Pozar, alternate and more accurate
techniques may be desirable. With the high speed computer systems now available, the
answer may be to apply numerical methods.

Let us assume that the radiation intensity of a given antenna is given by

U = B0 F(θ, φ) (1.19)

where B0 is a constant. The directivity for such a system is given, in general, by

D0 = 4πUmax

Prad
(1.20)

where

Prad = B0

∫ 2π

0

(∫ π

0
F(θ, φ) sin θ dθ

)
dφ (1.20a)

For N uniform divisions over the π interval of θ and M uniform divisions over the 2π
interval of φ, the digital form of the radiated power (Eq. (1.20a)) can be written as

Prad = B0

( π
N

)(2π

M

) M∑
j=1

(
N∑
i=1

F(θi, φj ) sin θi

)
(1.21)

where θ i and φj represent the discrete values of θ and φ.
A MATLAB and FORTRAN computer program called Directivity has been

developed to compute the maximum directivity of any antenna whose radiation intensity
is U =F (θ ,φ) based on the formulation of Eq. (1.21). The intensity function F does not
have to be a function of both θ and φ. The program is included in the CD attached to
[1]. It contains a subroutine for which the intensity factor U =F (θ ,φ) for the required
application must be specified by the user. As an illustration, the antenna intensity
U = sin θ sin2 φ has been inserted in the subroutine. In addition, the upper and lower
limits of θ and φ must be specified for each application of the same pattern.

1.8 ANTENNA EFFICIENCY

Associated with an antenna are a number of efficiencies that can be defined using
Figure 1.14. The total antenna efficiency e0 is used to take into account losses at the
input terminals and within the structure of the antenna. Such losses may be due, referring
to Figure 1.14(b), to (1) reflections because of the mismatch between the transmission
line and the antenna and (2) I 2R losses (conduction and dielectric).
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Figure 1.14 Reference terminals and losses of an antenna.

In general, the overall efficiency can be written

e0 = ereced (1.22)

where

e0 = total efficiency (dimensionless)

er = reflection (mismatch) efficiency= (1− |�|2) (dimensionless)

ec = conduction efficiency (dimensionless)

ed = dielectric efficiency (dimensionless)

� = voltage reflection coefficient at the input terminals of the antenna
[�= (Z in − Z 0)/(Z in + Z 0) where Z in = antenna input impedance and
Z 0 = characteristic impedance of the transmission line]

VSWR = voltage standing wave ratio= (1+ |�|)/(1− |�|)

Usually ec and ed are very difficult to compute, but they can be determined experimen-
tally. Even by measurements they cannot be separated, and it is usually more convenient
to write Eq. (1.22) as

e0 = erecd = ecd (1− |�|2) (1.23)

where ecd = eced = antenna radiation efficiency, which is used to relate the gain and
directivity.

1.9 GAIN

Another useful measure describing the performance of an antenna is the gain . Although
the gain of the antenna is closely related to the directivity, it is a measure that takes into
account the efficiency of the antenna as well as its directional capabilities.
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Gain of an antenna (in a given direction) is defined as “the ratio of the intensity, in
a given direction, to the radiation intensity that would be obtained if the power accepted
by the antenna were radiated isotropically. The radiation intensity corresponding to the
isotropically radiated power is equal to the power accepted (input) by the antenna divided
by 4π .”

In most cases we deal with relative gain , which is defined as “the ratio of the power
gain in a given direction to the power gain of a reference antenna in its referenced
direction.” The power input must be the same for both antennas. The reference antenna
is usually a dipole, horn, or any other antenna whose gain can be calculated or it is
known. In most cases, however, the reference antenna is a lossless isotropic source.
Thus

G = 4πU(θ, φ)

Pin(lossless isotropic source)
(dimensionless) (1.24)

When the direction is not stated, the power gain is usually taken in the direction of
maximum radiation .

Referring to Figure 1.14(a), we can write that the total radiated power (P rad) is related
to the total input power (P in) by

Prad = ecdPin (1.25)

where ecd is the antenna radiation efficiency (dimensionless), which is defined in
Eqs. (1.22) and (1.23). According to the IEEE Standards, “gain does not include losses
arising from impedance mismatches (reflection losses) and polarization mismatches
(losses).”

Here we define two gains: one, referred to as gain (G), and the other, referred to as
absolute gain (Gabs), that also takes into account the reflection/mismatch losses repre-
sented in both Eqs. (1.22) and (1.23).

Using Eq. (1.25) reduces Eq. (1.24) to

G(θ, φ) = ecd

(
4π

U(θ, φ)

Prad

)
(1.26)

which is related to the directivity of Eq. (1.9) by

G(θ, φ) = ecdD(θ, φ) (1.27)

In a similar manner, the maximum value of the gain is related to the maximum directivity
of Eq. (1.9a) and (1.12) by

G0 = G(θ, φ)|max = ecdD(θ, φ)|max = ecdD0 (1.27a)

While Eq. (1.25) does take into account the losses of the antenna element itself,
it does not take into account the losses when the antenna element is connected to a
transmission line, as shown in Figure 1.14. These connection losses are usually referred
to as reflections (mismatch) losses , and they are taken into account by introducing a
reflection (mismatch) efficiency er , which is related to the reflection coefficient as shown
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in Eq. (1.23) or er = (1− |�|2). Thus we can introduce an absolute gain Gabs that takes
into account the reflection/mismatch losses (due to the connection of the antenna element
to the transmission line), and it can be written

Gabs(θ, φ)= erG(θ, φ) = (1− |�|2)G(θ, φ)

= erecdD(θ, φ) = eoD(θ, φ)
(1.28)

where eo is the overall efficiency as defined in Eqs. (1.22) and (1.23). Similarly, the
maximum absolute gain G0abs of Eq. (1.28) is related to the maximum directivity
D0 by

G0abs =Gabs(θ, φ)|max = erG(θ, φ)|max = (1− |�|2)G(θ, φ)|max

= erecdD(θ, φ)|max = eoD(θ, φ)|max = eoD0
(1.28a)

If the antenna is matched to the transmission line, that is, the antenna input impedance
Z in is equal to the characteristic impedance Z 0 of the line (|�| = 0), then the two gains
are equal (Gabs =G).

As was done with the directivity, we can define the partial gain of an antenna for
a given polarization in a given direction as “that part of the radiation intensity corre-
sponding to a given polarization divided by the total radiation intensity that would be
obtained if the power accepted by the antenna were radiated isotropically.” With this
definition for the partial gain, then, in a given direction, “the total gain is the sum of the
partial gains for any two orthogonal polarizations.” For a spherical coordinate system,
the total maximum gain G0 for the orthogonal θ and φ components of an antenna can
be written, in a similar form as was the maximum directivity in Eqs. (1.10), (1.10a) and
(1.10b), as

G0 = Gθ +Gφ (1.29)

while the partial gains Gθ and Gφ are expressed as

Gθ = 4πUθ

Pin
(1.29a)

Gφ = 4πUφ

Pin
(1.29b)

where

U θ = radiation intensity in a given direction contained in E θ field component

U φ = radiation intensity in a given direction contained in Eφ field component

P in = total input (accepted) power

For many practical antennas an approximate formula for the gain, corresponding to
Eq. (1.14) or (1.14a) for the directivity, is

G0 � 30,000


1d
2d
(1.30)
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In practice, whenever the term “gain” is used, it usually refers to the maximum gain
as defined by Eq. (1.27a) or (1.28a).

Usually the gain is given in terms of decibels instead of the dimensionless quantity
of Eq. (1.27a). The conversion formula is given by

G0(dB) = 10 log10[ecdD0 (dimensionless)] (1.31)

1.10 BEAM EFFICIENCY

Another parameter that is frequently used to judge the quality of transmitting and receiv-
ing antennas is the beam efficiency . For an antenna with its major lobe directed along
the z -axis (θ = 0), as shown in Figure 1.1, the beam efficiency (BE) is defined by

BE = power transmitted (received) within cone angle θ1

power transmitted (received) by the antenna
(dimensionless) (1.32)

where θ1 is the half-angle of the cone within which the percentage of the total power is
to be found. Equation (1.32) can be written

BE =

∫ 2π

0

∫ θ1

0
U(θ, φ) sin θ dθ dφ∫ 2π

0

∫ π

0
U(θ, φ) sin θ dθ dφ

(1.33)

If θ1 is chosen as the angle where the first null or minimum occurs (see Figure 1.1), then
the beam efficiency will indicate the amount of power in the major lobe compared to the
total power. A very high beam efficiency (between the nulls or minimums), usually in
the high 90s, is necessary for antennas used in radiometry, astronomy, radar, and other
applications where received signals through the minor lobes must be minimized.

1.11 BANDWIDTH

The bandwidth of an antenna is defined as “the range of frequencies within which the
performance of the antenna, with respect to some characteristic, conforms to a specified
standard.” The bandwidth can be considered to be the range of frequencies, on either
side of a center frequency (usually the resonance frequency for a dipole), where the
antenna characteristics (such as input impedance, pattern, beamwidth, polarization, side
lobe level, gain, beam direction, radiation efficiency) are within an acceptable value of
those at the center frequency. For broadband antennas, the bandwidth is usually expressed
as the ratio of the upper-to-lower frequencies of acceptable operation. For example, a
10:1 bandwidth indicates that the upper frequency is 10 times greater than the lower.
For narrowband antennas, the bandwidth is expressed as a percentage of the frequency
difference (upper minus lower) over the center frequency of the bandwidth. For example,
a 5% bandwidth indicates that the frequency difference of acceptable operation is 5% of
the center frequency of the bandwidth.
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Because the characteristics (input impedance, pattern, gain, polarization, etc.) of an
antenna do not necessarily vary in the same manner or are not even critically affected by
the frequency, there is no unique characterization of the bandwidth. The specifications
are set in each case to meet the needs of the particular application. Usually there is a
distinction made between pattern and input impedance variations. Accordingly pattern
bandwidth and impedance bandwidth are used to emphasize this distinction. Associated
with pattern bandwidth are gain, side lobe level, beamwidth, polarization, and beam direc-
tion while input impedance and radiation efficiency are related to impedance bandwidth.
For example, the pattern of a linear dipole with overall length less than a half-wavelength
(l <λ/2) is insensitive to frequency. The limiting factor for this antenna is its impedance,
and its bandwidth can be formulated in terms of the Q . The Q of antennas or arrays
with dimensions large compared to the wavelength, excluding superdirective designs, is
near unity. Therefore the bandwidth is usually formulated in terms of beamwidth, side
lobe level, and pattern characteristics. For intermediate length antennas, the bandwidth
may be limited by either pattern or impedance variations, depending on the particular
application. For these antennas, a 2:1 bandwidth indicates a good design. For others,
large bandwidths are needed. Antennas with very large bandwidths (like 40:1 or greater)
have been designed in recent years. These are known as frequency-independent antennas.

The above discussion presumes that the coupling networks (transformers, baluns, etc.)
and/or the dimensions of the antenna are not altered in any manner as the frequency
is changed. It is possible to increase the acceptable frequency range of a narrowband
antenna if proper adjustments can be made on the critical dimensions of the antenna
and/or on the coupling networks as the frequency is changed. Although not an easy or
possible task in general, there are applications where this can be accomplished. The most
common examples are the antenna of a car radio and the “rabbit ears” of a television.
Both usually have adjustable lengths that can be used to tune the antenna for better
reception.

1.12 POLARIZATION

Polarization of an antenna in a given direction is defined as “the polarization of the
wave transmitted (radiated) by the antenna. Note: When the direction is not stated, the
polarization is taken to be the polarization in the direction of maximum gain.” In practice,
polarization of the radiated energy varies with the direction from the center of the antenna,
so that different parts of the pattern may have different polarizations.

Polarization of a radiated wave is defined as “that property of an electromagnetic
wave describing the time-varying direction and relative magnitude of the electric-field
vector; specifically, the figure traced as a function of time by the extremity of the vector
at a fixed location in space, and the sense in which it is traced, as observed along the
direction of propagation .” Polarization then is the curve traced by the end point of the
arrow (vector) representing the instantaneous electric field. The field must be observed
along the direction of propagation. A typical trace as a function of time is shown in
Figure 1.15.

The polarization of a wave can be defined in terms of a wave radiated (transmitted)
or received by an antenna in a given direction. The polarization of a wave radiated by
an antenna in a specified direction at a point in the far field is defined as “the polarization
of the (locally) plane wave which is used to represent the radiated wave at that point. At
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Figure 1.15 Rotation of a plane electromagnetic wave and its polarization ellipse at z = 0 as a
function of time.

any point in the far field of an antenna the radiated wave can be represented by a plane
wave whose electric-field strength is the same as that of the wave and whose direction of
propagation is in the radial direction from the antenna. As the radial distance approaches
infinity, the radius of curvature of the radiated wave’s phase front also approaches infinity
and thus in any specified direction the wave appears locally as a plane wave.” This is
a far-field characteristic of waves radiated by all practical antennas. The polarization of
a wave received by an antenna is defined as the “polarization of a plane wave, incident
from a given direction and having a given power flux density, which results in maximum
available power at the antenna terminals.”
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Polarization may be classified as linear , circular , or elliptical . If the vector that
describes the electric field at a point in space as a function of time is always directed
along a line, the field is said to be linearly polarized. In general, however, the figure that
the electric field traces is an ellipse, and the field is said to be elliptically polarized. Linear
and circular polarizations are special cases of elliptical, and they can be obtained when the
ellipse becomes a straight line or a circle, respectively. The figure of the electric field is
traced in a clockwise (CW) or counterclockwise (CCW) sense. Clockwise rotation of the
electric-field vector is also designated as right-hand polarization and counterclockwise
as left-hand polarization .

In general, the polarization characteristics of an antenna can be represented by its
polarization pattern whose one definition is “the spatial distribution of the polarizations
of a field vector excited (radiated) by an antenna taken over its radiation sphere. When
describing the polarizations over the radiation sphere, or portion of it, reference lines shall
be specified over the sphere, in order to measure the tilt angles (see tilt angle) of the
polarization ellipses and the direction of polarization for linear polarizations. An obvious
choice, though by no means the only one, is a family of lines tangent at each point on
the sphere to either the θ or φ coordinate line associated with a spherical coordinate
system of the radiation sphere. At each point on the radiation sphere the polarization
is usually resolved into a pair of orthogonal polarizations, the co-polarization and cross
polarization . To accomplish this, the co-polarization must be specified at each point on the
radiation sphere. . . . Co-polarization represents the polarization the antenna is intended
to radiate (receive) while Cross polarization represents the polarization orthogonal to a
specified polarization which is usually the co-polarization.

“For certain linearly polarized antennas, it is common practice to define the co-
polarization in the following manner: First specify the orientation of the co-polar electric-
field vector at a pole of the radiation sphere. Then, for all other directions of interest
(points on the radiation sphere), require that the angle that the co-polar electric-field vec-
tor makes with each great circle line through the pole remain constant over that circle,
the angle being that at the pole.

“In practice, the axis of the antenna’s main beam should be directed along the polar
axis of the radiation sphere. The antenna is then appropriately oriented about this axis
to align the direction of its polarization with that of the defined co-polarization at the
pole. . . .This manner of defining co-polarization can be extended to the case of elliptical
polarization by defining the constant angles using the major axes of the polarization
ellipses rather than the co-polar electric-field vector. The sense of polarization (rotation)
must also be specified.”

The polarization of the wave radiated by the antenna can also be represented on
the Poincaré sphere [13–16]. Each point on the Poincaré sphere represents a unique
polarization. The north pole represents left circular polarization, the south pole represents
right circular, and points along the equator represent linear polarization of different
tilt angles. All other points on the Poincaré sphere represent elliptical polarization. For
details, see Figure 17.24 of Chapter 17 [1].

1.12.1 Linear, Circular, and Elliptical Polarizations

We summarize the discussion on polarization by stating the general characteristics and
the necessary and sufficient conditions that the wave must have in order to possess linear,
circular , or elliptical polarization.
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Linear Polarization A time-harmonic wave is linearly polarized at a given point in
space if the electric-field (or magnetic-field) vector at that point is always oriented along
the same straight line at every instant of time. This is accomplished if the field vector
(electric or magnetic) possesses the following:

1. Only one component, or

2. Two orthogonal linear components that are in time phase or 180◦ (or multiples of
180◦) out-of-phase.

Circular Polarization A time-harmonic wave is circularly polarized at a given point in
space if the electric (or magnetic) field vector at that point traces a circle as a function
of time.

The necessary and sufficient conditions to accomplish this are if the field vector
(electric or magnetic) possesses all of the following:

1. The field must have two orthogonal linear components, and

2. The two components must have the same magnitude, and

3. The two components must have a time-phase difference of odd multiples of 90◦.

The sense of rotation is always determined by rotating the phase-leading component
toward the phase-lagging component and observing the field rotation as the wave is
viewed as it travels away from the observer. If the rotation is clockwise, the wave is
right-hand (or clockwise) circularly polarized; if the rotation is counterclockwise, the wave
is left-hand (or counterclockwise) circularly polarized. The rotation of the phase-leading
component toward the phase-lagging component should be done along the angular sepa-
ration between the two components that is less than 180◦. Phases equal to or greater than
0◦ and less than 180◦ should be considered leading whereas those equal to or greater
than 180◦ and less than 360◦ should be considered lagging .

Elliptical Polarization A time-harmonic wave is elliptically polarized if the tip of the
field vector (electric or magnetic) traces an elliptical locus in space. At various instants
of time the field vector changes continuously with time in such a manner as to describe an
elliptical locus. It is right-hand (clockwise) elliptically polarized if the field vector rotates
clockwise, and it is left-hand (counterclockwise) elliptically polarized if the field vector of
the ellipse rotates counterclockwise [13]. The sense of rotation is determined using the
same rules as for the circular polarization. In addition to the sense of rotation, elliptically
polarized waves are also specified by their axial ratio whose magnitude is the ratio of
the major to the minor axis.

A wave is elliptically polarized if it is not linearly or circularly polarized. Although
linear and circular polarizations are special cases of elliptical, usually in practice elliptical
polarization refers to other than linear or circular. The necessary and sufficient conditions
to accomplish this are if the field vector (electric or magnetic) possesses all of the
following:

1. The field must have two orthogonal linear components, and

2. The two components can be of the same or different magnitude.
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3. (a) If the two components are not of the same magnitude, the time-phase difference
between the two components must not be 0◦ or multiples of 180◦ (because it will
then be linear). (b) If the two components are of the same magnitude, the time-phase
difference between the two components must not be odd multiples of 90◦ (because
it will then be circular).

If the wave is elliptically polarized with two components not of the same magnitude
but with odd multiples of 90◦ time-phase difference, the polarization ellipse will not be
tilted but it will be aligned with the principal axes of the field components. The major
axis of the ellipse will align with the axis of the field component that is the larger of the
two, while the minor axis of the ellipse will align with the axis of the field component
that is the smaller of the two.

For elliptical polarization of a wave traveling along the negative z axis, the curve
traced at a given z position as a function of time is, in general, a tilted ellipse, as shown
in Figure 1.15(b). The ratio of the major axis to the minor axis is referred to as the axial
ratio (AR), and it is equal to

AR = major axis

minor axis
= OA

OB
, 1 ≤ AR ≤ ∞ (1.34)

where

OA = [ 1
2 {E2

xo + E2
yo + [E4

xo + E4
yo + 2E2

xoE
2
yo cos(2�φ)]1/2}]1/2

(1.34a)

OB = [ 1
2 {E2

xo + E2
yo − [E4

xo + E4
yo + 2E2

xoE
2
yo cos(2�φ)]1/2}]1/2

(1.34b)

where E xo and E yo represent, respectively, the maximum magnitudes of the two electric
field components while �φ is the time-phase difference between them. The tilt of the
ellipse, relative to the y axis , is represented by the angle τ given by

τ = π

2
− 1

2
tan−1

[
2ExoEyo

E2
xo − E2

yo

cos(�φ)

]
(1.35)

When the ellipse is aligned with the principal axes [τ = nπ /2, n = 0, 1, 2, . . .], the
major (minor) axis is equal to E xo (E yo ) or E yo(E xo ) and the axial ratio is equal to
E xo /E yo or E yo /E xo .

1.12.2 Polarization Loss Factor and Efficiency

In general, the polarization of the receiving antenna will not be the same as the polariza-
tion of the incoming (incident) wave. This is commonly stated as “polarization mismatch.”
The amount of power extracted by the antenna from the incoming signal will not be max-
imum because of the polarization loss. Assuming that the electric field of the incoming
wave can be written

Ei = ρ̂wEi (1.36)

where ρ̂w is the unit vector of the wave, and the polarization of the electric field of the
receiving antenna can be expressed as

Ea = ρ̂aEa (1.37)
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Figure 1.16 Polarization unit vectors of incident wave (ρ̂w) and antenna (ρ̂a), and polarization
loss factor (PLF).

where ρ̂a is its unit vector (polarization vector), the polarization loss can be taken into
account by introducing a polarization loss factor (PLF). It is defined, based on the
polarization of the antenna in its transmitting mode, as

PLF = |ρ̂w · ρ̂a|2 = | cosψp|2 (dimensionless) (1.38)

where ψp is the angle between the two unit vectors. The relative alignment of the polar-
ization of the incoming wave and of the antenna is shown in Figure 1.16. If the antenna
is polarization matched, its PLF will be unity and the antenna will extract maximum
power from the incoming wave.

Another figure of merit that is used to describe the polarization characteristics of a
wave and that of an antenna is the polarization efficiency (polarization mismatch or loss
factor), which is defined as “the ratio of the power received by an antenna from a given
plane wave of arbitrary polarization to the power that would be received by the same
antenna from a plane wave of the same power flux density and direction of propagation,
whose state of polarization has been adjusted for a maximum received power.” This is
similar to the PLF and it is expressed as

pe = |�e · Einc|2
|�e|2|Einc|2 (1.39)

where

�e = vector effective length of the antenna

Einc = incident electric field

The vector effective length �e of the antenna has not yet been defined, and it is
introduced in Section 1.15. It is a vector that describes the polarization characteristics of
the antenna. Both the PLF and pe lead to the same answers.

The conjugate (*) is not used in Eq. (1.38) or (1.39) so that a right-hand circularly
polarized incident wave (when viewed in its direction of propagation) is matched to a
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right-hand circularly polarized receiving antenna (when its polarization is determined in
the transmitting mode). Similarly, a left-hand circularly polarized wave will be matched
to a left-hand circularly polarized antenna.

Based on the definitions of the wave transmitted and received by an antenna, the
polarization of an antenna in the receiving mode is related to that in the transmitting
mode as follows:

1. “In the same plane of polarization, the polarization ellipses have the same axial
ratio, the same sense of polarization (rotation) and the same spatial orientation.

2. “Since their senses of polarization and spatial orientation are specified by viewing
their polarization ellipses in the respective directions in which they are propagating,
one should note that:

(a) Although their senses of polarization are the same, they would appear to be
opposite if both waves were viewed in the same direction.

(b) Their tilt angles are such that they are the negative of one another with respect
to a common reference.”

Since the polarization of an antenna will almost always be defined in its transmitting
mode, according to the IEEE Std 145-1983, “the receiving polarization may be used to
specify the polarization characteristic of a nonreciprocal antenna which may transmit and
receive arbitrarily different polarizations.”

The polarization loss must always be taken into account in the link calculations design
of a communication system because in some cases it may be a very critical factor. Link
calculations of communication systems for outer space explorations are very stringent
because of limitations in spacecraft weight. In such cases, power is a limiting consider-
ation. The design must properly take into account all loss factors to ensure a successful
operation of the system.

An antenna that is elliptically polarized is that composed of two crossed dipoles, as
shown in Figure 1.17. The two crossed dipoles provide the two orthogonal field compo-
nents that are not necessarily of the same field intensity toward all observation angles.
If the two dipoles are identical, the field intensity of each along zenith (perpendicular to
the plane of the two dipoles) would be of the same intensity. Also, if the two dipoles
were fed with a 90◦ time-phase difference (phase quadrature), the polarization along
zenith would be circular and elliptical toward other directions. One way to obtain the
90◦ time-phase difference �φ between the two orthogonal field components, radiated
respectively by the two dipoles, is by feeding one of the two dipoles with a transmission
line that is λ/4 longer or shorter than that of the other (�φ= k��= (2π /λ)(λ/4)=π /2).
One of the lengths (longer or shorter) will provide right-hand (CW) rotation while the
other will provide left-hand (CCW) rotation.

1.13 INPUT IMPEDANCE

Input impedance is defined as “the impedance presented by an antenna at its terminals
or the ratio of the voltage to current at a pair of terminals or the ratio of the appropriate
components of the electric to magnetic fields at a point.” In this section we are primarily
interested in the input impedance at a pair of terminals that are the input terminals of
the antenna. In Figure 1.18a these terminals are designated as a –b. The ratio of the
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Figure 1.17 Geometry of elliptically polarized cross-dipole antenna.

voltage to current at these terminals, with no load attached, defines the impedance of the
antenna as

ZA = RA + jXA (1.40)

where

Z A = antenna impedance at terminals a –b (ohms)

RA = antenna resistance at terminals a –b (ohms)

X A = antenna reactance at terminals a –b (ohms)

In general, the resistive part of Eq. (1.40) consists of two components; that is,

RA = Rr + RL (1.41)

where

Rr = radiation resistance of the antenna

RL = loss resistance of the antenna

The radiation resistance is used to represent the power delivered to the antenna for
radiation.

If we assume that the antenna is attached to a generator with internal impedance

Zg = Rg + jXg (1.42)

where

Rg = resistance of generator impedance (ohms)

X g = reactance of generator impedance (ohms)
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Figure 1.18 Transmitting antenna and its equivalent circuits.

and the antenna is used in the transmitting mode, we can represent the antenna and
generator by an equivalent circuit† shown in Figure 1.18b.

The maximum power delivered to the antenna occurs when we have conjugate match-
ing; that is, when

Rr + RL = Rg (1.43a)

XA = −Xg (1.43b)

Under conjugate matching, of the power that is provided by the generator, half is dissi-
pated as heat in the internal resistance (Rg ) of the generator and the other half is delivered

†This circuit can be used to represent small and simple antennas. It cannot be used for antennas with lossy
dielectric or antennas over lossy ground because their loss resistance cannot be represented in series with the
radiation resistance.
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to the antenna. This only happens when we have conjugate matching . Of the power that
is delivered to the antenna, part is radiated through the mechanism provided by the radi-
ation resistance and the other is dissipated as heat, which influences part of the overall
efficiency of the antenna. If the antenna is lossless and matched to the transmission line
(eo = 1), then half of the total power supplied by the generator is radiated by the antenna
during conjugate matching, and the other half is dissipated as heat in the generator. Thus
to radiate half of the available power through Rr you must dissipate the other half as heat
in the generator through Rg . These two powers are, respectively, analogous to the power
transferred to the load and the power scattered by the antenna in the receiving mode. In
Figure 1.18 it is assumed that the generator is directly connected to the antenna. If there
is a transmission line between the two, which is usually the case, then Z g represents the
equivalent impedance of the generator transferred to the input terminals of the antenna
using the impedance transfer equation. If, in addition, the transmission line is lossy, then
the available power to be radiated by the antenna will be reduced by the losses of the
transmission line. Figure 1.18c illustrates the Norton equivalent of the antenna and its
source in the transmitting mode.

The input impedance of an antenna is generally a function of frequency. Thus the
antenna will be matched to the interconnecting transmission line and other associated
equipment only within a bandwidth. In addition, the input impedance of the antenna
depends on many factors including its geometry, its method of excitation, and its proxim-
ity to surrounding objects. Because of their complex geometries, only a limited number
of practical antennas have been investigated analytically. For many others, the input
impedance has been determined experimentally.

1.14 ANTENNA RADIATION EFFICIENCY

The antenna efficiency that takes into account the reflection, conduction, and dielectric
losses was discussed in Section 1.8. The conduction and dielectric losses of an antenna
are very difficult to compute and in most cases they are measured. Even with measure-
ments, they are difficult to separate and they are usually lumped together to form the ecd

efficiency. The resistance RL is used to represent the conduction–dielectric losses.
The conduction–dielectric efficiency ecd is defined as the ratio of the power delivered

to the radiation resistance Rr to the power delivered to Rr and RL.
The radiation efficiency can be written

ecd = Rr

RL + Rr

(dimensionless) (1.44)

For a metal rod of length l and uniform cross-sectional area A, the dc resistance is
given by

Rdc = 1

σ

l

A
(ohms) (1.45a)

If the skin depth δ (δ = √
2/ωμ0σ) of the metal is very small compared to the smallest

diagonal of the cross section of the rod, the current is confined to a thin layer near the
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conductor surface. Therefore the high frequency resistance, based on a uniform current
distribution , can be written

Rhf = l

P
Rs = l

P

√
ωμ0

2σ
(ohms) (1.45b)

where P is the perimeter of the cross section of the rod (P =C = 2πb for a circular wire
of radius b), Rs is the conductor surface resistance, ω is the angular frequency, μ0 is the
permeability of free space, and σ is the conductivity of the metal. For a λ/2 dipole with
a sinusoidal current distribution RL = 1

2Rhf, where Rhf is given by Eq. (1.45b).

1.15 ANTENNA VECTOR EFFECTIVE LENGTH AND EQUIVALENT AREAS

An antenna in the receiving mode, whether it is in the form of a wire, horn, aperture,
array, or dielectric rod, is used to capture (collect) electromagnetic waves and to extract
power from them, as shown in Figures 1.19. For each antenna, an equivalent length and
a number of equivalent areas can then be defined.

These equivalent quantities are used to describe the receiving characteristics of an
antenna, whether it be a linear or an aperture type, when a wave is incident on the
antenna.

1.15.1 Vector Effective Length

The effective length of an antenna, whether it be a linear or an aperture antenna, is a
quantity that is used to determine the voltage induced on the open-circuit terminals of
the antenna when a wave impinges on it. The vector effective length �e for an antenna
is usually a complex vector quantity represented by

�e(θ, φ) = âθ lθ (θ, φ)+ âφlφ(θ, φ) (1.46)

It should be noted that it is also referred to as the effective height . It is a far-field quantity
and it is related to the far-zone field Ea radiated by the antenna, with current I in in its
terminals, by [13–18]

Ea = âθEθ + âφEφ = −jη
kIin

4πr
�ee

−jkr (1.47)

The effective length represents the antenna in its transmitting and receiving modes, and it
is particularly useful in relating the open-circuit voltage Voc of receiving antennas. This
relation can be expressed as

Voc = Ei · �e (1.48)

where

Voc = open-circuit voltage at antenna terminals

Ei = incident electric field

�e = vector effective length
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(a) Dipole antenna in receiving mode

(b) Aperture antenna in receiving mode

E-field of
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ψ

ψ

Direction of
propagation

Receiver

Figure 1.19 Uniform plane wave incident on dipole and aperture antennas.

In Eq. (1.48) Voc can be thought of as the voltage induced in a linear antenna of length
�e when �e and Ei are linearly polarized [19, 20]. From relation Eq. (1.48) the effec-
tive length of a linearly polarized antenna receiving a plane wave in a given direction
is defined as “the ratio of the magnitude of the open-circuit voltage developed at the
terminals of the antenna to the magnitude of the electric-field strength in the direction of
the antenna polarization. Alternatively, the effective length is the length of a thin straight
conductor oriented perpendicular to the given direction and parallel to the antenna polar-
ization, having a uniform current equal to that at the antenna terminals and producing
the same far-field strength as the antenna in that direction.”

In addition, as shown in Section 1.12.2, the antenna vector effective length is used to
determine the polarization efficiency of the antenna.
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1.15.2 Antenna Equivalent Areas

With each antenna, we can associate a number of equivalent areas. These are used to
describe the power capturing characteristics of the antenna when a wave impinges on it.
One of these equivalent areas is the effective area (aperture), which in a given direction
is defined as “the ratio of the available power at the terminals of a receiving antenna
to the power flux density of a plane wave incident on the antenna from that direction,
the wave being polarization-matched to the antenna. If the direction is not specified, the
direction of maximum radiation intensity is implied.” In equation form it is written as

Ae = PT

Wi

= |IT |2RT /2

Wi

(1.49)

where

Ae = effective area (effective aperture) (m2)

PT = power delivered to the load (W)

W i = power density of incident wave (W/m2)

The effective aperture is the area that when multiplied by the incident power density
gives the power delivered to the load. We can write Eq. (1.49) as

Ae = |VT |2
2Wi

(
RT

(Rr + RL + RT )2 + (XA +XT )2

)
(1.50)

Under conditions of maximum power transfer (conjugate matching), Rr +RL=RT and
X A =−X T , the effective area of Eq. (1.50) reduces to the maximum effective aperture
given by

Aem = |VT |2
8Wi

(
RT

(RL + Rr)2

)
= |VT |2

8Wi

(
1

Rr + RL

)
(1.51)

1.16 MAXIMUM DIRECTIVITY AND MAXIMUM EFFECTIVE AREA

In general then, the maximum effective area (Aem ) of any antenna is related to its maximum
directivity (D0) by [1]

Aem = λ2

4π
D0 (1.52)

Thus when Eq. (1.52) is multiplied by the power density of the incident wave it leads
to the maximum power that can be delivered to the load. This assumes that there are no
conduction-dielectirc losses (radiation efficiency ecd is unity), the antenna is matched to
the load (reflection efficiency er is unity), and the polarization of the impinging wave
matches that of the antenna (polarization loss factor PLF and polarization efficiency pe

are unity). If there are losses associated with an antenna, its maximum effective aperture
of Eq. (1.52) must be modified to account for conduction-dielectric losses (radiation
efficiency). Thus

Aem = ecd

(
λ2

4π

)
D0 (1.53)
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The maximum value of Eq. (1.53) assumes that the antenna is matched to the load and
the incoming wave is polarization-matched to the antenna. If reflection and polarization
losses are also included, then the maximum effective area of Eq. (1.53) is represented by

Aem= e0

(
λ2

4π

)
D0|ρ̂w·ρ̂a|2

= ecd(1− |�|2)
(
λ2

4π

)
D0|ρ̂w · ρ̂a|2

(1.54)

1.17 FRIIS TRANSMISSION EQUATION AND RADAR RANGE EQUATION

The analysis and design of radar and communications systems often require the use of
the Friis transmission equation and the radar range equation . Because of the importance
[21] of the two equations, a few pages will be devoted to them.

1.17.1 Friis Transmission Equation

The Friis transmission equation relates the power received Pr to the power transmitted
Pt between two antennas separated by a distance R > 2D2/λ, where D is the largest
dimension of either antenna. Referring to Figure 1.20, we can write the ratio of received
power Pr to transmitted power Pt as

Pr

Pt

= eter
λ2Dt(θt , φt )Dr(θr , φr)

(4πR)2
(1.55)

where

et = radiation efficiency of transmitting antenna

er = radiation efficiency of receiving antenna

Dt = directivity of transmitting antenna

Dr = directivity of receiving antenna

The power received based on Eq. (1.55) assumes that the transmitting and receiving
antennas are matched to their respective lines or loads (reflection efficiencies are unity)

(θr , φr)

(θt , φt)

Transmitting antenna
(Pt, Gt, Dt, ecdt, Γt, t)

^

Receiving antenna
(Pr , Gr , Dr , ecdr , Γr , r)

^
R

Figure 1.20 Geometrical orientation of transmitting and receiving antennas for Friis transmission
equation.
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and the polarization of the receiving antenna is polarization-matched to the impinging
wave (polarization loss factor and polarization efficiency are unity). If these two factors
are also included, then the ratio of the received to the input power of Eq. (1.55) is
represented by

Pr

Pt

= ecdt ecdr (1− |�t |2)(1− |�r |2)
(

λ

4πR

)2

Dt(θt , φt )Dr(θr , φr)|ρ̂ t · ρ̂r |2 (1.56)

For reflection and polarization-matched antennas aligned for maximum directional
radiation and reception, Eq. (1.56) reduces to

Pr

Pt

=
(

λ

4πR

)2

G0tG0r (1.57)

Equation Eq. (1.55) or (1.56), or (1.57) is known as the Friis transmission equation ,
and it relates the power Pr (delivered to the receiver load) to the input power of the
transmitting antenna Pt . The term (λ/4πR)2 is called the free-space loss factor , and it
takes into account the losses due to the spherical spreading of the energy by the antenna.

1.17.2 Radar Range Equation

Now let us assume that the transmitted power is incident on a target, as shown in
Figure 1.21. We now introduce a quantity known as the radar cross section or echo
area (σ ) of a target, which is defined as the area intercepting that amount of power
which, when scattered isotropically, produces at the receiver a density that is equal to
that scattered by the actual target [1]. In equation form,

lim
R→∞

(
σWi

4πR2

)
= Ws (1.58)

Incident wave

Transmitting antenna
(Pt, Gt, Dt, ecdt, Γt, t) Scattered wave

( w)

Target σ

Receiving antenna
(Pr , Gr , Dr , ecdr , Γr , r)

R1

R2

^

^

^

Figure 1.21 Geometrical arrangement of transmitter, target, and receiver for radar range equation.
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or

σ = lim
R→∞

(
4πR2Ws

Wi

)
= lim

R→∞

(
4πR2 |Es |2

|Ei |2
)

= lim
R→∞

(
4πR2 |Hs |2

|Hi |2
) (1.59)

where

σ = radar cross section or echo area (m2)

R = observation distance from target (m)

Wi = incident power density (W/m2)

Ws = scattered power density (W/m2)

Ei (Es ) = incident (scattered) electric field (V/m)

Hi (Hs ) = incident (scattered) magnetic field (A/m)

Any of the definitions in Eq. (1.59) can be used to derive the radar cross section of any
antenna or target. For some polarization one of the definitions based either on the power
density, electric field, or magnetic field may simplify the derivation, although all should
give the same answers [13].

The ratio of received power Pr to transmitted power Pt , that has been scattered by the
target with a radar cross section of σ , can be written

Pr

Pt

= ecdt ecdrσ
Dt(θt , φt )Dr(θr , φr)

4π

(
λ

4πR1R2

)2

(1.60)

Expression (1.60) is used to relate the received power to the input power, and it takes
into account only conduction–dielectric losses (radiation efficiency) of the transmitting
and receiving antennas. It does not include reflection losses (reflection efficiency) and
polarization losses (polarization loss factor or polarization efficiency). If these two losses
are also included, then Eq. (1.60) must be expressed as

Pr

Pt

= ecdt ecdr (1− |�t |2)(1− |�r |2)σ Dt(θt , φt )Dr(θr , φr)

4π

×
(

λ

4πR1R2

)2

|ρ̂w · ρ̂r |2
(1.61)

where

ρ̂w = polarization unit vector of the scattered waves

ρ̂r = polarization unit vector of the receiving antenna

For polarization-matched antennas aligned for maximum directional radiation and
reception, Eq. (1.61) reduces to

Pr

Pt

= σ
G0tG0r

4π

(
λ

4πR1R2

)2

(1.62)
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Equation (1.60), or (1.61), or (1.62) is known as the radar range equation . It relates
the power Pr (delivered to the receiver load) to the input power Pt transmitted by an
antenna, after it has been scattered by a target with a radar cross section (echo area)
of σ .

1.17.3 Antenna Radar Cross Section

The radar cross section, usually referred to as RCS, is a far-field parameter, which is
used to characterize the scattering properties of a radar target. For a target, there is
monostatic or backscattering RCS when the transmitter and receiver of Figure 1.21 are
at the same location, and a bistatic RCS when the transmitter and receiver are not at
the same location. In designing low-observable or low-profile (stealth) targets, it is the
parameter that you attempt to minimize. For complex targets (such as aircraft, spacecraft,
missiles, ships, tanks, or automobiles) it is a complex parameter to derive. In general,
the RCS of a target is a function of the polarization of the incident wave, the angle of
incidence, the angle of observation, the geometry of the target, the electrical properties of
the target, and the frequency of operation. The units of RCS of three-dimensional targets
are meters squared (m2) or for normalized values decibels per squared meter (dBsm) or
RCS per squared wavelength in decibels (RCS /λ2 in dB). Representative values of some
typical targets are shown in Table 1.1 [22]. Although the frequency was not stated [22],
these numbers could be representative at X-band.

The RCS of a target can be controlled using primarily two basic methods: shaping
and the use of materials . Shaping is used to attempt to direct the scattered energy
toward directions other than the desired. However, for many targets shaping has to be
compromised in order to meet other requirements, such as aerodynamic specifications
for flying targets. Materials are used to trap the incident energy within the target and to
dissipate part of the energy as heat or to direct it toward directions other than the desired.
Usually both methods, shaping and materials, are used together in order to optimize the
performance of a radar target. One of the “golden rules” to observe in order to achieve
low RCS is to “round corners, avoid flat and concave surfaces, and use material treatment
in flare spots .”

TABLE 1.1 RCS of Some Typical Targets

Typical RCSs [22]

Object RCS (m2) RCS (dBsm)

Pickup truck 200 23
Automobile 100 20
Jumbo jet airliner 100 20
Large bomber or commercial jet 40 16
Cabin cruiser boat 10 10
Large fighter aircraft 6 7.78
Small fighter aircraft or four-passenger jet 2 3
Adult male 1 0
Conventional winged missile 0.5 −3
Bird 0.01 −20
Insect 0.00001 −50
Advanced tactical fighter 0.000001 −60
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There are many methods of analysis to predict the RCS of a target [13, 22–33]. Some
of them are full-wave methods, others are designated as asymptotic methods, either
low frequency or high frequency, and some are considered as numerical methods. The
methods of analysis are often contingent on the shape, size, and material composition of
the target. Some targets, because of their geometrical complexity, are often simplified and
are decomposed into a number of basic shapes (such as strips, plates, cylinders, cones,
wedges), which when put together represent a very good replica of the actual target.
This has been used extensively and proved to be a very good approach. The topic is
very extensive to be treated here in any detail, and the reader is referred to the literature
[13, 22–33]. There are a plethora of references but because of space limitations, only a
limited number are included here to get the reader started on the subject. Chapter 21 in
this and book is devoted to the antenna scattering and design considerations.

Antennas individually are radar targets that many exhibit large radar cross section. In
many applications, antennas are mounted on the surface of other complex targets (such
as aircraft, spacecraft, satellites, missiles, or automobiles) and become part of the overall
radar target. In such configurations, many antennas, especially aperture types (such as
waveguides and horns) become large contributors to the total RCS, monostatic or bistatic,
of the target. Therefore in designing low-observable targets, the antenna type, location,
and contributions become important considerations of the overall design.

The scattering and transmitting (radiation) characteristics of an antenna are related
[34–36]. There are various methods that can be used to analyze the fields scattered by
an antenna. The presentation here parallels that in Refs. 23 and 37–40. In general, the
electric field scattered by an antenna with a load impedance Z L can be expressed by

Es(ZL) = Es(0)− Is

It

ZL

ZL + ZA

Et (1.63)

where

Es (Z L) = electric field scattered by antenna with a load Z L

Es (0) = electric field scattered by short-circuited antenna (Z L = 0)

I s = short-circuited current induced by the incident field on the antenna with
Z L = 0

I t = antenna current in transmitting mode

Z A = RA + jX A = antenna input impedance

Et = electric field radiated by the antenna in transmitting mode

By defining an antenna reflection coefficient of

�A = ZL − ZA

ZL + ZA

(1.64)

the scattered field of Eq. (1.63) can be written

Es(ZL) = Es(0)− Is

It

1

2
(1+ �A)Et (1.65)

Therefore according to Eq. (1.65) the scattered field by an antenna with a load Z L is
equal to the scattered field when the antenna is short-circuited (Z L = 0) minus a term
related to the reflection coefficient and the field transmitted by the antenna.
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Green has expressed the field scattered by an antenna terminated with a load Z L in
a more convenient form that allows it to be separated into the structural and antenna
mode scattering terms [23, 37–40]. This is accomplished by assuming that the antenna is
loaded with a conjugate-matched impedance (ZL = Z∗

A). Doing this and using Eq. (1.63)
generates another equation for the field scattered by the antenna with a load ZL = Z∗

A.
When this new equation is subtracted from Eq. (1.63) it eliminates the short-circuited
scattered field, and we can write that the field scattered by the antenna with a load
Z L is

Es(ZL) = Es(Z∗
A)−

Is

It

�∗ZA

2RA

Et (1.66)

�∗ = ZL − Z∗
A

ZL + Z∗
A

(1.66a)

where

Es (Z L) = electric field scattered by the antenna with load Z L

Es(Z∗
A) = electric field scattered by the antenna with a conjugate-matched load

I (Z∗
A) = current induced by the incident wave at the antenna terminals matched

with a conjugate impedance load

�* = conjugate-matched reflection coefficient

Z L = load impedance attached to antenna terminals

For the short-circuited case and the conjugate-matched transmitting (radiating) case,
the product of their currents and antenna impedance are related by [34]

IsZA = I ∗m(ZA + Z∗
A) = 2RAI

∗
m (1.67)

where I ∗m is the scattering current when the antenna is conjugate-matched (ZL = Z∗
A).

Substituting Eq. (1.67) into (1.66) for I s reduces Eq. (1.66) to

Es(ZL) = Es(Z∗
A)−

I ∗m
It

�∗Et (1.68)

It can also be shown that if the antenna is matched with a load Z A (instead of Z∗
A), then

Eq. (1.68) can be written

Es(ZL) = Es(ZA)− Im

It
�AEt (1.69)

Therefore the field scattered by an antenna loaded with an impedance Z L is related
to the field radiated by the antenna in the transmitting mode in three different ways, as
shown by Eqs. (1.65), (1.68), and (1.69). According to Eq. (1.65) the field scattered by
an antenna when it is loaded with an impedance Z L is equal to the field scattered by the
antenna when it is short-circuited (Z L = 0) minus a term related to the antenna reflection
coefficient and the field transmitted by the antenna. In addition, according to Eq. (1.68),
the field scattered by an antenna when it is terminated with an impedance Z L is equal
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to the field scattered by the antenna when it is conjugate-matched with an impedance
Z∗

A minus the field transmitted (radiated) times the conjugate reflection coefficient. The
second term is weighted by the two currents. Alternatively, according to Eq. (1.69), the
field scattered by the antenna when it is terminated with an impedance Z L is equal to
the field scattered by the antenna when it is matched with an impedance Z A minus the
field transmitted (radiated) times the reflection coefficient weighted by the two currents.

In Eq. (1.68) the first term consists of the structural scattering term and the second
of the antenna mode scattering term. The structural scattering term is introduced by the
currents induced on the surface of the antenna by the incident field when the antenna
is conjugate-matched, and it is independent of the load impedance. The antenna mode
scattering term is only a function of the radiation characteristics of the antenna, and
its scattering pattern is the square of the antenna radiation pattern. The antenna mode
depends on the power absorbed in the load of a lossless antenna and the power that is
radiated by the antenna due to a load mismatch. This term vanishes when the antenna is
conjugate-matched.

From the scattered field expression of Eq. (1.65), it can be shown that the total radar
cross section of the antenna terminated with a load Z L can be written as [40]

σ = |√σ s − (1+ �A)
√
σ aejφr |2 (1.70)

where

σ = total RCS with antenna terminated with Z L

σ s = RCS due to structural term

σ a = RCS due to antenna mode term

φr = relative phase between the structural and antenna mode terms

If the antenna is short-circuited (�A =−1), then according to Eq. (1.70)

σshort = σ s (1.71)

If the antenna is open-circuited (�A =+1), then according to Eq. (1.70)

σopen = |√σ s − 2
√
σ aejφr |2 = σresidual (1.72)

Lastly, if the antenna is matched Z L = Z A(�A = 0), then according to (1.70)

σmatch = |√σ s −√
σ aejφr |2 (1.73)

Therefore under matched conditions, according to Eq. (1.73), the range of values (mini-
mum to maximum) of the radar cross section is

|σ s − σa| ≤ σ ≤ |σ s + σa| (1.74)

The minimum value occurs when the two RCSs are in phase while the maximum occurs
when they are out of phase.
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To produce a zero RCS, Eq. (1.70) must vanish. This is accomplished if

Re(�A) = −1+ cosφr

√
σ s/σ a (1.75a)

Im(�A) = − sinφr

√
σ s/σ a (1.75b)

Assuming positive values of resistances, the real value of �A cannot be greater than
unity. Thus there are some cases where the RCS cannot be reduced to zero by choosing
Z L. Because Z A can be complex, there is no limit on the imaginary part of �A.

In general, the structural and antenna mode scattering terms are very difficult to predict
and usually require that the antenna is solved as a boundary-value problem. However,
these two terms have been obtained experimentally utilizing the Smith chart [37–39].

For a monostatic system the receiving and transmitting antennas are collocated. In
addition, if the antennas are identical (G0r =G0t =G0) and are polarization-matched
(Pr =Pt = 1), the total radar cross section of the antenna for backscattering can be
written as

σ = λ2
0

4π
G2

0|A− �∗|2 (1.76)

where A is a complex parameter independent of the load.
If the antenna is a thin dipole, then A� 1 and Eq. (1.76) reduces to

σ � λ2
0

4π
G2

0|1− �∗|2 = λ2
0

4π
G2

0

∣∣∣∣1− ZL − Z∗
A

ZL + ZA

∣∣∣∣
= λ2

0

4π
G2

0

∣∣∣∣ 2RA

ZL + ZA

∣∣∣∣2 (1.77)

If in addition we assume that the dipole length is l = λ0/2 and is short-circuited (Z L = 0),
then the normalized radar cross section of Eq. (1.77) is equal to

σ

λ2
0

� G2
0

π
= (1.643)2

π
= 0.8593 � 0.86 (1.78)

which agrees with the experimental corresponding maximum monostatic value of
Figure 1.22 and those reported in the literature [41, 42].

Shown in Figure 1.22 is the measured E -plane monostatic RCS of a half-wavelength
dipole when it is matched to a load, short-circuited (straight wire), and open-circuited
(gap at the feed). The aspect angle is measured from the normal to the wire. As expected,
the RCS is a function of the observation (aspect) angle. Also it is apparent that there
are appreciable differences between the three responses. For the short-circuited case, the
maximum value is approximately −24 dBsm, which closely agrees with the computed
value of −22.5 dBsm using Eq. (1.78). Similar responses for the monostatic RCS of a
pyramidal horn are shown in Figure 1.23(a) for the E -plane and in Figure 1.23(b) for
the H -plane. The antenna is a commercial X-band (8.2–12.4 GHz) 20-dB standard gain
horn with aperture dimension of 9.2 cm by 12.4 cm. The length of the horn is 25.6 cm.
As for the dipole, there are differences between the three responses for each plane. It is
seen that the short-circuited response exhibits the largest return.

Antenna RCS from model measurements [43] and microstrip patches [44, 45] have
been reported.
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Figure 1.22 E -plane monostatic RCS (σ θθ ) versus incidence angle for a half-wavelength dipole.

1.18 ANTENNA TEMPERATURE

Every object with a physical temperature above absolute zero (0 K=−273◦C) radi-
ates energy [8]. The amount of energy radiated is usually represented by an equivalent
temperature T B , better known as brightness temperature, and it is defined as

TB(θ, φ) = ε(θ, φ)Tm = (1− |�|2)Tm (1.79)

where

T B = brightness temperature (equivalent temperature; K)

ε = emissivity (dimensionless)

T m = molecular (physical) temperature (K)

�(θ ,φ) = reflection coefficient of the surface for the polarization of the wave

Since the values of emissivity are 0≤ ε≤ 1, the maximum value the brightness tem-
perature can achieve is equal to the molecular temperature. Usually the emissivity is a
function of the frequency of operation, polarization of the emitted energy, and molecu-
lar structure of the object. Some of the better natural emitters of energy at microwave
frequencies are (1) the ground with equivalent temperature of about 300 K and (2) the
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Figure 1.23 E - and H -plane monostatic RCS versus incidence angle for a pyramidal horn.

sky with equivalent temperature of about 5 K when looking toward zenith and about
100–150 K toward the horizon.

The brightness temperature emitted by the different sources is intercepted by antennas,
and it appears at their terminals as an antenna temperature. The temperature appearing
at the terminals of an antenna is that given by Eq. (1.79), after it is weighted by the gain
pattern of the antenna. In equation form, this can be written
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TA =

∫ 2π

0

∫ π

0
TB(θ, φ)G(θ, φ) sin θ dθ dφ∫ 2π

0

∫ π

0
G(θ, φ) sin θ dθ dφ

(1.80)

where

T A = antenna temperature (effective noise temperature of the antenna radiation
resistance; K)

G(θ ,φ) = gain (power) pattern of the antenna

Assuming no losses or other contributions between the antenna and the receiver, the
noise power transferred to the receiver is given by

Pr = kTA �f (1.81)

where

Pr = antenna noise power (W)

k = Boltzmann’s constant (1.38× 10−23 J/K)

T A = antenna temperature (K)

�f = bandwidth (Hz)

If the antenna and transmission line are maintained at certain physical temperatures,
and the transmission line between the antenna and receiver is lossy, the antenna temper-
ature T A as seen by the receiver through Eq. (1.81) must be modified to include the other
contributions and the line losses. If the antenna itself is maintained at a certain physical
temperature T p and a transmission line of length l , constant physical temperature T 0

throughout its length, and uniform attenuation of α (Np/unit length) is used to connect
an antenna to a receiver, as shown in Figure 1.24, the effective antenna temperature at
the receiver terminals is given by

Ta = TAe
−2αl + TAP e

−2αl + T0(1− e−2αl) (1.82)

l

Ta

Ts = Ta +Tr

Tr

Receiver Transmission line Antenna

T0

TA +TAP TB

TP

Emitting
source

Figure 1.24 Antenna, transmission line, and receiver arrangement for system noise power cal-
culation.
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where

TAP =
(

1

eA
− 1

)
Tp (1.82a)

T a = antenna temperature at the receiver terminals (K)

T A = antenna noise temperature at the antenna terminals (Eq. (1.80)) (K)

T AP = antenna temperature at the antenna terminals due to physical temperature
(Eq. (1.82a)) (K)

T p = antenna physical temperature (K)

α = attenuation coefficient of transmission line (Np/m)

eA = thermal efficiency of antenna (dimensionless)

l = length of transmission line (m)

T 0 = physical temperature of the transmission line (K)

The antenna noise power of Eq. (1.81) must also be modified and written as

Pr = kTa �f (1.83)

where T a is the antenna temperature at the receiver input as given by Eq. (1.82).
If the receiver itself has a certain noise temperature T r (due to thermal noise in the

receiver components), the system noise power at the receiver terminals is given by

Ps = k(Ta + Tr)�f = kTs �f (1.84)

where

Ps = system noise power (at receiver terminals)

T a = antenna noise temperature (at receiver terminals)

T r = receiver noise temperature (at receiver terminals)

T s = T a + T r = effective system noise temperature (at receiver terminals)

A graphical relation of all the parameters is shown in Figure 1.24. The effective
system noise temperature T s of radio astronomy antennas and receivers varies from
very few degrees (typically� 10 K) to thousands of Kelvins depending on the type
of antenna, receiver, and frequency of operation. Antenna temperature changes at the
antenna terminals, due to variations in the target emissions, may be as small as a fraction
of one degree. To detect such changes, the receiver must be very sensitive and be able
to differentiate changes of a fraction of a degree.

A summary of the pertinent parameters and associated formulas and equation numbers
for this chapter are listed in Table 1.2.



52 FUNDAMENTAL PARAMETERS AND DEFINITIONS FOR ANTENNAS

TABLE 1.2 Summary of Important Parameters and Associated Formulas and Equation
Numbers

Equation
Parameter Formula Number

Infinitesimal area of sphere dA= r2sin θ dθ dφ (1.1)

Elemental solid angle of
sphere

d�= sin θ dθ dφ (1.2)

Average power density Wav = 1
2 Re(E×H*) (1.5)

Radiated power/average
radiated power

Prad = Pav =
∫∫
©
S

Wav · ds = 1

2

∫∫
©
S

Re(E×H∗) · ds (1.6)

Radiation density of
isotropic radiator

W0 = Prad

4πr2

Radiation intensity (far field) U = r2Wrad = B0F(θ, φ)

� r2

2η
[|Eθ(r, θ, φ)|2 + |Eφ(r, θ, φ)|2]

(1.7),
(1.7a)

Directivity D(θ ,φ) D = U

U0
= 4πU

Prad
= 4π

�A

(1.9),
(1.12)

Beam solid angle �A �A =
∫ 2π

0

∫ π

0
Fn(θ, φ) sin θdθdφ

Fn(θ, φ) = F(θ,φ)

|F(θ,φ)|max

(1.12a)
(1.12b)

Maximum directivity D0 Dmax = D0 = Umax

U0
= 4πUmax

Prad
(1.9a)

Partial directivities Dθ ,Dφ D0 = Dθ +Dφ

Dθ = 4πUθ

Prad
= 4πUθ

(Prad)θ + (Prad)φ

Dφ = 4πUφ

Prad
= 4πUφ

(Prad)θ + (Prad)φ

(1.10)

(1.10a)

(1.10b)

Approximate maximum
directivity (one main lobe
pattern)

D0 � 4π


1r
2r
= 41, 253


1d
2d

(Kraus)

D0 � 32 ln 2


2
1r +
2

2r

= 22.181


2
1r +
2

2r

= 72,815


2
1d +
2

2d

(Tai–Pereira)

(1.13),
(1.14)

(1.17a),
(1.17b)

Approximate maximum
directivity
(omnidirectional pattern)

D0 � 101

HPBW (degrees)− 0.0027[HPBW (degrees)]2

(McDonald)

D0 � −172.4+ 191

√
0.818+ 1

HPBW (degrees)
(Pozar)

(1.18a)

(1.18b)
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TABLE 1.2 (Continued )

Equation
Parameter Formula Number

Gain G(θ ,φ) G = 4πU(θ, φ)

Pin
= ecd

(
4πU(θ, φ)

Prad

)
= ecdD(θ, φ)

Prad = ecdPin

(1.24),
(1.27),
(1.25)

Antenna radiation efficiency
ecd

ecd = Rr

Rr + RL

(1.44)

Loss resistance RL (straight
wire/uniform current )

RL = Rhf = l

P

√
ωμ0

2σ
(1.45b)

Loss resistance RL (straight
wire/λ/2 dipole)

RL = l

2P

√
ωμ0

2σ

Maximum gain G0 G0 = ecd Dmax = ecd D0 (1.27a)

Partial gains Gθ , Gφ G0 = Gθ +Gφ

Gθ = 4πUθ

Pin
, Gφ = 4πUφ

Pin

(1.29)
(1.29a)
(1.29b)

Absolute gain Gabs Gabs = er G(θ ,φ)= er ecd D(θ ,φ)
= (1− |�|2)ecd D(θ ,φ)= e0D(θ ,φ)

(1.28)
(1.28b)

Total antenna efficiency e0 e0 = er eced = er ecd = (1− |�|2)ecd (1.22),
(1.23)

Reflection efficiency er er = (1− |�|2) (1.23)

Beam efficiency BE BE =

∫ 2π

0

∫ θ1

0
U(θ, φ) sin θ dθ dφ∫ 2π

0

∫ π

0
U(θ, φ) sin θ dθ dφ

(1.33)

Polarization loss factor (PLF) PLF = |ρ̂w · ρ̂a |2 (1.38)

Vector effective length
�e(θ ,φ)

�e(θ ,φ)= âθ l θ (θ ,φ)+ âφ lφ(θ ,φ) (1.46)

Polarization efficiency pe pe = |�e · Einc|2
|�e|2|Einc|2 (1.39)

Antenna impedance Z A Z A =RA + jX A = (Rr +RL)+ jX A (1.40),
(1.41)

Maximum effective area Aem Aem = |VT |2
8Wi

(
1

Rr + RL

)
= ecd

(
λ2

4π

)
D0|ρ̂w · ρ̂a |2

=
(
λ2

4π

)
G0|ρ̂w · ρ̂a |2

(1.51),
(1.53),
(1.54)

(continued )
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TABLE 1.2 (Continued )

Equation
Parameter Formula Number

Aperture efficiency εap εap = Aem

Ap

= maximum effective area

physical area

Friis transmission equation
Pr

Pt

=
(

λ

4πR

)2

G0tG0r |ρ̂t · ρ̂r |2 (1.56),
(1.57)

Radar range equation
Pr

Pt

= σ
G0tG0r

4π

(
λ

4πR1R2

)2

|ρ̂w · ρ̂r |2 (1.61),
(1.62)

Radar cross section (RCS) σ = lim
R→∞

(
4πR2 Ws

Wi

)
= lim

R→∞

(
4πR2 |Es |2

|Ei |2
)

= lim
R→∞

(
4πR2 |Hs |2

|Hi |2
) (1.59)

Brightness temperature
T B (θ ,φ)

T B (θ ,φ)= ε(θ ,φ)T m = (1− |�|2)T m (1.79)

Antenna temperature T A TA =

∫ 2π

0

∫ π

0
TB(θ, φ)G(θ, φ) sin θ dθ dφ∫ 2π

0

∫ π

0
G(θ, φ) sin θ dθ dφ

(1.80)
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CHAPTER 2

Wire Elements: Dipoles, Monopoles,
and Loops

CYNTHIA M. FURSE, OM P. GANDHI and GIANLUCA LAZZI

2.1 INTRODUCTION

Dipole, monopole, and loop antennas and their associated arrays are the most common
antennas used for communication systems, broadcasting, and measurement of electric and
magnetic fields. This chapter describes the basic nature of these antennas and some of
their applications. Variations such as biconical and bow-tie antennas, slot dipoles, folded
dipoles, sleeve dipoles, and shunt-fed dipoles are also described.

2.2 DIPOLE AND MONOPOLE ANTENNAS

The simplest type of wire antennas are the dipole and monopole antennas. A dipole
antenna is most commonly a linear metallic wire or rod with a feed point at the center as
shown in Figure 2.1a. Most often, a dipole antenna has two symmetrical radiating arms. A
monopole antenna is a single radiating arm as shown in Figure 2.1b; however, monopoles
are most often used above a full or partial ground plane as shown in Figure 2.1c. The
reflections from the ground plane produce a “virtual monopole” below the ground, as
shown by the dotted line, so a monopole antenna above a perfect ground plane can be
evaluated in much the same way as a dipole antenna. Thus the basics of dipole and
monopole antennas are discussed side by side in this chapter.

Because of the symmetry of dipoles and monopoles relative to the x -y plane containing
the feed point, the resultant radiation is independent of φ (rotationally symmetric about
the z -axis) and is shown in Figure 2.2. The shape of the lobe(s) depends on the length of
the antenna, as discussed in the next section. In general, however, dipole and monopole
antennas are used for applications where the radiation is desired in the x -y plane of the
antenna.

2.2.1 Infinitesimal Dipole (Hertzian Dipole)

An infinitesimal dipole (length L<<λ) is a linear element that is assumed to be short
enough that the current (I ) is constant along its length. This is also called a Hertzian
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Figure 2.1 (a) Dipole antenna, (b) monopole antenna, and (c) monopole above a ground plane
showing the virtual monopole below.
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Figure 2.2 Radiation pattern for an infinitesimal (or Hertzian) dipole. (From Ref. 1.)

dipole. The electric- and magnetic-field components of the Hertzian dipole are [2]

H = 1

4π
IL sin θ

(
jk0

r
+ 1

r2

)
e−jk0r φ̂ (2.1)

E = jη0IL

2πk0
cos θ

(
jk0

r2
+ 1

r3

)
e−jk0r r̂

−jη0IL

4πk0
sin θ

(
−k2

0

r
+ jk0

r2
+ 1

r3

)
e−jk0r θ̂ (2.2)

where η0 = (μ0/ε0)1/2 is the intrinsic impedance (= 377 �) for free space and k 0 =ω

(μ0ε0)1/2 is the propagation constant (=ω/c where c is the velocity of light). The fields
are seen to decay rapidly (1/r3 variation, where r is the distance from the antenna) very
near the antenna, and less rapidly (1/r variation) farther away. The fields with terms 1/r2

and 1/r3 (the induction terms) provide energy that is stored near the antenna. This can be
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used for applications where heat is desired near the antenna such as for cardiac ablation
or hyperthermia, applications that are discussed in Section 2.2.7.5. The fields with 1/r
variation (the radiation terms) provide energy propagation away from the antenna. These
are the fields used for communication applications. The distance away from the antenna
where the induction and radiation terms are equal is r= λ/2π . When r <λ/2π this is the
near field of the antenna, and the induction terms dominate. When r >λ/2π this is the
far field , and the radiation terms dominate. In the far field, the wave propagation is in
the transverse electromagnetic (TEM) mode, which is characteristic of far-field radiation
from finite structures.

The far-zone radiated fields of the Hertzian dipole follow from Eqs. (2.1) and (2.2)
by retaining the 1/r varying terms:

H = j

4πr
IL sin θe−jk0r φ̂ (2.3)

E = jη0

4πr
IL sin θe−jk0r θ̂ (2.4)

As expected for TEM wave propagation, the E and H fields are perpendicular to each
other and to the outward propagation in the r̂ direction. Also the ratio of E/H = η0

= (μ0/ε0)1/2, which is the intrinsic impedance of free space.
The radiation pattern of the Hertzian dipole is shown in Figure 2.2 and exhibits the

classical symmetry expected of dipole antennas, being both independent of φ and sym-
metric about the x -y plane through the center (feed point) of the dipole. The magnitude of
the total radiated power is Prad = 40π2I 2

0 (L /λ)2, where I 0 is the current on the dipole.
From Eqs. (2.3) and (2.4) it is interesting to note that even for this constant-current
infinitesimal dipole, the radiated power density is proportional to sin2θ . Hence it is max-
imum for θ = 90◦ (i.e., in the x -y plane normal to the orientation of the dipole) and zero
for the directions along the length of the dipole (θ = 0◦ and 180◦). The latter property for
zero radiation along the length of the dipole is seen for all linear antennas regardless of
length. This follows from the fact that a linear antenna of finite length may be considered
to be composed of a set of infinitesimal dipoles. Since the infinitesimal dipoles do not
create E and H fields or radiated power density for the θ = 0◦ and 180◦ directions, the
sum of many of them also does not have power in these directions.

2.2.2 Linear Dipole Antennas and Monopoles Above a Perfect
Ground Plane

The geometry of a linear dipole antenna of length 2h (or a monopole antenna of length
h sitting on a perfect ground plane) is shown in Figure 2.1. The current distribution is
sinusoidal and is given by

I (z) = I (0)

sin kh
sin k(h − |z|) for− h < z < h (2.5)

where I (0) is the current at the feed point of the antenna, h is the half-length of the
antenna, and k =ω(με)1/2 is the propagation constant in the material surrounding the
dipole. The current distributions for several lengths of dipole antennas are shown in
Figure 2.3. These current distributions are the same for the monopole and its virtual
reflection below the ground plane.
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Figure 2.3 (a) Current distributions and (b) radiation patterns for a 1.25λ dipole antenna.
Monopole antennas above a ground have currents and radiation patterns of the same form as
dipole antennas, but the currents and fields below the ground are “virtual” and therefore do not
actually exist. (From Ref. 3.)
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The electric and magnetic fields around the dipole are calculated by modeling the
antenna as a series of Hertzian dipoles having different current strengths shown by the
patterns in Figure 2.1 and integrating the fields from each of these elements. The resultant
fields far from the antenna at a distance r0 are

E = jηI (0)

2πr0 sin(kh)
F (θ)ej (ωt−kr0)θ̂ (2.6)

and

H = jI (0)

2πr0 sin(kh)
F (θ)ej (ωt−kr0)φ̂ (2.7)

where η= (μ/ε)1/2 and where the θ dependence of the radiated fields F (θ ) is called the
pattern factor and is given by the following:

F(θ) = cos(kh cos(θ))− cos kh

sin θ
(2.8)

The radiated power density (radiation pattern) is given by

P (θ) = E · E∗

2η
= ηI 2(0)

8π2r2 sin2(kh)
F 2(θ) (2.9)

Using η= η0 = 120π , this can also be expressed in terms of the total radiated power
W (= I 2(0)Ra /2) and the feed-point resistance Ra as follows:

P (θ) = 30

πr2
0

W

Ra

F 2(θ)

sin2 kh
(2.10)

The normalized radiation patterns are shown in Figure 2.3b for several different lengths of
dipoles and monopoles above ground. The radiation patterns for the dipole and monopole
are the same, except that the monopole does not radiate in the lower half-plane and there-
fore radiates twice the power in the upper half-plane. Mathematically this is accounted
for, because the feed point resistance Ra of the monopole is half that of the dipole, as
will be seen later in this section.

The directivity of a dipole antenna is the power density in the direction of maximum
radiation (at a specified distance r0) normalized by the power density of an isotropic
radiator. Directivity is given by

D = Pmax

P0
= F 2(θ)max

1
2

∫ π

0 F 2(θ) sin θ dθ
= 120

Ra

F 2(θ)|max

sin2 kh
(2.11)

where P0 =W /4πr2 is the power density of an isotropic radiator.
Because monopole antennas help reduce the length of the necessary dipole by a

factor of 2 and result in directivities that are twice as large, vertical monopole antennas
above ground are extensively used for amplitude modulated (AM) broadcasting in the
frequency range 535–1605 kHz. For this application, the wavelengths are long, on the
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order of 200–600 m, and the monopole antennas are immensely helpful in reducing the
required height. It is necessary, of course, to create a good conductivity ground, which
for dry or rocky soil conditions is often obtained by burying a conducting screen made
of radially spread metal wires with angular separations of 2–3◦ that extend to a radius at
least equal to the height of the antenna, but preferably 20–50% larger than this minimal
requirement. This screen, called a counterpoise, is often buried a few inches below the
surface of the natural ground but may also be left slightly above ground for rocky or
otherwise difficult terrain.

A graph of the variation of the feed-point resistance and reactance of a monopole
antenna above ground is given in Figure 2.4 as a function of length h/λ, where λ is the

TABLE 2.1 Relationships Between Monopole and Dipole Antennas

Monopole Above Ground Corresponding Dipole of
Length= h Twice Length L= 2h

Radiation pattern Same as that for the dipole but only
for angle 0≤ θ ≤ 90◦

Feed-point resistance Ra Ra —monopole = 1
2 Ra,d (2h) Ra,d : function of length

X a —monopole = 1
2 X a,d (2h) L= 2h (see Figure 2.2)

Feed-point reactance X a Da —monopole = 1
2 [2Da,d (2h)] X a,d : function of length

L= 2h (see Figure 2.2)
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Figure 2.4 Variation of feed-point Ra and reactance Xa for an end-fed monopole above ground
as a function of height h/λ (From Ref. 4, with permission of Pearson Education, Inc., Upper Saddle
River, NJ.)
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free-space wavelength at the radiation frequency [4]. Note that the reactance X a depends
on the conductor radius a , whereas the feed-point resistance Ra is relatively independent
of conductor radius a for thin antennas (a/λ≤ 1). The input resistance Ra of a center-fed
dipole antenna of length 2h is twice that of an end-fed monopole of length h .

The ohmic losses of a dipole antenna (given by I 2(0)Rohmic/2) are quite small, par-
ticularly for h/λ> 0.1. Ohmic losses for a monopole above ground are half those of a
dipole antenna. The resultant antenna radiation efficiencies (given by Ra /(Ra +Rohmic))
are on the order of 90–99%.

Monopole antennas are also the antennas of choice for very low frequency (VLF)
(3–30 kHz) and low frequency (LF) (30–300 kHz) communication systems. For these
applications, the height h of the antenna is generally a small fraction of the wavelength.
From Figure 2.4, for small values of h/λ, the feed-point resistance Ra is very small, on
the order of a few ohms, and the ohmic losses resulting from the surface resistance of
the antenna can be significant by comparison. This results in reduced antenna radiation
efficiency.

Top loading of the monopole antenna illustrated in Figure 2.5 is often used to improve
the feed-point or antenna-equivalent resistance Ra . Because the top set of wires acts as
a capacitance to ground rather than the open end of the antenna, the current at the top of
the antenna (z = h) no longer needs to go to zero as it does for an open-ended monopole
(from Eq. (2.5), I = 0 at z = h). The upper region of the antenna can therefore support
a substantial radio frequency (RF) current, resulting in improved radiation efficiency.
The antenna-equivalent resistance Ra = 395 h2/λ2 for open-ended short monopoles may
be improved by a factor of 2–3 by use of top loading, resulting in higher radiation
efficiency.

It should be mentioned that the various concepts discussed here are also usable at
higher frequencies. Open-ended monopole antennas are, in fact, used up to ultrahigh
frequency (UHF) and microwave frequencies, where metallic conducting sheets, either
solid or in the form of a screen, may be used in lieu of the ground to create the image
antenna. A variety of top-loading “hats” illustrated in Figure 2.6 may also be used at
these higher frequencies.

Physical dipoles and monopoles act slightly different than predicted, because they
have some finite thickness, and the ends of the wire capacitively couple to air. This
effectively makes the antenna electrically longer than its physical length by 2%–9%.

InsulatorInsulator

Support
tower

Support
tower

Vertical
radiator

Feed wire

Ground

Insulator

Flat top

Figure 2.5 A top-loaded short-monopole antenna typical of VLF/LF communication systems.
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(a)

(c)

(b)

Figure 2.6 Some typical geometries used for top-loaded monopole antennas: (a) plate, (b)
umbrella of wires, and (c) inverted L monopole.

For a half-wave dipole (length= 2 h= λ/2 ), for instance, the physical length must be
slightly shortened in order to create a resonant length antenna (X a = 0). Table 2.2 shows
the wire lengths required to produce a resonant half-wave dipole. This shortening factor
varies from 2% to 9%, depending on the thickness of the dipole.

Since a dipole or monopole antenna is a physically resonant structure, its feed-point
impedance (particularly the reactance X a ) varies greatly with frequency. The input
impedance of a dipole antenna is shown in Figure 2.7. Thus these antennas have a
fairly narrow bandwidth. The VSWR of a dipole antenna as a function of frequency and
wire thickness is shown in Figure 2.8 for an antenna that would be half-wave resonant
at 300 MHz. Using a measure of “usable bandwidth” that the measured VSWR should
be less than 2:1, this antenna has bandwidths of 310− 262= 48 MHz for the thicker
wire and 304− 280= 24 MHz for the thinner wire. As fractions of the design frequency
(300 MHz), the bandwidths are 16% and 8%, respectively.

2.2.3 Effect of Imperfect Ground Plane on Monopole Antennas

Section 2.2.2. describes the performance of a monopole antenna above a perfect ground;
however, its performance is degraded if the ground plane is resistive, curved, or finite

TABLE 2.2 Wire Lengths Required to Produce a Resonant Half-Wave Dipole for a Wire
Diameter of 2a and a Length l

Length to Diameter Percent Shortening
Ratio, L/2a Required Resonant Length Dipole Thickness Class

5000 2 0.49λ Very thin
50 5 0.475λ Thin
10 9 0.455λ Thick
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Figure 2.7 Input impedance of dipole. (From Ref. 4, with permission of Pearson Education, Inc.,
Upper Saddle River, NJ.)

Figure 2.8 VSWR of a dipole antenna as a function of frequency and wire thickness. (From
Ref. 5.)

in size. The effect of finite conductivity of the ground plane is important in large scale
applications such as AM broadcasting, where the ground plane is created by burying
individual wires in the ground in a radial (wheel spokes) pattern around the antenna.
In this case the power density at the surface of the earth diminishes more rapidly than
the square of the distance r from the antenna, effectively partially absorbing rather than
ideally reflecting the radiated power [6]. Higher frequencies and regions with lower
conductivity soil such as sandy or rocky lands and urban areas experience greater power
reduction. When the antennas are used for transmission in excess of about 1000 miles,
the curvature of the surface of the earth also reduces the radiated power [6].

A ground plane of diameter 10 wavelengths or larger has a fairly small effect on
the feed-point impedance of a monopole antenna as compared to the values given in
Figure 2.4, but a finite-size ground plane has a fairly significant effect on both the
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feed-point impedance and radiation pattern [7]. An example of the effect on the radiation
pattern is illustrated in Figure 2.24a for the radiation pattern of a monopole antenna
of a cellular telephone in free space. Since this monopole antenna is mounted on a
plastic-covered metal box of finite dimensions, only a finite-size ground plane of box
shape is used for this radiator. One effect is to alter the radiation pattern (see Figure
2.24a) from a perfect circle in the azimuthal plane to one that is crooked with a lower
gain in the sector where the extent of the ground plane is minimal, that is, on the side
where the antenna shown by a circle in the insert of Figure 2.24a is mounted. Also the
gain for this quarter-wave monopole antenna of about 1 dBi is considerably lower than
5.16 dBi (a factor of 3.28) for the same antenna mounted on a flat, infinite ground plane.
The actual reason for this considerably reduced gain is that part of the energy is also
radiated in the lower half-space for this vertical monopole antenna above the box while
none would be radiated for this antenna mounted above an infinite ground plane.

2.2.4 Specialized Dipole Antennas

2.2.4.1 Slot Dipole A slot dipole antenna is a dual to the linear dipole antenna. A
slot antenna is produced by creating a thin slot of length h in a conducting metal sheet
and feeding it in the center of the slot. The radiation pattern of a slot antenna is identical
to that of the linear dipole of the same length (see Figure 2.3) except that orientations
of the E and H fields are interchanged. This means that the power pattern is the same,
even though the orientation of the fields is different. Also the feed-point impedance Z s

of a slot antenna is related to that of the dual linear antenna by the following equation:

Zs = η2

4Za

(2.12)

where Z s is the impedance of the slot and Z a is the impedance of the dual linear antenna.
Cavity-backed slot antennas with integrated matching networks are among the smallest
(physical size/electrical size) antennas available [8].

2.2.4.2 Biconical Dipoles A biconical dipole, such as shown in Figure 2.9a, is
commonly used for broadband applications. Typical flare angles θ are between 30◦ and
60◦. The exact flare angle is not critical, so it is generally chosen so that the impedance
of the dipole nearly matches the impedance of the feed line to which it is connected. The
impedance of the biconical dipole varies as a function of wavelength and flare angle,
with a relatively flat impedance response for wide flare angles. Hence this antenna is
broader band than a simple linear dipole. Some variations of this method of using flaring
to increase bandwidth are the flat bow-tie antenna (Figure 2.9b) (which may be built on
a printed circuit board) and the wire version of the biconical antenna (Figure 2.9c).

2.2.4.3 Folded Dipole Antennas A folded dipole antenna is shown in Figure 2.10.
The dipole is created by joining two cylindrical dipoles at the ends and driving the entire
structure by a transmission line (often a two-wire transmission line) at the center of one
arm as shown. The feed-point impedance of a folded dipole of two identical-diameter
arms is four times as large as for an unfolded dipole of the same length. This can
actually be advantageous, since the feed-point resistance may now be comparable to
the characteristic impedance, Z 0, of the transmission or feed line. The reactance of the
antenna may easily be compensated by using a lumped element with a reactance that is
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(a) (b) (c)

Figure 2.9 Biconical dipole antenna and variations: (a) biconical dipole antenna, (b) flat bow-tie
antenna, and (c) wire version of biconical dipole antenna.

Figure 2.10 Folded dipole antenna.

the negative of the reactance at the terminals of the folded dipole antenna or else by using
a foreshortened antenna length to resonant length arms so that X a = 0 (see Table 2.1).

2.2.4.4 Shunt-fed Dipoles Matching networks of reactive elements are generally
required to match the feed-point impedance (Ra + jX a ) of center-fed dipoles to transmis-
sion lines. Typically these lines have characteristic impedance on the order of 300–600 �,
and a thin half-wave dipole has impedance Z = 73+ j 42 �. To alleviate the need for
matching networks, the dipoles are at times shunt-fed at symmetric locations off the center
point as shown in Figure 2.11. This procedure using either the delta match (Figure 2.11a)
or the T-match (Figure 2.11b) is often used for half-wave dipoles (2 h= λ/2 ) with A and
B dimensions that are typically on the order of 0.10λ to 0.15λ.

2.2.4.5 Sleeve Dipole The sleeve dipole antenna and its equivalent electrical model
are shown in Figure 2.12. In practice, this antenna is built from a coaxial line with the
outside conductor and insulation stripped away from the center conductor, which is left
protruding. The outer conductor is connected to the ground plane, and the image produced
by the ground plane creates an equivalent sleeve dipole antenna. These dipoles are useful,
because they have a broadband VSWR over nearly an octave of bandwidth.

2.2.5 Dipole Antenna Arrays

Dipole antennas and arrays of dipole antennas are used for short-wave (3–30 MHz) and for
VHF and UHF (30–900 MHz) radio and TV broadcasting. If directional communication
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Figure 2.11 Shunt-fed dipoles: (a) delta match and (b) T-match.
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Figure 2.12 Sleeve dipole antenna: (a) physical model and (b) equivalent electrical model.

is desired such as for short-wave radio transmission via the ionosphere, a phased array
of horizontal dipoles may be used mounted above a ground plane. The spacing is chosen
to send the major lobe of radiation toward the sky at a suitable angle to reflect off the
ionosphere and provide broadcast coverage over the desired service area.

For VHF and UHF radio and TV broadcasting over a 360◦ azimuthal angle, colinearly
mounted vertical dipoles that are excited in-phase with each other are often used. Two
examples of this are shown in Figure 2.13. An example variation of this is a three- to
eight-bay turnstile antenna used for TV broadcasting, shown in Figure 2.14a. Each of
the turnstiles is made of two perpendicular slot antennas as shown in Figure 2.14b.

2.2.5.1 Log-Periodic Antennas For broadband applications log-periodic antennas
are commonly used as both transmitting and receiving antennas. The bandwidth is easily
controlled by adjusting the relative lengths of the longest and shortest elements in the
array. The geometry of a log-periodic array is shown in Figure 2.15a, which shows how
the “phase-reversal” feed system for this antenna is constructed. The equivalent antenna
model of this array is shown in Figure 2.15b. The elements of the array are dipole
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(b)(a)

Figure 2.13 Colinearly mounted vertical dipoles for VHF and UHF radio and TV broadcasting:
(a) pole-mounted array of colinear dipoles and (b) vertical dipoles spaced around a pole.

(a)

(b)

Metal
sheet

Slot

Figure 2.14 Variation on colinearly mounted vertical dipoles: (a) turnstile antenna used for TV
broadcasting and (b) one of two perpendicular slot antennas that comprise each turnstile.

antennas that increase in both length and spacing according to the formula

τ = Rn+1

Rn

= dn+1

dn
(2.13)

where τ = fn/fn+1 is the ratio of the resonant frequencies f n and f n+1 of the adjacent
dipole elements. Since lengths and spacings are interrelated, the choice of one initial
value controls the design of the remaining elements. The spacing between one half-wave
dipole and its adjacent shorter neighbor is given by

σ = dn

2Ln

= (1− τ )

4
cotα (2.14)
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Figure 2.15 Log-periodic dipole array. (a) Geometry of a log-periodic array showing how the
“phase-reversal” feed system for this antenna is constructed. (From Ref. 2.) (b) Equivalent antenna
model of the log-periodic array.

Log-periodic arrays are generally constructed with small values of α (10◦ ≤α≤ 45◦

[3]) and large values of τ (0.95≤ τ ≤ 0.7 [3]) that essentially gives a traveling wave
propagating to the left in the backfire direction, away from the antenna array. The nature
of this array is that only the elements that are approximately half-wavelength long radiate,
and since they are radiating to the left, the smaller elements do not interfere with them.
This is accomplished by the phase reversal of the feeds. An array that is built without the
phase reversal radiates in the endfire direction. The interference of the longer elements
to the right of radiating elements results in spurious reflections and erratic impedance
behavior, known as “end effect.”

An effective way to further increase the bandwidth of a log-periodic antenna is to
change from dipole elements to elements with individual broader bandwidths, similar
to changing from a dipole antenna to a biconical antenna. This is accomplished for
log-periodic arrays (LPAs) by using a configuration of wires such as shown in Figure 2.16,
where each element is a sawtooth element and therefore has broader bandwidth than the
individual dipole elements.

2.2.5.2 Broadband Dipole Curtain Arrays A broadband dipole curtain such as
shown in Figure 2.17 is commonly used for high power (100–500-kW) HF ionospheric
broadcasting and short-wave broadcasting stations. The curtain is composed of several
dipoles, usually half-wavelength long, mounted horizontally or vertically in a rectangular
or square array, often backed by a reflecting plane or wire mesh. This array has several
desirable features including high gain, broad bandwidth, independent control of horizontal
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Figure 2.16 LPA with sawtooth wire elements for increased bandwidth.

Figure 2.17 A broadband dipole curtain.

and vertical radiation patterns, ease of matching (low VSWR), and the ability to broadcast
efficiently. Using a phased-feeds system, this array allows beam steering of the radiation
pattern in both the azimuthal and elevation planes, providing a very high degree of
flexibility.

2.2.5.3 Yagi–Uda Dipole Array Yagi–Uda arrays are commonly used as general
purpose antennas from 3–3000 MHz, in particular, as home TV antennas. They are
inexpensive, have reasonable bandwidth, and have gains up to 17 dBi or more if multiple
arrays are used. The have unidirectional beams with moderate side lobes [2].

A typical Yagi–Uda array is shown in Figure 2.18. This array is a simple endfire
array of dipole antennas, where only one of the elements is driven and the rest are
parasitic. The parasitic elements operate as either reflectors or directors. In general [2],
the longest antenna, which is about λ/2 in length, is the main reflector and is generally
spaced λ/4 in back of the driven dipole. The feed element is commonly a folded dipole
antenna 0.45λ to 0.49λ long. Adding directors, which are generally 0.4λ to 0.45λ long,
to the front of the driven element increases the gain of the array. The directors are not
always of the same length, diameter, or spacing. Common arrays have 6–12 directors
and at most two reflectors. Additional improvements in gain by adding more elements are
limited; however, arrays have been designed with 30–40 elements [3]. A gain (relative
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a

Figure 2.18 Yagi–Uda array.

to isotropic) of 5–9 per wavelength of array length is typical for Yagi–Uda arrays, for
an overall gain of 50–54 (14.8–17.3 dB).

The Yagi–Uda array is characterized by a main lobe of radiation in the direction of
the director elements and small side lobes. The beamwidth is small, generally 30–60◦

[3]. Typical E - and H -plane patterns of a Yagi–Uda array are shown in Figure 2.19.
Typically, the performance of a Yagi-Uda array is computed using numerical techniques
[10]. For the simple case where all of the elements are approximately the same size, the
electric-field pattern can be computed from the array factors of the various elements.

The input impedance of a Yagi–Uda array is often small. For example, for a
15-element array with reflector length= 0.5λ, director spacing= 0.34λ, and director
length= 0.406λ, the input impedance is 12, 22, 32, 50, or 62 � for reflector spacings
of 0.10λ, 0.13λ, 0.15λ, 0.18λ, and 0.25λ, respectively. This can make matching to

E-plane H-plane

Figure 2.19 Typical E - and H -plane patterns of a Yagi–Uda array. Total number of
elements= 27, number of directors= 25, number of reflectors= 1, number of driven elements= 1,
total length of reflector= 0.5λ, total length of feeder= 0.47λ, total length of each director= 0.406λ,
spacing between reflector and feeder= 0.125λ, spacing between adjacent directors= 0.34λ, radius
of wires= 0.003λ. (From Ref. 9.)
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typical transmission lines (50, 75, or 300 �) difficult. Folded dipoles used for the driven
element are therefore used to boost the input impedance by a factor of 4 or more.

Extensive studies of the design of Yagi–Uda arrays have been made [11, 12], and
tables are provided to optimize the Yagi–Uda array for a desired gain.

2.2.5.4 Crossed Dipoles for Circular Polarization For applications that require
a circularly polarized antenna such as TV and FM broadcasts and space communications,
at least two dipoles, each of which has a linear polarization, must be combined in an
array, often referred to as crossed dipoles . In a crossed dipole configuration, dipoles
are mounted perpendicular to each other for circular polarization or at other angles for
elliptical polarization. Currents are fed 90◦ out of phase between the two dipoles. These
can also be used as probes for sensing vector fields to isolate individual components of
the electric field. Adaptations of the crossed dipole are shown in Figure 2.20a, b. Dipole
arrays such as the Yagi–Uda can also be combined to provide circular polarization, as
shown in Figure 2.20.

2.2.6 Specialized Monopole Antennas

Because a monopole antenna above ground or similar reflector acts as a dipole antenna,
several of the concepts that are useful for dipole antennas are also used for the monopole
antenna. Some of these concepts that are often used in practice are discussed next.

2.2.6.1 Folded Monopoles A folded monopole antenna is illustrated in Figure
2.21a, where the feed point is connected to arm 1, and arm 2 is grounded at the bottom
end. For dipoles, this provides a method of increasing the feed-point impedance given
in the following relationship [5]:

Zi = (1+ c)2(Ra + jXa) (2.15)

where Ra and X a plotted in Figure 2.4 are the resistance and reactance of the single arm
(not folded) monopole antenna, and the factor c is given approximately by

c ≈ ln(d/a1)

ln(d/a2)
(2.16)

In Eq. (2.16), a1 and a2 are radii of wires or rods used for arms 1 and 2, respectively,
and d is the center-to-center spacing between the two arms of the antenna, generally
much smaller than the height of each of the arms. For a folded monopole antenna
where equal radii arms are used, the feed-point impedance is therefore four times higher
than that for a monopole antenna that is not folded. This can be truly advantageous,
because the feed-point resistance may now be comparable to the characteristic impedance
Z 0 of the transmission or feeder line, and the reactance of the antenna may easily be
compensated by using a lumped element with a reactance that is the negative of the
reactance (1+ c)2X a at the terminals of the folded monopole antenna.

2.2.6.2 Shunt-Fed Monopoles A typical arrangement of a shunt-fed grounded
monopole is shown in Figure 2.21b. This corresponds to one-half of a delta match
that is often used for dipoles. Because the base of the monopole is grounded for this
arrangement, the antenna is fed typically 15–20% farther up on the antenna; the exact
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(a)

(b)

(c)

300-Ω FEED LINE

Figure 2.20 Cross-dipole applications for circular or elliptical polarization: (a) two shunt-fed
slanted V-dipoles, (b) series-fed slanted dipoles, and (c) circularly polarized Yagi–Uda array.
(From Ref. 2.)

location is determined by matching the feeder line of characteristic impedance Z 0, which
is typically 200–600 �. Shunt-fed monopole antennas were often used in the early
days of AM broadcasting when high quality insulators were not generally available and
it was convenient to ground the tall steel/aluminum masts being used for monopole
antennas. With the advent of high compression strength insulators, the masts are now
more typically mounted on these insulators, and the monopole towers are fed at the base
of these antennas.

2.2.6.3 Parasitic Monopoles Much like the Yagi–Uda arrays of dipoles [5], par-
asitic monopoles of grounded elements are used to help direct the beams away from
the reflector monopoles in the direction of director monopoles. An illustration of a
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Figure 2.21 Some special adaptations of monopole antennas: (a) folded monopole antenna, (b)
shunt-fed grounded monopole, and (c) four-element Yagi–Uda array of monopoles.

four-element Yagi–Uda array of monopoles is shown in Figure 2.21c. Forward gains
on the order of 10–12 dB with front-to-back ratios of 5–8 dB may be obtained using
such arrangements. One or more of the parasitic monopoles have also been occasionally
used for beam shaping by AM broadcast stations. Two-element antenna arrays consisting
of a parasitic reflector monopole and a driven monopole antenna have also been proposed
for use in hand-held wireless telephones (e.g., see Ref. 13). If they are carefully designed,
such antennas may allow electromagnetic fields to be partially directed away from the
human head.

2.2.6.4 Arrays of Monopole Antennas Like arrays of dipole elements, monopole
arrays of equal or arbitrarily spaced and phased elements may be used for directing
principal lobe(s) of radiation in desired directions. Arrays of monopole antennas are used
for VLF/LF communications, for AM broadcasting, and, in general, for all frequencies
up to microwave frequencies. AM broadcasters for nonclear-channel stations have, for
example, used this technique to alter the day and night radiation patterns by varying the
phases and the magnitudes of excitations in the various elements.

2.2.6.5 Conical Monopole A conical monopole, realized as a cone above a perfect
ground plane, is commonly used because of its broadband properties. The cone may be
either solid or built from a series of wires above a ground plane. Similar to conventional
monopoles, the ground may also be built from a series of radial wires as shown in
Figure 2.22.
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Figure 2.22 A conical monopole.

The analysis of this antenna may be done using either rigorous analytical solutions
[14, 15] or an approximate method [15]. The rigorous approach is based on a series
expansion of transverse magnetic (TM) modes and is computationally complex. Numer-
ical methods, based on the assumption that the antenna is built from a series of wires,
have commonly been used for specific monopole arrangements.

An example of a conical monopole constructed of 60 evenly spaced wires above a
ground plane is an antenna that has been in use by the U.S. Navy [16]. For use in the
HF band of 2–14 MHz, the dimensions of the monopole are �= 30.6 m, a = 0.001 m,
θ0 = 45◦ (see Figure 2.22). The radius of the ground is approximately 37.5 m, constructed
of 120 radial wires over average soil (εr = 15 and σ = 0.012 S/m), and the radius of the
screen wire is 0.002 m. This antenna performs over a 7:1 frequency band (2–14 MHz)
with an input resistance varying from 44 to 64 � [15]. Because of the fairly narrow
range of variation of input resistance, matching of this antenna to a 50-� line is possible
over at least a 7:1 frequency range.

2.2.7 Modern Applications of Monopole and Dipole Antennas

2.2.7.1 Monopole Antennas for Car Radio and Mobile Communications
Monopole antennas used for car radio and mobile communications commonly rely on
the body of the vehicle to provide the ground plane. Variations in the shape of the
vehicle and placement of the antenna affect the radiation pattern and performance of
these antennas [17]. For an antenna mounted on the automobile, it would no longer
radiate isotropically in the horizontal plane but may radiate with a slightly higher gain
in directions where the automobile body extends farther, thus simulating a larger width
ground plane in such directions.

For communication antennas in general, it is often desirable to have the shortest
possible antenna. Although a quarter-wave monopole is easier to match, a shorter antenna
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has an associated capacitive reactance. This can, however, be canceled out by adding a
loading coil (inductance) to the base of the antenna.

Another arrangement often used is to place an inductive coil at the center of the
antenna [18]. Because of the altered current distribution along the length of the antenna
(similar to a top-loaded monopole), this increases the feed-point impedance of the end-fed
antenna to roughly twice the value, making it easier to match to such an antenna. The
value of the inductance needed at the center is approximately double that which would
be needed at the ends. This consequently increases the coil resistance. In order to reduce
the inductance of the loading coil required to match the antenna at either the center or
top, a capacitive load (a small metal ball) may be added to the tip of the antenna.

2.2.7.2 Monopole Antennas for Personal Wireless Devices A monopole
antenna with or without a helix has commonly been used for personal wireless devices,
including cellular telephones [19]. Examples of antennas commonly used for personal
communication system (PCS) devices are shown in Figure 2.23. Antennas of different
lengths, typically from a quarter-wavelength to a half-wavelength at the irradiation fre-
quency, have been used for hand-held devices that operate at 800–900 MHz for cellular
telephones and 1800–1900 MHz for PCS devices. Often, these monopole antennas are
in the form of a whip antenna that can be pulled out to its full length during a telephone
conversation. At times, a small length helical antenna is permanently mounted on the top
of the handset through which the monopole antenna can be retracted and to which this

Figure 2.23 Examples of stationary and retractable/telescopic monopole antennas used in com-
mercial cellular telephones.
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monopole connects when it is completely pulled out, giving a monopole loaded with a
helix at the bottom as the radiating antenna during telephone usage. Of necessity, these
antennas use a finite-size reflecting plane, which is generally the metallic shielding box
used either for the top RF section, or at times for the entire handset. Several authors have
calculated and/or measured the radiation patterns of such monopole antennas mounted
on a handset held in air or against the human head [20–22].

Given in Figure 2.24 are the computed and measured radiation patterns in the azimuthal
plane for a typical commercial telephone at the center-band frequency of 835 MHz in
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Figure 2.24 The computed and measured radiation patterns (in dBi) in the azimuthal plane for a
commercial cellular telephone at 835 MHz (a) in free space and (b) held against the human head.
(From Ref. 22.)
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free space and in the presence of the human head, respectively [22]. This telephone uses a
short helical antenna of diameter 4.2 mm, pitch 1.4 mm, and total length 16 mm. Dimen-
sions of the handset are similar to those for many telephones and are approximately
2.4 cm× 5.2 cm× 14.7 cm along the three axes, respectively. Fairly similar radiation
patterns are also obtained for antennas using either monopoles or monopole–helix com-
binations. In the presence of the human head, gains on the order of 1.0–3.0 dBi are
obtained away from the human head, with gains in directions through the head that are
substantially lower due to absorption in the tissues of the head. Radiation efficiencies
for monopole antennas used in personal wireless devices are typically on the order of
30–50% with 30–50% of the power being absorbed in the head and another 5–15% of
the power being absorbed in the hand [20, 23].

2.2.7.3 Printed Monopole and Dipole Antennas Monopoles and dipoles are not
limited to wire devices. Printed monopoles [24] and dipoles [25] have also been designed
and are in many cases easier to fabricate than a wire-type device. Figure 2.25 shows one
such printed monopole used for dual-band wireless local area network coverage in the
Industrial, Scientific, and Medical (ISM) bands of 2.4–2.4835 GHz and 5.15–5.825
GHz, and Figure 2.26 shows a printed dipole used for measurement of electric fields for
evaluation of cell phone compliance with RF exposure guidelines.

2.2.7.4 Monopole Antennas for Medical Imaging Confocal imaging for breast
cancer detection is an exciting application of antenna arrays in medical imaging. This
method typically uses a single antenna scanned in a flat array pattern above the breast
or a cylindrical array of very small broadband antennas [26]. For planar imaging, the
patient lies face up, and the antenna is physically scanned in a plane above the breast
[27–29]. For cylindrical imaging, the patient lies face down, with the breast extending
into the cylindrical array through a hole in the table [30, 31]. Matching fluid surrounding
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Figure 2.25 Geometry and dimensions of the proposed dual ISM-band antenna. (From Ref. 24.)
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Figure 2.26 Miniature printed dipole antenna. (From Ref. 25.)

the breast tissue, similar to that used for microwave tomography, is suggested in this
case. Both methods provide similar results [31]. One antenna in the array transmits an
ultrawideband (UWB) pulse, which propagates into the breast tissue, where it is reflected
off significant electrical discontinuities, and is received in parallel by the other antennas in
the array. Knowing the physical spacing between the array elements, the different delays
between the transmit antenna, scattering point, and receiving antenna can be calculated
geometrically. The received pulses representing a specific point in space can then be
time delayed appropriately for each antenna, added up, and integrated to indicate the
magnitude of the scattered energy from that point in space. This is effectively correlating
the signals received from that point at all antennas.

The antennas used for confocal imaging must be ultrawideband and small enough to fit
within the relatively small array area. Resolution of less than 1 cm requires a bandwidth
of at least 5 GHz. The lossy nature of tissue attenuates high frequency signals, limiting
the upper frequency to about 10 GHz. Initially, resistively loaded bow tie antennas
were suggested for the planar configuration [27–29, 32, 33], while dipole antennas were
suggested for the cylindrical system [30, 31]. Resistively loaded V dipoles have also
been proposed [34]. In the cylindrical configuration, multiple antennas are present in the
array, although they are not simultaneously active. In the planar system, a single antenna
is scanned over the surface, creating a synthetic antenna aperture. In order to overcome
the inherent inefficiency of resistively loaded antennas, a modified ridged horn antenna
operating from 1 to 11 GHz has been introduced [35]. Most of the antennas are designed
to observe copolarized reflections from the breast tissue; however, using two resistively
loaded bow-tie antennas in the shape of a Maltese cross (Figure 2.27) has also been
proposed to pick up the cross-polarized reflections [29]. Cross-polarized reflections from
simple tumor models were also examined in Refs. 35 and 36.

The antenna shown in Figure 2.27 [35] consists of two cross-polarized bow-tie antenna
elements, an octagonal cavity behind the bow-tie elements, and a metal flange attached
to the cavity. The broadband bow ties have flare angles of 45◦. They are 1.67 cm long,
which is a half-wavelength at 3 GHz in fat (similar to breast tissue). The octagonal
cavity blocks waves radiated away from the breast tissue. The cavity is approximated
as a circular waveguide filled with fat material for matching and size reduction. The
first cutoff frequency is set to be 2 GHz for 2–4-GHz operation. The cavity length is
a quarter-wavelength, which is 11 mm at 3 GHz. The flange consists of an inner and
an outer component and is designed to block unwanted waves such as surface waves.
The antenna performance does not change significantly when the flange size is varied
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Figure 2.27 Cross-polarized antenna for confocal imaging. The properties of the substance inside
the cavity and the medium outside the antenna are similar to fat (εr = 9 σ = 0:2 S/m). (From
Ref. 35.)

between 10 and 6.25 cm; therefore the width of the outer flange is set to be 6.25 cm. The
inner flange is designed to prevent possible electric field overshoot at the inner corners
of the opening of the octagonal cavity or at the ends of the bow-tie elements. A slotline
bow-tie antenna has also been proposed [37].

A resistively loaded monopole antenna shown in Figure 2.28 and suitable for use in
a cylindrical array was proposed in Refs. [38–40]. Based on the Wu–King design [41,
42], this antenna was designed to be usable from 1 to 10 GHz immersed in canola oil
(εr = 3.0) for matching to breast tissue. The antenna is fabricated using high frequency
chip resistors (Vishay 0603HF) (Malvern, PA) soldered to a high frequency substrate
(Rogers RO3203 series) (Rogers Corporation, Chandler, AZ). The substrate (εr = 3.02
and σ = 0.001 S/m) has electrical properties similar to those of canola oil. The antenna

10.8 mm

Figure 2.28 Fabricated resistively loaded monopole antenna soldered to an SMA connector and
attached to a metal plug. (From Ref. 40.)
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is soldered to a subminiature A (SMA) connector and attached to a metal plug for
connection into the oil-filled test canister.

2.2.7.5 Monopole Antennas for Hyperthermia Treatment of Cancer End-fed
monopole antennas excited by a coaxial line have been used for a number of medical
applications such as hyperthermia for cancer therapy [26] and the cardiac ablation catheter
[43]. For these applications, both straight wire and small-diameter helix monopoles have
been used.

Hyperthermia (HT) [44, 45] is a method of treating cancer by heating the body. The
tissue is typically heated to 41–45◦C for 30–60 min. Often this involves focusing the
energy on the tumor region, relying on the tumor to be more sensitive to heat than the
surrounding healthy tissue. HT has also been shown to increase the effectiveness of radi-
ation and chemotherapy [46, 47]. The most commonly used frequencies for hyperthermia
are 433, 915, and 2450 MHz. The type of antenna or antenna array used for HT depends
on whether it is to be administered superficially, interstitially, or deep body.

Interstitial applicators for HT are typically monopole antennas made from coaxial
cables with the center conductor extending beyond the outer ground shield of the cable
[48]. These antennas have a tear-drop-shaped radiation pattern, so the majority of the
heating is near the feed point of the antenna (where the ground shield stops), leaving the
tip of the antenna extended beyond the usable heating range. The heating distribution
can be made more uniform by varying the width of the conductor [49] or adding a choke
to the antenna [50]. The heating pattern can be adjusted within the array by phasing the
antenna elements [50] or by using nonuniform insulation [51].

2.3 LOOP ANTENNAS

2.3.1 Small Loop Antennas

A small loop antenna can be analyzed in much the same way as the infinitesimal dipole
antenna described in Section 2.2.1. In fact, they are “dual” antennas, where the electric
and magnetic fields are reversed as shown in Figure 2.29. A dual current relationship
between the dipole and loop antennas is also used [5]. This relationship is

I eL = ImL = jωμIS

I m I e

Hq Eq

−Ef Hf

(a) (b)

Figure 2.29 Dual radiation field components of (a) small loops and (b) infinitesimal dipole
antennas.
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where I e is the electric current on the infinitesimal dipole of length L, I m is the vir-
tual magnetic current on the loop antenna, and I is the actual current on the loop of
cross-sectional area S . The actual shape (circular, square, etc.) of a small loop does not
matter, since the current I is assumed to be constant on this small loop. For a small
circular loop S=πa2. The electric and magnetic fields for a small loop antenna in the
x -y plane are given by

E = − 1

4π
(jωμIS) sin θe−jβ0r

(
jk0

r
+ 1

r2

)
φ̂ (2.17)

H = jη0(jωμIS)

2πk0
cos θ

(
jβ0

r2
+ 1

r3

)
e−jk0r r̂

−jη0(jωμIS)

4πk0
sin θ

(
−k2

0

r
+ jk0

r2
+ 1

r3

)
e−jk0r θ̂ (2.18)

Comparing these to Eqs. (2.1) and (2.2) for the infinitesimal dipole, the duality of
these two antennas is clear. Similarly (comparing to Eqs (2.3) and (2.4)), their radiated
fields (the 1/r terms) are

E = η0k
2IS

4πr
sin θe−jk0r φ̂ (2.19)

H = −k2IS

4πr
sin θe−jk0r θ̂ (2.20)

Note that the radiation for a small loop is in the same direction as for the infinitesimal
dipole. Although perhaps not initially intuitive, the small loop radiates no power directly
above or below the loop. The maximum power is radiated directly out the sides of the
loop, symmetric in the x-y plane. The directivity of the small loop is 3/2 [3].

The radiation resistance for a small loop antenna is

Rr = 20(k2S)2 ≈ 31, 200

(
S

λ2

)2

� (2.21)

The total impedance of the small loop is a combination of its radiation resistance
Rr , internal resistance Ri , internal inductance Li , and external inductance Le . Then
Z=Rr +Ri + jω(Li + Le). This resistance is so small that the efficiency of small loop
antennas is very low. They are therefore poor radiators and normally are used only in
the receiving mode, such as for pagers and radios, where the signal-to-noise ratio is
more important than efficiency. One method of increasing the radiation resistance is to
use multiple coexistent loops made from several turns of wire wound into N multiple
loops. The radiation resistance is then multiplied by N 2. Typically, a capacitor is placed
in parallel with the loop to help tune out its inductance.

An approximate equation for the ohmic losses of a multiple-turn loop antenna is [3]

Rohmic = Na

b
Rs

(
Rp

Ro

+ 1

)
(2.22)
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where a is the loop radius, b is the wire radius, N is the number of turns, Rp is the
ohmic resistance per unit length due to the proximity of the other loops, Ro is the ohmic
skin effect resistance per unit length (=NRs /2πb), and Rs is the surface impedance of
the conductor (= (0.5 ωμ0/σ )1/2).

2.3.2 Ferrite Loaded Loops

In an effort to increase the radiation resistance of a loop antenna, the loop is wound
around a ferrite core. The radiation resistance of this ferrite loop is then

Rf = 20π2
(
C

λ

)4

μ2
cr

where C is the circumference of the loop, and μcr is the effective relative magnetic
permeability of the ferrite core. This depends on the core material and its length and
diameter [52]. Because of their small size, ferrite loaded loops are often used in pocket
transistor radios. In addition to providing a receiving antenna, the inductance it provides
can be used in parallel with the RF amplifier tuning capacitor to create the tuned receiver
circuit.

2.3.3 Larger Diameter Loops

Increasing the diameter of the loop antenna but keeping the current constant changes
the radiation pattern, similar to expanding the length of a dipole antenna with sinusoidal
current distribution. The radiated (far-zone) electric and magnetic fields for a circular
loop of diameter a carrying constant current I are

E = η0akI

2r
J1(ka sin θ)φ̂

H = −akI

2r
J1(ka sin θ)θ̂

For small diameter loops, these expressions reduce to those shown in Eqs. (2.19) and
(2.20). The radiation patterns for small and large diameter loops are shown in Figure 2.30.

For larger loops, the current distribution can no longer be considered constant. Instead,
it can be considered to be represented by the Fourier series

I (φ) = I0 + 2
M∑
n=1

In cos(nφ)

The field distributions are very complex for these large loops and can be found in Ref. 53.
The direction of maximum radiation changes from its plane (θ = 90◦) when the loop is
small to its axis (θ = 0◦ and 180◦) when the circumference of the loop is about one
wavelength. At one wavelength circumference, the directivity is about 3.4, as long as the
wire is thin compared to the circumference of the loop [54]. The one-wavelength loop
is commonly used in the design of helix antennas, which can be modeled as an array of
loops. The impedance of circular loop antennas is shown in Figure 2.31.
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Figure 2.30 Three-Dimensional radiation patterns for a circular loop with constant current dis-
tribution: (a) circumference= 0.1 wavelength and (b) circumference= 5 wavelengths. (From Ref.
3.)

2.3.4 Applications of Loop Antennas

2.3.4.1 Wireless Telemetry for Implantable Devices An interesting application
of loops is the wireless telemetry for medical devices. Since the invention of the first
pacemaker almost fifty years ago [56], wireless implantable devices to treat a wide
range of diseases and disabilities have gone through remarkable improvements. Currently,
devices to treat or alleviate braycardia, chronic back pain, epilepsy, deafness, paralysis,
and blindness, to name a few, are the subject of research in the biomedical field [57–67].
Common to these implanted devices is the need to receive data and/or power from a
device external to the human body and often to transmit data to the external device
regarding important information on the state of the patient and the implanted device.
Neural prosthetic devices, in particular, present particular challenges since they may
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(a) Resistance

(b) Reactance

Figure 2.31 Input impedance of circular loop antennas with Fourier current distributions. (From
Ref. 55.)

need to stimulate continuously tens or hundreds of sites and thus possibly require more
power and bandwidth than other implantable devices.

In the majority of wireless telemetry cases for implantable devices, inductively coupled
coils are used [68]. In these, the time-varying magnetic field generated by the primary coil
concatenates with the secondary coil, which results in an induced current in the implanted
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coil. Frequencies are often lower than 50 MHz to ensure that the presence of the human
body does not obstruct significantly the coupling between the coils. In this case, the most
important parameters for the design of the telemetry system are the self- and mutual
inductances of the coils. Several methods can be used to determine these parameters
depending on the frequency of interest and the geometrical shape of the coils. For the
simplest traditional coil geometries (circle, square), analytical approximations of self-
and mutual inductances are often used, whereas more sophisticated methods (such as the
partial inductance method and similar methods) can be used in the case of geometrically
complex coils. A measure of the quality of coupling between two coils is given by the
coupling coefficient K between two coils (0≤K ≤ 1), defined by

K = M12√
L1L2

(2.23)

with M 12 the mutual coupling between coils 1 and 2, and Li the self-inductance of
coil i . To maximize the power delivered to the load in these applications, usually a
capacitor is inserted in parallel to the inductance of the coil and the resistance of the
load to form a parallel resonant LC circuit. Many other parameters may affect the design
of inductively coupled coils for biomedical telemetry systems, such as implant size,
maximum power, temperature increase in the implanted device, and specific absorption
rate of power (SAR given in W/kg) induced in the tissue. It is beyond the scope of this
chapter to explore the details of the design of such systems, and the reader is referred to
specific publications on the topic for additional insights into wireless telemetry systems
(e.g., see Ref. 68 and references therein).

2.3.4.2 Vector Antennas Loop antennas have received considerable attention lately
in the development of compact wireless communication systems when integrated with
other antennas such as dipoles. This use of loop antennas leads to the possible devel-
opment of compact multiple-input multiple-output (MIMO) systems which can find
applications not only in communication systems, but also in direction of arrival estima-
tion, sensor networks, and imaging. While, traditionally, the increase in channel capacity
in a communication system has been achieved through spatial arrays of antennas, similar
increases in channel capacity have been obtained through the use of “vector antennas”
consisting of collocated loops and dipoles that can respond to more than one component
of the electromagnetic field. One example of such antennas is given in Ref. 69, where
three- and four-element vector antennas, consisting of one loop and two or three dipoles,
respectively, are employed in a MIMO system. A number of research efforts that address
the characterization of systems of collocated loops and dipoles can be found in the lit-
erature (e.g., Refs. [69–74]). In Ref. 69, for example, it is shown experimentally that
in a rich multipath scattering environment systems with three- and four-element vector
antennas at both the transmitter and receiver support three and four times more infor-
mation, respectively, as compared to conventional systems consisting of sensors with
single antennas. Figure 2.32 shows an example of a three-element vector antenna. In this
particular system, since the loop must have a constant current distribution to retain the
radiation characteristics of a magnetic dipole, the loop was realized by means of four
pie-shaped sectors fed in phase at their corners [75]. This arrangement ensured that the
currents were directed in opposite directions along adjacent feed lines, thus effectively
nullifying any spurious radiation. Ultrawideband versions of such systems have also been
developed for imaging purposes.
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Figure 2.32 Vector antenna.

2.3.4.3 Magnetic Field Probes Loop antennas are commonly used as pick-up
probes for magnetic fields. The shielded loop antennas [76] shown in Figures 2.33
and 2.34 are typical probe antenna designs. Figure 2.33 shows an unbalanced design,
and Figure 2.34 shows a balanced design. The effective terminals of this type of antenna
are at the gap AB . The inner conductor and the shield form a coaxial transmission line
of length h +πb connecting the gap at AB to the load impedance Z s . Thus the effective
input impedance seen at the terminal gap AB is the load impedance Z s transformed by
the transmission line of h+πb. The receiving loop antenna is analyzed by considering
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Figure 2.33 Shielded loop antenna made with solid conductor.
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Figure 2.34 Shielded loop antenna made with coax.

the loop and transmission line separately. The incident external field produces a cur-
rent on the external surface of the shield. The current passes through the effective input
impedance Z L (at terminals AB), producing a voltage across it, V L. This voltage is then
transformed to V s (across load impedance Z s ) through the transmission line.
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CHAPTER 3

Aperture Antennas: Waveguides
and Horns

CHRISTOPHE GRANET, GRAEME L. JAMES, and A. ROSS FORSYTH

3.1 INTRODUCTION

3.1.1 Aperture Antennas

The most common type of aperture antenna is that of open-ended radiating waveg-
uides including horn-type antennas; the latter being essentially flared-out waveguides.
An associated aperture antenna is the radiating slot cut into the wall of a closed waveg-
uide structure. Aperture antennas can be used directly in applications such as a source
antenna for radiation pattern measurements or as an accurate gain standard. They also
find use, either alone or in an array, in point-to-point radio communication links and are
widely used as feeds in reflector antenna systems.

Whatever the application in mind, there are a number of general properties to be con-
sidered when designing aperture antennas. For example, common to all applications is
the required radiation pattern characteristics including beamwidth and the degree of side-
lobe level and front-to-back ratio that can be tolerated. Another feature that is now often
required is dual-polarization operation and this places demands on the cross-polarization
radiation performance of the antenna. Other important attributes of the radiation pattern
include gain, the phase center and the main beam efficiency. Gain expresses the increase
in power radiated in a given direction by the antenna to the average power radiated by
an isotropic radiator emitting the same total power. For some horn-type antennas gain
can be calculated accurately and these find use as gain standards. The phase center of an
antenna is defined as the on-axis position that most closely approximates the center of
curvature of the radiating wavefront. It is not a unique position and depends on a number
of factors including the pattern beamwidth and the frequency of operation. Knowing the
phase center of an aperture antenna is important if it is to be used as a feed on a reflector
antenna or as an element in an array. With regard to the main beam efficiency, it is
defined as the ratio of the power radiated within a specified cone angle θ from boresight
to the total power radiated by the antenna. It is an important parameter in designing feeds
and has direct implications to the commonly used figure-of-merit parameter, G /T , where
G represents the gain of the antenna and T the antenna temperature.
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Aside from the radiation pattern characteristics, the other major electromagnetic design
consideration is the return loss, or mismatch, as seen from the exciting waveguide. For
horn-type aperture antennas, mismatch created by their flared-out waveguide geometry is
always a matter of concern but not the mismatch to free space as this is usually negligible
given that most horn apertures are somewhat in excess of a wavelength in dimension. For
radiating waveguides and slots the reverse is the case and, given their generally smaller
aperture dimension, the mismatch to free space can be of concern.

Whatever the requirements are for a given application, the bandwidth over which
an aperture antenna is expected to operate has been increasing over the years and this
can pose quite a challenge to the antenna designer. To assist in this design process,
we present here a collection of basic useful design data collected over many years of
research both from our own experience and those of others. Except for a brief outline of
the classical approach to analyzing radiation from an aperture, we have purposefully left
out theoretical analysis and complex electromagnetic theories as these topics are already
covered in numerous textbooks (e.g., see Refs. 1–4). Instead, we have concentrated
on gathering useful practical information to assist in the initial design of an aperture
antenna for a specific purpose. Although we have tried to keep it simple, the notions
of radiation pattern, gain, return loss, cross-polarization, and other basic properties of
antennas are assumed to be understood. This chapter is therefore structured as a starting
point where the reader, already knowledgeable in the field of antenna design (but not
necessarily aperture antennas), can find simple equations and some basic rules from past
experience which will enable a first prototype to be designed for a specific application.
It will often be desirable, and perhaps necessary, to fine-tune this design further. This
may be achieved by referring to more specific detailed design data available in the
literature (such as the references already mentioned) or, more directly, by making use of
one of the many standard numerical analysis software packages commercially available.
While these can be slow in application, their use is appropriate here since the purpose
is to refine a usable starting-point design deduced from the basic data given in this
chapter.

We have also given consideration to manufacturing and overall mechanical aspects
necessary to realize the antennas we discuss. These are topics that are rarely approached
in the literature but in reality are crucial to the success or failure of a project. It is
pointless to design an excellently performing antenna system from the electromagnetic
point-of-view if it is not physically possible to manufacture it (at least at a reasonable
cost) and to test it. This chapter therefore provides some basic fabrication information,
including what material to use and how to approach the manufacturing issue. It reinforces
the need for antenna designers to have a basic understanding of mechanical issues and
have a good relationship with their mechanical engineers and machinists if projects are
truly to succeed.

Before proceeding with applications, design data, and fabrication issues, we need to
identify some key specifications that will govern the choice of an appropriate antenna.

3.1.2 Key Specifications

Each application will come with a number of specifications, and while overall specifica-
tions are often given for a complete system, it is necessary for the antenna designer



3.1 INTRODUCTION 99

to extract those key specifications that will dictate or point toward the choice of a
suitable antenna. Important general specifications for the antenna design include the
following.

3.1.2.1 Bandwidth The frequency band over which the system is to operate is
usually specified as a range (for single-band applications) or ranges (for multiple-band
applications) of frequencies where the antenna has to satisfy a required return loss (or
VSWR) and provide a radiation pattern adequate for the application. The latter will often
include a specification on the cross-polarization isolation, especially where dual polar-
ization operation is mandated. From this information, one can ascertain if the application
is narrowband or wideband. The notion of “narrowband” or “wideband” is a some-
what ill-defined concept and the literature abounds in claims of “wideband” for what
other researchers would call narrowband. To be specific, consider an antenna required to
operate from f min to f max, the bandwidth, in general, is calculated as

%Bandwidth = 200
(fmax − fmin)

(fmax + fmin)
(3.1)

Using this definition, a bandwidth below 40% is generally considered in this chapter
to be narrowband whereas a bandwidth over 40% is considered to be wideband. For
multiband applications, it is usual to consider the individual bands in isolation and apply
Eq. (3.1) to each band independently. Thus in some multiband applications, one band
may be classed as narrowband while another may be classed as wideband.

Often, the specifications will provide a “design frequency,” that is, a frequency for
which the design is to be optimum. If the application is required to operate in only
one frequency band, our practice is to design the antenna for a design frequency of
fc =

√
fmin fmax for narrowband operations and f c = 1.2 f min for wideband operations.

For multiband systems a design frequency should be specified for each band and, as
before, treated independently.

3.1.2.2 Gain/Antenna Efficiency It is common to specify the gain or antenna
efficiency performance requirement over the required band(s). Of importance here is the
gain of the whole antenna system, not just the gain of the aperture antenna in isolation. It
is necessary therefore to take into account the mismatch and ohmic losses of the different
components making up the entire antenna system. A well designed aperture antenna fed
by a poorly designed feed system will remain a poorly performing system and vice
versa.

3.1.2.3 The Working Environment An indication of the working environment in
which the antenna is likely to operate is important. This will dictate the choice of mate-
rials and also the mechanical aspects of the system. One consideration is the proximity
of potential interference to the system from neighboring antennas and other structures.
An antenna working perfectly well in isolation may give completely unsatisfactory per-
formance when placed in an environment with other nearby scatterers. This can include
blockage from structure surrounding the antenna or a poor choice of radome that is
fitted afterwards. Another consideration is any special needs for the antenna such as
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pressurization, high-power handling, low passive intermodulation levels, robustness, and
low-loss requirements.

3.1.2.4 Cost An indication of the cost of the antenna is often overlooked but there
are often compromises that both the client and the antenna designer have to agree upon for
an acceptable price to be reached. Cost sensitive issues can include choice of materials,
finish, and the overall performance design level acceptable within a given budget.

3.2 COMMON APPLICATIONS OF APERTURE ANTENNAS

In this section, we discuss briefly some common applications of aperture antennas. This is
not an exhaustive list of all possible applications as this would be too big an undertaking,
but it is a selection of those applications most frequently faced by antenna engineers.

3.2.1 Standard-Gain Horns

Accurate antenna gain measurements are important in a wide range of applications
such as satellite communications, remote sensing, electromagnetic compatibility mea-
surements, and radar. To evaluate the gain of an antenna, it is customary to compare
its performance against a well calibrated “standard.” So-called standard-gain horns are
used for this purpose.

The gain of a standard-gain horn is ideally measured inside a temperature-controlled
anechoic chamber using the three-antenna extrapolation technique [5]. This involves
measuring the power transmitted between the three pairs of antennas as a function of
distance and then extrapolating these results to obtain the true far-field values for each
antenna. The complex reflection coefficients of the antennas are also measured to correct
for mismatches. An uncertainty of ±0.05 dB is typical for most standard-gain horn
antennas measured under these conditions. Several companies provide horns of this type
but since this process is expensive, they are usually measured accurately at a few specially
chosen frequencies only with the calculated gain being provided over the remaining useful
bandwidth of the horn.

The most common type of horn used as a standard-gain horn is the pyramidal horn
shown in Figure 3.1 (see also Section 3.4.2). The rectangular geometry of this horn
enables easy manufacture and results in a low-cost antenna. Conical horns (Figure 3.2;
see also Section 3.4.3) can also be used as standard-gain horns where the antenna gain,
GdBi > 15 dBi. Often overlooked is the conical corrugated horn (Figure 3.3, see also
Section 3.4.5) as a standard-gain horn when GdBi > 12 dBi. In calculating the gain of all
of these horns it is assumed that the aperture terminates in an infinite flange. In practice,
of course, horns have a finite flange, often just the thickness of the metal wall, and this
leads to some inaccuracy in the calculated gain. The calculated results for the corrugated
horn will, in principle, be more accurate since flange effects are far less severe for this
type of horn (at least for large aperture horns considered here when GdBi > 12 dBi)
than for the other horn types. This is a consequence of the electromagnetic field in the
corrugated horn becoming zero, or close to zero, as the aperture edge is approached,
which in turn will minimize any flange effects. This aspect is also largely the case with
the dual-mode horn (Figure 3.4, see also Section 3.4.4) but only over a much reduced
bandwidth around the center design frequency.
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Figure 3.1 (a) Pyramidal horn, (b) E -plane view, and (c) H -plane view.

3.2.2 Prime-Focus Feeds

Prime-focus feeds encompass the types of feeds used mainly for circular-symmetrical or
offset reflectors (see Chapter 8 of Ref. 3). The most common type of reflector used in
the industry is the circular-symmetrical parabolic reflector defined typically by its f/D
ratio, where f is the focal length of the parabola and D is the aperture diameter (see
Figure 3.5). The f/D ratio provides the antenna designer with an idea of the subtended
angle of the antenna and also a rough description of the dish: f/D values of less than 0.35
tend to be labeled as “deep reflectors.” Note that often an offset-parabolic configuration,
as in Figure 3.6 is specified [6, 7] [see also Chapter 8 of Ref. 3] and the offset parameter
influences the pointing of the feed. It is interesting to point out that most commercial
companies have a range of reflectors varying in diameter but with the same f/D ratio. It
enables them to use the same feeds on all these antennas irrespective of the diameter size.

In the case of a circular-symmetrical parabolic reflector, for a given f/D ratio, the
half-subtended angle at the feed (θ e) can be calculated using the following formula:

θe = arctan

(
8f/D

16(f/D)2 − 1

)
(3.2)
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In the case of an offset parabolic reflector, the offset geometry makes the definition of
a single “half-subtended” angle (θ e) more complex, but an approximate value for the
angle can be defined by the average of the three following angles (see Figure 3.6):

θL = 2 arctan

(
D + 2h

4f

)
− arctan

(
2f (D + 2h)

4f 2 − h(D + h)

)
+ arctan

(
2fD

4f 2 + h(D + h)

)
θU = arctan

(
2f (D + 2h)

4f 2 − h(D + h)

)
+ arctan

(
2fD

4f 2 + h(D + h)

)
− 2 arctan

(
D + 2h

4f

)

θQ = arcsin

⎡⎢⎢⎢⎢⎣
D

2√(
h+ D

2

)2

+
(
D

2

)2

+
(
(2h+D)2 +D2

16f − f

)2

⎤⎥⎥⎥⎥⎦
θe ≈ |θL| + |θU | + 2|θQ|

4
(3.3)
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This approximate value of θ e is then used to work out the basic geometry of the feed
by choosing the appropriate feed pattern taper at this angle. Note that antenna compa-
nies generally design their reflectors with values of f/D between 0.35 and 0.65 (i.e.,
42◦ ≤ θ e ≤ 71◦), therefore most prime-focus feeds have a broad radiation pattern.

Among the most common types of prime-focus feeds used in the industry are the
axially corrugated horns and the choke-ring waveguide (see Figure 3.7 and Sections 3.4.6
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and 3.4.7). As an initial guide [8], design the horn to have a −12-dB taper at θ e . In most
cases, the reflector will be in the farfield of the feed and using the far-field patterns of
the horn for design purposes is usually valid.

3.2.3 Secondary-Focus Feeds

The term “secondary focus” refers to feeds used to illuminate the subreflector of a
dual-reflector antenna. There are numerous combinations of dual-reflector antennas but
by far the most common is the Cassegrain antenna (see Chapter 8 of Ref. 3), (Figure 3.8),
made of a parabolic main reflector and a hyperbolic subreflector. The main reflectors and
subreflectors are either “classical,” that is, exact parabolas and hyperbolas, or “shaped”
by means of numerical techniques to enhance or tailor the radiation performance of the
antenna to a specified performance. From a feed design point of view, the important angle
to consider is the half-subtended angle θ e from the axis of the antenna to the edge of the
subreflector. In practice, this angle is usually much smaller than that for the prime-focus
case and is typically in the range 10◦–30◦. Therefore the radiation pattern of the feed
needs to be appropriately directive with the most common types of secondary feeds being
the conical horn (see Figure 3.2 and Section 3.4.3), the dual-mode horn (see Figure 3.4
and Section 3.4.4) and the conical corrugated horn (see Figure 3.3 and Section 3.4.5).

If the application does not require high cross-polarization isolation, then a simple
conical horn might be sufficient. If the radiation pattern of the feed is required to have
Gaussian-type radiation properties with low cross polarization, then it will be necessary
to consider a dual-mode horn for narrowband applications or a conical corrugated horn
for wideband operations. For low sidelobes and optimal G/T the conical corrugated horn
is often the better choice. As an initial guide [8], design the horn to have a −12-dB taper
at θ e . Secondary-focus feeds being mostly directive (i.e., with a large aperture size in
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terms of wavelength), it is necessary to determine if the subreflector lies in the far field
or the near field of the feed and use the appropriate Fresnel-zone correction to calculate
the antenna radiation pattern [9].

3.2.4 Direct Radiators

Direct radiators are horns or arrays that are used to radiate directly toward either a target
or another antenna. There are many different applications for direct radiators and the
main ones are:

• Range Illuminators. To measure antennas, you need to receive (transmit) from (to)
the antenna under test at the required frequency. Mostly these tests are undertaken
in an antenna test range, either enclosed as in an anechoic chamber or outside in
dedicated outdoor facilities. For measurements on an outdoor test range, reflections
from the ground and surrounding building or structures often demand as directive a
range-illuminator antenna as possible and in this situation reflector-type antennas are
more suitable than a horn radiator. However, for an indoor range, depending on the
accuracy required from the measurements, a simple feed, like the pyramidal horn,
or a more complex feed, like the corrugated horn, is appropriate. It is important to
realize that the cross-polarization performance of the range illuminator will limit
the accuracy at which you can measure the cross-polarization performance of the
antenna under test. Also, the radiation pattern of the range illuminator will react
with the geometry of the anechoic chamber and provide reflections that, even though
small, can increase the errors of the measurement process [10].

• Point-to-Point Communication. This is where highly directive horns or reflector
antennas are pointed at each other to operate as a receive/transmit network for data
transfer. As is obvious for this application, a good line of sight is essential.

• Earth Illumination from Satellites. In this application, either a compact, directive
horn with low sidelobes is used to illuminate the full earth efficiently as seen from
a satellite [11] or a reflector antenna system is used to illuminate a “footprint”
on the earth; that is, a specific region is illuminated with an appropriate power
distribution.

3.2.5 Array Elements

While any of the aperture antennas discussed here can be used as an array element, there
are restrictions in practice. One of these is the physical size of the aperture (and indeed the
length of the antenna). To avoid grating lobes one must have adjacent elements separated
by not much more than half-a-wavelength, which is simply not physically possible with
many of the antennas described here. There are applications, however, where the main
interest is radiation near boresite (e.g., see Ref. 12) and grating lobes may not be of
major concern. Nonetheless, in all cases issues such as the array factor, mutual coupling
between neighboring elements, and other aspects of the array environment need to be
addressed. To this end, the reader is referred to Chapter 12 of this book for further details
on array design. There is, however, one type of array of particular interest to aperture
antennas: the slotted waveguide array.
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3.2.5.1 Slot Antennas: General Comments A slot antenna can be defined as any
narrow aperture in a metal surface that is excited to radiate. While in general the aperture
has no restriction in geometry—and in the past a number of different shaped slots have
been used for specific purposes—the most common type of slot used is the simple narrow
slot, where the slot width (the narrow dimension) is small compared to the wavelength.
If this slot is assumed to lie in an infinite ground plane then it is complementary to a flat
wire antenna having the same dimensions as the slot. Thus if the slot is excited at the
same point as the wire antenna, the field radiated by the slot is obtained from the solution
for the flat wire antenna simply by interchanging the electric and magnetic fields.

A slot in an infinite ground plane radiates on both sides of the plane. In many appli-
cations radiation is required on one side only and one way to achieve this is to back the
slot by a cavity, as shown in Figure 3.9a. Of course, in practice, the ground plane will
be finite in size and the radiation pattern will be affected to a degree dependent on the
location of the slot to the edge of the plane. In other cases, such as a slot antenna on
the body of an aircraft or missile, the slot will reside on a closed structure approximated
by a cone or cylinder, as in Figure 3.9b, and radiation from the slot will be modified by
the curvature of the surrounding structure. A widespread application of a radiating slot
is where it is cut into the wall of a waveguide. While this can be any type of waveguide,
the most common use is with a rectangular waveguide, where the three possible slot
configurations are shown in Figure 3.10.

Unlike the other aperture antenna types discussed in this chapter, slot antennas do
not easily lend themselves to meaningful simple design formula. A slot in an infinite

(a)

(b)

Figure 3.9 (a) cavity-backed slot in a finite ground plane and (b) slot cut in a cylindrical structure.
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Figure 3.10 Various types of waveguide slots.

ground plane is readily characterized by the equivalent flat wire antenna, but when it is
cavity backed in a practical application the solution is no longer a simple one [13–15].
Furthermore, when this antenna is embedded in a finite structure, edge and curvature
effects need to be addressed. While these and other applications of slot antennas have
been developed extensively over many years, deducing simple design formulas from this
body of work has remained elusive.

3.2.5.2 Slotted Waveguide Arrays The slot array versions of the slot configu-
rations shown in Figure 3.10 are given in Figure 3.11. In all cases the slots are cut to
resonate at the desired (center) frequency and alternate either in inclination (in the case of
edge slots or inclined slots in the broad wall) or in location (either side of the center line
in the case of the longitudinal slots) to counteract the 180◦ phase shift of the waveguide
mode at each (waveguide) half-wavelength. The array can operate as either a resonant
array or a traveling-wave array. In the former case the array terminates in a short circuit
and radiates an “averaged” broadside pattern, whereas a traveling-wave array terminates
in a matched load. In this case the main beam radiates at a frequency-dependent angle,
θ , given by

θ = sin−1
(

λ

λg

− λ

2δy

)
(3.4)

where λ is the free-space wavelength and λg is the waveguide mode wavelength.
While in principle broadside radiation is possible at a given frequency where δy = λg /2,

at this spacing, coherency of slot reflections can result in severe mismatch at the input
port. Therefore a slot spacing closer to λ/2 is chosen, giving a beam angle close to
broadside. Note that the traveling-wave array should be well matched otherwise the
reflected power will radiate an unwanted sidelobe at an angle of −θ .

Waveguide slot arrays are favored for their relatively simple construction and the
“in-built” phasing of the elements by the waveguide mode. Disadvantages include their
inherent narrow bandwidth, especially for the resonant array, and the difficulty of pro-
viding for dual polarization, although a number of designs have been attempted for the
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(a)

(b)

(c)

Figure 3.11 (a) Displaced-longitudinal slot array, (b) edge-slot array, and (c) inclined-center slot
array.

latter (e.g., see Refs. 16–18) with varying degrees of success. With regard to the slot
types, edge-slot arrays are commonly used given that the element spacing, δx , can be
kept within a half-wavelength to avoid grating lobes in wide-angle scanning applications.
This is not possible with the two broadside wall arrays. The inclined slot and edge-slot
array produce an unwanted cross-polar component, which could be a serious drawback
in some applications. Of the three slot types, the broad-wall inclined slot has the most
disadvantages and is usually avoided in practice.

To shape the radiated power distribution along the line of elements (in effect, the
aperture distribution along the array), one can vary the position of the slots in order to
change the value of the radiation conductance in line with the required power distribution.
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In the case of the longitudinal broad-wall slots, the radiation conductance, G rad, is given
to a good approximation by [19]

Grad = 2.1aλg

bλ
cos2

(
πλ

2λg

)
sin2

(
δπ

a

)
(3.5)

where δ is the slot displacement from the guide center. The equivalent expression for
edge slots is given by

Grad = 30λ3λg

73πa3b

⎡⎢⎢⎢⎣
sin(ξ) cos

(
πλ sin(ξ)

2λg

)
1−

(
λ sin(ξ)

λg

)2

⎤⎥⎥⎥⎦
2

(3.6)

Where ξ is the inclination angle of the slot. The case of the broad-wall inclined slot is
of little interest here.

Aside from rectangular waveguides, other waveguide types used in slot arrays include
the ridge waveguide [20, 21], where the aim is to reduce the broad-wall dimension
sufficiently to minimize grating lobes in a scanning array of longitudinal slots. TEM-mode
coaxial waveguides and circular waveguides (supporting either the TE11 or TM01 mode
depending on the required radiation pattern) have also been used as the basis for slotted
waveguide arrays [22]. Another application of slot arrays has been the work of Ando
and colleagues (e.g., see Ref. 23) in designing radial line slot antennas for both circular
and linear polarization.

3.2.6 Less Common Applications of Aperture Antennas

We mention briefly here other applications where aperture antennas, especially horns, are
required or where exceptions to the rules as presented earlier apply.

• Tracking Feeds. These feeds are designed to enable a target to be tracked. An
example is an Earth-station antenna that is required to maintain a link to a given
satellite. The dominant mode is used to receive the signal information while the
higher order modes are used to provide the tracking information. The higher order
modes perform the tracking function by using radiation patterns that have a null on
axis. Tracking feeds need to be designed to propagate all the modes from the point
at which the tracking and signal information is split-up and abstracted [2]. Some
other examples of tracking feeds are presented in Refs. 24 and 25.

• Probes. These are simple circular or rectangular waveguide working in the dominant
mode used mainly for antenna measurements in near-field scanners. A number of
commercial companies supply circular- or rectangular-waveguide probes and the
easiest solution is to buy directly from a supplier. However, should the need arise
to design one, be aware that the wall thickness at the aperture of the probe has a
significant effect on the radiation pattern [26].

• Monopulse. Monopulse feed systems are often used in radar applications.
Monopulse is the term used to describe a means whereby radar detection and
tracking information are derived from the same radar return, that is, simultaneous
lobe comparison. In a radar system, when a reflector is used, monopulse can be
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achieved with the use of a four-horn feed [27] or a multimode horn feed with four
feeding waveguides [28, 29].

• Prime-Focus Feeds for Large f/D Paraboloid Reflectors. For these reflectors, the
angle θ e can become small and a highly directive “secondary-focus” feed is required.
These reflectors are sometimes used for very small aperture terminal (VSAT) anten-
nas or for applications where very low antenna sidelobes are required. In the latter
case, the horn is designed to under illuminate the reflector antenna with a taper of
−20 to −25 dB at θ e instead of the more conventional −12 dB.

• Compact Dual-Reflector Systems. Here the feed can be located close to the subre-
flector as in a compact Cassegrain system or in a splash-plate reflector design. In
these cases, the half-subtended angle to the edge of the subreflector is large and a
standard primary-focus feed is required. Care needs to be taken to understand the
effect of the close proximity of the subreflector to the performance of the feed,
especially the match. It might be necessary, for example, to include a matching
“tip” on the subreflector [30, 31].

3.3 SPECIFIC ENVIRONMENTS

3.3.1 Space Applications

An important aspect to consider for space applications is the premium on space on
a spacecraft. The cost of launching a satellite is strongly related to the size and the
weight of the spacecraft and every effort in reducing both these quantities is crucial.
However, there is always a trade-off between compactness and performance as it is not
always possible to design a compact antenna with the required performance. Note that
“compact” in this instance relates to the physical size of the antenna, not the size in
wavelengths. Much effort is needed to reduce the size and weight of, say, an L-band
(1-GHz) or an S-band (2-GHz) antenna because of its sheer physical size, but not nearly
so much effort would be required for an equivalent Ka-band (20- to 30-GHz) antenna
given that the amount of design effort would probably, in practice, only provide a gain
of a few tens of grams and would therefore not be cost effective.

Another important factor for on-board satellite applications is that satellites tend to
be small and require a number of antennas to perform their missions. There are thus
risks of interference and obstruction from surrounding structures, including antennas.
Therefore satellite antennas tend to have low sidelobes to limit these interactions. A
global approach to the design of the antenna platform is necessary to make sure the
specifications are met.

Another point to keep in mind is the choice of materials. This will be covered in
Section 3.5 from the fabrication and mechanical point of view, but the choice of materials,
especially dielectric materials, is important from an electromagnetics point of view as
well. A number of dielectric materials are “space qualified” in that they have been
designed and approved for space applications. For example, their “degassing” rate is
small to minimize their loss of properties over time in space. They also need to withstand
the harsh changes in temperature from extremely hot when the satellite is in full sun to
extremely cold when the satellite is shadowed by the Earth. Furthermore, the antenna
and its components have to be sturdy enough to withstand the vibrations and extreme
forces exerted during the launch. For further reading on satellite antennas see Ref. 32.
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3.3.2 Harsh Environments

What defines a harsh environment is basically conditions that could be harmful to the
antenna itself to the extent that it adversely affects its performance. Some of the elec-
tromagnetics issues are highlighted briefly here while fabrication and mechanical design
aspects are considered in Section 3.5.

Some adverse conditions an antenna may have to deal with include the following.

• Water. It is important to keep water out of the system as it will degrade the perfor-
mance of the antenna and can damage components. Also, for regions where heavy
rainfalls are the norm, high frequency operations (e.g., Ka-band) can suffer and
become almost completely ineffective during heavy rainfall.

• Ice and Snow. The formation of ice and snow on antennas will severely degrade
the performance and, depending on where the antenna is to be used, some kind of
anti-icing system is required.

• Maritime Applications. As for satellite applications, the available space on the deck
of a ship is limited and there are numerous possible scatterers near the antennas. For
these applications, the same global approach as for satellite antennas is necessary. If
access to the satellite is necessary from a ship, a complex fast system of pointing and
tracking is usually necessary and this has repercussions on the mechanical aspect
of the antenna.

• Wind. If the antenna is to operate in a windy environment, the mechanical design
has to be such that the antenna is given a “wind-factor” rating. This is related to the
survivability of the antenna itself but also to the performance of the antenna. For
example, for Earth stations required to maintain contact with a satellite, there may
be a necessity to keep the antenna steady under heavy wind loading and to prevent
damage to the antenna.

• Vibrations and High Shocks. This is especially important for flyaway-type antenna
systems and military applications. From an antenna designer point of view, it means
the need to avoid designing components with small pieces that could break easily
and to design the antenna to have a performance tolerance with respect to small
discrepancies in shape. Parameter studies are therefore necessary to see if certain
parts of the design have a significant influence on the performance of the system
and convey that information to the mechanical designer.

3.4 DESIGN DATA

In this section, we present some simple procedures to provide an initial design for a range
of standard waveguide and horn radiators that can be tailored further to meet specific
needs. A number of examples are given with accurately computed radiation patterns
using up to three different methods.

• Method 1. The mode-matching method [33, 34] is used to calculate the propagation
of the waveguide modes through the antenna. To calculate the radiation pattern we
use the classical approach outlined in the next section, where the aperture is assumed
to be located in an infinite ground plane.
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• Method 2. This is the same as Method 1 but assumes the radiating aperture has a
2-mm thick flange to take into account the effect of a finite flange.

• Method 3. The results are calculated using CST MicroWave Studio to provide an
example of a commercially available electromagnetics analysis software package
that can simulate accurately the radiation pattern of a horn antenna, including the
effects of the horn body. We acknowledge, of course, that CST MicroWave Studio
is not the only commercial, or necessarily the best, package available to do this.
For example, Ansoft Corporation’s HFSS is another commonly used commercial
software package.

The performance of some of the examples in terms of gain, return loss, and
cross-polarization isolation calculated by Method 2 is also shown. These results help
define what type of bandwidth is covered by each type of horn and indicate which one
would fulfil the requirements of a given application.

The horns presented here are the main examples of a large number of horn types
available. For further reading on horn types, refer to Refs. 2 and 3, or for a more general
view on antenna feeds in general, see, for example, Refs. 35 and 36.

Again, we would like to emphasize that the following design procedures are only
meant to provide you with a “starting point” that can be optimized to meet your specific
requirements. There are numerous ways to optimize a horn antenna and a literature
search will provide you with a number of techniques to optimize each of the basic horn
geometries showcased here.

3.4.1 Basic Radiation Characteristics

The classical approach in calculating the field radiated by an aperture is by means of
an equivalent source distribution in the plane of the aperture. To place the underlying
theoretical analysis in perspective, consider first the general case of a source distribution
of magnetic currents M(r′) and electric currents J(r′) within a volume V ′ bounded by
the surface S ′ as illustrated in Figure. 3.12a. The solution for the electromagnetic field,
E1, H1, in the source-free region external to the volume V ′ is given by [37, p. 10]

E1(r) = −jk

∫
V ′

(
M(r′)× R̂+

√
μ

ε
[J(r′)− {J(r′) • R̂}R̂]

)
G(r, r′) dV ′ + 0

(
1

R2

)
H1(r) = jk

∫
V ′

(
J(r′)× R̂−

√
ε

μ
[M(r′)− {M(r′) • R̂}R̂]

)
G(r, r′) dV ′ + 0

(
1

R2

)
(3.7)

where μ and ε are the permeability and permittivity of free space, RR̂ = r− r′ and
G(r,r′) is the free-space Green’s function

G(r, r′) = exp(−jk|r− r′|)
4π |r− r′|

In formulating radiation problems it is often convenient to replace the actual sources
of the field with an equivalent source distribution. For the original problem shown in
Figure 3.12a, if we now specify a source-free field E2, H2 internal to the volume V ′ as
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Figure 3.12 (a) Source distribution contained within a volume V
′

(b) equivalent source
distribution.

shown in Figure 3.12b while maintaining the original field external to V ′, then on the
bounding surface S ′ one finds there must exist surface currents

Js = n̂× (H1 −H2) Ms = (E1 − E2)× n̂ (3.8)

to account for the discontinuity in the tangential components of the field. We can now
substitute these sources into eq. (3.7) and perform the integration over S ′ to obtain
the field E2, H2 internal to V ′ and E1, H1 external to V ′. Thus the equivalent source
distribution of Eq. (3.8) has produced the same field external to the volume as the original
sources contained within it. Since the specification of the field E2, H2 is arbitrary, it is
often advantageous to choose a null field for the region containing the actual sources.
The surface currents now become

Js = n̂×H1 Ms = E1 × n̂

With a null field chosen for E2, H2 we are at liberty to surround S ′ with a perfect
conductor (electric or magnetic) to remove one of the equivalent source distributions.
In such cases the remaining currents radiate in the presence of a perfectly conducting
obstacle and the electromagnetic field cannot be determined from Eq. (3.7) as the medium
is no longer homogeneous. However, if we choose that the surface S ′ divides all of
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Figure 3.13 Infinite plane for aperture field method.

space into two regions by coinciding with the z = 0 plane with the sources contained
in the half-space z < 0, then the perfectly conducting infinite plane at z = 0 can be
replaced by the image of the surface currents. This gives a current distribution of either
Js = 2n̂×H1 or Ms = 2E1 × n̂ (depending on the conductor used) radiating into an
unbounded homogeneous medium. The field for z > 0 can then be calculated using eq.
(3.7). This is the basis of the aperture field method used extensively in the past to evaluate
the radiated field from an aperture antenna. The z = 0 plane lies either in the aperture
plane of the antenna or at some position in front of it, as shown in Figure 3.13. We then
have three possible solutions for the field in the z > 0 space derived from Eq. (3.7) for
kR 1.

Solution I: Js = 2n̂×H1 Ms = 0

EI(r) = −jk
∫
S′

(√
μ

ε

[
Js(r′)−

{
Js(r′) • R̂

}
R̂
])

G(r, r′) dS ′

HI(r) = jk

∫
S′

(
Js(r′)× R̂

)
G(r, r′) dS ′

(3.9)

Solution II: Js = 0 Ms = 2E1 × n̂

EII(r) = −jk
∫
S′

(
Ms(r′)× R̂

)
G(r, r′) dS ′

HII(r) = −jk
∫
S′

(√
ε

μ

[
Ms(r′)−

{
Ms(r′) • R̂

}
R̂
])

G(r, r′) dS ′
(3.10)

Solution III: Js = n̂×H1 Ms = E1 × n̂

EIII = 1
2 (EI + EII)

HIII = 1
2 (HI +HII)

(3.11)
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Provided the fields are known exactly along the z = 0 plane, then identical results will
be yielded by these three solutions. In this situation it is preferable to use either Eq. (3.9)
or (3.10) since Eq. (3.11) requires both the electric and magnetic fields tangential to
the chosen plane. In practice, however, it is necessary to approximate these fields so
the three formulations will, in general, yield differing results. For a radiating aperture,
Solution I often gives the most accurate results since this solution assumes the aperture is
surrounded by a perfectly electrically conducting infinite flange. In reality, of course, the
metal flange surrounding the aperture will be finite in size, but if this flange extends about
half-a-wavelength or greater beyond the aperture, then surprising accurate corrections can
be made to Solution I by using the geometrical theory of diffraction (GTD) in conjunction
with the aperture field method. (An example can be found in Section 7.5 of Ref. 37.)
When the surrounding flange is somewhat smaller than half-a-wavelength in extent,
approximate high frequency techniques such as the GTD cannot be relied on and, in this
situation, Solution III is often the better approximation to use. The remaining option,
Solution II, where a perfect magnetic conductor is assumed to surround the aperture, is
rarely, if ever, used in predicting the radiated field from an aperture antenna.

There are basically two ways to specify the radiation characteristics of a horn antenna;
one is based on the required gain from the given horn while the other is based on the
required shape of the main beam of the radiation pattern. While some applications call for
specific shaping of the main beam as a function of rotational (azimuthal) direction, such
as a fan-shaped beam, the large majority of applications call for a simple “cigar-shaped”
rotationally invariant (symmetrical) main beam. In this case the radiation pattern is deter-
mined by the beamwidth (or half-beamwidth) for a given illumination level (or taper)
below the maximum value. There are of course other characteristics, such as sidelobe
levels and cross-polarization performance, which are of interest, but these are determined
largely by the choice of horn type.

In the case of most high performance horns, the radiation pattern over a given fre-
quency range (defined later for different horn types) is essentially symmetrical and
Gaussian shaped in nature, thereby enabling us to estimate to a good approximation
the half-beamwidth of the radiation pattern for a given taper. Specifying the taper in
decibels (dB) at a given angle (θo) as shown in Figure 3.14, the relative (Gaussian)
radiation pattern can be expressed as

Relative powerdB(θ) = 20 log{exp[−α(θ/θo)
2]} (3.12)

where

α = −Taper ln(10)

20
(note that Taper is a negative value, i.e., −12 dB)

(Note: As a −12-dB taper is often used as the feed pattern illumination toward the edge
of a reflector antenna at an angle θ e (in degrees.) [8], the required gain for the feed is
approximated by

Gain−12 dB at θe ≈ 9.7219 log10

(
0.6 ln(10)

θe

)
+ 43.539 dBi for 10◦ ≤ θe ≤ 80◦

Aside from the Gaussian-type radiation pattern, the so-called cosine-to-the-power-q type
relative radiation pattern is sometimes specified for the feed [38]. In this case, we use
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Figure 3.14 Relative radiation pattern specification.

the formula
Relative powerdB(θ) = 20 log�(cos θ)q� (3.13)

where

q = Taper ln(10)

20 ln(cos θo)
(as before, Taper is a negative value)

(Note that the directivity of a cosine-to-the-power-q type radiation pattern can be derived
in close-form as DdB = 10 log10(2(2q + 1)) [Ref. 39].)

Basically, Gaussian and “cosine-to-the-power-q patterns are very similar and specify-
ing the radiation pattern using either of these functions leads, essentially, to equivalent
solutions. Our own preference is to specify Gaussian radiation patterns and this definition
will be used for the most part within this text.

In practice, tapers of −10, −12, −15, and −18 dB are commonly required and in
Figure 3.15 we plot for these tapers the resultant half-beamwidth and gain values for a
Gaussian radiation pattern. We also plot the −3-dB taper used in many textbooks. This,
however, has very little practical application and is only shown here for completeness.
Using Figure 3.15, we can approximate the half-beamwidth for a chosen taper of a
horn that has a given gain or, inversely, estimate the gain of a horn from the required
half-beamwidth at the chosen taper.

The radiation pattern of a horn with a circular symmetry has its maximum of
cross-polarization level in the 45◦-plane and, in the ideal case, no cross polarization
in the E - and H -planes. It is therefore customary to represent the radiation pattern of
a horn by plotting the copolar E -, H -, and 45◦-planes and only the cross polarization
in the 45◦-plane. Note that for the examples of the pyramidal horns shown next,
the cross-polarization maximum is not necessarily present in the 45◦-plane, but the
level of cross polarization shown in that plane gives a good indication of the overall
cross-polarization isolation.
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Figure 3.15 Approximate half-beamwidth as a function of gain for a nominally Gaussian radiation
pattern.

3.4.2 Pyramidal Horns

The basic geometry of a pyramidal horn is shown in Figure 3.1. To design a pyramidal
horn for a given design frequency and a given gain, it is necessary to choose the appropri-
ate input waveguide dimensions for that frequency band. Most antenna designers choose
from an extensive list of standard waveguide band sizes provided by waveguide man-
ufacturers. For a given frequency (i.e., a given wavelength λ), a given gain expressed
in dBi, GdBi, choose the standard rectangular waveguide (that corresponds to the fre-
quency band you require) with dimensions a and b (see Figure 3.1) and then follow the
procedure below [40] to generate the dimensions of a horn that will closely match your
requirements. Note that the quantities a, b, and λ are expressed in meters.

Gl = 10GdBi/10 (3.14)

A = 0.096aG0.232
l + 0.42λG0.503

l − 0.193b (3.15)

RH = A

√
1

4
+
(

A

3λ

)2

(3.16)

LH = (A− a)

√(
RH

A

)2

− 1

4
(3.17)

DH =
√
R2

H −
(
A

2

)2

(3.18)

B = 1
2

[
b +

√
b2 + 8LHλ

]
(3.19)

RE = B

2

√
1+

(
B

λ

)2

(3.20)
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LE = (B − b)

√(
RE

B

)2

− 1

4
(3.21)

DE =
√
R2

E −
(
B

2

)2

(3.22)

Input Waveguide: WR75: a = 19.05 mm and b = 9.525 mm

Specification A (mm) B (mm) 
RE (mm)
DE (mm)

RH (mm)
DH (mm)

LE = LH
(mm)

GdBi
(calculated)

16 dBi gain
at 11.70 GHz 71.12 54.68 

64.42
58.33

74.79
65.80 48.17

Method 1:16.01
Method 2:16.08
Method 3:16.38 

20 dBi gain
at 11.70 GHz 112.60 88.70 

159.80
153.52

174.28
164.94 137.03

Method 1:19.97
Method 2:20.01
Method 3:20.14 

(c)

(b)

(a)

Figure 3.16 Pyramidal horn examples.
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(a) (b)

Figure 3.17 Geometry of the nominal 16-dBi pyramidal horn: (a) full view and (b) longitudinal
section.
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Figure 3.18 Accuracy of the simple design procedure for pyramidal horns.

The above method is generally accurate and consequently valuable in giving a useful
design starting point. One of its limitations, however, is that it assumes that the aperture
of the horn lies in an infinite ground plane. Ideally, it would be desirable to include the
edge diffraction effects at the aperture in the calculations when finalizing the design or,
alternatively, have the horn fully tested to determine the gain accurately.

Two examples of pyramidal horns designed using the above procedure are given in
Figures 3.16 and 3.17. A plot of the accuracy of this simple design procedure compared
to Method 2 in calculating the gain (at 11.70 GHz with a WR75 input waveguide)
over the range of 10–27 dBi range is shown in Figure 3.18. Note that due to their
nature, pyramidal horns do not have a well defined circular-symmetrical pattern and
have significantly different E - and H -plane beamwidths. This affects the stability of the
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phase center of the horn and its position at each frequency is a compromise between the
phase fronts seen in the E - and H -planes. For that reason, pyramidal horns are rarely
used as feeds for high performance reflector antennas.

3.4.3 Conical Horns

The geometry of a conical horn antenna is shown in Figure 3.2. To design a conical horn
for a given gain (GdBi) at a given design frequency [given wavelength λ (m)], use the
following procedure [1]:

ai = 3λ

2π
(3.23)

ao = λ

2π

√
10(GdBi+2.91)/10 (3.24)

R = 4a2
o

3λ
(3.25)

θ = arcsin
(ao
R

)
(3.26)

L = ao − ai

tan θ
(3.27)

The above method is reasonably accurate for horns with gains above 15 dBi and therefore
valuable in giving a useful design starting point. As for the pyramidal horn, one of its
limitations is in assuming that the aperture of the horn lies in an infinite ground plane.
Again, it would be desirable to include the edge diffraction effects at the aperture in
the calculations when finalizing the design or, alternatively, have the horn fully tested to
determine the gain accurately.

Two examples of horns designed using the above procedure are given in Figures 3.19
and 3.20. A plot of the accuracy of this simple design procedure compared to Method 2 in
calculating gain over the range of 15–25 dBi is shown in Figure 3.21. One thing to keep
in mind when deciding on using a conical horn is that there is a significant difference
in the beamwidths of the principal planes, resulting in somewhat poor cross-polarization
isolation. To demonstrate these properties, we have analyzed the nominal 16-dBi and
20-dBi horns over the 9.5–15-GHz frequency band (i.e., a relative frequency band of
0.812–1.282 if 11.70 GHz is taken as the design frequency) and summarized the results
in terms of return loss, cross-polarization isolation, and gain in Figure 3.22 while the
performance in terms of beamwidths is shown in Figure 3.23. This will have a direct
negative repercussion on the stability of the phase center of the horn. So, if you require
your horn to maintain a good pattern symmetry over your frequency band of interest, a
conical horn might not be adequate.

3.4.4 Dual-Mode Horns

The classical dual-mode horn is commonly known as a “Potter horn,” named after P. D.
Potter, who introduced these horns as early as 1963 [41]. The simplified geometry of a
classical Potter horn is shown in Figure 3.4a and the geometries and radiation patterns
of the three examples presented by Potter in the original paper [41] are shown in
Figure 3.24.
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(a)

Specification ai (mm) ao (mm) R (mm) L (mm) q (deg.)
GdBi

(calculated)

16 dBi gain
at 11.70 GHz 12.23 35.97 67.33 37.56 32.29 

Method 1:15.28
Method 2:15.31
Method 3:15.53 

20 dBi gain
at 11.70 GHz 12.23 57.01 169.13 125.06 19.70 

Method 1:20.05
Method 2:20.08
Method 3:20.31 

(b)

(c)

Figure 3.19 Conical horn examples.

Over the years, improvements have been made on the design of dual-mode horns and
one especially has proved to be very effective [42]. The geometry of the dual-mode horn
antenna we consider here is shown in Figure 3.4b and is based on Ref. 42. To design a
dual-mode horn for a given gain (15 dBi≤GdBi ≤ 23 dBi) at a given frequency [given
wavelength λ (m)], use the following procedure that we have adapted from Ref. 42:

ai = 0.51λ (3.28)
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(a) (b)

Figure 3.20 Geometry of the nominal 16-dBi conical horn: (a) Full view and (b) longitudinal
section.
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Figure 3.21 Accuracy of the simple design procedure for conical horns.

as = 0.65λ (3.29)

ao = (−6.074+ 1.174 GdBi − 0.07079 G2
dBi + 0.001604 G3

dBi)λ (3.30)

L = (3.5ao/λ− 0.5)λ (3.31)

The above procedure is accurate for horns with gains in the range of 15–23 dBi, but
again, it assumes that the aperture of the horn lies in an infinite ground plane, so as
before, it would be desirable to include the edge diffraction effects at the aperture in
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Figure 3.22 Performance of the nominal 16-dBi and 20-dBi conical horns with frequency (RL,
return loss; Xp , cross-polarization isolation; G , gain in dBi).

the calculations when finalizing the design or, alternatively, have the horn fully tested to
determine the gain accurately.

Two examples of dual-mode horns designed using the above procedure are given in
Figures 3.25 and 3.26. The performance with frequency of the nominal 20-dBi horn is
shown in Figure 3.27 in terms of return loss, gain, and cross-polarization isolation, while
the effects on the beamwidth are shown in Figure 3.28. A plot of the accuracy of this
simple design procedure compared to Method 2 in calculating the gain over the range of
15–23 dBi is shown in Figure 3.29.

As a further validation of the above procedure, we consider the classical Potter horn
No. 3, with a gain of 21.1 dBi. This horn has an overall length of 12.32 λ while a
dual-mode horn (Figure 3.4b) designed using the above procedure has an overall length
of 7.37 λ, being a reduction in length of about 40%. A comparison of both radiation
patterns can be found in Figure 3.30 where it can be seen that both horns have good
radiation pattern characteristics.

3.4.5 Conical Corrugated Horns

The design options for a corrugated horn are considerably more complicated than for
its smooth-walled counterpart. For example, the match from a smooth-walled exciting
waveguide to the corrugated surface is not a trivial matter and a number of options are
available depending on the application. Space does not allow us here to go into sufficient
detailed design to cover adequately all the aspects of corrugated horn design. However,
one can find in Ref. 43 a companion paper to this chapter where basic data to design a
variety of corrugated horns are presented.

The geometry of a basic conical corrugated horn antenna is shown in Figure 3.3. To
design a conical corrugated horn for a given gain (13 dBi≤GdBi ≤ 22 dBi) at a given
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Figure 3.23 Half-beamwidth performance of the nominal 16-dBi and 20-dBi conical horns with
frequency: (a) 16-dBi horn and (b) 20-dBi horn.

frequency (given wavelength λ (m)), use the following procedure:

ai = 3λ/2π (3.32)

α = 192.351− 17.7364GdBi + 0.61362G2
dBi − 0.007712G3

dBi (3.33)

ao = (8.72704− 0.740515α + 0.0295435α2 − 0.00055165α3

+ 0.00000387765α4)λ (3.34)

p = λ/8 (3.35)



126 APERTURE ANTENNAS: WAVEGUIDES AND HORNS

Angle (Deg.)

0
2
4
 6
8

−36
−34
−32
−30
−28
−26
−24
−22
−20
−18
−16
−14
−12
−10

−8
−6
−4
−2

10
12
14
16
18
20
22
24

−270 −240 −210 −180 −150 −120 −90 −60 −30 0  30  60  90  120  150  180  210  240  270

P
ow

er
 (

dB
i)

Horn1 Horn 2 Horn 3

(a)

Parameters Horn 1 Horn 2 Horn 3 

0.508 0.508 0.508 
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0.203 0.325 0.439 

15.367 13.623 11.879 

2.334 2.143 1.952 

Gain (dBi) 22.2 21.3 21.1 

(b)

ai (l)

as (l)

ao (l)

L1 (l)

L2 (l)

Figure 3.24 (a) Radiation patterns in the 45◦-plane (offseted by −180◦ and 180◦ for horns 1, 2,
and 3) and (b) simplified geometries of the three original Potter horns 41.

w = 0.8p (3.36)

NSlots = Nearest integer of (4ao/p) (3.37)

L = NSlotsp (3.38)

NMC = 5 (3.39)

aj = ai + (j − 1)
(ao − ai)

(Nslots − 1)
for 1 ≤ j ≤ NSlots (3.40)

dj =
{

0.42− j − 1

NMC

(
0.42− 1

4
exp

[
1

2.114(2πaj/λ)1.134

])}
λ

for 1 ≤ j ≤ NMC (3.41)

dj = λ

4
exp

[
1

2.114(2πaj/λ)1.134

]
for NMC + 1 ≤ j ≤ Nslots (3.42)

Two examples of horns designed using the above procedure are given in Figures 3.31
and 3.32. The performance with frequency of the nominal 20-dBi horn is shown in
Figure 3.33 in terms of return loss, gain, and cross-polarization isolation, while the
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(a)

(b)

(c)

Specification ai (mm) ao (mm) as (mm) L (mm) 
GdBi

(calculated)

16 dBi gain
at 11.70 GHz 13.07 16.66 29.67 91.02 

Method 1:15.98
Method 2:15.98
Method 3:15.87

20 dBi gain
at 11.70 GHz 13.07 16.66 49.25 159.56 

Method 1:20.13
Method 2:20.15
Method 3:20.14

Figure 3.25 Dual-mode horn examples.

effects on the beamwidth are shown in Figure 3.34. A plot of the accuracy of this simple
design procedure compared to Method 2 in calculating gain over the range of 13–22 dBi
is shown in Figure 3.35.

3.4.6 Low-Gain Axially Corrugated Horns

The geometry of an axially corrugated conical horn antenna is shown in Figure 3.7. To
design this horn type for a given gain (10.5 dBi≤GdBi ≤ 14.5 dBi) at a given frequency
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(a) (b)

Figure 3.26 Geometry of the nominal 16-dBi dual-mode horn: (a) fullview and (b) longitudinal
section.
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Figure 3.27 Performance with frequency of the nominal 20-dBi dual-mode horn.

(given wavelength λ (m)), use, as a starting point, the following simple procedure:

ai = 3λ/2π (3.43)

Nslots = Nearest integer of (−343.325+ 84.7229 GdBi − 6.99153 G2
dBi

+ 0.194452 G3
dBi) (3.44)

θ = 45◦ (3.45)

p = λ/8 (3.46)

w = 0.8p (3.47)

L = Nslotsp (3.48)

aj = ai + jp for 1 ≤ j ≤ Nslots (3.49)

dj = λ

4
exp

[
1

2.114(2πaj/λ)1.134

]
for 1 ≤ j ≤ NSlots (3.50)
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Figure 3.28 Beamwidth performance with frequency of the nominal 20-dBi dual-mode horn.
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Figure 3.29 Accuracy of the simple design procedure for dual-mode horns.

Two examples of horns designed using the above procedure are given in Figure 3.36 and
Figure 3.37. The performance with frequency of the nominal 14-dBi horn is shown in
Figure 3.38 in terms of return loss, gain, and cross-polarization isolation. A plot of the
accuracy of this simple design procedure compared to Method 2 in calculating the gain
over the gain range of 10.5–14.5 dBi is shown in Figure 3.39. (Note that our procedure
gives a “staircase-approximation” of the desired gain, with each step corresponding to
the addition of another corrugation.)

3.4.7 Choke-Ring Waveguides

A choke-ring waveguide or choke horn is basically a circular waveguide with a choke
at its aperture. Most horns of this type are used as feeds for prime-focus paraboloid
reflectors with low f /D ratios (<0.5). The choke is designed to improve the radia-
tion pattern of the waveguide. In many applications, only one choke is necessary, but
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Figure 3.30 Radiation pattern comparison in the 45◦-plane between the classical Potter horn No.
3 and a dual-band horn designed for a nominal 21.1-dBi gain.

depending on the application, it might be necessary to have several chokes. We will
only consider here the simple example of a circular waveguide with a single choke
(Figure 3.7b) and give two examples. The standard design for a choke is to make the
depth of the choke a quarter of the free-space wavelength at the design frequency (see
Choke waveguide No. 1, Figure 3.40a). This type of horn tends to give acceptable radia-
tion performance over a 20–25% bandwidth. The second example (see Choke waveguide
No. 2, Figure 3.40a) is a horn that we have optimized to provide effective illumination
of a paraboloid reflector with an f /D of 0.345 over a 50% bandwidth (the standard
bandwidth of commercial circular-to-rectangular waveguide transitions). The radiation
patterns at the design frequency and the performance with frequency in terms of gain,
return loss, and cross-polarization isolation for both horns are shown in Figures 3.40b
and 3.41 while the half-beamwidths at −3, −6, −9, −12, and −15 dB of both horns are
shown in Figure 3.42.

3.5 FABRICATION

Many texts on antennas and RF engineering quite rightly mention the issues of mechan-
ical design and fabrication of RF equipment. However, many of these treatments are
intended to broadly outline the principles of mechanical design and fabrication for RF
designers, with little emphasis on providing guidance for fabrication shop staff in the
specific techniques used in RF hardware fabrication. Not all organizations involved in
the design of RF equipment have in-house fabrication facilities available, and most resort
to out-sourcing manufacture to general fabrication shops, where the finer points of RF
hardware manufacture may not be familiar.

In this chapter we have directed much of the discussion of fabrication toward practical
issues of use to the fabricators, in the hope that, working together with RF design staff,
the fabrication shop may be able to make worthwhile contributions to the overall process
of creating effective RF equipment.
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(b)

(a)

(c)

Common parameters: ai = 23.12 mm, p = 2.3 mm

Specification ao (mm) NSlots L (mm) 
GdBi

(calculated)

16 dBi gain
at 11.70 GHz 30.73 38 121.71 

Method 1:16.11
Method 2:16.09
Method 3:16.01

20 dBi gain
at 11.70 GHz 46.60 58 185.77 

Method 1:19.43
Method 2:19.43
Method 3:19.41

Figure 3.31 Conical corrugated horn examples.

3.5.1 Materials

Materials for fabrication of aperture antennas are typically metals, with occasional use of
dielectrics. Metals used are typically alloys of aluminum or copper, while dielectrics may
range from rigid lightweight foams and plastics to hard ceramics. Fabrication data for
specialized materials is best sought from the manufacturer, but some general properties
of common materials that find regular use in aperture antennas are given next.
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(a) (b)

Figure 3.32 Geometry of the nominal 16-dBi corrugated horn: (a) full view and (b) longitudinal
section.

15

20

25

30

35

40

45

50

55

60

0.8 0.9 1 1.1 1.2 1.3 1.4

(d
B

)

Relative frequency: F/Fc

Xpol-Isolation

RL

Gain

Figure 3.33 Performance with frequency of the nominal 20-dBi conical corrugated horn.

3.5.1.1 Aluminum Alloys Aluminum alloys can broadly be divided into two cate-
gories: wrought alloys supplied in the form of sheets, plates, bars, and extruded shapes,
and casting alloys, intended for melting and pouring into molds to produce castings.
Some alloys can be strengthened and hardened by heat-treatment processes, while others
can have their physical properties controlled by mechanical work-hardening processes
such as rolling or forging. Heat-treatable wrought alloys are typically supplied and used
in the heat-treated condition, while heat-treatable casting alloys must be heat-treated after
casting.

More detailed information may be found in Refs. 44 and 45.

Wrought Alloys

• 5005-H34. A low strength nonheat-treatable aluminum–magnesium alloy with
excellent corrosion resistance, supplied in the form of sheets and thin plates. Used
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Figure 3.34 Beamwidth performance with frequency of the nominal 20-dBi conical corrugated
horn.
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Figure 3.35 Accuracy of the simple design procedure for conical corrugated horns.

for fabrication of sheet metal or light plate structures. Readily formed, welded, and
brazed.

• 5083-H112, 5083-H116, 5083-H32, 5083-H34. A moderate strength non-heat-
treatable aluminum-magnesium alloy, supplied in heavy sheets, plates, and bars, for
machined components. Readily machined and welded. Not as corrosion resistant
as alloy 6061.

• 6061-T6, 6061-T651. A moderate strength heat-treatable aluminum–magnesium–
silicon alloy supplied in the form of plates and bars for machined parts. Very readily
machined, welded, and brazed, with very good corrosion resistance. Welding and
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Common parameters: ai = 12.23 mm, p = 3.2 mm

Specification ao (mm) NSlots L (mm) GdBi

(calculated)

11.5 dBi gain 
at 11.70 GHz

18.63 2 18.63 Method 2:11.56 

Method 3:11.74 

14 dBi gain 
at 11.70 GHz

31.43 6 31.43 Method 2:13.99 

Method 3:14.03 

45deg-plane: Co-polar
45deg-plane: Co-polar

Method 2 <---

45deg-plane: Co-polar
45deg-plane: Co-polar

Figure 3.36 Axially corrugated conical horn examples.
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(a) (b)

Figure 3.37 Geometry of the nominal 14-dBi axially corrugated horn: (a) full view and (b) lon-
gitudinal section.
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Figure 3.38 Performance with frequency of the axially corrugated 14-dBi horn.
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Figure 3.39 Accuracy of the simple design procedure for axially corrugated horns.
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Parameters Choke waveguide No. 1 Choke waveguide No. 2 

ai(λ) 0.5500 0.4293 

d(λ) 0.2500 0.4488 

b(λ) 0.5750 0.4722 

c(λ) 0.6750 0.8079 

f (λ) 0.7375 0.8859 
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(b)

Figure 3.40 Simple choke waveguide with a single choke: (a) two simple examples and (b) per-
formance of both horns with frequency.
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Figure 3.41 Radiation pattern at the design frequency: (a) Choke waveguide No. 1 and (b) Choke
waveguide No. 2.
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Figure 3.41 (Continued ).
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Figure 3.42 Half-beamwidth performance with frequency: (a) Choke waveguide No. 1 and (b)
Choke waveguide No. 2.
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brazing affect the heat-treatment state of the material, after which the machinability
deteriorates. Heavily welded or brazed fabrications should be re-heat-treated back
to the T6 temper before final machining.

• 7075-T6, 7075-T651. A very high strength heat-treatable aluminum–magnesium–
zinc alloy supplied in plates and bars. Machinable but not readily weldable. Used
for parts carrying heavy structural loads.

Casting alloys

• Alloys 356 and A356. An excellent general-purpose heat-treatable aluminum–silicon
alloy for sand castings. Castings are readily weldable and have excellent corrosion
resistance and good machinability, though like all high silicon–aluminum casting
alloys, it can be abrasive to cutting tools. Carbide tools are necessary to prevent
excessive tool wear.

• Alloys 360 and A360. An aluminum–silicon die casting alloy for intricate parts
that can be released easily from the casting dies. Good corrosion resistance and
reasonably machinable with carbide tools.

• Alloys 413 and A413. An aluminum–silicon die casting alloy for large intricate
parts. Very good corrosion resistance and reasonably machinable with carbide tools.

3.5.1.2 Copper Alloys Copper alloys for use in aperture antennas are usually
wrought materials in the form of sheets, plates, and bars. Cast copper alloys are
sometimes seen elsewhere in antenna systems—in waveguide components, for example.
Some commonly used copper alloys are listed below.

• UNS C11000 Electrolytic Tough Pitch Copper. General-purpose engineering copper,
containing a small amount of oxygen as an impurity. Available in sheets, plates, and
bars. Very readily formed, soldered, and brazed. Welding can cause porosity. Can
be machined, though problems with finish and chip control may be encountered.
Special cutting lubricants suitable for copper may be required.

• UNS C10100 Oxygen-Free Electronic Copper, UNS C10200 Oxygen-Free High Con-
ductivity Copper. These materials are essentially pure copper, with improved elec-
trical conductivity compared to UNS C11000. Very readily formed, soldered, brazed
and welded. Machining as per UNS C11000.

• UNS C14500 Tellurium Bearing Copper, UNS C14700 Sulfur Bearing Cop-
per. These copper alloys have additions to improve machinability, though at some
expense to electrical properties. Much more readily machined than UNS C11000
and UNS C10100/10200.

Other dilute copper alloys containing beryllium are commonly used for some
microwave components such as waveguide castings, for which they are well suited.
Their use in low volume fabrication should be approached with caution, however, due
to the adverse health risks associated with beryllium.

3.5.1.3 Brass Alloys

• UNS C36000 Free Cutting Brass, UNS C38500 Architectural Bronze. Highly
machinable brass alloys available in sheets, bars, and extrusions. Readily formed
and soldered. Good corrosion resistance.
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3.5.2 Coatings and Surface Treatments

While aperture antenna components can be used with the materials left in their
as-manufactured state, often some form of coating or surface treatment can be used to
enhance some property or aspect of performance. There are a few different types of
surface treatments that are applicable to aperture antenna components.

• Plating. A coating of one or more layers of materials of different composition from
the parent metal are deposited on the surface of the part by electrolytic or chemical
means. Common applications are the coatings of precious metals such as gold and
silver to improve surface conductivity and/or minimize the potential for corrosion.
Plating processes vary widely for different parent materials, so advice should be
sought from the plating service provider before deciding on an application.

• Chemical Conversion Coatings. A surface is converted by chemical means to a com-
pound with different characteristics. Chromate conversion coatings [46] are highly
corrosion resistant, electrically conductive, and of pleasing appearance. They are
widely used for aluminum and zinc alloy components in antenna engineering. Chem-
ical cleaning processes for copper and copper alloy parts often involve chromate
stages to enhance corrosion protection and maintain a bright, clean appearance.

• Passivation. An existing surface or surface layer is chemically cleaned or decon-
taminated to make it more inert. The process is commonly applied to stainless
steel components such as fasteners, to prevent rust-staining that can occur from
contamination of the stainless surface by steel from the production machinery [47].

Paint is often applied as an external finish to enhance the appearance and improve
the corrosion resistance of finished parts and assemblies, but not in electrically active
areas. The types of paint available are innumerable, but one group that finds regular use
in antenna fabrication are the infrared-reflective coatings. These paints strongly reflect
infrared radiation and present a matt appearance to minimize solar heating and specular
reflection of solar radiation, particularly on reflector antennas and their feeds.

3.5.3 Corrosion

Most metals are subject to corrosion in certain circumstances and this should be consid-
ered in the design and fabrication of an aperture antenna that is to be used for any length
of time or in an environment exposed to weather or other adverse conditions.

While materials such as copper and aluminum alloys are quite corrosion resistant by
themselves, and may be made even more so by the surface treatment processes mentioned
in Section 3.5.2, certain combinations of dissimilar materials can cause serious corrosion
problems by galvanic action.

When designing assemblies using combinations of dissimilar materials, reference
should be made to an electropotential chart for the materials and environment con-
cerned [48]. Arrangements using materials widely separated on an electropotential chart
should be avoided, although where that is not practical, such as the use of stainless steel
fasteners to secure assemblies made from aluminum alloys, the surface area of the more
cathodic material in the assembly, in this example the stainless steel fasteners, should be
kept to a minimum. Postassembly treatment such as paint may be applied to help protect
the assembly from environmental conditions that may promote corrosion.
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It is sometimes possible to plate a highly anodic material with a more cathodic one
to reduce the potential for corrosion. Plating aluminum parts with silver, for example,
makes the assembly fully compatible with stainless steel fasteners in all but the most
extreme environments.

3.5.4 Machining Operations

Much has been written describing machining processes for the benefit of microwave
engineers, but there is not much information about the important mechanical aspects of
microwave structures available to a machinist not experienced in that field. A number
of relatively simple but important aspects of microwave component fabrication that are
sometimes overlooked in interactions between antenna and RF designers and fabrication
shops are worth discussing.

3.5.4.1 Special Tools While many parts for aperture antennas can be machined
using commercial turning and milling tools with carbide inserts, there are some instances
where a specially made tool offers significant advantages. The machining of corrugated
horns is an example. Commercial carbide grooving inserts work extremely well but often
do not have square ends or sharp corners, and the clamping arrangements for these inserts
do not always allow the tools to fit into confined areas at the input end of a horn.

In these cases, special purpose tools can be made from steel bar and brazed-on carbide
inserts, with the cutting edges and angles ground after brazing on a tool-and-cutter grinder.
These tools can be designed to ensure the largest possible boring bar can be fitted into
the smallest possible space without fouling, which is of great assistance in achieving
high metal removal rates with freedom from chatter. Examples of specially made boring
bars and milling cutters are discussed in Section 3.5.8.

3.5.4.2 Filleted Internal Corners The machining of a pocket or cavity on a milling
machine naturally produces a cavity with rounded corners with a radius equal to that of
the milling cutter.

Such cavities should be designed in consultation with the machinist who will be
manufacturing the parts to determine realistically achievable dimensions for such corner
radii. Deep cavities will take longer to machine if small radii are specified, and long
milling cutters are prone to chatter when they enter filleted corners.

CNC machines can reduce the tendency to chatter in internal corners by machining
a radius larger than that of the cutter, which reduces the cutter’s contact area while
machining the fillet.

3.5.4.3 Swarf Control and Removal The chips generated in machining operations
(swarf) can be a significant cause of problems in the machining of antenna components.
Many wrought aluminum and copper alloys are known as “long chip” materials from
their tendency to produce tenacious ribbons of swarf. These can become wrapped around
cutting tools and around the job, damaging previously machined surfaces, interfering
with coolant access, and occasionally causing tool breakage and scrapping of the part.

Many modern carbide tooling inserts are provided with “chip breaker” geometries to
break long ribbons of swarf into short chips, and these should be used where suitable. Chip
breaker inserts, however, are usually designed to function correctly at the high speeds and
high feedrates used in CNC machine tools. At the lower speeds and moderate feedrates
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necessary to machine intricate items, especially on manually operated machines, the chip
breaking function of commercial inserts can be ineffective. In these cases special purpose
cutting tools can be ground with more aggressive chip breakers, or with some trial and
error can be ground to eject continuous ribbons of swarf safely from the machining area.

Turning of the internal features of horn antennas is an operation where particular
attention must be paid to swarf control. Techniques such as the use of extreme flood
coolant, interrupting the feed to break swarf, and regular withdrawals of the tool to clear
the working area may be necessary, particularly on CNC machines where the operator
has no “feel” or sight of the process.

Corrugated horns are especially adept at trapping swarf in the corrugations. Much
care should be taken in the finishing and examination of corrugated horns to detect and
remove trapped swarf.

3.5.4.4 Chamfering and Deburring It is a common practice in many engineering
machine shops to lightly round or chamfer all sharp edges to minimize handling injuries.
This can be detrimental to the performance of some microwave devices, and it must
be made clear to all concerned in manufacture that edges not specifically noted to be
chamfered must be deburred but otherwise left sharp. Manufacturing drawings should
carry a clear general notation to this effect.

With this in mind, machining operations can sometimes be tailored to minimize gener-
ation of burrs. Methods such as climb-milling so the cutter teeth enter toward component
edges rather than outward from edges, and taking finishing cuts twice, especially on CNC
machines, are useful in reducing the need for manual removal of burrs.

Where manual deburring is unavoidable, it should be done with a soft tool that can
break away burrs without removing parent material.

3.5.4.5 Surface Finish The finish on machined surfaces can be important to the
functioning of an antenna component, especially at higher frequencies. A surface finish
adequate to the task should be specified before manufacture, and this requirement should
be agreed upon with the manufacturer. This does not mean, however, specifying the best
possible finish on the part of the designer, or attempting to achieve the best possible
finish on the part of the manufacturer. Where coarse finishes are adequate for the task,
they should be used to simplify fabrication and reduce manufacturing costs.

3.5.4.6 Component Handling Due to their relative softness, components made
from aluminum and copper alloys require a level of careful handling not always found
in general engineering shops, to avoid damage by scratching and denting.

Clean areas should be set aside for storage of components during manufacture, and
care should be taken with part handling both in and out of machine tools. Even such
seemingly harmless practices as sliding a component across a bench top or accidentally
knocking it against a chuck jaw during chucking can irreparably scratch or dent a
waveguide contact face.

These precautions should be discussed with the manufacturing staff and any external
contractors, such as electroplaters, before commencing work.

3.5.5 Welding, Brazing, and Soldering

Some aperture antenna components may require fabrication by welding, brazing, or
soldering, either from flat or preformed sheet metal parts, from machined parts, or
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combinations of both. A typical example might be a pyramidal horn made from flat
sheets, joined along the edges and fitted with a waveguide flange at the input. In choosing
and applying a joining process, a number of issues should be considered [49].

First, consider the suitability of process for the materials to be joined. Many aluminum
alloys are readily welded or brazed with the proper processes, fluxes, and filler materials,
while soldering is difficult. Copper alloys are very readily brazed and soldered, while
welding can cause porosity problems.

Second, consider the effect of the process on the parts being joined. Welding requires
intense localized heating, which can lead to distortion of the parts being joined through
thermal expansion stresses. Brazing can be performed with either localized or generalized
heating. Generalized heating can minimize thermal stresses during brazing, but can be
difficult when parts or assemblies are very large. Any welding or brazing process will
cause a change in the physical properties of a heat-treated or work-hardened material.

Third, consider the strength required in the assembly. Welding and brazing processes
usually result in joints approaching the strength of the parent metal. Soldered joints,
being carried out with low melting point filler metals, are typically much weaker than
the parent metal.

3.5.6 Bolted Joints

Nearly all aperture antennas will have at least one bolted joint, even if it is only the
attachment of the transmitting or receiving waveguide. Wherever possible, existing rec-
ognized standards for bolted joint configurations should be used. Waveguide flanges are a
good example. If nonstandard joint configurations are necessary, such as between sections
of a horn, a number of practices should be observed.

Any bolted connection in a microwave device must ensure adequate electrical contact
at the internal edges to present an uninterrupted current path for the signal. While in many
cases this can be achieved by simply ensuring the contact surfaces of both parts are flat
and free from scratches and burrs, in more critical applications the methods shown in
Figures 3.43 and 3.44 may be applied.

Figure 3.43 Flange joint between sections of a corrugated horn, showing gap at periphery to
ensure contact at bore.
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Figure 3.44 Contact flange joint between sections of a corrugated horn, showing relieved area
in the center, and contact at both the periphery and the bore.

Figure 3.43 shows a “crush” flange joint for use between two sections of a horn. The
contacting faces are at the inside wall, while the remainder of the joint has a small but
definite gap. The joint is dimensioned so that the gap will always be present regardless of
the variations in sizes permitted by manufacturing tolerances. A secondary feature of this
arrangement is the spigot and socket fitting of the two parts, which ensures concentric
alignment without the need for dowels.

A drawback of this design is the open edge into which water can penetrate, possibly
leading to corrosion if the assembly is left unprotected. The gap is shown oversize for
clarity in Figure 3.43. In reality, this gap should be approximately 0.1–0.2 mm.

Figure 3.44 shows a “contact” or “relieved” flange. This is a variation of a truly flat
flange with part of the joint area removed, leaving two contact faces at the inner and
outer edges with the bolts in between. In this arrangement the bolting load is shared by
both faces so the contact pressure at the inner wall is reduced, even more so if the bolts
are closer to the outer edge, and provision must be made for dowels to ensure alignment.
Unlike the crush flange, both surfaces of a contact flange may be lapped against a flat
reference for enhanced contact to minimize passive intermodulation (see Section 3.5.7),
and the outer contact provides improved protection from corrosion.

The overall size and configuration of a bolted joint should be designed so that
off-the-shelf parts and conventional assembly tools can be used and to provide a neat
appearance. In Figures 3.43 and 3.44, the flange thicknesses have been chosen to ensure
that when a standard length cap screw is fitted with the appropriate nuts and washers,
approximately two threads of the screw protrude from the nut, and there is sufficient
room around the nut to fit a standard spanner without fouling adjacent surfaces.

It will be noted that in these figures the assemblies have been designed with cap
screws and nuts, rather than cap screws and tapped holes. This is a choice that may
depend on the ultimate use of the product and the quantity to be made. Use of screws
and nuts increases the component count in the assembly but it eliminates a tapping
operation in one of the parts. Further more, in the event the assembly is used in a
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corrosive environment, disassembly by cutting or breaking off corroded nuts and bolts
will be found far easier than removing broken bolts from tapped holes.

If the assembly is to be a commercial product, it is worth applying aspects of one of
the many standards available for mechanical assemblies. It may, for example, enhance a
product’s reliability if requirements for mechanical assemblies made from soft materials
such as copper and aluminum alloys are applied. Among other things these define the
correct use of flat washers, lock washers and nuts and, where parts require disassembly
for maintenance, the use of thread reinforcements such as helical inserts in tapped holes.

Lastly, it is a good practice to keep a library of joint designs and configurations that
have proved effective so they can be reapplied to new designs without the need for
additional engineering tasks.

3.5.7 Special Conditions

3.5.7.1 Pressurization Antenna systems designed for use in outdoor environments,
particularly transmit systems handling significant power, are often lightly pressurized with
dehumidified air, dry nitrogen, or other gas to ensure water cannot gain entry. Sealing
such systems to hold internal pressure requires an impermeable radome covering the
aperture and seals at each joint to prevent leakage and excessive air or gas consumption.

Most standard waveguide flanges are available in sealed configurations using either
standard industrial O-rings or specially molded silicone rubber seals, and these should
be used on pressurized systems wherever waveguide attachments are made.

Other joints within a system will have to be designed to incorporate O-rings. In an
environment where the seal is to protect the system against weather and to retain air
or nitrogen, O-rings of silicone or nitrile rubber compounds may be used. These are
inexpensive and readily available. O-ring suppliers can provide data for the proportions
of the seal grooves to be used for low pressure static seals.

An arrangement for a joint design often used by the authors is shown in Figure 3.45.
It is an intermediate joint in a machined horn, of the type shown earlier in Figure 3.43.
In this instance a groove for an O-ring is machined in one of the parts, on the same
diameter as the spigot locating the two sections.

Figure 3.45 Flange joint between sections of a corrugated horn, showing O-ring for sealing of
pressurization.
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Figure 3.46 Radome secured by flat-faced ring and sealed by O-ring.

Figure 3.47 Radome secured by taper-faced ring and sealed by O-ring.

Where an antenna aperture must be sealed by a radome, the arrangement shown in
Figure 3.46 is often used. This design is quite simple to apply, but in some instances
the step formed by the radome attachment ring and the outer surface of the radome can
collect a small pool of rainwater, dirt, or snow, which can affect antenna performance.
The design shown in Figure 3.47 was developed by the authors to avoid this problem.
While this design is slightly more difficult to produce, the step has been largely eliminated
and the act of tightening the radome attachment screws draws the edges of the radome
down the tapered face of the horn aperture and stretches it tightly. Note that although a
corrugated horn is shown in Figures 3.46 and 3.47, these techniques can be applied to
any aperture.

In designing the proportions of O-ring grooves for sealing, particularly on large diam-
eter joints, an attempt should be made to use grooves of slightly larger diameter than
those recommended for industrial use of O-rings, so that the O-rings have to be stretched
a small amount to fit the groove during assembly. This will retain the O-ring in the
groove during assembly, even in inverted positions, which can greatly simplify an often
awkward assembly task, especially when performed at the vertex of a large antenna.
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In most applications of pressurized antenna systems, a vent must be provided to allow
for purging of atmospheric air after assembly. This may be in the form of a small
industrial bleed or drain valve and should be placed in a convenient location.

The pressure applied to sealed and pressurized systems is not high, usually not more
than 200–300 mm of water, but control of leakage is important if gas is not to be wasted
or excessive power consumed by compressors and dehumidifiers. An antenna application
may specify a maximum allowable leakage rate based on these factors. The authors have
measured the leakage rate of pressurized systems by measuring system pressure of a
sealed system with a water manometer, and timing the fall of pressure from 50 mm H2O
above the nominal system pressure to 50 mm H2O below. A simple calculation based
on the static volume of the pressurized system and the mean pressure during test gives
the leakage rate.

3.5.7.2 Passive Intermodulation Achieving low incidence of passive intermod-
ulation (PIM) in an antenna system is as much a result of good hardware design and
fabrication as it is good microwave design. While this is a complex subject, some general
principles can be applied during hardware design and fabrication.

The number of parts and therefore joints in an assembly must be kept to an absolute
minimum, and the same material should be used throughout the assembly. Each joint is
a potential source of PIM, as are contacts between dissimilar materials.

Where possible, complex devices should be manufactured in one piece, but where this
is not feasible joints using brazing processes with filler metals of similar composition to
the parent parts may be satisfactory. Such joining processes must be capable of producing
smooth uninterrupted surfaces on the inside of the assembly.

Bolted joints require the utmost care in manufacture and assembly to ensure continuous
and full contact between parts. Even precision machined surfaces will not necessarily
meet this requirement so faces for bolted joints are usually lapped before assembly, first
to a flat reference lapping plate and then to each other, and again before reassembly after
being dismantled. Lapping should be carried out with a very fine nonembedding lapping
compound and should proceed until full face contact is evident on both surfaces of a
joint. Of course, all traces of lapping compound or residues must be removed from the
parts before assembly.

Assembly steps, bolt tightening sequences, and torques may be critical in achieving
a successful low PIM assembly and should be documented and rigidly applied once a
joint design has been successfully verified.

3.5.7.3 Spaceflight Hardware The extreme environment of space imposes some
stringent requirements on hardware design and fabrication. Materials used in flight hard-
ware are subject to large temperature variations with rapid cycling, solar radiation,
extremely high vacuum, and severe shock and vibration during launch.

Extremes of temperature can lead to problems when designing assemblies made from
differing materials. The effects of differential expansion must be assessed to ensure
that assemblies and fasteners do not become either loose or overloaded at the limits of
temperature that will be encountered.

The performance of chosen materials must be assessed for the effects of radiation and
high vacuum. Many materials degrade, lose mass, or outgas condensable vapors under
these conditions. Space flight authorities such as NASA maintain databases of materials
qualified for space flight applications and their performance under these conditions.
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3.5.8 Examples

3.5.8.1 Machined Stepped or Corrugated Horns Corrugated horns are among
the more difficult aperture antenna components to manufacture. Figure 3.48 shows a
cross-sectional view of a profiled Ku-band corrugated horn, designed and made by the
authors, which incorporates many of the physical features discussed previously, such as
a sealed crush-type intermediate joint and a taper-flanged radome ring. The use of two
main sections for this design allows an integral mounting flange to be incorporated at
a convenient location and significantly reduces the depth to which boring bars or other
tools must reach to machine the deep grooves at the small diameter input.

The authors have used two approaches to the manufacture of devices such as this:
turning and milling. In both cases it is very worthwhile to make special tools for the
job. Boring bars, in particular need to be as short and stiff as possible to avoid excessive
chatter and deflection. Figure 3.49 shows how a CAD package can be used to design the
shank of a special boring bar for the maximum possible size while still clearing both the
front and rear walls during turning.

Figure 3.50 shows two such special boring bars for machining corrugations, made
from steel bar stock with brazed-on carbide blanks. The carbide blanks were ground
after brazing using a tool-and-cutter grinder. Note that the boring bar on the left has a

Figure 3.48 Profiled corrugated horn example.

Figure 3.49 Designing a grooving boring bar shank for clearance and maximum stiffness.
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Figure 3.50 Grooving boring bars for turning corrugations in corrugated horns.

Figure 3.51 Boring steps to minor diameter of fins.

smoothly curved top face on the carbide to promote chip flow out of the corrugation,
while the other has a chip breaker geometry.

For precision applications, boring bars such as these should be ground slightly nar-
rower than the groove width to leave an allowance for a light finish cut on each side.
Figure 3.51 shows the turning of a series of steps to the finished minor diameter of each
fin using a commercial boring bar with a throwaway carbide insert, and Figures 3.52 and
3.53 show the roughing and finish cuts for the grooves with a specially made boring bar.

It will probably be found that any grooving boring bar will tend to chatter at the bottom
of the corrugation when the infeed is stopped, leaving a poor finish. This can be prevented
by reducing the lathe spindle speed at the end of each cut. On manually operated lathes,
the spindle can be stopped and rotated slowly by hand for a few revolutions, and on
CNC machines the spindle can be programmed to a low speed, ∼10 rpm or so, followed
by a dwell for a few revolutions to wash out any deflection of the boring bar and avoid
chatter.

The milling method is often used by the authors for machining larger sections of
horns on a CNC machining center, where the workpiece can be very rigidly clamped on
support blocks to the machine’s worktable. The rotating tool obviously occupies more
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Figure 3.52 Roughing plunge cut for corrugation.

Figure 3.53 Finishing plunge cut for one side of corrugation.

space than the single-sided tool used for turning and boring, so this method is not always
capable of machining features near the input of a horn antenna.

A distinct advantage of CNC milling over turning is swarf control. Milling swarf
inherently consists of short chips that are easily removed by the copious coolant supply
available on CNC machines, which flows out from under the horn between the support
blocks. Unlike turning, the stationary workpiece ensures swarf is not driven into the
corrugations by centrifugal forces.

A specially made grooving cutter such as the one shown in Figure 3.54 is used to
mill corrugations. Like the grooving boring bars described earlier, this cutter is made
from steel with carbide inserts brazed in place, and ground after brazing. The cutter is
drilled for coolant from the machine’s high pressure through-spindle coolant supply to
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Figure 3.54 Grooving cutter for milling corrugated horns.

Figure 3.55 Grooving cutter and extended machine arbor.

spray into each tooth gullet to clear swarf from the working area. The cutter is mounted
for use on a long machine arbor, as shown in Figure 3.55.

In practice, very high machining speeds can be achieved with good finish and complete
freedom from chatter. Figure 3.56 shows a number of ∼260-mm diameter Ku-band
corrugated horn sections being milled at a spindle speed of 10,000 rpm.

The CNC program used for this work was written by the authors using the
macro-language capabilities of the EIA/ISO CNC machine tool language. A subprogram
controlling one roughing and two finishing cuts for each corrugation is run from a main
program containing a list of sizes for all the corrugations. Each set of sizes is read
sequentially to the subprogram as local variables before execution.

Figure 3.57 illustrates the order of operations for each of the three cuts made by the
subroutine. A curved in-feed move at low feedrate to the full depth is followed by a
fast circular path cut at maximum feedrate. A curved exit move returns the tool to the
starting point.
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Figure 3.56 CNC milling parts for corrugated feed horns at 10,000 rpm.

Figure 3.57 Movements to mill a circular corrugation.

3.5.8.2 Fabricated Horns Rectangular horns, especially for large sizes, are often
fabricated from flat sheet sections, joined by welding, brazing, or soldering, depending
on the strength and accuracy required. A typical rectangular horn shape is illustrated
in Figure 3.17. Both welding and torch brazing processes can induce distortion in flat
parts due to the high temperatures involved. Where complete freedom from distortion is
necessary, brazing in a furnace can be effective, or a low temperature process such as
soldering can be employed.

The typical joint configurations for these alternate joining methods are quite different.
Figure 3.58 shows a section through a corner joint of a welded fabrication. Note that
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Figure 3.58 A welded joint in a fabricated rectangular horn.

the two members do not overlap significantly. This helps to ensure complete penetration
of the weld pool toward the inner surfaces during welding to minimize gaps or crevices
along the inside of the joint.

Backup bars, sometimes known as chills, may be placed on the inside of the joint to
prevent burn-through of the weld pool and can be used to support the parts in correct
alignment during welding and help minimize distortion. Backup bars, however, increase
the welding current required as the additional mass of the bar acts as a significant heatsink.

It should be noted that welded joints of this type cannot always be performed in
aluminum by simply fusing the parent parts together without the use of additional filler
metal. Some aluminum alloys, notably 6061, will invariably crack if this is attempted
without use of a compatible filler [49].

Brazed joints require one of the sections to overlap the other, as shown in Figure 3.59.
In this case, the overlapping section is extended past the outside surface of the joint to
create a lip to which filler metal can be applied by hand from the outside during torch
brazing. The lip can be used as a location for preplaced filler wire during furnace brazing.

Figure 3.59 Brazed joint in a fabricated rectangular horn, showing overlap of parts.
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Figure 3.60 Soldered joint in a fabricated rectangular horn, showing use of reinforcement.

The filler metal flows through the joint by capillary action to form a small fillet on both
sides.

Soldered construction also requires overlap of parts, but in this case the low strength
of the filler metal usually requires additional reinforcement of the joint in the form of
cover strips. Figure 3.60 shows a soldered joint and illustrates the use of a reinforcement
of formed angle placed along the outside of the joint to increase the surface area of the
solder joint.

3.5.8.3 Transitions Waveguide transitions are often needed to connect waveguides
to the inputs of aperture antennas. Where the transition provides a change in diameter of a
circular waveguide, a turned component can be used. Occasionally, however, a transition
must also provide a change in waveguide shape. A method that is often used to make
such devices is wire electric discharge machining, or wire EDM.

In this process an electrical discharge between a tightly stretched wire and the work-
piece is used to burn a slot in the workpiece, and so to saw out a hole or shape. The wire

Figure 3.61 A circular-to-square transition cut by wire EDM.
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Figure 3.62 A square-to-square 45◦ 3-dB splitter cut by wire EDM.

is also partly consumed in the process and is continually replaced from a reel of new wire.
By simultaneous manipulation of wire guides at each end, various shapes can be eco-
nomically produced. Figures 3.61 and 3.62 illustrate two variations, a circular-to-square
transition and a square-to-square 45◦ 3-dB splitter.
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CHAPTER 4

Microstrip Antennas: Analysis, Design,
and Application

JOHN HUANG

4.1 INTRODUCTION

Since the invention of the microstrip antenna a half-century ago [1, 2], the demand
for its application [3–9] has been increasing rapidly, especially within the past two
decades. Because of the microstrip antenna’s many unique and attractive properties,
there seems to be little doubt that it will continue to find many applications in the
future. These properties include low profile, light weight, compact and conformable
to mounting structure, easy fabrication and integratable with solid-state devices.
The results of these properties contributed to the success of microstrip antennas
not only in military applications such as aircraft, missiles, rockets, and spacecraft
but also in commercial areas such as mobile satellite communications, terrestrial
cellular communications, direct broadcast satellite (DBS) system, global positioning
system (GPS), remote sensing, and hyperthermia. Although the microstrip antenna
is generally known for its shortcoming of narrow bandwidth, recent technology
advances have improved its bandwidth from a few percent to tens of percent.
To understand the microstrip antenna’s performance and to simplify its design
process, several numerical analysis techniques have been developed and converted
to computer-aided design (CAD) tools. Some of these analysis techniques also
allow the designer to gain physical insight into the antenna’s electrical operating
mechanism. It is the purpose of this chapter to discuss some of the microstrip antenna’s
technical features, its advantages and disadvantages, substrate material considerations
(in particular, for space application), excitation techniques, polarization behaviors,
bandwidth characteristics, and miniaturization techniques. Discussion of the phys-
ical mechanisms of the various microstrip antennas is emphasized throughout the
chapter. Analysis techniques, design processes and CAD tools are briefly presented.
Several recent interesting applications of the microstrip antenna are also high-
lighted.
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Copyright © 2008 John Wiley & Sons, Inc.
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4.2 TECHNICAL BACKGROUND

This section presents the technical background of the microstrip antenna, which is sep-
arated into three areas: features of the microstrip antenna, advantage and disadvantage
trade-offs, and material considerations.

4.2.1 Features of the Microstrip Antenna

At the early stage of its development, the microstrip antenna [10, 11], as shown in
Figure 4.1, is generally a single-layer design and consists of a radiating metallic patch
or an array of patches situated on one side of a thin, nonconducting, substrate panel
with a metallic ground plane situated on the other side of the panel. The metallic patch is
normally made of thin copper foil or is copper-foil plated with a corrosion resistive metal,
such as gold, tin, or nickel. Each patch can be designed with a variety of shapes, with
the most popular shapes being rectangular or circular. The substrate panel generally has
a thickness in the range of 0.01–0.05 free-space wavelength (λ0). It is used primarily to
provide proper spacing and mechanical support between the patch and its ground plane.
It is also often used with high dielectric-constant material to load the patch and reduce
its size. The substrate material should be low in insertion loss with a loss tangent of less
than 0.005, in particular, for large array application. Generally, substrate materials [11]
can be separated into three categories in accordance with their dielectric constant:

1. Having a relative dielectric constant (εr ) in the range of 1.0–2.0. This type of
material can be air, polystyrene foam, or dielectric honeycomb.

2. Having εr in the range of 2.0–4.0 with material consisting mostly of fiberglass
reinforced Teflon.

Top
view

Rectangular
patch fed by
microstrip
line

Circular
patch fed by
coax probe

Patch radiator

Substrate

Ground plane

Coax connector

Side
view

Figure 4.1 Configuration of microstrip patch elements.
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3. With an εr between 4 and 10. The material can consist of ceramic, quartz, or
alumina.

Although there are materials with εr much higher than 10, one should be careful in
using these materials. As to be discussed later, they can significantly reduce the antenna’s
radiation efficiency.

Although a microstrip antenna can be excited by various methods (described in
Section 4.4), a single microstrip patch can be simply excited either by a coaxial probe
or by a microstrip transmission line as shown in Figure 4.1. For an array of microstrip
patches, the patches can be combined either with microstrip lines located on the same
side of the patches or with microstrip lines/striplines designed on separate layers placed
behind the ground plane. For the separate-layer configuration, each patch and its feed
line are electrically connected either by a small-diameter metal post or by an aperture
coupling slot [12]. Regardless of the different layer configurations, tens or hundreds
of patch elements in an array can be fabricated by a single, low cost chemical etch-
ing process, and each single-patch element does not need to be fabricated individually
(as many other types of radiating elements do), which will lead to an overall lower
antenna manufacturing cost.

4.2.2 Advantage and Disadvantage Trade-offs

There are advantages as well as disadvantages associated with the microstrip antenna.
By understanding them well, one can readily design a microstrip antenna with optimum
efficiency, minimum risk, and lower cost for a particular application.

The advantages of microstrip antennas when compared to conventional antennas (helix,
horn, reflector, etc.) are the following.

1. The extremely low profile of the microstrip antenna makes it lightweight and it
occupies very little volume of the structure or vehicle on which it is mounted. It
can be conformally mounted onto a curved surface so it is aesthetically appealing
and aerodynamically sound. Large aperture microstrip arrays on flat panels can be
made mechanically foldable for space application [13, 14].

2. The patch element or an array of patch elements, when produced in large quantities,
can be fabricated with a simple etching process, which can lead to greatly reduced
fabrication cost. The patch element can also be integrated or made monolithic with
other microwave active/passive components.

3. Multiple-frequency operation is possible by using either stacked patches [15] or a
patch with loaded pin [16] or a stub [17].

4. There are other miscellaneous advantages, such as the low antenna radar cross
section (RCS) when conformally mounted on aircraft or missiles, and the microstrip
antenna technology can be combined with the reflectarray technology [18] to
achieve very large aperture without any complex and RF lossy beamformer.

The disadvantages of the microstrip antennas are the following

1. A single-patch microstrip antenna with a thin substrate (thickness less than 0.02
free-space wavelength) generally has a narrow bandwidth of less than 5%. How-
ever, with technology advancement, up to 50% bandwidths have been achieved.
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The bandwidth-widening techniques include multiple stacked patches, thicker sub-
strate with aperture slot coupling [19, 20], external matching circuits [21], a sequen-
tial rotation element arrangement [22, 23], parasitic coupling [24], U-slot feed
[25, 26], and L-shaped probe feed [27, 28]. It is generally true that wider bandwidth
is achieved with the sacrifice of increased antenna physical volume.

2. The microstrip antenna can handle relatively lower RF power due to the small
separation between the radiating patch and its ground plane (equivalent to small
separation between two electrodes). Generally, a few tens of watts of average power
or less is considered safe. However, depending on the substrate thickness, metal
edge sharpness, and the frequency of operation, a few kilowatts of peak power
for microstrip lines at X-band have been reported [29]. It should be noted that,
for space application, the power-handling capability is generally less than that for
ground application due to a mechanism called multipacting breakdown [30].

3. The microstrip array generally has a larger ohmic insertion loss than other types
of antennas of equivalent aperture size. This ohmic loss mostly occurs in the
dielectric substrate and the metal conductor of the microstrip line power dividing
circuit. It should be noted that a single-patch element generally incurs very little
loss because it is only one-half wavelength long. The loss in the power dividing
circuit of a microstrip array can be minimized by using several approaches, such
as the series feed power divider lines [11, 31], waveguide and microstrip combined
power dividers, and honeycomb or foam low loss substrates. For very large arrays,
transmit/receive (T/R) amplifier modules can be used on elements or subarrays to
mitigate the effect of large insertion loss.

4.2.3 Material Considerations

The purpose of the substrate material of a microstrip antenna is primarily to provide
mechanical support for the radiating patch elements and to maintain the required pre-
cision spacing between the patch and its ground plane. With higher dielectric constant
of the substrate material, the patch size can also be reduced due to a loading effect
(to be discussed later). Certainly, with reduced antenna volume, higher dielectric con-
stant also reduces bandwidth. There are a variety of substrate materials. As discussed in
Section 4.2.1, the relative dielectric constant of these materials can be anywhere from
1 to 10. Materials with dielectric constant higher than 10 should be used with care.
They can significantly reduce the radiation efficiency by having overly small antenna
volumes. The most popular type of material is Teflon based with a relative dielectric
constant between 2 and 3. This Teflon-based material, also named PTFE (polytetrafluo-
roethylene), has a structure form very similar to the fiberglass material used for digital
circuit boards but has a much lower loss tangent or insertion loss. The selection of the
appropriate material for a microstrip antenna should be based on the desired patch size,
bandwidth, insertion loss, thermal stability, cost, and so on. For commercial application,
cost is one of the most important criteria in determining the substrate type. For example,
a single patch or an array of a few elements may be fabricated on a low cost fiberglass
material at the L-band frequency, while a 20-element array at 30 GHz may have to use
higher cost, but lower loss, Teflon-based material. For a large number of array elements
at lower microwave frequencies (below 20 GHz), a dielectric honeycomb or foam panel
may be used as substrate to minimize insertion loss, antenna mass, and material cost
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with increased bandwidth performance. A detailed discussion of substrate material can
be found in Ref. 11.

When the microstrip antenna is used for space application, its substrate material must
survive three major effects related to space environment: radiation exposure, material
outgassing, and temperature change. Exposure to cosmic high energy radiation is an
important factor in space applications. Cosmic radiations, such as beta, gamma, and
X-ray, are similar to nuclear radiation in many respects. They can damage materials
after the prolonged exposure typical of a long space mission. Outgassing is another
phenomenon of concern for material in space. Outgassing will cause a material to lose
its mass in the form of gases or volatile condensable matter when subject to a vacuum,
especially when it is heated as the antenna is exposed to sunlight in space. Losing
mass will certainly affect the material’s mechanical and electrical properties. The effect
of temperature in space on electrical and physical properties of the substrate material
must be taken into consideration when designing a microstrip antenna. Since space is a
vacuum without conduction medium, the temperature of an object could be extremely
cold (e.g., −100◦C) when it is not exposed to sunlight or it could become very hot, (e.g.,
+100◦C.) when it is directly illuminated by the sun over a period of time. The effects
of these extreme temperatures could cause changes in the microstrip substrate material,
including the dielectric constant (ε) and substrate thickness, which together could cause
an impedance change of the microstrip patch or transmission line.

4.3 ANALYSIS AND DESIGN

4.3.1 Analysis Techniques

The main reason for developing an analytic model for the microstrip antenna is to provide
a means of designing the antenna without costly and tedious experimental iteration. Also,
it may allow the designer to discover the physical mechanisms of how the microstrip
antenna operates. With an analysis technique, the engineer should be able to predict the
antenna performance qualities, such as the input impedance, resonant frequency, band-
width, radiation patterns, and efficiency. There are many different analysis techniques
that have been developed for analyzing the microstrip antennas. However, the most
popular ones can be separated into five groups: transmission-line circuit model, multi-
mode cavity model, moment method, finite-difference time-domain (FDTD) method, and
finite-element method. They are briefly discussed below:

4.3.1.1 Transmission-Line Circuit Model A microstrip patch, operating at its
fundamental mode, is essentially a 1

2λ-long microstrip transmission line and can be rep-
resented by an equivalent circuit network [32, 33]. For a rectangular or square patch,
its radiation is basically generated from its two edges with two equivalent slots along
the resonating dimension, as shown in Figure 4.2. Thus the microstrip radiator can be
characterized by two slots separated by a transmission line, where each slot is repre-
sented by a parallel circuit of conductance (G) and susceptance (B). The complete patch
antenna can be represented by the equivalent network shown in Figure 4.3 [32]. This
transmission-line model is simple, intuitively appealing, and computationally fast, but
it suffers from limited accuracy. For example, this model lacks the radiation from the
nonradiating edges of the patch, and it has no mutual coupling between the two radiating



162 MICROSTRIP ANTENNAS: ANALYSIS, DESIGN, AND APPLICATION

l

w

h

Equivalent
slots

Figure 4.2 Microstrip patch radiation source represented by two equivalent slots.

Yin YcG

l

jB jB G

Figure 4.3 Equivalent circuit of a microstrip patch element.

slots. Although this model has led to a much improved version [33], it lacks the flexibility
and generalization of analyzing other patch shapes.

4.3.1.2 Multimode Cavity Model Any microstrip radiator can be thought of as
an open cavity bounded by the patch and its ground plane. The open edges can also
be represented by radiating magnetic walls. Such a cavity will support multiple discrete
modes similar to that of a completely enclosed metallic cavity. As an example, for a
rectangular or square patch with relative dielectric constant εr , substrate thickness h , and
patch dimensions L×W (see Figure 4.2), the total electric field in the cavity can be
expressed as the sum of the fields associated with each sinusoidal mode [34]:

Ez(x, y) =
∑
m

∑
n

Cmn · cos
(mπ

L

)
x · cos

(nπ
W

)
y (4.1)

where C mn is a constant that depends on the feed location, L and W dimensions, and
dielectric constant. Due to the very thin substrate, the fields are assumed to be z -directed
only, with no variation in the z -direction. The most interesting dominant mode is the
TM10 mode, which could be obtained if the dimension L is approximately λg /2 (λg is
the effective wavelength in the dielectric). The field variation underneath the patch for
this fundamental mode is illustrated in Figure 4.4, and the radiating fringing fields are
shown in Figure 4.5a. These figures indicate that, along the central line orthogonal to
the resonant direction (x-direction), it is a null field region underneath the patch. This is
why one is able to place shorting pins or additional feed probes along this central line
without disturbing the performance of the patch of the original feed. This is also why
two orthogonally placed feed probes can achieve dual-linear polarization without much
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Figure 4.4 Fundamental-mode electric-field configuration underneath a rectangular patch.
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Figure 4.5 Fringing fields for fundamental-mode TM 10 and higher order mode TM 02.

cross-talk between the two probes. In Figure 4.5a, the left- and right-edge fringing fields
do not contribute much to far fields due to their oscillatory behavior and, hence, cancel
each other in the far field. The top- and bottom-edge fringing fields are the primary
contributors to the far-field radiation of a patch. This is further illustrated in Figure 4.2
with two equivalent slots. Thus the basic radiating mechanism of a patch (rectangular
or circular) consists of two radiating slots spaced about 1/2λg apart. A secondary higher
order mode that does contribute significantly to the cross-polarization radiation is the
TM02 mode. This mode, shown in Figure 4.5b, has the left and right edges contributing
to the far-field radiation but with lower magnitude than the TM10 mode. One should
know that the top- and bottom-edge fringing fields contribute to the co polarization
radiation in both the E and H -planes, while the left- and right-edge fringing fields yield
the cross polarization radiation only in the H -plane pattern as illustrated in Figure 4.6.
In the E -plane, the left- and right-edge fringing fields always cancel each other (note the
arrow directions of the fringing fields). For a circular patch [35], although radial modes
and angular modes are involved, the radiation mechanism is very similar to that of a
rectangular patch.

By knowing the total fields at the edges of the patch from all modes, the equivalent
edge magnetic currents can be determined and integrated to find the total far-field radi-
ation patterns. By knowing the total radiated power and the input power, one can also
determine the input impedance. The cavity model technique allows one to determine the
mode structure underneath the patch, and therefore its physical mechanisms are more eas-
ily understood, such as its resonating and cross-polarization behaviors. However, because
it assumes the field has no z -variation, its solution is not very accurate, especially when
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Figure 4.6 Basic E - and H -plane pattern shapes from a rectangular patch.

the substrate becomes thick (for wider bandwidth consideration). Also, the calculation of
mutual coupling between patches in an array environment is very tedious and inaccurate.

4.3.1.3 Moment Method The radiated fields of a microstrip antenna can be deter-
mined by integrating all the electrical currents on its metallic surfaces via the integral
equation approach whose solution is obtained by the so-called moment method. This inte-
gral equation approach [36–39] is analyzed by first solving the vector potential A(x ,y ,z ),
which satisfies the wave equation with Js being the patch surface current:

∇2AI + k2AI = −juJS(x, y) in the dielectric (region I) (4.2)

and
∇2AII + k2

0AII = 0 infree space (region II) (4.3)

then the vector potential may be given as

AI,II(x, y, z) =
∫∫

patch

JS(x
′, y ′) •G

I,II
(x, y, z/x ′, y ′, z′) dx ′ dy ′ (4.4)

where G
I,II

is the dyadic Green’s function for regions I and II. Region I contains the
substrate, while region II is the free-space area above the substrate. The electric field E
everywhere is given by

E(x, y, z) = −jωA+ jω

k2
∇(∇ •A) (4.5)
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By weighting the Green’s function of Eq. (4.4) with the unknown electrical current
density and integrating over the patch, the radiated electric or magnetic field can be
calculated anywhere outside the dielectric. An integral equation for the unknown current
is obtained by forcing the total tangential electric field on the patch surface to zero. Using
the proper basis and testing functions for the unknown current, the integral equation is
then discretized and reduced to a matrix equation:

[E] = [Zmn][J ] (4.6)

where the impedance matrix element has the form

Zmn =
∫
x

∫
y

∫
x′

∫
y′

∫
kx

∫
ky

Jm(x, y) ·G(kx, ky) · J n(x ′, y ′)

e−jkx(x−x′) · e−jky(y−y′)dky dkx dy
′ dx ′ dy dx (4.7)

where G(k x ,k y ) is the Fourier transform of the Green’s function given in Eq. (4.4),
J m is the mth expansion mode, and J n is the nth weighting or testing mode.
Equation (4.7) has been solved by two different approaches. One uses the space-domain
approach [38, 39], where the spectral variables k x and k y are transformed to spatial
polar coordinates α and β. The other approach uses the spectral-domain approach
[36, 37], where the spectral integrations in Eq. (4.7) are done in closed form and result
in an integral in the spectral domain only. Nevertheless, both approaches are derived to
solve, via the method of moment and matrix inversion, for the patch surface current,
which is then used to determine the properties of the microstrip antenna, such as the
input impedance and radiation patterns. The moment method, a two-dimensional (2D)
integration technique, is considered very accurate and includes the effects of mutual
coupling between two surface current elements as well as the surface wave effect in
the dielectric. It is computationally more time consuming than the transmission-line
model and the cavity model. However, it is more computationally efficient than the
three-dimensional (3D) technique to be discussed next.

4.3.1.4 Finite-Difference Time-Domain (FDTD) Method The previous moment
method is basically a two-dimensional solver. It solves for the 2D surface current on the
microstrip patch. The FDTD method, on the other hand, is a three-dimensional solver.
It solves for the electromagnetic fields in a 3D volumetric space. Thus it can solve more
complex problems with 3D interfaces and connections, such as the multilayer microstrip
antenna with complicated multilayer connections. However, it suffers from laborious
computation time and is not suitable (with current computer capability) for solving large
microstrip array problems. The FDTD method [40–42] uses Yee’s algorithm [43] to
discretize Maxwell’s equation in 3D space and in time. The volume space of interest
is discretized into many cubic cells and the E - and H -fields are then solved through
Maxwell equations with given boundary conditions from cell to adjacent cells. This is
illustrated briefly in Maxwell’s curl equations:

μ · ∂H
∂t

= −∇ × E (4.8)

ε · ∂E
∂t

= ∇ ×H (4.9)
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With time and space discretized, the E - and H -fields are interlaced within the spatial 3D
grid. For example, Eq. (4.9) can be discretized for the x -directed E -field:

En+1
x (i, j, k) = En

x (i, j, k)+
�t

ε

(
H

n+1/2
z (i, j + 1, k)−H

n−1/2
z (i, j, k)

�y

)

−�t

ε

(
H

n+1/2
y (i, j, k + 1)−H

n−1/2
y (i, j, k)

�z

)
(4.10)

where �x , �y , and �z are the space steps in the x -, y-, and z -directions, and �t is the
time step. The same discretization can be carried out for Eq. (4.8).

Now Maxwell’s equations have been replaced by a set of computer recognizable
finite-difference equations, which can be solved sequentially from cube to cube once
the known boundary conditions are applied. Certainly, this cube-to-cube solver cannot
continue indefinitely outside the volume of interest and must be terminated. However,
the fields will bounce back from any terminating boundary (which does not happen
in reality) and disturb the correct solution. The solution is to use the electromagnetic
absorbing boundaries to be set up outside the areas of interest and to absorb all outgoing
fields. One significant advantage of the FDTD method is that, by discretizing time, one
is able to see on a computer screen how the field is actually traveling and radiating in
time sequence in a complicated antenna/circuit configuration.

4.3.1.5 Finite-Element Method (FEM) This method is also a three-dimensional
solver that can best be described by a set of implementation steps [44]. First, one should
define the electromagnetic boundary-value problem by an appropriate partial differential
equation (PDE). Second, one obtains a variational formulation [45] for the PDE in terms
of an energy-related functional or weighted residual expressions [46]. Third, one subdi-
vides the field regions into discrete subregions (finite elements), such as triangles and
quadrilaterals. Fourth, one chooses a trial or approximate solution (polynomial) defined
in terms of nodal values (boundary points between elements) of the solution yet to be
determined for each element. Fifth, one minimizes the functional (set function derivative
to zero) with respect to the nodal value potentials. Finally, the resulting set of algebraic
equations is solved and the required field problem solution is obtained. The primary dif-
ference between the FEM and the FDTD method is that the FDTD solves the problem
from cell to cell with cell size serving as the approximating potential, while the FEM
uses an approximate solution for each entire element. Thus, to achieve accuracy, the
FDTD method cell size must be small and generally uniform, while the FEM element
size can be large or small depending on the geometry or variation of the field. Both
methods are computationally time consuming for electrically large structures. The FDTD
method spends less computing time on each cell but with more cells, while the FEM
spends more time on each element but with fewer elements. The implementation of the
FEM is more complicated when compared to the FDTD method. The FDTD method
is more straight forward, while the FEM requires a finer analytical development of the
formulation before implementation, a deeper knowledge of linear algebra methods, and a
more involved preprocessing procedure. Although the FEM is more complex, it is more
versatile and flexible in modeling complex geometries. It yields more stable and accu-
rate solutions and can handle nonhomogeneous materials. A very popular commercial
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software, High-Frequency System Simulator (HFSS), uses the FEM to solve many elec-
trically small but complex structures. Microstrip antennas or arrays with a small number
of elements can certainly be solved by the FEM or FDTD method, but often the 2D
moment method solution will suffice with faster computing speed.

4.3.2 Design Methodology

The previous section presented different techniques to analyze the microstrip antenna.
To ease the design process, these different analysis techniques have been developed into
several user-friendly computer-aided design (CAD) tools by several institutions. How-
ever, an analysis technique or a CAD tool, by itself, cannot generate an antenna design.
It can only analyze a design and provide calculated performance results for a design. The
basic and initial antenna design has to originate from human experience, knowledge, and
innovation, even though an optimum and accurate design often cannot be achieved with-
out an analysis tool. Figure 4.7 depicts a typical microstrip antenna development process.
The block labeled “Computer Analysis Software” represents the central processing unit
into which a human must enter the proper design data to initiate the design process. The
block labeled “Antenna Design Techniques” represents the knowledge for generating a
set of preliminary input design data, which is the main subject of this section. It includes
techniques to design patch elements, array configurations, and power division transmis-
sion lines, which are separately discussed next. The first step in designing a microstrip
array should be the element design.

4.3.2.1 Patch Element Design Patch elements come in various shapes, such as
rectangular, square, circular, annular ring, triangular, pentagonal, and square or circular
with perturbed truncations. These different shapes can often be used to meet various
challenging requirements. For example, the rectangular patch, used for linearly polarized
applications, can achieve slightly wider bandwidth than the square or circular patch.
However, the square or circular patch, unlike the rectangular patch, can be excited
orthogonally by two feeds to achieve circular polarization. In addition, the circular patch
can be designed to excite higher order modes for generating different-shaped patterns
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Figure 4.7 Microstrip antenna development procedures.
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[47, 48]. One disadvantage of the square and circular patches when compared to the
rectangular patch is that they are more susceptible to cross-polarization excitation when
used as linearly polarized elements. This is because, due to their identical two orthogonal
dimensions, it is easier to excite orthogonal resonance (cross-polarization) from spurious
coupling or feed asymmetry. The pentagonal patch, as well as the square or circular
patch with a small perturbation, can be used to generate circular polarization with only
a single feed [11], which is often a desirable feature when simplicity and low insertion
loss are required.

It should be noted that all these patch shapes can be accurately analyzed and designed
by the full-wave moment method discussed in Section 4.3.1.3. However, designing a
patch using the moment method or any other rigorous technique requires a priori knowl-
edge of the approximate size of the patch so that appropriate dimensions, rather than
random numbers, can be input to the analysis computer code. With a few iterations of
the computer code, the designer should be able to determine the precise dimensions of
the microstrip antenna. Once the dimensions are known, other parameters (e.g., input
impedance, bandwidth, radiation patterns) can be accurately computed by the full-wave
moment method. The above-mentioned a priori knowledge of the approximate patch
size can be acquired through experience or derived by simple closed-form equations
if available. Fortunately, the two most popular and often used patch shapes, rectangular
(or square) and circular, do have simple closed-form equations available. These equations,
in predicting the resonant frequency, substrate thickness, and dielectric constant, can gen-
erally achieve an accuracy of within 2%. For the fundamental-mode rectangular patch,
the simple equation [10, 30] is given by

f = c

2(L+ h)
√
εe

(4.11)

where

εe = εr + 1

2
+ εr − 1

2

(
1+ 12h

w

)−1/2

(4.12)

f is the resonant frequency, c is the speed of light, L is the patch resonant length, h is
the substrate height, εr is the relative dielectric constant of the substrate, and w is the
patch nonresonant width.

For the circular patch with TMmn mode, the simple design equation is given by
[10, 49]

f = χmnc

2πae
√
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(4.13)

where
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]}1/2

(4.14)

f, c, h , and εr are as defined for the rectangular patch design equation, a is the patch’s
physical radius, X mn is the mth zero of the derivative of Bessel’s function of order n , n
represents the angular mode number, and m is the radial mode number.

There is no significant difference in performance between a fundamental-mode rect-
angular patch and a fundamental-mode circular patch. A circular patch does have the
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advantage of offering higher order mode performance with different diameters and differ-
ently shaped radiation patterns [47, 48]. These patterns can be either linearly or circularly
polarized, depending on the configuration of the feed excitations.

4.3.2.2 Array Configuration Design Before carrying out a detailed design, it
is critically important to lay out the most suitable array configuration for a particular
application. Array configuration variables include series feed or parallel feed, single
layer versus multiple layers, substrate thickness, dielectric constant, array size, patch
element shape and element spacing. The selection of the proper configuration depends on
many factors, such as the required antenna gain, bandwidth, insertion loss, beam angle,
grating/sidelobe level, polarization, and power-handling capability. Several important
microstrip array configurations that often challenge the skills of antenna designers are
presented next.

Series Feed In a series feed configuration [11, 50], multiple elements are arranged
linearly and fed serially by a single transmission line. Multiples of these linear arrays
can then be connected together serially or in parallel to form a two-dimensional planar
array. Figure 4.8 illustrates two different configurations of the series feed method. The
in-line feed [51] has the transmission line serially connected to two ports of each patch
and is sometimes called the two-port series feed. The out-of-line feed [29] has the line
connected to one port of each patch and is thus called a one-port series feed. The in-line
feed array occupies the smallest real estate with the lowest insertion loss but generally
has the least polarization control and the narrowest bandwidth. The in-line feed as shown
in Figure 4.8 is generally more suitable for generating linear polarization than circular
polarization. It has the narrowest bandwidth because the line goes through the patches,
and thus the phase between adjacent elements is not only a function of line length but
also of the patches’ input impedances. Since the patches are amplitude weighted with
different input impedances, the phases will be different for different elements and will
change more drastically as frequency changes due to the narrowband characteristic of
the patches.

The series feed can also be classified into two other configurations: resonant and
traveling wave [11, 50]. In a resonant array, the impedances at the junctions of the trans-
mission lines and patch elements are not matched. The elements are spaced multiple
integrals of one wavelength apart so that the multiply bounced waves, caused by mis-
matches, will radiate into space in phase coherence in the broadside direction. Because

In-line series feed

Out-of-line series feed

Figure 4.8 Series-fed microstrip arrays.
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of this single- or multiple-wavelength element spacing, the beam of the resonant array is
always pointed broadside. For the same reason, the bandwidth of a resonant array is very
narrow, generally less than 1%. With a slight change in frequency, the one-wavelength
spacing no longer exists, thereby causing the multiply bounced waves not to radiate
coherently but, instead, to travel back to the input port as mismatched energy. Both the
in-line and out-of-line feed arrays can be designed to be of the resonant type.

For the traveling-wave array type, the impedances of the transmission lines and the
patches are generally all matched, and the element spacing can be one wavelength for
broadside radiation, or less than one wavelength for off-broadside radiation. Because the
energy travels toward the end of the array without multiple reflections, there is generally
a small amount of energy remaining after the last element. This remaining energy can be
either absorbed by a matched load or reflected back to be reradiated in phase for broadside
radiation [31]. The array can also be designed such that the last element radiates all of
the remaining energy [31]. The traveling-wave array has a wider impedance bandwidth,
but its main beam will change in direction as frequency changes. A general rule of thumb
for the frequency-scanned beam of a traveling-wave array is one degree of beam scan per
1% of frequency change. For an instantaneous wideband signal, such as a pulsed system,
a beam broadening effect will occur. Both the in-line and out-of-line series-fed arrays
of Figure 4.8 can be designed as the traveling-wave type. There are also other forms of
series-fed microstrip arrays: chain, comb line, rampart line, Franklin, and coupled dipole
[11, 50]. These arrays operate similarly to the arrays shown in Figure 4.8, except that
they use microstrip radiators with different radiating mechanisms.

For a series-fed array, regardless of whether it is resonant type or traveling-wave
type, it can be fed either from the end or from the center of the array. The end-fed array
will encounter beam squint as frequency is changed and thus is sometimes utilized as
a frequency-scanned array. For a center-fed array, the beam squint can be avoided as
frequency deviates from its designed center frequency; however, it will suffer from a
quick gain drop due to the beam split of the two half-beams.

Parallel Feed The parallel feed, also called the corporate feed [52], is illustrated in
Figure 4.9 where the patch elements are fed in parallel by the power division transmission
lines. The transmission line divides into two branches and each branch divides again until
it reaches the patch elements. In a broadside-radiating array, all the parallel division lines
have the same length. In a series-fed array, the insertion loss is generally less than that of
a parallel-fed array because most of the insertion loss occurs in the transmission line at

Parallel feed

Series/parallel feed

Figure 4.9 Configurations of parallel feed and hybrid parallel/series feed microstrip arrays.
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the first few elements of the series-fed array and very little power remains toward the end
of the array. Most of the power has already been radiated by the time the end elements
are reached. Figures 4.10 and 4.11 are curves [53] for losses of parallel-fed arrays versus
substrate height for dielectric constants of 1.06 and 2.32, respectively. A relatively small
array with 16 elements and a large array with 256 elements are both given in these curves.
It can be seen that the loss of a parallel-fed microstrip array can easily reach several
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Figure 4.10 Array loss versus substrate height for parallel-fed array with substrate dielectric
constant of 1.06. 16 and 256 elements as well as for line impedances of 50 ohms and 100 ohms.
(From Ref. 53 with permission from IEE).
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decibels. Despite its relatively higher insertion loss, the parallel-fed array does have one
significant advantage over the series-fed array, which is its wideband performance. Since
all elements in a parallel-fed array could be fed by equal-length transmission lines, when
the frequency changes, the relative phases between all elements will remain the same and
thus no beam squint will occur. The bandwidth of a parallel-fed microstrip array is limited
by two factors: the bandwidth of the patch element and the impedance matching circuit of
the power dividing transmission lines, such as the quarter-wave transformer. A series-fed
array can achieve a bandwidth on the order of 1% or less, while a parallel-fed array can
achieve a bandwidth of 15% or more, depending on the design. Another advantage of
the parallel-fed array is the relative ease with which both amplitude and phase for each
element can be designed independently, while in a series-fed array one element’s change
will generally impact all other elements.

Hybrid Series/Parallel Feed An example of a hybrid series/parallel-fed array is
depicted in Figure 4.9, where a combination of series and parallel feed lines is used.
In a hybrid array [31], the smaller series-fed subarray has a broader beamwidth, which
will suffer only a small gain degradation due to beam squint with frequency change.
Hence a hybrid array will achieve a wider bandwidth than a purely series-fed array hav-
ing the same aperture size. Of course, because of its partial parallel feed, the insertion
loss of a hybrid array is higher than that of a purely series-fed array. This hybrid tech-
nique gives the designer an opportunity to make design trade-offs between bandwidth
and insertion loss.

Regardless of whether the array is parallel or series fed, two recently developed
arraying techniques can be employed to significantly improve the array’s performance.
The first is to reduce cross-polarization radiation in a planar array by oppositely exciting
adjacent rows or columns of elements in phase and in orientation [31], as shown in
Figure 4.12a. Another technique is shown in Figure 4.12b for a circularly polarized array,
in which every adjacent four elements placed in a rectangular lattice can be sequentially
arranged in both phase and orientation to achieve good circular polarization over a wide
bandwidth [22, 23].

Single-Layer or Multilayer Design A microstrip array can be designed in either
a single-layer or multilayer configuration. The factors that determine this choice are
complexity and cost, sidelobe/cross-polarization level, number of discrete components,
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Figure 4.12 (a) Microstrip array with rows excited by opposite phases and orientations and (b)
sequentially arranged four-element subarray for CP application.
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polarization diversity, bandwidth, and so on. When the given electrical requirements are
relaxed, a single-layer design will generally suffice. If all transmission lines and patch
elements are etched on the same layer, it will have a low manufacturing cost. However,
when extremely low sidelobe or cross-polarization radiation (e.g., less than −30 dB) is
required, the double-layer design seems to be the better choice. With all transmission-lines
etched on the second layer behind the radiating patch layer, the ground plane in the mid-
dle will shield most of the leakage radiation of the lines from the patch radiation. This
leakage radiation becomes more pronounced when discrete components, such as MMIC
T/R modules and phase shifters, are placed in the transmission line circuits. Thus it is
more desirable to place all discrete components behind the radiating layer in a multi-
layer configuration. When dual-linear or dual-circular polarization is required with high
polarization isolation, it is often more desirable to design the feed circuits of the two
polarizations on two separate layers, as shown in Figure 4.13. When a radiating patch
having a thick substrate is used to achieve a wider bandwidth, it is best to design the
transmission lines on a separate layer because the lines may become too wide to be prac-
tical if designed on the same thick layer as the radiating patches. In other cases, when
an extremely wide bandwidth requirement can be met only by using multiple stacked
patches [19], the multilayer design becomes the obvious choice. With the advancement
of the aperture-coupling technique that allows the transmission line to feed the patch,
the multilayer design becomes much more feasible than those using many feed-through
pins.

Other Array Configurations When designing a microstrip array, various antenna
parameters, such as substrate thickness, dielectric constant, and element spacing, can all
play important roles in determining an array’s performance. Substrate thickness deter-
mines bandwidth, as well as the antenna’s power-handling capability [29]. The thicker
the substrate, the more power it can handle. For ground applications, a thicker microstrip
antenna (>0.05λ0 thick) can generally handle several hundred to a few thousand watts
of peak power. For space applications, due to the effect of multipacting breakdown [30],
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Figure 4.13 Multilayer dual-polarized microstrip patch element.
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only tens of watts can be handled. The dielectric constant of the substrate material also
affects the bandwidth: the higher the dielectric constant, the narrower the bandwidth.
Because of the loading effect, a higher dielectric constant reduces the patch resonant size
and hence increases the element beamwidth. A wider element beamwidth is desirable
for a large-angle-scanning phased array. Another important array design parameter is
element spacing. It is often desirable to design a microstrip array with larger element
spacing so that more real estate can be made available for transmission lines and discrete
components. However, to avoid the formation of high grating lobes, element spacing is
limited to less than 1λ0 for broadside beam design and less than 0.6λ0 for a wide-angle
scanned beam. In designing a wide-angle scanned microstrip phased array, substrate
thickness, dielectric constant, and element spacing are all important parameters that need
to be considered for reducing mutual coupling effects and avoiding scan blindness [54].

4.3.2.3 Power Division Transmission-Line Design One of the principal short-
comings of a microstrip array with a coplanar feed network is its relatively large insertion
loss, especially when the array is electrically large or when it is operating at a higher
frequency. Most of the losses occur in the power division transmission line’s dielec-
tric substrate at microwave frequencies. At millimeter-wave frequencies, the loss in the
copper lines becomes significant. It is thus crucially important to minimize insertion
loss when designing the power division transmission lines. In order to minimize inser-
tion loss, the following principles should be observed: the impedances of the power
division lines should be matched throughout the circuit; low loss material should be
used for the substrate; at higher frequencies, the roughness of the metal surfaces that
face the substrate should be minimized; and the array configuration should be designed
to minimize line length (as described in Section 4.3.2.1). A detailed discussion of most
impedance-matching techniques for microstrip power division circuits is given in Ref. 55.

4.3.3 CAD Tools

In Section 4.3.2 on design methodology, a typical microstrip antenna development pro-
cess is depicted in a block diagram (see Figure 4.7), where it indicates the need for
computer-aided design (CAD) software. Although, as indicated, all CAD tools available
today can only provide analysis and not a design, they do assist significantly in achieving
the final design. For example, an engineer generates an initial design and then inputs the
design dimensions and configuration into a CAD tool to calculate a set of performance
results, such as input return loss, and radiation patterns. Generally, the initial results will
not meet the given requirements, particularly, for a complicated design. The engineer,
with his/her experience and knowledge, will perform corrections on the design and then
input to the CAD tool again as indicated in Figure 4.7. This iterative process may take
several times until satisfactory results are achieved. In the old days when CAD tools were
not available, the engineer could only perform hardware verification of his/her design,
which could take many iterations. This hardware verification step certainly took a sig-
nificantly longer time, with higher cost than computer simulation. For a large array, the
cost of iterative hardware verification soars with array size and complexity. Academic
researchers have been prolific in generating analytic and numerical solutions for a wide
variety of microstrip antennas and arrays, often with a high degree of accuracy and effi-
ciency. But this area of work is generally performed primarily for graduate student theses
or publications, and the software is seldom completely written, validated, or documented
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for other users. Researchers in industry may be more pragmatic when developing com-
parable solutions for a specific antenna geometry, but such software is often considered
proprietary.

It is clear that the demand/supply for CAD tools is unavoidable. The first commercial
CAD tool for microstrip antennas became available about 15 years ago and, in the past
decade, the number of commercial tools has mushroomed with more than ten available
in the world. Table 4.1 lists some commercial software packages that can be used for
microstrip antenna analysis and design.

Among these CAD tools, Ensemble and IE3D, which use the full-wave moment
method, are the most popular ones. These two PC-based software packages were on
the market much earlier than the other ones for microstrip antenna application. Through
upgrades and modifications, they became more efficient, less prone to errors, and with
more capabilities. Designs with multilayer, conductive via connections, finite ground
plane and soon can all be accurately analyzed. With a 1-GB RAM capability, a current PC,
by using either Ensemble or IE3D, can handle a microstrip array with approximately 30
elements and some microstrip power division lines. Some of the other software packages,
which use finite difference time-domain (FDTD) or finite-element (FE) methods, take a
three-dimensional approach by modeling the entire antenna space, including dielectric,
metal components, and some surrounding volume. This approach allows a high degree
of versatility for treating arbitrary geometries, including inhomogeneous dielectrics and
irregularly shaped structures, but the price paid is computer time. With a current PC,
only a few patch elements can be calculated. Regardless of the method used, future
advancement in CAD tools is vested in two areas: PCs with high capacity and faster
computation time and more efficient mathematical algorithms. With these advancements,
large microstrip arrays can be more effectively analyzed and designed.

One important conclusion should be made here for all CAD users: although CAD soft-
ware can be an invaluable analysis/design tool, it is not a substitute for design experience
or a thorough understanding of the principles of operation of microstrip antennas and
arrays. While microstrip antenna design is based on solid science, it also retains a strong
component of understanding the physical mechanisms and a creative problem-solving
approach that can only come from experience. It also can be concluded that, at least
for the near future, CAD tools will continue to aid, rather than actually replace, the
experienced designers.

TABLE 4.1 Some Commercially Available Microstrip Antenna CAD Tools

Software Name Theoretical Model Company

Ensemble (Designer) Moment method Ansoft
IE3D Moment method Zeland
Momentum Moment method HP
EM Moment method Sonnet
PiCasso Moment method/genetic EMAG
FEKO Moment method EMSS
PCAAD Cavity model Antenna Design Associates, Inc
Micropatch Segmentation Microstrip Designs, Inc.
Microwave Studio (MAFIA) FDTD CST
Fidelity FDTD Zeland
HFSS Finite element Ansoft
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4.4 FEED/EXCITATION METHODS

A microstrip patch radiator can be fed or excited to radiate by many techniques; several
common ones are listed and briefly discussed next.

4.4.1 Coax Probe Feed

A microstrip patch as shown in Figure 4.1 can be fed by a 50-ohm coax probe from behind
the ground plane, where the flange of the coax probe (outer conductor) is soldered to the
ground plane. The center conductor pin penetrates through the substrate and the patch and
is then soldered to the top of the patch. The location of the probe should be at a 50-ohm
point of the patch to achieve impedance matching. There are various types of coax probes
for different frequency ranges. Type N, TNC, or BNC can be used for VHF, UHF, or low
microwave frequencies. OSM or OSSM can be used throughout microwave frequencies.
OSSM, OS-50, or K-connector should be used for the millimeter-wave frequency range.

4.4.2 Coax Probe with Capacitive Feed

For wider bandwidth (5–15%) applications, thicker substrate is generally used. If a
regular coax probe were used, a larger inductance would be introduced, which results in
impedance mismatch. In other words, the electrical field confined in the small cylindrical
space of the coax cannot suddenly transition into the large spacing of the patch. To
cancel the inductance occurring at the feed, capacitive reactance must be introduced.
One method is to use a capacitive disk [56] as shown in Figure 4.14 where the patch
is not physically connected to the probe. Another method is to use a “tear-drop” shaped
[57] or a cylindrical shaped probe [58] as illustrated in Figure 4.15. With this method
the probe is soldered to the patch, where mechanical rigidity may be offered for some
applications.

4.4.3 Microstrip-Line Feed

As illustrated in Figure 4.1, a microstrip patch can be connected directly to a microstrip
transmission line. At the edge of a patch, impedance is generally much higher than

Patch
radiator Capacitive

disk feed

Figure 4.14 Two different capacitive feed methods for relatively thick substrates.
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Figure 4.15 Tear-drop and cylindrical-shaped feed probes for relatively thick substrates.

50 ohms (e.g., 200 ohms). To avoid impedance mismatch, sections of quarter-wavelength-
long impedance transformers [55] can be used to transform a large input impedance to
a 50-ohm line. With this feed approach, an array of patch elements and their microstrip
power division lines can all be designed and chemically etched on the same substrate
with relatively lower fabrication cost per element. However, the leakage radiation of
the transmission lines, in some cases, may be large enough to raise the sidelobe or
cross-polarization levels of the array radiation.

4.4.4 Proximity-Coupled Microstrip Line Feed

An open-ended microstrip line can be used to feed a patch radiator through proximity
coupling. For example, the open end of a 100-ohm line can be placed underneath the patch
at its 100-ohm location as shown in Figure 4.16. The open-ended microstrip line can also
be placed in parallel and very close to the edge of a patch, as shown in Figure 4.17, to
achieve excitation through fringe-field coupling [59]. Both these methods will avoid any
soldering connection, which in some cases could achieve better mechanical reliability.

Side
view

Top
view

Patch radiator Microstrip line

Figure 4.16 Non contact proximity feed from underneath the patch.
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Figure 4.17 Non contact proximity feed from edge of patch.

4.4.5 Aperture-Coupled Feed

An open-ended microstrip line or stripline transmission line can be placed on one side
of the ground plane to excite a patch radiator situated on the other side through an open-
ing slot in the ground plane. This slot-coupling or aperture-coupling technique [12], as
shown in Figure 4.18, can be used to avoid a soldering connection, as well as to avoid
leakage radiation of the lines that interferes with the patch radiation. In addition, this
feed method allows the patch to achieve wide bandwidth (>10%) with a thick substrate
or extremely wide bandwidth (>30%) with stacked parasitic patches [60, 61]. The extra
bandwidth achieved by this method when compared to the coax probe feed is generated
by the coupling slot, which is also a resonator and a radiator. When two resonators (slot
and patch) have slightly different sizes, a wider bandwidth is achieved. Another advan-
tage of the noncontacting feeds (proximity-coupled and aperture-coupled) is the reduction

Ground plane

Microstrip line

Slot in
ground plane

Patch radiator

Figure 4.18 Patch fed by aperture-coupling slot.
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of passive intermodulation distortion due to other harmonic frequencies created by non-
linear devices present in the circuit.

4.4.6 Coax Probe With a U-Slot Feed

A unique combination of a regular coax probe and a U-shaped slot on the patch has
been developed to achieve very wide bandwidth (>30%). This U-slot feed [25, 26] as
illustrated in Figure 4.19 is designed with a certain slot width to provide the needed
capacitance for canceling the inductance introduced by the relatively thick substrate.
The U-slot also provides two different resonant patch sizes to achieve the very wide
bandwidth.

4.5 DUAL-POLARIZATION AND CIRCULAR-POLARIZATION TECHNIQUES

4.5.1 Dual Polarization

For either a square patch or a circular patch with conventional thickness and fundamental
mode, the two orthogonal points on the patch (along the two cross center lines of a
square patch) are generally isolated from each other. This can be explained by referring
to Figure 4.4, where the field at the orthogonal region of the feed is always zero. Thus
a second feed probe can be placed at the orthogonal region of the first probe without
encountering significant field coupling. This, also explained in Section 4.3.1.2, is the
basic reason why a single square or circular patch can be excited at its two orthogonal
locations, as indicated in Figure 4.20, to achieve dual-linear polarization. Most of the
excitation techniques presented in Section 4.4 with two orthogonal feeds can be used
here to achieve dual polarization. The two orthogonal feeds do not need to be the same
excitation technique. For example, one excitation could use a microstrip line feed, while
the orthogonal excitation could use an aperture-coupling slot feed. One must be aware
that, with a square or a circular patch, two different orthogonal feeds may cause the
patch to resonate at two slightly different frequencies. In other words, one may have to
use a slightly rectangular or elliptical patch to achieve the same resonant frequency for
two different feed techniques.

Feed probe U-slot

Patch
radiator

Figure 4.19 Patch fed by a U-slot for wide bandwidth.
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Figure 4.20 Patch with two orthogonal feeds for dual polarizations.

The above orthogonal excitation techniques for achieving dual polarization are suitable
for a conventional patch with relatively small substrate thickness. For thick substrate,
instead of two, four feed probes are needed with electrical phases arranged as 0◦, 180◦,
0◦, 180◦. Due to the presence of stronger higher order modes in a thick substrate, using
only two orthogonal feeds will result in a large amount of mutual coupling. By using
four feeds [62] as shown in Figure 4.21, one pair of oppositely located feeds with 0◦ and
180◦ phases will cause the higher order modes to cancel each other (see Figure 4.5b)
while reinforcing the fundamental modes (see Figure 4.5a). In doing so, not only are the
cross-polarization radiations canceled, but good isolation between the two pairs of feeds
is also achieveds.

For a dual-polarization array application using a relatively thick substrate, higher order
modes can be canceled by use a single feed per element. This can be achieved by hav-
ing each pair of adjacent elements use oppositely located feeds with opposite phases as
shown in Figure 4.22b (refer to Figures 4.5 and 4.6). It is apparent, as explained in the
figure, that the cross-polarizations in the far-field distance will be canceled in both the

180°

180°

0°

0°

Figure 4.21 Four probes with 0◦, 180◦, 0◦, 180◦ phase arrangement for dual polarization with
relatively thick substrate.
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(a) (b)

E–plane

E02 fields cancel in E-plane,
reinforce in H-plane away
from broadside

E10 fields reinforce
at broadside

E02 fields
cancel in
H-plane

E02 fields
cancel in
E-plane

f = 0°

f = 0° f = 0°

f = 180°

Figure 4.22 (a) Two-element subarray with conventional feed method and (b) two-element subar-
ray feeds with 0◦ and 180◦ phases and opposite orientations to cancel cross-polarization radiation.

E - and H -planes, while the co polarization fields reinforce each other. To further illus-
trate the principle, a previously developed dual polarized 2× 2 microstrip array [63] is
presented in Figures 4.23 and 4.24. Both the V-port (vertical polarization) and the H-port
(horizontal polarization) feed locations are offset from the centers of the feed transmis-
sion lines to achieve the required 180◦ phase differential. This 180◦ phase differential of
each port is not only for the purpose of suppressing the cross-polarization as explained
above; it is also for canceling the energy coupled in through the patches’ cavities from

V-port
H-port

Square
patch

Microstrip
line

Figure 4.23 A dual-polarized 2× 2 microstrip array.
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Figure 4.24 Photo of an L-band 2× 2 dual-polarized microstrip array with low cross-polarization
and high port isolation.

its orthogonal port. This cancellation does not happen in the patch or in space but occurs
in the microstrip transmission line at the input port. It is this cancellation that provides
the high isolation between the two input ports. For the antenna shown in Figure 4.24,
the measured port isolation is below −40 dB across the bandwidth of the antenna. The
worst cross-polarization level is −28 dB below the copolarization peak. For arrays larger
than 2× 2, the above principle has also been successfully applied by several researchers
[31, 64].

4.5.2 Circular Polarization

Circular polarization (CP) from a microstrip antenna can generally be achieved by either
a square or a circular patch with two orthogonal feeds having equal amplitudes and 90◦

phase differential. As illustrated in Figure 4.25, the square patch with its two orthogonal
microstrip line feeds in this case will provide a right-hand circular polarization (RHCP).
Similar to the dual-linear polarization case, a CP patch can be excited by various feed

RHCP
patch

−90°

0°

Figure 4.25 Circularly polarized patch with two orthogonal feeds.



4.5 DUAL-POLARIZATION AND CIRCULAR-POLARIZATION TECHNIQUES 183

techniques, as presented in Section 4.3, with two orthogonal excitations. A single CP
patch with relatively thick substrate can also be excited by four feeds [65] with phases
arranged as 0◦, 90◦, 180◦, 270◦ to suppress cross-polarization level. A circular patch with
diameter larger than a half-wavelength can be excited to radiate a higher order mode [47]
with conical pattern shape (zero radiation in broadside direction). The higher the mode
order, the larger the patch diameter required. In any case, four feeds arranged in special
angular orientations and phases are needed to provide good CP radiation.

A CP patch can also be achieved by a single excitation with a small portion of the
patch perturbed. For examples, CP can be generated by a square patch with its two
diagonal corners truncated [8, 66] as shown in Figure 4.26, by a square or circular patch
with a tilted center slot [8] as shown in Figure 4.27, or by a circular patch with two
opposing edges indented with notches [67] as shown in Fig 4.28a or extended with pads
[68] as shown in Fig 4.28b. A slight rectangular patch with a single feed located at its
diagonal line [69], as shown in Figure 4.29, can also generate CP radiation. All these
single-feed techniques are called the perturbation method. The small perturbation has to
be just the right amount at the desired frequency to produce two orthogonal polarizations
with the same amplitude but with a 90◦ phase differential. As a result, the CP bandwidths

Figure 4.26 Circularly polarized patch with a single feed and truncated corners.

Figure 4.27 Circularly polarized patch with a single feed and a slot.

(a) (b)

Figure 4.28 Circularly polarized circular patch with a single feed and (a) two indents and (b)
two pads.
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b

a
Feed

a ≠ b

Figure 4.29 Circularly polarized patch (slightly rectangular) with a single feed.

of these single-feed methods, regardless of their impedance bandwidths, are extremely
narrow (generally around 0.5%). However, these single-feed methods yield simplicity
with reduced line loss.

In array application, CP performance, such as CP bandwidth and cross-polarization
level, can be improved by sequentially arranging (orientations and phases) four neigh-
boring CP elements as shown in Figure 4.30. Four single-fed CP elements can also
be sequentially arranged [22] to improve the CP bandwidth as shown in Figure 4.31.
This improvement of CP performance is based on the same reason as explained in
Section 4.5.1 where the cross-polarization is canceled in a pair of oppositely located
patches with opposite phases. In a large array, each of its four neighboring elements can
even be linearly polarized but arranged sequentially [23], as shown in Figure 4.32, to
provide CP radiation.

4.6 BROADBAND AND DUAL-BAND TECHNIQUES

4.6.1 Broadband Techniques

The microstrip antenna is basically a resonating cavity with open side walls. It is well
known that a closed cavity with fixed dimensions indicates narrow bandwidth behav-
ior. Thus the microstrip antenna also behaves as a narrow band device. Figure 4.33

f = 90°

f = 0°

f = 270°

f = 180°

0°

90° 0°

90°

0°

90°0°

90°

Figure 4.30 Circularly polarized 2× 2 subarray with sequential rotation, Each element has two
orthogonal feeds.
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f = 180°

f = 270°

f = 90°

f = 0°

Figure 4.31 Circularly polarized 2× 2 subarray with sequential rotation, Each element is a
single-feed CP patch.

f = 180°

f = 270°

f = 90°

f = 0°

Figure 4.32 Circularly polarized 2× 2 subarray with sequential rotation, Each element is a lin-
early polarized patch.
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er = 2.32
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Figure 4.33 Bandwidths of rectangular microstrip patches with various substrate thicknesses and
two dielectric constants. (From Ref. 11, with permission from Peter Peregrinus Ltd.)
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is a plot of bandwidth versus operating frequency [11] for a typical rectangular patch
with various thicknesses of the substrates and two different relative dielectric constants
(2.32 and 9.8). This figure demonstrates that the bandwidth of a single patch with nominal
substrate thickness has a bandwidth of less than 5%. However, due to the patch’s open
side walls, as the thickness of this cavity is increased, the bandwidth of this open cavity
can be significantly increased. To illustrate this point, a rectangular patch is designed
with x , y , z dimensions with x being the resonating dimension and z the cavity thick-
ness. When the cavity thickness increases, as indicated in Figure 4.34 as well as in
Figure 4.2 and 4.4, the height of the fringing field also increases. It is obvious from this
figure that the degree of freedom for the resonant frequency to change is proportional
to L2 —L1, which is greater for the thicker substrate than for the shallow cavity. This
bandwidth increase can also be explained from the antenna’s quality factor (Q). The Q
of a rectangular patch [70] is inversely proportional to the cavity thickness (h):

Q = c
√
εe

4frh
(4.15)

and the bandwidth (BW) increases as Q reduces:

BW ≈ fr

Q
≈ 4f 2

r h

c
√
εe

(4.16)

From the above equation, one can conclude that a larger BW is possible for a microstrip
antenna by choosing a thicker substrate and/or by lowering the value of the dielectric con-
stant, εr . However, as the thickness is increased, the feed line or feed probe will encounter
an impedance matching issue. Generally, a large reactance (inductance) is introduced by
the feed. In the case of the microstrip line feed, an impedance matching circuit [21] can
be used to balance out the large reactance. In the case of a feed probe, a capacitive feed
can be used to cancel the excessive inductance as discussed in Section 4.4.2.

There is a limitation to how much the BW can be increased by increasing the substrate
thickness. The maximum achievable BW is about 15% with the thickness equal to about

Top
view

L2

L1

Side
view

Figure 4.34 Primary fringing fields of a rectangular patch.
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0.15 free-space wavelength. Upon further increase in the substrate thickness, the field will
not cohere efficiently between the patch and the ground plane. One method to increase
the BW beyond 15% is to introduce one or two more parasitic patches [71] on top
of the patch being excited. A dual-stacked patch configuration is shown in Figure 4.35.
Maximum BW of 25% has been achieved by this configuration. This configuration shows
that the bottom patch is being driven by a coax probe; it is also possible to achieve similar
performance by exciting the top patch by a coax probe that is sent through a clearance
hole at the center of the bottom patch [72]. Another method to further increase the
BW is to use a thick substrate with an aperture-coupling slot feed [12] as presented in
Section 4.4.5. By combining the aperture-coupling slot method with a set of dual-stacked
patches, as shown in Figure 4.36, a wide BW of 33% was reported [60, 61].

Two recent developments that achieved wide BW are worth mentioning here. One is
to use a coax probe feed with a U-slot [25, 26] as shown in Figure 4.19. and discussed
in Section 4.4.6. The other is to use a thick substrate augmented with an L-shaped probe
[27, 28] as shown in Figure 4.37. Although the first method has difficulty in achieving
dual or circular polarization, both methods achieved a BW of more than 30%.

To achieve wide BW by using thick substrate, one should be careful that, although
the impedance bandwidth is widened, the radiation patterns may be distorted at the
band edges. This is because the higher order modes may become noticeably stronger
at the band edges. In this case for linear polarization, two feeds, instead of one, with

Dual-stacked
patches

Ground plane

Figure 4.35 Probe-fed dual-stacked patches.

Microstrip line
Stacked patches

Slot in
ground plane

Figure 4.36 Aperture-coupled slot-fed dual-stacked patches.
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Side
view

Top
view

Figure 4.37 Thick patch fed by an L-shaped probe.

0°

180°

Figure 4.38 Two feeds with opposite locations and opposite phases to cancel higher order modes
for wideband application.

opposite locations and opposite phases as shown in Figures 4.22 and 4.38 are needed to
cancel some of the higher order modes [62]. For circular polarization, four feeds with
0◦, 90◦, 180◦, 270◦ phases as shown in Figure 4.21 can be used to achieve nondistorted
symmetrical patterns [52]. In one case [58], a single patch with thick air substrate and
four capacitive feeds achieved good circular polarization and radiation patterns across a
BW of 43%.

4.6.2 Dual-Band Techniques

In many applications, two or more small BWs are required over a large frequency range. A
microstrip antenna can be specially designed to meet this requirement. Several approaches
that can be used to achieve variously required dual bands are briefly discussed next.

4.6.2.1 Stacked Patches In Section 4.6.1, parasitically stacked dual patches are
used to achieve broad BW. In those cases, broadbands, in essence, are achieved by having
two resonant bands located close to each other. Here two parasitically coupled patches
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are stacked together to achieve two separate, but relatively narrow, bands [15]. Because
this stacked-patch approach relies completely on mutual coupling, there is a limit to the
separation width of the dual bands. In other words, the sizes of the two patches cannot
be grossly different and the separation distance between the two patches cannot be too
large, otherwise mutual coupling will not be strong enough to achieve two resonances
with equal magnitudes. The maximum band separation by this stacked-patch approach is
about 20%.

4.6.2.2 Tunable Single Patch The previous dual-band technique requires two
layers of patches, which in some array applications may be too costly to implement.
Here a single-patch element can be specially tuned to have two separate narrowbands.
There are several methods to achieve a dual-resonance single patch. One method is to
add a quarter-wavelength-long stub [17] to the radiating edge of a patch, as shown in
Figure 4.39. Due to the appropriate length of the stub, it introduces a second resonance
to the patch. Another method is to add one or more shorting posts [16] to the patch, as
shown in Figure 4.40. In doing so, an inductive reactance is loaded to the patch at the
frequency away from the patch’s resonance and causes the patch to cancel its capacitance
and to form a second resonance. A voltage-controllable varactor diode can be inserted

Open-circuit
stub

Feed probe

Figure 4.39 Open-circuit stub to achieve dual-band resonances.

Shorting
pin

Figure 4.40 Shorting pin to achieve dual-band resonances.
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into the shorting post to instantaneously change the two resonant frequencies [73].
In other words, by varying the varactor diode’s voltage, the dual frequencies can be
instantaneously varied over a small range.

4.6.2.3 Dual-Fed Single Patch For the above dual-resonant techniques, if one
frequency is used for the transmit signal and the other is used for the receive signal, as
in the case of a communication system, a diplexer or a circulator is generally needed to
isolate the two signals. To eliminate the use of a diplexer or circulator, separate transmit
and receive channels can be implemented with a single patch having two orthogonal
feeds. As shown in Figure 4.41, a rectangular patch with two orthogonal feeds has its
one dimension designed to resonate at the transmit frequency with one linear polarization,
while the other dimension is designed for the receive frequency with an orthogonal linear
polarization. An elliptical patch can also be used to achieve the same results. A shorting
pin can be placed at the center of a patch to suppress some high order modes and thus
achieve better isolation, particularly for the case of a relatively thick substrate. For a
square or circular patch, dual resonance can also be achieved with two orthogonal feeds
by introducing a slot at the center of the patch as shown in Figure 4.42. In the vertical
direction of this figure, the electrical current on the patch has to travel a longer distance to
reach the opposite edge than in the horizontal direction. This is the reason why this square
patch can achieve two different resonant frequencies. All these dual-band techniques will
yield two orthogonal polarized fields and thus have limited applications.

4.6.2.4 Widely Separated Dual Bands Often in a radar or communication system,
two widely separated bands (e.g., L- and C-bands), are required to share the same aperture
and thus to achieve savings in mass and real estate. There are several methods that

L1

L1 ≠ L2

L2

Figure 4.41 Rectangular patch having two orthogonal feeds with dual-frequency operation.

L1

L1 = L2

L2

Figure 4.42 Square patch having two orthogonal feeds with dual-frequency operation.



4.6 BROADBAND AND DUAL-BAND TECHNIQUES 191

L-band patch

Ground plane

C-band patch

Figure 4.43 Dual-band with multilayer approach; higher frequency patches are situated on top
of the lower frequency patch.

allow a microstrip antenna to achieve this requirement. One is to use a two-layer design
as shown in Figure 4.43, where several C-band patches can be placed on top of a
single L-band patch. Another method, shown in Figure 4.44, is to place a single L-band
dichroic/meshed patch on top of several X-band patches [74, 75]. In this case, the top
L-band layer acts as a frequency-selective surface to allow the X-band signal to transmit
through, while the X-band patches act as part of the ground plane to the L-band patch.
In a recent development, a microstrip reflectarray [76], having a layer of X-band annular
ring elements placed on top of another layer of Ka-band annular rings, was tested with
successful results.

L-band
dichroic patch

Ground plane

X-band patch

Figure 4.44 Dual-band multilayer approach; lower frequency dichroic patch is situated on top of
the higher frequency patches.
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4.7 ANTENNA MINIATURIZATION TECHNIQUES

Microstrip antennas are well known for their small size and light weight. However, in
many applications, further reduction of the size and weight is desirable. For example, a
L-band antenna at 1.5 GHz is required to fit into a small hand-held cellular phone and
a UHF antenna at 400 MHz needs to be mounted onto a small size Mars rover vehicle.
Both examples call for additional size reduction if a microstrip antenna is to be used.
There are several basic miniaturization techniques that can further reduce the size of a
microstrip antenna and they are briefly discussed next.

1. Loading the Substrate with High-Dielectric-Constant Material. The most popular
technique in reducing the size of a microstrip antenna is to use a high-dielectric-constant
(εr ) material for its substrate. In doing so, the guided wavelength underneath the patch
is reduced, and hence the resonating patch size is also reduced. The reduction ratio [10]
is approximately related to the square root of εr . A conventional patch antenna, using
an εr of 2 or 3, has a dimension of about 0.35λ0. With an εr of 10, the patch dimension
reduces to about 0.2λ0. The antenna designer must use caution when using an εr much
higher than 10. Generally, if the resonant dimension becomes smaller than 0.15λ0, the
radiator starts to lose its radiation efficiency. Even though the antenna may achieve a
very good impedance match with low input return loss, the input power may become
stored reactive power instead of being radiated, resulting in low antenna gain. This size
reduction limit is also true for all of the following techniques.

2. Size Reduction by Using Slots. To reduce the radiating patch size, slots of various
configurations can be introduced either in the radiating patch or in the ground plane
underneath the patch [77, 78]. In doing so, the current on the patch and the field under-
neath the patch will resonate from one edge of the patch and take the longer path around
the slots to reach the opposite edge. This longer path, in essence, reduces the resonant
frequency or the physical size of the antenna. Depending on the length of the slots, up to
20% size reduction can be achieved. As an example, a recently developed circular patch
antenna [79] using an εr of 10 with four slots, shown in Figure 4.45, achieved a patch
diameter of 11 cm (0.15λ0) at the frequency of 400 MHz. Four slots, instead of two, are
used to achieve either circular or dual polarization.

3. Patch Folding Technique. This technique is to fold [80] a single-layer patch antenna
(including substrate and ground plane) to form a two-layer structure, thus significantly
reducing the planar dimension. The configurations of folding a half-wave patch and a
quarter-wave patch are shown in Figure 4.46. Although the patch is folded, the electrical
field between the patch and the ground plane still travels the same resonant distance as
in the unfolded patch. Thus both folded and unfolded patches will resonate at the same
frequency. As an example, by folding a quarter-wave patch with a substrate εr of 10, an
actual developed antenna achieved an overall size of 11.4 cm× 3.8 cm× 1.5 cm at the
frequency of 400 MHz.

4. Inverted-F and Shorting-Pin Methods. The size reduction technique of using a pla-
nar inverted-F configuration [81] is shown in Figure 4.47. The key feature is to use a
small shorting plate or pin as indicated in the figure. The width dimension (W ) of the
shorting plate is significantly smaller than L1 (∼0.2 L1) and the dimensions of L1 and
L2 are each on the order of 1

8 λ0. Another technique, very similar to the inverted-F
method, uses a circular patch with a shorting pin [82] as illustrated in Figure 4.48. An
actual developed patch using this technique achieved a diameter of 0.1λ0 with an εr of
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Current path Patch

Slot

Feed probe

Figure 4.45 A miniaturized UHF circular patch with high-dielectric-constant substrate material
and slots.

Conventional
half-wave patch

Folded half-wave
patch

Folded quarter-
wave patch

Conventional
quarter-wave patch

Figure 4.46 Size reduction by folding a half-wave or a quarter-wave patch.

4.81. Both the inverted-F and the shorting-pin methods have fields underneath the patch
that bounce back-and-forth due to the presence of the shorting plate or pin. Once the
bouncing distance reaches a half wave-length, the field starts to radiate. Due to these
multiple bounces, the physical size of the patch is reduced. However, because of the
non-unidirectional bounces and the fact that fields can radiate out from almost all edges
of the patch, this type of antenna generally exhibits a high level of cross-polarization
radiation. Of course, in certain applications, a high cross-polarization field is not a con-
cern and actually could be a desirable feature, such as in the case of cellular phone
communication in a multipath environment.
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Figure 4.47 Size reduction by using an inverted-F patch.
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Figure 4.48 Size reduction of a circular patch by using a shorting pin.

5. Back-to-Back Patch. In most applications, the size of a patch antenna is generally
limited by its large ground plane and the radiation is only on one side of the ground
plane. However, if the ground plane is reduced to almost the same size as the patch
by placing a second patch on the other side of the ground plane, an omni directional
pattern can be formed with a relatively small and thin antenna. This is the so-called
back-to-back antenna [83]. As shown in Figure 4.49, the antenna can be fed by a simple
coplanar waveguide line in the ground plane. Another similar approach [84] is shown in
Figure 4.50 as an array, where patch radiators and feed lines on one side of the ground
plane are reversed in positions compared to the other side, and hence with radiators on
both sides an azimuthal omnidirectional pattern is formed.
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Figure 4.49 Back-to-back patch for omnidirectional pattern.
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Figure 4.50 Back-to-back omnidirectional microstrip array.

4.8 SUMMARY

In this chapter, the key features of the microstrip antenna, along with its advantages
and disadvantages, are discussed. Considerations in selecting a substrate material are
also presented. The design methodologies and various analysis techniques for microstrip
antennas have been briefly presented. In particular, the full-wave moment method is
the most popular technique due to its computation accuracy and efficiency. Practical
design techniques for the array configuration, radiating patch element, and power divi-
sion lines are thoroughly discussed. Various patch excitation methods are also given.
Important techniques for the microstrip antenna to generate dual-linear polarization and
circular polarization, as well as to provide broadband and dual band, are presented.
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It is expected that, because of their small size and low mass, the demand for microstrip
antennas in future applications will continue to increase. On the other hand, there is also
an unabated demand for improving the performance of microstrip antennas and arrays,
such as widening of the bandwidth, reduction of the insertion loss, and improving the
computation efficiency to handle large-size arrays. By utilizing the analysis techniques
and design methods presented in this chapter, in conjunction with innovative ideas and
knowing the physical mechanisms, the performance of microstrip antennas can be further
enhanced to broaden their applications in the future.
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CHAPTER 5

Reflector Antennas

WILLIAM A. IMBRIALE

5.1 INTRODUCTION

Reflector antennas have existed since the days of Heinrich Hertz (who designed and
built the first parabolic cylinder reflector in 1888) and are still one of the best solutions
to requirements for cost effective, high gain, high performance antenna systems. Con-
sequently, the majority of ground station antennas are reflector antennas of one type or
another as are many spacecraft high gain antennas.

Starting with the classic textbook Microwave Antenna Theory and Design , edited
by Samuel Silver in 1949 [1], there have been many excellent reference and design
handbooks on the subject. Henry Jasik was the editor of the first edition of the Antenna
Engineering Handbook , published by McGraw-Hill in 1961 [2]. The book has had several
revisions by Richard C. Johnson (1992) [3]. An extremely informative book on reflector
antennas, Analysis of Reflector Antennas , by Rusch and Potter, appeared in 1970 [4].
There are also the Handbook of Antenna Design by Rudge, Milne, Olver, and Knight
(1982) [5]; the Antenna Handbook , by Lo and Lee (1993) [6]; and Modern Methods
of Reflector Antenna Analysis and Design , by Scott (1993) [7]. In addition, there are
two books devoted primarily to reflector antennas: Large Antennas of the Deep Space
Network , published in 2003 [8] and Spaceborne Antennas for Planetary Exploration ,
published in 2006 [9].

As noted previously, reflector antenna engineering is more than a century old. What
then could yet another chapter on the subject contribute to the field? The answer is sim-
ply, my own personal view. Over the last four decades, I have designed many reflector
systems, both for space and ground applications. Furthermore, I feel that it is the respon-
sibility of the more senior members of the field to share their insights, mentor, and maybe
even share a few of their “secrets” with the upcoming generation. It is to these ends that
I devote the rest of this chapter.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.

201



202 REFLECTOR ANTENNAS

5.2 RADIATION PATTERN ANALYSIS

By far, the most important analytical tool for radiation pattern analysis is physical optics
(PO), which is used to calculate the scattered field from a metallic reflecting surface—in
this case, a reflector antenna. Electrical currents, which excite the scattered field, are
induced on the conducting surface by an incident wave assumed to be of a known ampli-
tude, phase, and polarization everywhere in space (e.g., from a feed or other reflecting
surface). The PO approximations to the induced surface currents are valid when the
reflector is smooth and the transverse dimensions are large in terms of wavelengths.
The closed reflecting surface is divided into a region, S 1, which is illuminated by direct
rays from the source (“illuminated region”) and a region, S 2, which is geometrically
shadowed (“shadowed region”) from direct rays from the source (Figure 5.1). The PO
approximations for the induced surface current distribution are

Js = 2(n̂×Hinc) on S1

Js = 0 on S2
(5.1)

where n̂ is the surface normal and Hinc the incident field. The expressions are then
inserted into the radiation integral to compute the scattered field. The far-field secondary
pattern for the reflector system is given by

E(P ) = −jωμ

4π

exp(−jkR)

R

∫
surface

[Js − (Js · aR)aR]

· exp(jkρ · aR)dS

where k = 2π /λ, aR is the unit position vector of the far-field point, dS is the incremental
surface area, and the quantities R, ρ, and P are as defined in Figure 5.2.

Before the advent of high speed digital computers, a great deal of effort went into
simplifying calculations and not using complete radiation integrals. For example, Refs. 1
and 10 used a scalar formulation of the radiation integral. In addition, Ref. 11 provided
a clear explanation of the assumptions that were used in reducing the complete vector
formulation to a scalar formulation. Then Ref. 12 used a Jacobi–Bessel expansion to cast
the two-dimensional (2D) integral into a sum of one-dimensional (1D) integrals. While
these calculations still sometimes provide insight into reflector characteristics, they are
no longer required because of the tremendous speed and storage capacity of modern
computers.

One of the simplest possible reflector antenna computer programs that makes use of the
complete vector formulation is based on a discrete approximation of the radiation integral.

Conductor Js = 2n × Hi

n
∧

n
∧

S2
S ′1 S ′1

Incident Wave

(a)

Ei + Es Es (approximation)

(b)

Figure 5.1 The physical optics approximation: (a) original problem and (b) approximation.
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Figure 5.2 Reflector coordinate system.

This calculation replaces the actual reflector surface measurements with a triangular facet
representation so that the reflector resembles a geodesic dome. The PO current is assumed
to be constant in magnitude and phase over each facet, so the radiation integral is reduced
to a simple summation. This program was originally developed in 1970 (see Refs. 13
and 14) and has proved to be surprisingly robust and useful, particularly when the near
field is desired and surface derivatives are not known.

An important improvement to the program described above was the development of a
more sophisticated approximation of PO surface current; this improvement permitted the
use of larger facets by using a linear-phase approximation of the surface current. Within
each triangular region, the resulting integral is the 2D Fourier transform of the projected
triangle. This triangular-shape function integral can be computed in closed form. The
complete PO integral is then a summation of these transforms. The complete formulation
is given in Refs. 13 and 14 and is summarized next.

The PO radiation integral over the reflector surface, �, can be expressed as

H(r) = − 1

4π

∫
�

(
jk + 1

R

)
R̂× Js(r′)

e−jkR

R
ds ′ (5.2)

in which r designates the field point, r
′

the source point, R = |r− r′| is the distance
between them, and R̂ = (r−r

′
)/R is a unit vector.

For the purpose of analysis, the true surface, �, is replaced by a contiguous set of
triangular facets. These facets, denoted �i , are chosen to be roughly equal in size with
their vertices on the surface, �. Figure 5.3 shows a typical facet and its projection onto
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Figure 5.3 Reflector analysis coordinate systems and a typical triangular facet.

the x –y plane. Let (x i ,yi ,z i ) represent the centroid of each triangle, where the subscript
i = 1,. . .,N is associated with a triangle. Then the field obtained by replacing the true
surface, �, with the triangular facet approximation is

H(r) = − 1

4π

N∑
i=1

∫
�i

(
jk + 1

R

)
R̂× J(r′)

e−jkR

R
ds ′ (5.3)

In Eq. (5.3), J is now the equivalent surface current evaluated on the triangular facets.
Since the triangles are small, it is expected that R̂ and R do not vary appreciably over
the area of a given facet. Thus let R̂i and Ri be the values obtained at the centroid (x i ,
yi , z i ) of each facet and approximate Eq. (5.3) by

H(r) = 1

4π

N∑
i=1

(
jk + 1

Ri

)
R̂i × Ti (r) (5.4)

Ti (r) =
∫
�i

Ji (r′)
e−jkR

Ri

ds ′ (5.5)

Assume that the necessary transformations have been performed so that the incident field,
Hs , is given in terms of the reflector coordinate system. Then

Ji (r′) = 2n̂i ×Hs(r′) (5.6)

Next, assume that the incident field can be represented by a function of the form

Hs = hs(ri )
ejkrs

4πrsi
(5.7)
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where rs is the distance to the source point and rsi is the distance from the triangle
centroid to the source point. Then, Eq. (5.5) can be written

Ti (r) = n̂i × hs(ri )
2πRirsi

∫
�i

e−jk(R+rs )ds ′ (5.8)

Making use of the Jacobian and approximating

R(x, y)+ rs(x, y) = 1

k
(ai − uix − viy) (5.9)

in which ai , ui , and v i are constants, the expression can be rewritten

Ti (r) = n̂i × hs(ri )
2πRirsi

J�i
e−jai

∫
�′i

ej (uix
′+viy

′)dx ′dy ′ (5.10)

where the surface normal is

Ni = −x̂fxi − ŷfyi + ẑ (5.11)

and the Jacobian is

J�i
= |Ni | =

[
f 2
xi + f 2

yi + 1
]1/2

(5.12)

It may now be observed that this integral is the 2D Fourier transform of the i th projected
triangle �′

i , expressed as

S(u, v) =
∫
�′i

ej (ux
′+vy′)dx ′dy ′ (5.13)

which can be computed in closed form as described in Ref. 15. The full radiation integral
is then the sum of all the transforms of the individual triangles.

5.2.1 Dual-Reflector Systems

The PO integration methodology is incorporated into a sequential fashion for analyzing
the dual-reflector antenna system. Initially, the feed illuminates the subreflector, and the
currents on the subreflector surface are determined. Subsequently, the near fields scattered
from the subreflector are used to illuminate the main reflector, and its induced currents
are determined. The main reflector’s scattered fields are then determined by integrating
these currents.

Many coordinate systems are required to allow flexibility in locating and orienting
the feed, subreflector, main reflector, and output-pattern generation. The relation among
these coordinate systems is depicted in Figure 5.4.
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Figure 5.4 Dual-reflector coordinate systems.

5.2.2 Useful Coordinate Transformations

The transformation equations that permit coordinates and vectors described in one coor-
dinate system to be expressed in terms of some other coordinate system must be known.
Furthermore, the transformation may require both translation and rotation. The required
transformations are given in detail by Rahmat-samii [16] and are summarized below.
They are the Cartesian-to-spherical transformation and coordinate rotations using Eule-
rian angles.

The Cartesian-to-spherical transformation is conveniently summarized in matrix form.
With the Cartesian components of a vector, H, denoted (H x , H y , H z ) and the spherical
components (H γ , H θ , H φ), the transformation is⎡⎣Hr

Hθ

Hφ

⎤⎦ =
⎡⎣sin θ cosφ sin θ sinφ cos θ

cos θ cosφ cos θ sinφ − sin θ

− sinφ cosφ 0

⎤⎦⎡⎣Hx

Hy

Hz

⎤⎦ (5.14)

The inverse transformation is just the transpose of the above matrix.
Rotations are handled by the use of the Eulerian angles (α, β, γ ). These angles describe

three successive rotations that bring one Cartesian system into alignment with another.
Let the two systems be denoted (x 1,y1,z 1) and (x 2,y2,z 2). As illustrated in Figure 5.5,
the angles are defined as follows:

α describes a positive rotation about the z 1-axis, which brings the x 1-axis into the
x
′
-axis aligned with the line of nodes , that is, the line of intersection between the

(x 1,y1) and (x 2,y2) planes.

β describes a positive rotation about the line of nodes (the x
′
-axis) that brings the

z 1-axis to the z 2-axis.

γ describes a positive rotation about the z 2-axis, which brings the x
′
-axis to the

x 2-axis.

The phrase “positive rotation” means the direction of increasing angular measure as
defined by the right-hand rule with respect to the axis about which the rotation occurs.
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Figure 5.5 Euler-angle definitions.

Each of the rotations just described is performed using the standard rotation of coordinate
formulas of plane analytic geometry.

When these expressions are written in matrix form and applied successively as de-
scribed above, one obtains the following matrix equation that represents a general 3D
rotation of coordinates: ⎡⎣x2

y2

z2

⎤⎦ =
⎡⎣A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤⎦⎡⎣x1

y1

z1

⎤⎦ (5.15)

where the individual matrix elements are

A11 = cos γ cos α − sin γ cos β sin α

A12 = cos γ sin α + sin γ cos β cos α

A13 = sin γ sin β

A21 = −sin γ cos α − cos γ cos β sin α

A22 = −sin γ cos α + cos γ cos β cos α

A23 = cos γ sin β

A31 = sin β cos γ

A32 = −sin β cos α

A33 = cos β

Although the formulas are presented in terms of coordinate transformations, the trans-
formation matrix is equally valid for the Cartesian components of a vector.
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5.3 FUNDAMENTAL DESIGN PRINCIPLES

This section describes the fundamental principles for designing reflector antennas.

5.3.1 Aperture Illumination and Spillover

The efficiency of a reflector antenna is primarily determined by (1) the ability of the
feed system to illuminate only the reflector while minimizing the energy that radiates
elsewhere and (2) the ability of the feed to uniformly illuminate the parabola. The first
item above is termed “spillover efficiency” and the second “illumination efficiency.” The
illumination efficiency is 100% when the energy density on the entire main reflector
aperture is a constant.

Since feed patterns gradually taper from their central maxima to nulls, a compromise
between aperture illumination and spillover must be arrived at in order to maximize
on-axis gain.

A convenient representation for a symmetric feed pattern with peak gain in the
z -direction is

|E(θ, ψ)| = cosn(θ), 0 � θ � π/2

|E(θ, ψ)| = 0, θ >π/2
(5.16)

where θ and ψ are shown in Figure 5.6.
It can be shown that the gain of the feed is G = 2(2n + 1). With the given feed pattern

placed at the focal point of a symmetric reflector, curves of efficiency (or gain) versus n
with F /D as a parameter can be generated as shown in Figure 5.7. As can be observed,
for each F /D there is a value for n that maximizes gain.

Ey

Eq

y

y

q
r

z

x

Figure 5.6 Coordinate system for feed patterns.
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5.3.2 Axial Defocusing

For a surface of revolution, the pattern function for scalar aperture theory is given by
(see Figure 5.8)

g(u, φ) = a2

2F

∫ 2π

0

∫ 1

0
(1+ cos θ)G(θ, ψ)ejur cos(φ−ψ)e−j2πZ cos θ r dr dψ (5.17)

where Z is the defocusing in wavelengths from the focus F and is negative toward the
vertex of the parabola, a is the radius in wavelengths, G(θ , ψ) is the primary voltage
pattern, and u = (2πa/λ)sin θ

′
. Observe that θ is a function of r .

If we use the primary feed representation shown in Eq. (5.16) and expand

ejur cos(φ−ψ) =
∞∑

m=−∞
jm Jm(ur)e

jm(φ−ψ) (5.18)

and integrate over the variable ψ , there results

g(u, φ) = πa2

F

∫ 1

0
(1+ cos θ)J0(ur)f (θ, φ)e

−j2πZ cos θ r dr (5.19)

with √
D3f (θ, φ) = cosn θ + cosm θ

2
+ 1

2

J2(ur)

J0(ur)
cos 2φ

{
cosn θ − cosm θ

}
Observe that the axial defocusing Z represents a phase error over the aperture and
consequently the gain is peaked when Z = 0.
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Figure 5.8 Geometry of a parabola with an axially defocused feed.

If the source is an infinitesimal electric dipole (which produces a very broad feed
pattern), the linear approximations permit the radiation field to be integrated in closed
form, and the gain loss as a function of defocusing can be shown to be proportional to
(sin x )/x , where (see also Figure 5.8 and Ref. 17)

x = 2π(d/λ)

1+ (4f/D)2
(5.20)

Consequently, there are nulls in the on-axis gain at distances given by

d

λ
= ±m

2

[
1+

(
4f

D

)2
]

(5.21)

Near the on-axis nulls, the main beam is widened and, in any plane, the field on either
side of the axis is greater than the on-axis value so that the beam appears bifurcated. In
Ref. 11 there is a discussion of the difference between the linear approximation and the
complete radiation integral solution. For most cases the difference is small for distances
not far from the focal point.

Defocusing curves for several feed functions are shown in Figure 5.9. The curves
are normalized by the total feed power so that spillover is included. Observe that, for
example, as shown in Figure 5.7, cos(θ ) is optimum for F /D = 0.4. The less tapered feeds
exhibit deep minima. As the taper is increased, the minima become less pronounced.
Figures 5.10 and 5.11 show the angular radiation patterns as a function of defocusing for
two illuminations. Observe that the less-tapered feed pattern exhibits deep minima in the
patterns while the more tapered feed does not. Consequently, highly tapered feeds can be
used in beam-broadening applications while less-tapered feeds are generally unsuitable.
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Figure 5.11 Angular patterns for cos4(θ ) illumination with variable defocusing.

5.3.3 Lateral Defocusing

When a feed is laterally displaced from the focal point, there is a loss in peak gain,
and the beam is scanned from the boresite an amount equal to BDF× θ , where θ is the
specular reflection direction, and BDF is the beam deviation factor (see Figure 5.12).
Generally, BDF is in the range of 0.8–0.95, depending on the F /D of the reflector and
the feed illumination function. The two classic papers on the subject are Refs. 10 and
11, where the equations for computing the pattern of a laterally scanned feed are given.
In Ref. 11 the complete vector formulation is given along with the approximations that
are used to derive the scalar formulation given in Ref. 10.

In Ref. 11, vector and scalar analysis were used to examine reflector performance under
the conditions of large lateral feed displacements. Results from the two formulations
were compared to experimental data obtained from a precision F /D = 0.4 reflector with
minimum blockage. Figure 5.13 shows the measured secondary patterns as a function of
lateral primary-feed displacement. Observe the very significant sidelobe (called a coma
lobe because of its similarity to optical aberrations) when the beam is scanned. Figure 5.14
shows the secondary beam squint and scan loss and Figure 5.15 the coma-lobe gain level
relative to peak gain. Several pertinent observations can be made. The beam-peak angle
position is accurately predicted by both the vector and scalar theories. The peak gain
is accurately predicted by the vector theory, but the scalar theory is several decibels
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in error for large scan angles. The scalar theory can be greatly in error for predicting
the coma-lobe peak. A comparison of the peak-gain difference between the two theories
indicates that the accuracy of the scalar theory is more dependent on the actual amount
of angular scan rather than on the scan in terms of half-power beamwidths. The scalar
analysis indicates that the highest gain level for a given lateral displacement occurs with
the feed in the focal plane, whereas the vector formulation correctly predicts scan-plane
fields.

5.3.4 Root-Mean-Square Surface Error

The classic article on antenna tolerance is by Ruze [18], wherein he derives the often
quoted equation for computing the gain loss in an antenna caused by random surface
errors:

G = G0e
−(4πε/λ)2 (5.22)
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where G0 is the undistorted gain and ε is the root-mean-square (RMS) surface error in
the same units as λ. Even though Ruze gives specific conditions for the formula to be
valid, experience has shown it to be useful in almost all practical applications where the
RMS error is not too extreme. The gain loss due to reflector surface error for several
frequencies is shown in Figure 5.16. The curve is shown here because it is incorrect in
Ref. 8 due to a mix-up in metric versus English units of measure.

Levy [19] developed the equations to compute the “best fit” RMS for use in the Ruze
equation. His method consists of taking points on the antenna surface and computing
the half-pathlength error (the microwave equivalent to the RMS surface error) from an
alternative surface that best fits the deformed surface. Since the important effect on the
antenna performance (specifically gain) is the phase-error distribution over the surface,
if the original parabolic surface deforms into another parabolic surface, all rays from the
second surface will have the same new overall pathlength. Since these rays will arrive
at the feed with a constant phase, there will be no adverse performance effect.

The alternative surface is defined in terms of five parameters that constitute a rigid-
body motion and an additional parameter related to a change in the original focal length.
However, it is necessary for the position of the subreflector in a dual-reflector system and
the position of the feed in a focal-feed reflector to be movable. Mobility allows compatible
variations in the microwave-path geometry established by the fitting parameters. Typical
antennas actually have provisions for providing these necessary motions. However, if the
antenna system is unable to compensate for these parameters, the overall performance
can be estimated by combining the deformation error loss with the performance loss
caused by the equivalent axial and lateral offsets due to the best-fit parameters.

The five parameters are indicated in Figure 5.17. They consist of three translations,
U 0, V 0, and W 0, parallel to the x -, y-, and z -coordinate axes, and rotations θ x and
θ y about their respective axes. One more parameter is related to the new focal length,
F 0. Reference 19 contains a MATLAB software application for computing the best-fit
surface and residual pathlength error. In Ref. 20 the six parameters are called “homology
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Figure 5.17 The fitting parameters.

parameters” because they represent a transformation from the original parabolic surface
to an alternative parabolic surface.

5.3.5 Phase Error

In many respects, phase errors are similar in effect to surface deformation errors; however,
they may be due to other causes as, for example, feed phase errors. If the phase errors
are symmetric, there is generally a gain loss and an effect on the sidelobe structure. If
the errors are asymmetric over the structure, there may also be a beam squint. The errors
can be analyzed as distortion effects, or the phase function can be included as part of
the feed phase function and included in the determination of the PO radiation integral.

5.3.6 Blockage

In a symmetric parabolic antenna, opaque (or partially opaque) devices are interposed
between the feed system and the reflector and between the reflector and the far-field
observation point. The simplest and most often used approximations for computing the
effect of aperture blockage on gain and radiation patterns are based on optical considera-
tions. The basic concept is to null out or set the PO currents to zero on the portion of the
reflector that is shadowed by the feed support or other objects that block the feed energy
from getting to the reflector or the far field. Figure 5.18 shows a face-on view with the
geometrically blocked area shaded. Blockage of the central region is generally caused by
a subreflector or the feed itself. The plane-wave region is a projection of the feed sup-
port structure as seen from the far-field observation point, and the spherical-wave shadow
results from the part of the feed support structure, which is geometrically between the
focal point and the reflector surface. Both Refs. 4 and 19 give formulas for computing
the blocked shadow region from typically assumed feed supports or struts.

The major effect on the radiation patterns is to reduce the on-axis gain and modify
the sidelobe structure.
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Figure 5.18 Plane- and spherical-wave shadows.

5.3.7 Sidelobes

Aperture distributions necessary to low sidelobes have been known for many years, but
being able to achieve these distributions in reflector antenna designs has proved difficult.
Figure 5.19 (from Ref. 21) illustrates a basic axisymmetric parabolic reflector antenna
with a point-source feed at the focus. The feed illuminates the reflector to produce
amplitude and phase distribution in the aperture plane, which then Fourier-transforms
into a secondary pattern in the far field. The feed typically produces a monotonically
shaped amplitude distribution as shown by the solid curve, whereas a low sidelobe
distribution generally requires an inflected shape as shown by the dashed curve. The
distribution shape and the edge taper determine the near-in sidelobe levels. However,
in addition to the sidelobes caused by the aperture distribution, there are also sidelobes
caused by the primary illumination that misses the reflector (spillover) and diffraction
effects at the reflector edge (which produce wide-angle and rearward lobes). There is

(Far-field) secondary pattern

Amplitude
distribution

Edge
taper

Primary pattern

Figure 5.19 Basic axisymmetric reflector showing typical amplitude distribution from a simple
feed compared with desired low sidelobe distribution (dashed).
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Figure 5.20 Typical pattern for focal-fed axisymmetric paraboloid. (From Ref. 22.)

also degradation in the sidelobe levels caused by aperture blockage and reflector surface
accuracy. Figure 5.20 (from an old classic [22]) illustrates a typical pattern produced
by early focal-fed axisymmetric paraboloids. Near-in sidelobe levels of −20 to −25 dB
were typical, with −30 dB or lower difficult to achieve. Front-to-back lobe ratios were
generally about 40–50 dB, depending on the antenna size (gain) and the edge illumination
(taper).

Over the years numerous techniques have been used to lower sidelobes such as edge
treatments, aperture shaping, horn parabola, and polarization twist (see Ref. 21 for more
details). But probably the best methods use offset feeding to avoid aperture blockage and
dual shaped designs to control the aperture distribution. It is also important to have a
very good (low sidelobe) primary feed. The design for the WMAP (Wilkinson Microwave
Anisotropy Probe, a NASA satellite launched in 2001 to survey the sky to measure the
temperature of the radiant heat left over from the Big Bang) spacecraft [23] used this
technique to produce a design that had greater than 90-dB sidelobes everywhere in space.

5.3.8 Polarization

Any monochromatic wave is elliptically polarized; that is, the end point of its electric
vector at each point in space periodically traces out an ellipse or one of its special forms,
namely, a circle or straight line. The orthogonal components of the incident radiation
(wave traveling along the positive z -axis) at any point in space can be written

Ex = E1 sin(ωt − δ)

(5.23)
Ey = E2 sin(ωt)

where δ is the phase difference between E x and E y , and E 1 and E 2 are real amplitudes.
If ωt is eliminated from the equations, the following result is readily obtained (e.g., see
Ref. 24):

aE2
x − bExEy + cE2

y = 1
(5.24)

a = 1

E2
1 sin2 δ

b = 2 cos δ

E1E2 sin2 δ
c = 1

E2
2 sin2 δ
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Figure 5.21 Polarization ellipse at tilt angle τ .

Equation (5.24) describes a (polarization) ellipse, as in Figure 5.21. The line segment
OA is the semimajor axis, and the line segment OB is the semiminor axis. The tilt angle
of the ellipse is τ . The axial ratio is

AR = OA/OB (1 < AR <∞) (5.25)

If E 1 = 0, the wave is linearly polarized in the y-direction. If E 2 = 0, the wave is linearly
polarized in the x -direction. If δ= 0 and E 1 =E 2, the wave is also linearly polarized but
in a plane at an angle of 45◦ with respect to the x -axis (τ = 45◦).

If E 1 =E 2 and δ=± 90◦, the wave is circularly polarized. When δ=+ 90◦, the wave
is left circularly polarized , and when δ=−90◦, the wave is right circularly polarized .

An antenna receiving a plane wave from a given direction will pick up the maximum
signal when the polarization ellipse of the incident electric field has the same axial
ratio, the same tilt angle, and the same sense of polarization as those of the receiving
antenna in the given direction. If the polarization of the incident wave does not match
the polarization of the receiving antenna, a polarization loss occurs due to the mismatch.
The amount of mismatch is given by the “polarization efficiency,” which is defined as
the ratio of the power actually received by the antenna divided by the power that would
be received if a wave came from the same direction and with the correct polarization
incident on the antenna.

The “cross polarization” of a source is also an important concept. It is defined as the
polarization orthogonal to a reference polarization. The “copolar” field of a source is
the component of the field that is parallel to the field of the reference source and the
“cross-polar” field is the orthogonal component.

This definition, however, is not unique for linear and elliptically polarized fields
because it does not define the direction of the reference polarization for all observa-
tion angles. Reference 25 identified three possibilities for the case of a linearly polarized
source (Figure 5.22).

These have become known as the Ludwig first, second, and third definitions. The
first definition says that the reference field is a plane wave in a rectangular coordinate
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Figure 5.22 Definitions of cross polarization.

system. The second definition says that the reference polarization is that of an electric
dipole lying in the aperture plane; the cross polarization is then the polarization of a
magnetic dipole with the same axes as the electric dipole. The third definition says that
the reference polarization is that of a Huygens source (i.e., electric and magnetic dipoles
with orthogonal axes lying in the aperture plane and radiating equal fields in phase along
the z -axis); the cross polarization is then the polarization of a similar source rotated 90◦

in the aperture plane.
The copolar E p(θ , φ) and cross-polar E c(θ , φ) fields using definition 3 are given by

Ep(θ, φ) = Eθ(θ, φ) sinφ aθ + Eφ(θ, φ) cosφ aφ
(5.26)

Eq(θ, φ) = Eθ(θ, φ) sinφ aθ − Eφ(θ, φ) cosφ aφ

with the principal vector aligned with the y-axis.
Ludwig recommended the use of the third definition because it most closely corre-

sponds to what is normally measured when an antenna radiation pattern is recorded and,
when interchanging the copolar and cross-polar fields as measured in any direction, it
corresponds to a 90◦ rotation of the reference source. This definition has become widely
accepted because it is the only one that does not lead to confusion when an elliptically
polarized source is considered. Note that in the case of an elliptical wave, it is not
sufficient to rotate the reference source by 90◦ about the direction of propagation. The
rotation must be accompanied by a change in the sense of polarization.

5.4 ADVANCED ANALYSIS TECHNIQUES FOR DESIGNING REFLECTOR
ANTENNA SYSTEMS

Portions of the material in the following sections are derived from Refs. 8 and 9.

5.4.1 Feeds

Selection of the feed is a critical part of the reflector system design. For the most part, the
type of feed used is determined by system requirements. If a very wide frequency band
is required, a frequency-independent feed such as a log-periodic dipole antenna could be
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used as a feed (as described in the next section). For some narrowband low frequency
systems, a simple feed like a dipole could be used. For some circular polarized applica-
tions, a helix antenna could be used. Open-ended waveguides, short-backfire antennas, a
disk on rod, as well as many other feed types have been used. However, the predominant
type of feed is the horn because it generally provides the most efficient antenna system
for both single- and dual-reflector antennas. Horns have very low insertion loss and often
a Gaussian shape pattern that has minimal spillover loss.

Two types of horn antenna possessing equal E - and H -plane patterns are commonly
used. The first is the dual-mode horn [26], and the second is the corrugated horn [27]. In
the dual-mode horn, a dominant-mode circular waveguide is connected to another guide
of slightly larger diameter, where modes up to TM11 may propagate, via a step transition.
The step size is chosen to generate the precise amount of TM11 mode from the TE11

mode so that when the two modes travel through the flared horn section that follows,
the E - and H -plane patterns are equalized. The bandwidth of this horn is limited since
the two modes must arrive at the horn aperture in phase even though they have phase
velocities that vary differently with frequency.

In the corrugated horn, the single-mode smooth-wall waveguide is connected to a
corrugated waveguide that supports only the HE11 mode. Some matching between the
waveguides is provided by gradually changing from λ/2 slot depth to λ/4 slot depth
in a short transition region. Throughout the transition region, only the HE11 corrugated
waveguide mode may propagate, and the E - and H -plane radiation patterns of this
mode become nearly equal when a balanced condition is reached (slot depth ∼λ/4). The
bandwidth of this horn is larger than that of the dual-mode horn since the transverse
electric-field patterns and hence the radiation pattern of the HE11 mode are relatively
insensitive to small changes in slot depth around the balanced condition (slot depth
∼λ/4). After the HE11 mode is established in the singe-mode corrugated waveguide, the
guide is gradually flared, without changing the slot depth, to the required aperture size.

In analyzing reflector systems, it is necessary to accurately compute the radiation
pattern of the feed. Other chapters of this book provide more details on the design of
feeds, so only a very brief mention of a commonly used method of corrugated horn
analysis is given here.

The corrugated section can be analyzed using a computer code developed in Ref.
28–30. The analysis follows the method of James [31], expanding the fields inside
each fin and slot in terms of circular-waveguide modes, and matching the fields at each
slot–fin boundary. All of the possible propagating modes, as well as a sufficient number
of evanescent modes, are matched at each edge, with results for successive edges and
waveguide lengths being cascaded as the calculations proceed through the device. In
this way, the interaction between the fields of nonadjacent as well as adjacent slots is
taken into account. The result of the calculation is a matrix equation relating the reflected
and aperture modes to the input modes. More detailed analysis of corrugated horns can
be found elsewhere in this book.The agreement between the modal analysis and the
actual feed pattern from a well fabricated corrugated horn is excellent; in fact, if the
measured and calculated patterns do not agree, there is usually something wrong with
the fabrication of the device.

5.4.2 Spherical-Wave Analysis

The spherical-wave expansion coefficients are normally used as one part of a sequence to
analyze an antenna system. The basic role of the technique is to transform far-field feed
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patterns to near-field H -field so that PO may be used for reflectors in the near field of
their illumination source. Using only the far-field pattern for a feed in analyzing reflector
antenna performance can lead to erroneous results, as shown in Ref. 32.

The theory of spherical waves is described in Ref. 33 and will only be briefly sum-
marized here. Any electromagnetic field in a source-free region may be represented by
a spherical-wave expansion. In general, the expansion must include both incoming and
outgoing waves. If the field satisfies the radiation condition, only outgoing waves will
be present, and the expansion will be valid outside the smallest sphere enclosing all
sources (the sphere center must be at the coordinate origin used for the expansion). The
radial dependence of the spherical waves is then given by the spherical Hankel function,
h2
n(kR).

Typically, the input data, which is used to specify the field, is the tangential E -field
on the surface of a sphere. For far-field data, the data sphere radius may be thought to
be infinite. The maximum value of the Hankel function index that is needed to closely
approximate the field is roughly equal to ka (ka + 10 is typical, but in some cases a
lower limit will work), where a is the radius of the sphere enclosing all sources.

The computer program most often used for spherical wave analysis is patterned after
Ref. 34. Input data is specified on a grid of points defined by the intersection of constant
contours of θ and φ. The amplitude and phase of E θ and Eφ are given at each point.
The minimum number of θ values is roughly 1.2 times the maximum value of n .

The azimuthal dependence of spherical waves is given by sin(mφ) and cos(mφ). In
general, m runs from zero to the maximum value of n . Frequently, symmetry can be used
to reduce the number of azimuthal terms. In addition, a conical feed radiates only m = 1
modes, and reflection from a body of revolution will maintain this behavior. Also, there
is even and odd φ dependence, and quite often, only odd or even will be present. For the
even case, E θ can be expanded in only sin(mφ) terms and Eφ in cos(mφ) terms. For the
odd case, this is reversed. The minimum number of φ values for the data sphere is, in
general, 2M + 1, where M is the maximum value of m . Symmetry can be used to reduce
this value appropriately. The output of the software application used to compute these
terms is the set of spherical-wave expansion coefficients. These coefficients may then be
used to compute the field anywhere within the region of validity. Therefore the essential
utility of the program is its ability to take data consisting of the tangential E -field on a
sphere (whose radius may be infinite) and provide the means to compute the field—all
three components of E and H —at any other point in the region of validity.

5.4.3 Quasioptical Techniques

Multiple reflector systems are typically analyzed by using PO, Gaussian beams, or
ray-tracing techniques [35]. Physical optics offers high accuracy at the expense of com-
putation time. This trade-off becomes particularly apparent in multiple-reflector antennas,
such as beam waveguides (BWGs), where PO is used to compute the current on each
subsequent reflector from the current on the previous reflector. At the other end of the
spectrum is ray tracing, which uses methods that ignore diffraction effects entirely. These
methods are fast but sacrifice the ability to predict some effects accurately.

An intermediate approach (between using PO and ray tracing) is to use an appropriate
set of expansion functions to model the field between the reflectors [36]. If the set
is chosen wisely, only a few coefficients need to be determined from each reflector
current. The field is then computed at the next reflector using the expansion functions
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and their coefficients rather than the previous reflector current. For a BWG system with
no enclosing tubes, an excellent set of expansion functions is the Gaussian-beam-mode
set. In many cases, a preliminary design, which includes the effects on diffraction, may
be obtained by considering only the fundamental mode and a thin-lens model for the
reflectors. Higher order modes, which include asymmetric distortion of the beam, cross
polarization, and beam truncation, are used to model the effects of the curved reflector.

Each analysis technique is briefly described next, and an example comparing the
techniques is shown.

5.4.4 Ray Optics Algorithm

A bundle of rays is launched from the feed point to the first reflector. The ray distribution
in angular space is proportional to the power pattern of the input feed. The rays are then
traced through the multiple-reflector system. A flat plate is placed a large distance from
the final mirror, perpendicular to the central ray. The rays from the final mirror are traced
to the flat plate. The density distribution of the rays on the flat plate can be processed to
yield the far-field pattern scattered from the last mirror.

5.4.5 Gaussian-Beam Algorithm

A solution to the paraxial wave equation in cylindrical coordinates, with the Laguerre
polynomial having indices p and m , is generally called the pm Gaussian-beam mode,
and the normalized electric-field distribution is given by

Epm(r, ϕ, z) =
[

2p!

π(p +m)!

]0.5 1

w(z)

[√
2r

w(z)

]m

Lpm

(
2r2

w2(z)

)

· exp

( −r2

w2(z)
− jkz− jπr2

λR(z)
+ j (2p +m+ 1) φ0(z)

)
(5.27)

· exp(jmϕ)

where the beam radius w , the radius of curvature R, and the phase shift φ are exactly
the same as for the fundamental Gaussian-beam mode [37]. Aside from the angular
dependence and the more complex radial dependence, the only significant difference in
the electric-field distribution is that the phase shift is greater than for the fundamental
mode by an amount that depends on mode parameters. Consequently, the fields between
the reflectors will be composed of a sum of Gaussian-beam modes.

The steps involved in computing the radiation pattern of the reflector system are as
follows:

1. Compute the current on the first reflector using PO. The incident magnetic field is
provided either by a feed model or by an incident set of Gaussian-beam modes.

2. Compute the direction of propagation for the reflected Gaussian-beam set using
ray tracing. Using a gut ray in the input direction specified by the feed coordinate
system or by the input Gaussian-beam set propagation direction and the reflector
surface description, compute the gut-ray direction for the output Gaussian-beam
set.

3. Determine the waist size and location for the output-beam set.
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4. Determine the amplitudes of the individual modes in the output-mode set.
5. Repeat Steps 1–4 for each additional reflector in the chain. In each of these cases,

the previous Gaussian-beam set provides the input field for the current calculation.
6. Use PO to compute the far-field pattern radiated by the final mirror.

One of the key steps in computing scattering of Gaussian-beam-mode sets by an arbi-
trary reflector is determining the best choice for the output-beam set waist and location.
The problem is depicted in Figure 5.23, where w in and l in are the input waist and loca-
tion, and w out and lout are the same parameters for the output-beam set. Once these
parameters are determined, computation of the mode amplitudes from the current on the
reflector follows easily. The steps involved are as follows:

1. Compute a waist at the reflector, denoted as w match. When the input to the reflector
is a Gaussian-beam-mode set, compute the input waist at the point of impact on
the reflector. When the input to the reflector is a feedhorn, determine an estimate
of the waist from the reflector current. The output-beam set is required to produce
a waist equal to w match at the point of impact. This computation provides one of
the two equations needed to compute the output-beam-set parameters.

2. Next, select a suitable set of points on the reflector to use for deriving field matching
or pathlength matching. These points are generally chosen to be within the waist
at the point of impact.

3. Compute a phase center location for the input fields. For a Gaussian-beam-mode
set, this is determined from the input radius of curvature at the point of impact. For
a feed input, the phase center is assumed to be at the origin of the feed coordinate
system.

4. Use the set of points on the reflector to compute the set of pathlengths from the
input phase center at each point, as shown in Figure 5.24.

5. Search for the output phase center (output radius of curvature), sweeping along the
direction of the output ray. The goal is to determine the minimum in the spread
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Beam
set 3Beam set 2 w3

w4

w2
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J3

J1

w1

Beam set 4

Beam set 1
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Reflector 3

Figure 5.23 Gaussian-beam geometry.
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Figure 5.24 Ray-optics approach for determining output beam parameters.

of the total pathlengths from input phase center to reflector and then to output
phase center. Generally, a single minimum is found either in front of or behind the
reflector.

6. Using the output radius of curvature and the determined waist at the reflector,
compute the waist size and location of the output-beam set.

To determine the amplitudes of the Gaussian-beam modes directly from the reflector
current, two approximations are necessary: (1) use the reflector current to approximate
the PO current—a good approximation for large reflectors with low edge illumination;
and (2) use the Gaussian-beam modes as approximations for the solutions to Maxwell’s
equations in free space—never true but a good approximation if the mode fields are
required only in the paraxial region. The Gaussian-beam modes used are given in terms
of Laguerre polynomials, as described earlier. Each mode has a polarization, either x or
y ; a radial index, p; and an azimuthal index, m .

For two arbitrary fields and their associated sources, denoted by A and B , the reci-
procity theorem when applied to an arbitrary volume V and its enclosing surface S may
be stated as follows:∫∫
©
S

(EA ×HB − EB ×HA) ds =
∫∫∫
V

(EB · JA − BB ·MA − EA · JB + BA ·MB)dv

(5.28)
A half-space completely enclosing the reflector is chosen as V , with the surface S per-
pendicular to the direction of propagation for the output-beam set. For this particular
application, choose the output Gaussian-mode set, with unknown mode amplitudes, as
the A field with the reflector current inside the volume being its source. As the B field,
choose a test field, the conjugate of the i th Gaussian-beam mode now propagating toward
the reflector. The source for this field is chosen to be outside V . The fields are then



226 REFLECTOR ANTENNAS

given by

EA =
∑

j
ajej , HA =

∑
j
aj

ẑout × ej
η0

, EB = e∗i , HB = − ẑout × e∗i
ηo

(5.29)

Using the reciprocity theorem and the orthogonality condition for the Gaussian-beam
modes on the infinite surface S , the desired equation for the unknown coefficients is:

ai = −1

2

∫∫
e∗i · J ds

Sreflector (5.30)

5.4.6 Physical Optics Algorithm

The PO algorithm uses the classical PO technique. The currents on the first mirror are
computed from the incident field of the feed. The currents on the subsequent mirrors are
derived from the fields radiated from the currents on the previous mirror. The currents
from the last mirror radiate to produce the output far-field pattern. It is assumed that only
the subsequent mirror can see currents from the immediately proceeding mirror; that is
currents from earlier mirrors are blocked from it.

5.4.7 Example Comparing the Three Algorithms

As an example, consider the three-curved-mirror BWG system used in the NASA/Jet
Propulsion Laboratory 34-m research and development antenna described in Chapter 7
of Ref. 8. The BWG consists of a beam-magnifier ellipse followed by an imaging pair of
parabolas. The system is designed to operate from 2 to 35 GHz. Figures 5.25 and 5.26
compare the three methods at 2.3 and 32 GHz. Of course, the ray-optics technique is
frequency independent.
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Figure 5.25 Comparison of three methods at 2.3 GHz.



5.4 ADVANCED ANALYSIS TECHNIQUES FOR DESIGNING REFLECTOR ANTENNA SYSTEMS 227

−30
−60

−50

−40

−30

−20

−10

0

−20 −10 0

Angle (deg)

G
ai

n 
(d

B
)

Gaussian beam

Physical optics

Ray analysis

10 20 30

Figure 5.26 Comparison of three methods at 32 GHz.

As can be seen from the figures, the PO technique is the most accurate. However,
it is also the most time consuming. On the other hand, for a BWG system, higher
order Gaussian modes provide a very good estimate of performance and require minimal
computer time. Ray optics is generally not adequate for diffraction pattern calculations.

5.4.8 Dichroic Surfaces

The ability to transmit and receive simultaneously at multiple frequency bands is an
important requirement for many antenna systems. Achieving the requirement is usually
accomplished by using either a multiband feedhorn or a separate feedhorn along with
a frequency-selective surface (FSS) on the antenna—typically referred to as a dichroic
reflector. Dichroic reflectors are important components of both ground and spacecraft
antennas. The most frequently used type of surface configuration for ground antennas
consists of holes in a flat metal plate; the holes allow the higher frequency to pass through
the surface but prevent the lower frequency from doing so, reflecting that frequency
from the surface (see Ref. 8 for the analysis of frequency-selective surfaces). However,
spacecraft antenna designs typically require dichroic subreflectors that reflect the higher
frequencies and pass the lower frequencies; this type of dichroic surface usually consists
of a periodic array of thin conductors on a dielectric sheet. Examples are the Voyager,
Galileo, and Cassini [9] high gain antennas.

One of the earliest (∼1970) uses of a dichroic surface on a ground antenna was as part
of the reflex–dichroic feed on NASA’s Deep Space Network 64-m antenna, as shown
in Figure 5.27. Its dichroic surface is a half-wave-thick plate of nearly circular (actually
Pyle-shaped) holes. The plate reflects S-band (∼2.3 GHz) and passes X-band (∼8.4 GHz)
(Figure 5.28). An early dichroic subreflector designed for the Tracking and Data Relay
Satellite System (TDRSS) was designed to pass S-band (∼2.3 GHz) and reflect Ku-band
(11.7–15.121 GHz); see Figure 5.29, which appears in Ref. 38.

A very thorough discussion of the analytical techniques as well as more examples of
the use of dichroic surfaces can be found in Ref. 39.
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Figure 5.27 Reflex-dichroic feed system: (a) geometry and (b) installed on the 64-m antenna.

Figure 5.28 Half-wave-thick dichroic filter.

5.4.9 Antenna Noise-Temperature Determination

The system noise temperature of a receiving system is the sum of the receiver noise
temperature and the antenna temperature. Individual contributions to the antenna tem-
perature include cosmic radio noise, atmospheric absorption, thermal radiation from the
ground, and transmission-line loss.

The noise temperature of an antenna is defined as

Ta = PA

kB
(K) (5.31)

where PA is the noise power delivered by the antenna, over a bandwidth B , into a
matched termination, and k is Boltzmann’s constant equal to 1.380× 10−23 J/K.
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Also, the effective antenna noise temperature can be expressed as the radiation
pattern-weighted environmental black body temperature, T (�), averaged over all
directions; thus

Ta = 1

4π

∫
4π

T (�)G(�) d� =

∫
4π

T (�)P (�) d�∫
4π

P (�) d�
(5.32)

where G(�) is the antenna gain in the direction � and P (�) is the normalized antenna
pattern gain in direction � or

P (�) = G(�)

Gm

(5.33)

with Gm the antenna maximum gain.
Evaluation of Eq. (5.32) may range from rough approximations or rules of thumb to

a very painstaking evaluation of the functions involved using numerical integration.

5.5 SINGLE-BEAM ANTENNAS

Single-beam antenna types are (1) paraboloid reflectors with focal-point feeds, (2)
dual-reflector antennas such as the Cassegrain, Gregorian, and those with dual-shaped
configurations, (3) BWG antennas, (4) offset-fed paraboloid antennas, and (5)
offset-fed multiple-reflector antennas. Each of these antenna types has its own unique
characteristics, and the advantages and disadvantages of each have to be considered
when choosing one for a particular application.

5.5.1 Prime-Focus Fed Antennas

The material in Section 5.3 of this chapter provides comprehensive information about the
design of prime-focus-fed antennas for single-frequency or narrowband configurations.
More interesting, due to recent developments in wideband amplifiers, is the case for
very wideband feeds. An example of a wideband system is the Allen Telescope Array
(California) [40] that uses a log-periodic feed to cover the 0.5–11-GHz frequency range.
The Square Kilometer Array (yet to be built) [41] wants to cover the 100-MHz to 25-GHz
range, and the Goldstone Apple Valley Radio Telescope (California) [42] the 2–14-GHz
range.

An interesting example of optimum design curves of a log-periodic dipole antenna
(LPDA) used as a prime-focus feed is presented in Ref. 43. LPDA geometry (see
Figure 5.30) readily lends itself to an accurate computer solution of its gain, voltage
standing wave ratio (VSWR), and radiation patterns, and once the primary patterns of
the LPDAs are calculated, it is a straightforward procedure to incorporate these patterns
into the calculation of the reflector secondary radiation patterns and gain.

The LPDA is attractive as a broadband feed for parabolic reflectors despite its tendency
to cause defocusing because of axial phase-center movement with frequency. The gain
loss due to defocusing in a parabolic reflector is only a function of the defocusing
in terms of wavelengths and is not dependent on the diameter of the reflector. Hence
antennas such as the LPDA that have a frequency-independent phase center location
in terms of wavelengths from some geometrical point (virtual apex) will experience a
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Figure 5.30 Log-periodic dipole antenna geometry.

frequency-independent defocusing loss over their bandwidth if the virtual apex is placed
at the focal point. The optimum feed design for maximum gain will change with varying
reflector F /D (focal length-to-diameter ratio) because spillover, aperture illumination,
and defocusing loss are functions of F /D ; however, primary pattern beamwidth and
symmetry, gain, and VSWR are functions of the feed parameters. If the LPDA is to be
used for narrowband operation, the phase center is placed at the focal point, and the
defocusing loss is eliminated. If it is used for broadband operations, the apex is placed at
the focal point. Thus the feed designs that optimize gain will be different for narrowband
and broadband cases.

For a center-fed parabola, the radiation pattern function for scalar aperture theory is
given by (see Figure 5.8)

g(u, φ) = a2

2F

∫ 2π

0

∫ 1

0
(1+ cos θ)G(θ, ψ) ejur cos(φ−ψ) e−j2πZ cos θ r dr dψ (5.34)

where Z is the defocusing in wavelengths from the focus F and is negative toward the
vertex of the parabola, a is the radius in wavelengths, G(θ , ψ) is the primary voltage
pattern, and u = (2πa/λ)sin θ

′
.
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In general, the E - and H -plane patterns of the LPDA are different. Assume a primary
feed pattern of the form

G(θ,ψ) = cosn θ sin2 ψ + cosm θ cos2 ψ√
D3

(5.35)

This representation is termed the “integral approximation” since the integration in ψ

upon substituting Eq. (5.35) into Eq. (5.34) can be done in closed form. The result is

g(u, φ) = πa2

F

∫ 1

0
(1+ cos θ)J0(ur)f (θ, φ)e

−j2πZ cos θ r dr (5.36)

with √
D3 f (θ, φ) = cosn θ + cosm θ

2
+ 1

2

J2(ur)

Jo(ur)
cos 2φ

{
cosn θ − cosm θ

}
Determining the E - and H -plane patterns using the techniques described in Ref. 43
results in a very simple representation of the radiation pattern and gain of the LPDA
feed in a center-fed parabolic reflector.

5.5.2 Design Considerations

The objective of this section is to demonstrate the use of numerical solutions to develop
design data for optimizing the gain of parabolic reflectors fed with LPDAs operating
over broad or narrow bandwidths.

In general, the gain of LPDAs depends on the parameters τ , σ , and α tending toward
higher gains, with large τ , and large σ , and small α. Recall that the gain-to-loss ratio due
to defocusing in a parabolic reflector for a given F /D is only a function of the defocusing
in terms of wavelength and is not dependent on the diameter of the reflector. Hence
antennas that have a frequency-independent phase-center location in terms of wavelengths
from some geometrical point (virtual apex that represents the extension of the structure
to an infinitely high frequency) will experience a constant frequency-independent loss
over its bandwidth if this point is placed at the focus.

Defocusing loss increases with distance. A typical value for a 0.5λ defocusing and
an F /D of 0.4 would be about 1.0 dB. However, the smaller the α angle, the larger
the displacement of the phase center from the virtual apex and therefore the greater the
defocusing loss. Since loss due to defocusing with small α angles is more severe than
aperture distribution losses, antennas with larger α angles are favored for broadband
design. For generating design curves, however, two separate cases will be examined: (1)
infinite bandwidth, where the virtual apex is placed at the focal point and the defocusing
loss is included, and (2) zero bandwidth, where a single frequency is considered and the
feed is positioned so that there is no defocusing loss.

It is well known that for a given primary illumination function, there is an F /D for
which the gain is a maximum. Also, the effect of defocusing is different for varying
F /D . Hence it is to be expected that there is a different LPDA parameter selection that
will optimize the reflector gain for each F /D .

The design procedure is straightforward. A technique such as described in Ref. 43 is
used to compute primary feed patterns. These primary patterns are then used as inputs
for the parabolic scattering analysis to compute the secondary far-field radiation.
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The parameters of an LPDA were studied as a function of secondary on-axis gain.
Because the LPDA has cyclic gain perturbations as well as front- and rear-end truncation
effects, a log-cycle in the center of the antenna bandwidth was chosen for the parameter
study. The number of dipoles was also chosen large enough to include elements larger
than 3/2 wavelengths such that the effects of energy leaking past the first active region
would be included.

It is desirable to derive design curves that provide stable performance over the whole
bandwidth. However, while some parameters actually will produce a higher gain over
a portion of each log-period, they may have gain dips over some other portion of each
period and are thus not acceptable.

Several results of this analysis are worth particular mention. First, the half-power
beamwidth variations of an LPDA are not necessarily reliable indicators of secondary
gain stability. That is, while for some parameters the half-power primary beamwidth
showed very large excursions, the secondary gain variations were no larger than for
other parameter ranges where the primary pattern beamwidth was more stable. A possible
explanation is that a large part of the LPDA beamwidth variation is due to energy that
has leaked past the normal active region and excited the 3/2 mode elements. These
elements, however, show a much larger defocusing loss and hence their contribution to
the secondary gain is markedly reduced.

While it is desirable to have a more stable primary pattern, it is much harder to obtain
Z 0 = 300 � than Z 0 = 150 �, so construction techniques tend to make lower values more
attractive. However, if the value of Z 0 is too low, say, less than 100 � for large α angles
and low τ , serious gain anomalies occur at some portion of the log-periodic frequency.
A characteristic feed line impedance of Z 0 = 150 � is generally sufficient to overcome
this problem.

5.5.3 Optimum Design

Of primary importance for achieving optimum design is finding the major design param-
eters σ , and τ . Only two of the parameters are independent, the third being related to
the other two by tan α= (1−τ )/4σ .

For a given F /D , curves were plotted for secondary gain (relative to uniform aperture
gain) versus α, with τ as a parameter. For values of σ > 0.03, there was a value of α,
independent of τ , that gave the highest gain. These curves were made for each F /D ,
and the optimum value of α versus F /D was obtained, as shown in Figure 5.31. What
is needed next is to optimize the τ or σ choice. In general, for a fixed α, there is
a small increase in directivity with increasing τ . However, for fixed α, increasing τ

gives a smaller σ , and the VSWR with respect to the mean impedance increases with
decreasing σ . Therefore, if the VSWR is to be kept small, there is a lower bound on
acceptable σ . For reasonable parameter ranges of τ (0.8<τ < 0.95), this lower bound is
considered to be σ = 0.4. Below this value of σ , the VSWR is generally> 2:1, and the
pattern performance is unstable. The acceptable lower bound is also a function of the
characteristic impedance Z 0.The best value of σ or τ can be obtained from Figure 5.32,
where σ versus τ , with α as a parameter, is shown. For the infinite bandwidth case the
optimum values of σ are from σ = 0.04 to 0.06, with the best choice of σ depending on
the exact h/a and Z 0 desired. For the optimum α, σ changes in this range cause only
small changes in the secondary gain, with the gain decreasing as σ increases. In general,
the exact selection of σ will depend on Z0. Since low values of Z 0 (< 150 �) and σ

tend toward unstable designs, higher σ values should be selected for lower Z 0.
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Once the major design parameters σ , τ , and α are selected, the other factors influencing
the design of the LPDA are selected. Some example cases are shown in Ref. 43.

5.5.4 Offset-Fed Parabolic Reflector Antennas

The geometry of an offset-fed parabolic reflector antenna is shown in Figure 5.33. The
major advantage of this type of reflector is that the feed does not block the radiating aper-
ture. This is important for systems that use large multiple-feed systems or that require low
sidelobes (no feed support blockage). The major disadvantage is that there is larger cross
polarization for linear polarization, resulting in a beam squint for circular polarization.
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Figure 5.33 Offset-fed parabolic reflector antenna.

The reflector can be defined either by the linear parameters, F = focal length, D =
reflector diameter and H = offset height; or by the angular parameters, F , ψB = offset
angle, and ψS = half-subtended angle. The angular parameters can be obtained from the
linear parameters

ψB = tan−1 D +H

2F
+ tan−1 H

2F

ψS = tan−1 D +H

2F
+ tan−1 H

F

(5.37)

and the linear from the angular

D = 4F sinψS

cosψB + cosψS

H = 2F(sinψB − sinψS)

cosψB + cosψS

(5.38)

From a design viewpoint, one generally chooses D for gain, H /D for clearance, and F /D
or F /Dp for scan performance.

Feed and edge tapers are important parameters for characterizing the effects of feed
patterns on reflector patterns. Referring to Figure 5.34, the feed taper is given by

FT = 20 log
C(∠RU − ∠RC)

C(0◦)
(5.39)

and the edge taper by

ET = FT + 20 log
RC

RU︸ ︷︷ ︸
↙

path loss term

(5.40)
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Figure 5.34 Feed and edge taper geometry.

The edge taper directly controls the reflector’s amplitude taper and therefore has a more
dominant effect on performance than the feed taper. Offset antennas that have the same
edge taper as symmetric antennas have radiation patterns similar to those of symmetric
antennas.

As stated earlier, the linear polarization term is larger for offset antennas than for
symmetric antennas, resulting in a beam squint for circular polarization. A plot of the
maximum cross polarization of an offset parabolic reflector illuminated by a balanced
linearly polarized feed is shown in Figure 5.35. Chu and Turrin first published computed
graphical data showing the effect of the reflector parameters ψB and ψS on the magnitude
of the beam squint [44]. Adatia and Rudge have derived an approximate formula [45]
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that gives the beam squint angle θS simply as

sin θS = ∓ sinψB

4π(F/λ)
(5.41)

This formula has been tested against computed and measured data and has been found, in
all cases, to be accurate within 1.0% of the antenna half-power beamwidth. An example
of the squint is shown in Figure 5.36.

As stated earlier, the major advantage of an offset configuration is that the feed system
does not block the aperture. Therefore offset configurations are most often used with
multiple feeds that can either be used to generate a shaped amplitude radiation pattern
or multiple beams. This subject is covered later in the chapter.

5.5.5 Axisymmetric Dual-Reflector Antennas

Classical Cassegrain-antenna geometry [46, 47] employs a parabolic contour for the
main reflector and a hyperbolic contour for the subreflector (Figure 5.37). The parabolic
reflector is a point-focus device with a diameter Dm and a focal length F m . The hyperbolic
subreflector has two foci. For proper operation, one of the two foci is the real focal point
of the system and is located coincident with the phase center of the feed; the other focus,
the virtual focal point, is located coincident with the focal point of the main reflector.
On the other hand, classical Gregorian antenna design uses an elliptical contour for the
subreflector with the feed at one focus of the ellipse and the main reflector focal point
at the other. The major difference between the two systems is that the subreflector is
between the feed and the main reflector focal point for the Cassegrain design, which
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is not the case for the Gregorian design. Consequently, the Gregorian system can be
operated in the prime focus mode without removing the subreflector. There are several
examples of this, the largest being the 100-m radio telescope in Bonn, Germany.

Granet has presented formulas for designing axially symmetric Cassegrain or Grego-
rian dual-reflector antennas from combinations of prescribed geometric patterns; see Ref.
48 if there is a need to design such a system.

5.5.6 Dual-Reflector Shaping

The efficiency of classic dual reflectors is primarily determined by the ability of the
feed system to illuminate only the reflectors while minimizing the energy that radiates
elsewhere and the ability of the feed to uniformly illuminate the parabola. The for-
mer is termed “spillover efficiency” and the latter “illumination efficiency.” Illumination
efficiency is 100% when the energy density on the entire main reflector aperture is a
constant.

Feed patterns gradually taper from their central maxima to nulls. If all this energy is
intercepted by the reflector (for maximum spillover efficiency), the illumination is far
from uniform, and the illumination efficiency is very poor. Consequently, any attempt
to obtain nearly uniform illumination will result in a great loss of energy in spillover.
Ultimately, a compromise must be made. A common choice for both a prime focus system
and the Cassegrain system is a 10-dB taper of the illumination pattern at the parabolic
edge. This selection results in a combination of spillover and illumination efficiency of
about 75–80%.

It is possible, however, to change the shape of the two reflectors to alter the illu-
mination function and improve efficiency. This methodology is termed dual-reflector
shaping and was first introduced by Galindo, who demonstrated that one could design a
dual-reflector antenna system to provide an arbitrary phase and amplitude distribution in
the aperture of the main reflector [49]. Thus if one chose uniform amplitude and constant
phase, 100% illumination efficiency could be achieved. When the feed pattern is given,
the appropriate choice for subreflector illumination angle would be to have very small
spillover.
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5.5.7 Theoretical Solution

The complete solution to reflector shaping can be found in Refs. 49–51; only the uniform
aperture case is summarized here.

The geometry of the symmetric dual-reflector system is shown in Figure 5.38. Due to
circular symmetry, the synthesis reduces to the determination of the intersection curve
of the surface with the plane through the axis of symmetry (i.e., x -y plane).

The synthesis method utilizes the analytical expressions of GO principles together
with the geometry for the reflectors to develop a pair of first-order nonlinear ordinary
differential equations of the form

dy

dx
= f (x, y) (5.42)

This leads to cross sections of each reflector when subject to boundary conditions such
as

y(x = xmax) = 0 (5.43)

The optical principles used to develop the required equations are (1) Snell’s law, (2)
conservation of energy flow along ray trajectories, and (3) surfaces of constant phase
that form normal surfaces to the ray trajectories.

The feed is assumed to have a spherical phase function, that is a phase center and a
power radiation pattern, F /θ . For uniform phase in the aperture, the pathlength r + r

′ + r
′′

must remain constant for all θ . Also, the amplitude function in the aperture I (x ) must
also be equal to a prescribed distribution or a constant for maximum peak gain.
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Figure 5.38 Coordinate system for shaping.
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The equation for equal pathlengths in the phase front is obtained from trigonometry:

r + y + x − r sin θ

sinβ
= C(constant) (5.44)

where (x , y) and (r , θ ) are the coordinates of points on the main reflector and subreflector,
respectively.

The application of Snell’s law to the two surfaces defines a relationship between the
angles shown and the first derivates (slopes) of the surfaces. These are

1

r

dr

dθ
= tan

θ + β

2
(5.45)

−dy

dx
= tan

β

2
(5.46)

Since the dual-reflector system is symmetrical about the y-axis, the total power within
the increment dθ of the pattern F (θ ) will be F (θ )2πsin θ dθ . Similarly, the total power
within the increment dx of the main antenna aperture is I (x )2π dx , where I (x ) is the
illumination function of the antenna aperture. Making I (x ) constant and equating the
total power from θ = 0◦ to angle θ to that within x , and normalizing by the total power,
one obtains

x2 = x2
max

∫ θ

0 F(θ) sin θ dθ∫ θmax
0 F(θ) sin θ dθ

(5.47)

These four equations now have five dependent variables: x , y , r , θ , and β and can be
solved to provide equations for the surfaces. The designs can be “Cassegrainian” (i.e.,
rays do not cross) or “Gregorian” (i.e., rays do cross).

The first antenna in the Deep Space Network (DSN) to use dual-reflector shaping was
the High-Efficiency (HEF) Antenna, whose design is discussed in Chapter 6 of Ref. 8.
Although the above solution yields an optimum-gain antenna, the figure of merit of
a DSN antenna is gain over noise temperature (G /T ). Dual-reflector shaping is based
on geometric optics (GO) but due to diffraction, the feed energy scattered from the
subreflector does not fall abruptly to zero at the edge of the main reflector. By choosing
the design parameters such that the geometric ray from the subreflector edge does not go
all the way to the outer edge of the main reflector, it is possible to have the feed energy at
a very low level relative to the central region of the main reflector, and the resulting rear
spillover noise contribution becomes acceptably small. Applying this approach results in
slightly lower illumination efficiency, but the significant reduction in noise from spillover
results in an optimum G /T ratio. The part of the main reflector outside the edge geometric
ray from the subreflector is sometimes referred to as a noise shield.

5.5.8 Offset-Fed Dual-Reflector Antennas

For the same advantage (no feed blockage), a dual-reflector system can be designed with
offset optics. The designs can also be Cassegrain, Gregorian, or dual-shaped.
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A typical offset Cassegrain reflector is shown in Figure 5.39. The geometrical param-
eters for the main reflector are

θB = (θU + θL)/2 = bisecting angle

θC = (θU − θL)/2 = semi–angle

D = 4F sin θC

cos θB + cos θC

d = 2F sin θB

cos θB + cos θC

where θB is the bisecting angle, θC is the semi-angle, D is the diameter, F is the focal
length, and d is the offset height of the center.

The geometrical parameters for the subreflector are

e = sin 1
2 (θ

U + θUS )

sin 1
2 (θ

U − θUS )

M = e + 1

e − 1
⇒ e = M + 1

M − 1

Z0

D′
S/2

= 1

tan θU
+ 1

tan θUS

Z0

D′
S/2−DS

= 1

tan θL
+ 1

tan θLS

2
L

Z0
= 1− sin 1

2 (θ
U − θUS )

sin 1
2 (θ

U + θUS )
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where e is the eccentricity, M is the magnification factor, DS is the diameter of the
subreflector, z 0 is the interfocal distance, and L is the distance from the ellipse intersection
with the axis to the main reflector focal point.

An interesting concept for understanding optics performance is the equivalent parabola
(e.g., see Ref. 52); however, since computers are so fast today, it is not often used to
compute performance.

5.5.9 Reduction of Cross Polarization

It is well known [53–56] that offset dual-reflector antennas can be designed with perfect
rotational symmetry and linear polarization (i.e., with no cross-polarization component) to
within the GO approximation. This can be accomplished with a paraboloid main reflector
and either an ellipsoid or hyperboloid subreflector—provided that the eccentricity of the
subreflector and the relative orientations of the axes of the feed, subreflector, and main
reflector satisfy what is termed the basic design equation. Mizuguchi derived one form
of the basic design equation using a somewhat lengthy argument based on obtaining an
equation expressing the image on the main reflector aperture of an arbitrary ray from the
feed center [54], while an equivalent form was obtained by Dragone using a conformal
mapping argument [55]. Shore derived the equation using a simple geometric argument
[56]. Consider the convex hyperboloidal geometry shown in Figure 5.40. The basic
equation for this case is

tan
(α

2

)
= e + 1

|e − 1| tan

(
β

2

)
The basic design equation is similar for the other geometries of a concave hyperboloidal
system and a convex or concave ellipsoidal system.

5.5.10 Offset Dual-Reflector Shaping

The offset geometry will have higher efficiency than the symmetric geometry because
the central blockage due to the subreflector can be eliminated. However, the equations
for dual-reflector shaping are significantly more complicated than those for the symmet-
ric designs. Nonetheless, the exact solution has been developed for offset geometries
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Figure 5.40 Geometry of convex hyperboloidal system.
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[57, 58]. An offset geometry was designed and built that had an efficiency of 84.5%, the
highest ever recorded [59].

5.5.11 Beam-Waveguide Feed Systems

A BWG feed system is composed of one or more feedhorns with a series of flat and
curved mirrors arranged so that power can be propagated from the horn through the
mirrors with minimum losses. Horns and equipment can then be located in a large, stable
enclosure at an accessible location.

Feeding a large, low noise ground antenna via a BWG system has several advantages
over placing the feed directly at the focal point of a dual-reflector antenna. For example,
significant simplifications are possible in the design of high power, water-cooled trans-
mitters and low noise cryogenic amplifiers. These systems do not have to rotate as in a
normally fed dual reflector. Also, since a BWG system can transmit power over consider-
able distances at very low losses, BWGs are useful in the design of very high frequency
feed systems. Several designs of BWG systems for ground station antennas are shown in
Ref. 8; the design of spacecraft antennas using high frequency BWG systems is shown
in Ref. 9.

This section addresses three techniques [60] for designing BWG systems: (1) GO
analysis, (2) a technique based on a conjugate phase-matching focal plane method, and
(3) Gaussian-beam analysis. However, in all cases, the final performance is determined
by using physical optics analysis. This section outlines each technique.

5.5.12 Geometric Optics Analysis

For a BWG system where the mirrors are large in terms of wavelengths, GO criteria
(introduced by Mizusawa and Kitsuregawa [61, 62]), which guarantee a perfect image
from a reflector pair, can be used. Mizusawa’s criteria can briefly be stated as follows. For
a circularly symmetric input beam, the conditions on a conic reflector pair necessary to
produce an identical output beam are: (1) the four loci (two of which may be coincident)
associated with the two curved reflectors must be arranged on a straight line; and (2) the
eccentricity of the second reflector must be equal to the eccentricity or the reciprocal of
the eccentricity of the first reflector.

Figure 5.41 shows some curved reflector pair orientations that satisfy Mizusawa’a
criteria.

This technique was used in the design of NASA’s first DSN BWG antenna [62]. The
design of the center-fed BWG consisted of a beam-magnifier ellipse in a pedestal room
located below ground level that would transform a 22-dB gain feedhorn into a high gain
29-dB pattern for input to a Mizusawa four-mirror (two flat and two paraboloid case)
BWG system (Figure 5.42). The system was initially designed for operation at 8.45 GHz
(X-band) and 32 GHz (Ka-band) and had less than a 0.2-dB loss at X-band (determined
by comparing the gain of a 29-dB gain horn feeding the dual-shaped reflector system
with that obtained using the BWG system).

Since the upper BWG has a 2.44-m (8-ft) diameter projected aperture, the mirrors are
70 wavelengths at X-band and 260 wavelengths at Ka-band. These mirrors are certainly
large enough to use the GO design criteria.

Even though the design was based on GO, all performance analysis was done using
PO computer programs.
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5.5.13 Focal-Plane-Matching Technique

The above-mentioned DSN BWG system was initially designed for operation at 8.45
GHz (X-band) and 32 GHz (Ka-band), where the GO design technique was valid. There
was also a desire to add a feed system for 2.3 GHz (S-band). However, at S-band, the
mirror diameter was only 19 wavelengths, clearly outside the original GO design criteria.

If the same gain horn (22 dB) had been placed at the input focus of the ellipse, the
BWG loss would have been greater than 1.5 dB. This is primarily because, for low
frequencies, the diffraction phase centers are far from the GO mirror focus, resulting in a
substantial spillover and defocusing loss. The defocusing is a problem for the magnifier
ellipse especially, where the S-band phase center at the output of the ellipse is 3 m from
the GO focus.

A potential solution is to redesign the horn to provide an optimum solution for S-band.
The question is how to determine the appropriate gain and location for this feed.

A straightforward design by analysis would prove cumbersome because of the large
number of scattering surfaces required for the computation. Rather, a unique application
was made of the conjugate phase-matching techniques to obtain the desired solution [63].
A plane wave was used to illuminate the main reflector and the fields from the currents
induced on the subreflector propagated through the BWG to a plane centered on the input
focal point. By taking the complex conjugate of the currents induced on the plane and
applying the radiation integral, the far-field pattern was obtained for a theoretical horn
that maximizes the antenna gain.

There is no a priori guarantee that the patterns produced by this method would be
easily realized by a practical feedhorn. However, in this case, the pattern was nearly
circularly symmetric and the theoretical horn was matched fairly well by a circular
corrugated horn.

The corrugated horn performance was only 0.22 dB lower than the optimum theoretical
horn and about 1.4 dB better than utilizing the 22-dB feedhorn. A system employing the
corrugated horn was built, tested, and installed in the 34-m BWG antenna as part of a
simultaneous S/X-band receiving system [64].

5.5.14 Gaussian Beam

While GO is useful for designing systems with electrically large mirrors (>50 wave-
lengths in diameter with−20-dB edge taper), some BWGs may be operated at low
frequencies where the mirrors may be as small as 20 wavelengths in diameter. Due
to diffraction effects, the characteristics of a field propagated between small BWG mir-
rors (<30 wavelengths in diameter) will be substantially different from the GO solution.
For these cases, the Gaussian-beam technique can be utilized.

The Gaussian beam is an approximate solution of a wave equation describing a beam
that is unguided but effectively confined near an axis. The zero-order mode is normally
used in the design. A major advantage of the Gaussian technique is the simplicity of the
Gaussian formula, which is easy to implement and has negligible computation time.

Because of the negligible computation time, a Gaussian solution can be incorporated
with an optimization routine to provide a convenient method to search the design param-
eters for a specified frequency range, mirror sizes and locations, and horn parameters.

Goubau gave the first mathematical expression of Gaussian modes derived from the
solution of Maxwell’s equations described by a continuous spectrum of cylindrical waves
[65]. Chu developed the Fresnel zone imaging principle of the Gaussian beam to design
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a pseudo-frequency-independent BWG feed [66]. Betsudan, Katagi, and Urasaki used a
similar imaging technique to design large ground-based BWG antennas [67]. McEwan
and Goldsmith developed a simple design procedure based on the Gaussian-beam theory
for illumination of reflector antennas where the reflector is electrically small or in the
near field of a feed [68].

Although Gaussian-beam analysis is fast and simple, it is less accurate than the PPO
solution for smaller mirrors (<30 wavelengths in diameter). However, by designing with
Gaussian-beam analysis, then checking and adjusting using PO analysis, an accurate and
efficient tool can be fashioned. Veruttipong, Chen, and Bathker [69] developed such a
tool for designing a second 34-m BWG antenna for the Deep Space Network. The goal
was to provide good performance over the range of 2–32 GHz.

The design is similar to the DSS-13 antenna (see Figure 5.42) in that it uses three
curved mirrors (one in the basement room and two rotating in azimuth) and a 34-m
dual-shaped reflector antenna (Figure 5.43). Multiple-frequency operation is provided by
the use of dichroic mirrors. The desire is to have the radius of curvature and−18-dB beam
diameter of the Gaussian beam at the subreflector be the same at all frequencies. The size
and locations of the mirrors are relatively fixed because of the basic structure geometry,
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Figure 5.43 Operational BWG antenna.



5.6 MULTIPLE-BEAM ANTENNAS WITH EXAMPLES 247

so the pertinent variables are the horn diameters, horn positions, and mirror curvatures.
Approximating the mirrors by a thin lens formula and utilizing Gaussian-mode analysis
to iterate the various design parameters, a design is achieved that meets the initial design
constraint of identical patterns at the subreflector. The 34-m BWG antenna was built and
measured at S-, X-, and Ka-bands (see Ref. 8 for details).

As demonstrated by design and measurements, the use of the GO technique in con-
junction with the focal plane matching technique produced an antenna with virtually the
same characteristics as the Gaussian-mode technique.

5.6 MULTIPLE-BEAM ANTENNAS WITH EXAMPLES

There is a need for reflector systems with multiple-beam and wide-scan capabilities
for both satellite and ground system applications. For satellites, there is the increasing
demand for multiple- and contour-beam applications for both commercial and military
applications. For ground applications, there is a considerable savings if one antenna can
service multiple satellites. Applicable reflector concepts can best be summarized by the
diagram shown in Figure 5.44, which demonstrates the interrelationship among concepts
with different branches in the diagram.

Important parameters for the antenna systems are the need for high gain (40–55 dB),
low sidelobes (below 28–40 dB), low cross polarization (below 30–35 dB), and adequate
beam isolation (24–33 dB). A suitable range of component beamwidths for satellite
antennas, θ c , is 0.2◦<θ < 1◦ corresponding to antenna diameters of 65<D /λ< 325
(e.g., up to 24 meters at 4 GHz). The field of view (FOV) from synchronous altitude
for regional coverage such as CONUS is ±4◦; note, however, that INTELSAT systems
might require the full Earth FOV of ±9◦. These values imply beams scanned up to 45
beamwidths.
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Figure 5.44 Reflector concepts for multiple beams and wide angle scan.
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The following section describes the various reflector concepts that have been used to
achieve the required characteristics.

5.6.1 Wide Angle Scan

There are many cases where a large number of pencil beams and/or contoured beams are
required from a single aperture. For example, anti-ballistic-missile ground stations require
either multiple or rapid-scanning pencil beams, while direct broadcast satellites require
both contoured and pencil beams. When cost and/or weight requirements prohibit the use
of a phased array, it is possible to utilize a reflector aperture instead. Classic reflector
geometry, however, is relatively limited with respect to the number of beamwidths of scan
off boresight that is possible. This is because the secondary pattern of a reflector antenna
deteriorates significantly when the pencil beam is scanned beyond a few beamwidths.
Since many applications require large numbers of beamwidth scan, this subject has been
investigated intensely.

Several methods have been used to enhance the beamwidth scan capability of reflector
antennas.

One method has involved reshaping the reflector surfaces from the classical
conic-sections paraboloid or paraboloid and hyperboloid shapes to reflector shapes that
specifically enhance the beam scanning capability. Generally, this approach has required
two reflector surfaces to obtain the degrees of freedom required in the design synthesis.
Two techniques have been explored:

1. The first technique is the bifocal dual-reflector design. This approach—first sug-
gested by Rao [70] for the symmetric design and Galindo-Israel, Mittra, Sheshader,
and Cha [71] for the offset design—not only requires two reflectors but is also
limited by the difficulty of extending the results to a noncylindrical design. The
objectives of this approach are analogous to those of the dual-tuned circuit.

2. A second technique, used by Jorgensen and Balling [72], is to optimize the ana-
lytic surface description for wide angle scanning. Although this can be a very
time-consuming process, depending on the specifics of the approach and objectives,
good results have been obtained.

A second method has been to utilize a more complex multihorn feed system with a sim-
ple single reflector (usually a paraboloid). Very often, an offset geometry is required in this
approach because the multihorn feed might become large. Note that both methods—two
shaped reflectors and a complex feed—can be combined. The complex-feed approach
generally attempts to combine a number of adjacent (perhaps distorted) pencil beams in
phase and amplitude coherently into one well-formed beam. One of the early success-
ful applications of this approach was by Amitay and Zucker [73] for the design of a
phase-correcting feed for a spherical reflector.

The same idea was later applied to a paraboloid by Galindo-Israel, Lee, and Mittra
[74]. They used a triangular lattice of feeds, usually in a seven-element, potentially over-
lapping, cluster to improve the pattern of a beam that was scanned by several beamwidths.
The principal object in this type of approach is to choose the excitation coefficients of
each radiating element in the cluster so that the coherently summed resultant pencil
beam has an “optimum” shape. The definition of this optimum is an important param-
eter. Galindo-Israel, Lee, and Mittra defined “optimum” as the minimum mean-square
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difference between the actual power pattern and the ideal unscanned power pattern. The
excitation coefficients were chosen so as to minimize the above difference.

Determination of the optimum set of complex radiating element coefficients can be a
very time-consuming task, even on today’s largest and fastest computers. Four significant
elements enter into the time required for the search:

1. The search (or optimization) algorithm.

2. The initial point in space.

3. The object function: in general, a function of 2N real variables when there are N
feeds. The object function is usually set up to be minimized (or maximized) in the
2N (or larger) dimensional space.

4. The integration time for the radiated fields.

An example illustrates how all four of the above factors can be dealt with efficiently
so that clusters of feeds can be designed for as many as 50 beamwidths of scan in a
reflector with nominally an F /D of 0.4 or 0.5.

The definition of the object function to be minimized is critical. Several object func-
tions are considered that make use of a mini–max algorithm. Consider the depiction in
Figure 5.45, wherein there is an area where maximum gain is required and/or an area
where sidelobe suppression is required. Possible object functions are: (1) maximize the
minimum gain in area A1, (2) maximize the difference between the minimum gain in
area A1 and the maximum gain in area A2, or (3) maximize the difference between the
minimum gain in area A1 and the RMS of the sidelobes in area A2. The set of excitation
coefficients that accomplish this is our optimum. In addition, a variety of constraints on
the excitation coefficients could be employed. For example, we may allow (1) only a
quantized value of amplitude and/or phase for each coefficient or (2) only the phase term
of the excitation to vary.

Very significant is the initial set of coefficients used. Since the minimum of our object
function in 2N -dimensional space is likely to be multiple, it is extremely difficult to find,
or to even know if it has found the global solution. For example, suppose the far field
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Figure 5.45 Points where radiation field is evaluated.
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of N feeds exciting a paraboloid is given by

ET (θ, φ) =
N∑

n=1

cnfn(θ, φ) (5.48)

where fn (θ , φ) are the radiation patterns of each feed excited independently. The gain
function at a set of (θ , φ) or (u = sin θ sin φ, v = sin θ sin φ) is then

G(θ, φ) = 4π |ET |2
ηPIN

(5.49)

where P IN is the total power radiated by the composite feeds (all feeds radiating). Now
the set of complex C n that gives the maximum value of G(θ0, φ0) at one point under
condition of P IN = constant is readily shown to be

Cn = f ∗n (θ0, φ0) (5.50)

This is known as the conjugate-matched field. That is, it is the relative field strength at
the feed when the antenna has a plane wave incident from the (θ0, φ0) direction (or it is
the receiving excitation of the dominant mode of the radiating element waveguide under
the same conditions). Many applications [75, 76] require only this set of values for the
coefficients C n . We use this set of C n as our initial condition for more complicated object
functions wherein sidelobe level, cross polarization, contour areas, and so on might be
involved.

If the entire optimization procedure is directed toward obtaining only the maximum
gain at a single point (θ0, φ0)= (u0,v 0) in space, then we have seen (Eq. (5.50)) that the
radiated field of the nth feed element and reflector (in the presence of mutual coupling,
in general) need to be computed at only that one observation point. However, it is often
the case that the field needs to be known at many points of observation for use in the
object function to be optimized.

We select a number of points in space (AZ, EL) relative to the antenna axis as the
working points for imposing desired constraints. The number (field) of points is not
necessarily related to the number of excitation coefficients available. The cost functions
described above are to maximize either

MINI–MAX: MIN GA1 −MAX GA2

MINI–RMS: MIN GA1 −
√∑

A2
|ETi |2

where in the above expressions Al and A2 are the regions where maximum gain and
suppressed sidelobes, respectively, are required. E T is the total field at the i th location
in area A2. There are a variety of optimization algorithms that have been used. The
following example uses the technique described in Ref. 77.

A simple example illustrates the improvements of this mini–max optimization tech-
nique over the plane-wave conjugate-matching technique. An offset reflector of 166.75
wavelengths in diameter scanned 6◦ from boresite is used. The patterns and scanned beam
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gain were determined for feed clusters consisting of 1, 7, 19, and 37 feed horns. Com-
parisons are made between the conjugate-match solution, the mini–max optimization,
and the mini–RMS optimization.

An important aspect of the optimization problem is the secondary grid points over
which the optimization is to be performed. As indicated in Figure 5.45, A1 is the region
where the maximum gain is required and A2 is the region where suppressed sidelobes are
required. For the particular examples considered, area A1 consists of only one point; the
direction in which the gain is to be maximized that is 6◦ from boresite. Area A2 consists
of equispaced points over the region from±3◦ in elevation and 3◦ to 9◦ in azimuth, with
the desired main beam area excluded.

The three cost functions examined are the following:

1. The conjugate-match function, which only considers the direction of the main beam
(AZ= 6◦, EL= 0◦) and produces the maximum gain solution.

2. Mini–max, which maximizes the difference between the gain and maximum side-
lobe level and at the respective grid points.

3. Mini–RMS, which maximizes the gain between the gain and the RMS value of all
the sidelobe grid-level points.

The geometry is an offset reflector with a diameter of 166.75λ, an offset height of 35λ,
a focal length of 189λ, and an offset angle of 35◦. The feed spacing is 1.6λ. Table 5.1
shows the comparison between the various optimization techniques for 19 feeds. Note the
spectacular improvement in sidelobe level given by the mini–RMS technique. Table 5.2
shows the gain and sidelobe level versus the number of feeds for the mini–max design.
Note that the mini–RMS design at 19 feeds has lower sidelobes than the mini–max
design with 37 feeds although the gain is lower by approximately 2 dB.

The basic conclusions of the study are that the optimization techniques can be success-
fully used to control the sidelobe levels for large angles of scan in a parabolic reflector
system. The conjugate match gives the highest gain and the poorest sidelobe performance;
the mini–RMS technique produces the best sidelobe performance with the lowest gain.

5.6.2 Contour Beam Antennas

A multibeam antenna can also be used to provide a contour beam over a sector of the
Earth as seen from a satellite antenna. To design this type of system it is necessary to

TABLE 5.1 Gain and Sidelobe Level Versus Optimization Criteria for 19 Feeds

Technique Conjugate Match Mini–Max Min–RMS

Gain 51.05 50.62 49.08
Sidelobe level −22.82 −25.96 −34.16

Focused on-axis gain 52.01 dB

TABLE 5.2 Gain and Sidelobe Level Versus Number of Feeds for Mini–Max Optimization

Technique 1 7 19 37

Gain 45.18 49.32 50.62 51.22
Sidelobe level −8.64 −22.33 −25.96 −28.45

Focused on-axis gain 52.01 dB
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relate positions on the Earth to directions in reflector coordinates. Consider the Earth as
seen in Figure 5.46. The satellite coordinates are (XS, YS, ZS), where XS is a unit vector
from Earth center, YS is a unit vector parallel to the East direction, and ZS is a unit
vector parallel to the North direction. The antenna boresight is pointed at P located at
AZS = α and ELS = β in satellite coordinates. Antenna coordinates (X, Y, Z) are related
to satellite coordinates by the following (see Figure 5.47)⎡⎣X
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Z
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ẑ
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Figure 5.47 Antenna coordinates related to satellite coordinates. Antenna boresight Z is in the
direction (AZs =α, ELs =β) in the satellite coordinates shown in (a). An observation point P on
Earth is described by (AZ, EL) in the antenna coordinates in (b).
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An observation point P on Earth is described by (AZ, EL) in antenna coordinates. For
the small angular region about the boresight it can be shown that

AZ ≈ AZS − α

EL ≈ ELS − β

Maps are generated by converting latitude and longitude of points on Earth to (AZ, EL)
in antenna coordinates. It is a function of the longitude of the satellite as well as the
antenna boresight.

The contoured beam antenna design steps are as follows:

1. Plot a coverage map as viewed from a synchronous orbit spacecraft, or a composite
map including the pointing error and views from different orbit positions.

2. Select a set of contiguous squares or circles that represent a −3-dB or −4-dB
beamwidth for each feed in the offset reflector system (this in part determines or
is determined by the reflector diameter).

3. Arrange these squares or circles in a rectangular, triangular, or triangular lattice
structure with appropriate scale that best fits the desired coverage area on the map.

4. If sidelobe suppression is desired, add one extra square or circle along the exterior
of the desired coverage area.

5. Determine the optimum reflector parameters: the projected reflector diameter D ,
focal length F , spacing between feeds or feed diameter d , and offset angle �. For
the sidelobe suppression case, these are related by the appropriate formula:

d = 1.06

D

(
2F

1+ cos�

)
6. Determine the optimum amplitude and phase distribution for each individual horn

by numerical optimization techniques (see previous section).
7. Design and implement the beam-forming network. The procedure is illustrated in

the following example from Ref. 78. The Eastern and Central Time Zones with
4-dB coverage circles as seen from longitude 101◦ west is shown in Figure 5.48.
The antenna uses the 2.238-m reflector geometry from INTELSAT V, which is
approximately 101λ at the center frequency of 10.95 GHz. Using the 17 feeds that
cover the Eastern Time Zone and optimizing the gains over a set of 24 Eastern
cities results in the coverage shown in Figure 5.49.

It is also possible to provide a contour beam by using a single feed and shaping the
reflector surface. This offers a number of advantages compared to a multibeam antenna
regarding feed network losses and reduced spillover.

The optimum shape of the surface is found by optimizing the phase of the aperture
field. The phase is given as an expansion in orthogonal polynomials in which the coef-
ficients of the terms are the variables to be optimized. The far field associated to the
aperture distribution is calculated at points that represent the desired contour. Thus we
have a nonlinear set of equations in which the gain levels at the stations are functions
of the coefficients in the phase expansion. By means of an optimization procedure, the
coefficients are determined to maximize the minimum gain. The reflector surface corre-
sponding to the selected phase distribution is finally determined by an optical ray-tracing
procedure.



254 REFLECTOR ANTENNAS

Figure 5.48 Eastern and Central Time Zones from longitude 101◦ west.
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Figure 5.49 Eastern coverage with 17 feeds.

Investigations with the method have been carried out and compared to similar multi-
beam designs; the concept has been found competitive regarding minimum gain and
sidelobe level.

5.6.3 Low Cross-Polarization Systems

Use of orthogonal polarization is often required in communication systems to dou-
ble transmission capacity. In addition, other antenna applications (e.g., remote sensing,
radar) also require antennas capable of providing good polarization discrimination along
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with the requirement to provide high gain over a wide field of view. Although good
performance over a moderate field of view can be achieved with conventional classi-
cal offset dual-reflector geometries, some applications require performances unattainable
with these antennas. For such cases, the classical offset Dragonian antenna might pro-
vide the required improved performance [79]. The classical Dragonian antenna employs
a paraboloidal main reflector illuminated by a concave hyperboloidal subreflector. The
relatively large offset distance and focal length of the main reflector and the avoidance of
caustics between the two reflector surfaces (a consequence of the concave subreflector)
yield relatively flat reflectors with excellent polarization properties and a wide field of
view capability. The basic geometry, which is shown in Figure 5.50, can be used in
a front-fed or side-fed configuration. Although a higher gain feed is required for the
side-fed configuration, when combined with a very good corrugated horn design this
geometry can provide better performance than the front-fed configuration. Reference 80
provides a very good design procedure for such systems. A very interesting application
is shown in Ref. 81, wherein a 1.4-meter telescope with 91 feeds in the focal plane is
used to study the polarization properties of the cosmic microwave background (CMB)
radiation. The 1.4-meter configuration at 90 GHz has a 12.6-arc-min beamwidth and can
scan out to 4◦ with only a 0.3-dB loss and a cross-polarization level of −40 dB.

5.6.4 Spherical Reflectors

The properties, practical applications, and aberrations of the spherical reflector are well
known [82]. The popularity of this reflector is primarily due to the large angle through
which the radiated beam can be scanned by translation and orientation of the primary
feed. This wide angle property results from the symmetry of the surface. Multiple-beam
operation is realized by placing multiple feeds along the focal surface. In the conventional
use of the reflector surface, the minimum angular separation between adjacent beams is
determined by the feed-aperture size. The maximum number of beams is determined by
the percentage of the total sphere covered by the reflector.
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Figure 5.50 Classical offset Dragonian antenna: (a) front-fed geometry and (b) side-fed geometry.
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Probably the best known spherical reflector is the Arecibo Observatory (Puerto Rico),
which is one of the world’s largest radio telescopes. Its main reflector is a spherical
surface 305 meters in diameter and nearly 51 meters deep. The Arecibo feed system
consists of both narrowband line feeds and Gregorian optics [83, 84] to correct for
spherical aberrations, as shown in Figure 5.51. Either the Gregorian optics or line feeds
can be positioned up to 20◦ from the vertical.

Spherical antennas have also been used for beam-steerable multibeam Earth station
antennas [85]. The design also uses trireflector geometry similar to the Arecibo Gregorian
optics, although in this case, the spherical reflector is offset to provide a blockage-free
aperture. Referring to Figure 5.52, the auxiliary reflectors and subreflectors are shaped
so that combined with the main reflector they provide a uniform phase distribution and
a specified amplitude distribution in the aperture of the main reflector. The details of
the optimization procedure to design the reflectors are given in Ref. 85. Because of the
symmetry of the main reflector, the same dual-shaped reflector optics are used for all the
beams. Since any straight line that passes through the spherical center can be used as an
axis of rotation, if the spherical reflector is offset fed with oblique illumination angle β,
conical scan without excessive area is possible when the axis of conical rotation coincides
with the axis of the reflector. For the design in Ref. 85, which is used at the Osaka teleport,
the conical rotation angle �γ of 13◦ is selected with the oblique illumination angle β of
16◦. For the parameters chosen, the four beams use an aperture that is only slightly larger
than required for a single beam. The calculated directive gains of the four beams cover
satellite longitude from 150◦ to 162◦ E with only a 0.3-dB variation in performance.

5.6.5 Torus Antenna

The torus antenna is a dual-curvature reflector also capable of multibeam operation when
it is fed with multiple feeds. The feed-scan plane can be inclined to be in the orbital-arc
plane, allowing the use of a fixed reflector to view geosynchronous satellites. The geom-
etry is shown in Figure 5.53 from Ref. 86. In the figure, the section M is a parabola, V

Figure 5.51 Arecibo feed system.
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Figure 5.52 Offset-fed spherical antenna geometry.

is its vertex, F is its focus, z is the direction of its axis, R is the radius of rotation at the
vertex V , d is the offset of the reflector, and the x -y plane is a plane perpendicular to
its axis. The parabolic section produces a beam parallel to the z -axis. The angle between
the axis of rotation (the z -axis) and the beam direction is α. The parabola M is rotated
about the z -axis to form a torus. COMSAT has shown that for α= 95.5◦ the reflector is
a parabolic torus whose beam directions closely approximate the direction of the geosta-
tionary arc. COMSAT has successfully demonstrated its use as an Earth station antenna
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Figure 5.53 Torus antenna geometry.
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whose radiation patterns meet a (29–25 log θ )-dBi envelope. The offset-fed geometry
gives rise to low wide angle sidelobes as well as eliminating the blockage of the multiple
feeds.

The torus antenna has less phase aberration than the spherical antenna because of the
focusing in the parabolic plane. Because of the circular symmetry, feeds placed anywhere
on the feed arc form identical beams. Therefore no performance degradation is incurred
when multiple beams are placed on the focal arc. Point-focus feeds may be used to
feed the torus up to aperture diameters of approximately 200 wavelengths. For larger
apertures, it is recommended that aberration-correcting feeds be used.

The scanning or multibeam operation of a torus requires an oversized aperture to
accommodate the scanning. For example, a reflector surface area of approximately
214 m2 will allow a field of view (i.e., orbital arc) of 30◦ with a gain of approximately
50.5 dB at 4 GHz (equivalent to the gain of a 9.65-m reflector antenna). This surface
area is equivalent to approximately three 9.65-m antennas.
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CHAPTER 6

Frequency-Independent Antennas:
Spirals and Log-periodics

HISAMATSU NAKANO

6.1 INTRODUCTION

A resonant antenna, such as a dipole antenna, has an outgoing current (flowing from
the feed point toward the antenna ends) and an incoming current (the current that is
reflected at the arm ends and proceeds toward the feed point). These currents form a
standing-wave current distribution on the antenna. The incoming current that reaches the
feed point changes the total current at the input terminals. This, in turn, changes the input
impedance.

Practically speaking, the incoming current on the antenna conductor is not only the
current reflected from the conductor ends but includes reflections from the conductor
edges. Note that the total incoming current that reaches the feed point depends on the
operating frequency and the conductor shape. If the total current at the input terminals,
which is the combination of all incoming currents and the outgoing current, remains
constant irrespective of frequency, the input impedance remains constant. Then the ques-
tion arises: What structures bring about an invariant input impedance characteristic? And
what kind of radiation pattern is obtained in such antennas? This chapter, consisting of
six sections, presents answers to these questions, with a number of examples.

Section 6.2 presents a relationship between the structure of an antenna and the input
impedance. Using Babinet’s principle in electromagnetic fields (Section 6.2.1), the input
impedance of an antenna with a self-complementary structure (Section 6.2.2) is proved
to be independent of frequency (Mushiake’s relation). In addition, on the basis of the
principle of similitude for electromagnetic fields (Section 6.2.3), the input impedance
characteristic of an antenna with a self-similar structure (Section 6.2.4) is discussed.
Furthermore, the transformation of the radial distance to angles (Section 6.2.5) is derived
for frequency independent antennas, referring to Rumsey’s work. Note that an antenna
whose input impedance is constant and whose radiation characteristics are also constant
is referred to as a frequency-independent antenna .

The theory of the self-complementary and self-similar antennas in Section 6.2 is
derived under the condition that the antenna structures are of infinite extent. However,
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practical antennas have finite structures. From this point of view, Section 6.3 briefly
describes analysis methods for handling antennas of finite size. These analysis methods
are the method of moments (Section 6.3.1) and the finite-difference time-domain method
(Section 6.3.2). The calculation techniques for the input impedance, radiation pattern,
and gain, based on these methods, are briefly summarized.

If an antenna structure is specified only in terms of angles, the impedance and radi-
ation characteristics of such an antenna will be frequency independent, as described in
Section 6.2.5. Section 6.4 is developed on the basis of this idea. First, an equiangular
spiral antenna is investigated (Section 6.4.1). The equiangular spiral radiates a circularly
polarized bidirectional beam. Next, a technique for transforming this bidirectional beam
into a unidirectional beam is discussed (Section 6.4.2). Note that a unidirectional beam
can be realized without a cavity by using a conical spiral structure (Section 6.4.3).

It is of interest to investigate a planar spiral antenna whose arms are wound with
a constant arm width, not with the expanding width of an equiangular spiral. Such a
spiral is realized using the Archimedean function (Section 6.4.4). The spacing between
neighboring arms in this Section is chosen to be the same as the arm width, so that
the Archimedean spiral antenna (composed of two arms) becomes a self-complementary
antenna. The radiation mechanism is explained and an Archimedean spiral antenna backed
by a cavity is analyzed. Note that the Archimedean function differs from the function
derived by Rumsey for a frequency-independent antenna.

Section 6.5 starts with a discussion of two antennas with log-periodic shape (a toothed
log-periodic antenna and a trapezoidal log-periodic antenna), followed by a discussion
of a log-periodic dipole array antenna . The arms of the toothed log-periodic antenna
(Section 6.5.1) have a finite length in the radial direction. This toothed log-periodic
antenna is a truncated version of a self-complementary antenna. The trapezoidal log-
periodic antenna (Section 6.5.2) is a modified toothed log-periodic antenna. The log-
periodic dipole array (Section 6.5.3) is obtained by folding one arm of the trapezoidal
log-periodic antenna onto the other arm and replacing the teeth with dipoles, and hence
it is a derivative of the log-periodic self-complementary antenna. The active region for
each of these antennas is analyzed and discussed.

Finally, some brief comments are presented in Section 6.6.
So far, most of the findings on finite-sized spirals and log-periodics have been obtained

through experimental work. Against this historical background, this chapter tries to obtain
theoretical antenna characteristics, taking into account the finite size of the antennas.
Throughout this chapter, the results obtained on the basis of either the method of moments
or the finite-difference time-domain method are checked using a commercially available
solver for electromagnetic wave problems (CST Microwave Studio, Version 5.1.2, finite
integration method). The results labeled as EMS in the figures of this chapter are those
obtained using this electromagnetic wave solver.

6.2 THEORY

An antenna whose input impedance is independent of frequency is called a constant
impedance antenna . Some constant impedance antennas have radiation characteristics
that are independent of frequency. These antennas, having both constant input impedance
and constant radiation characteristics, are called frequency-independent antennas .
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The input impedance is related to the antenna structure. From this point of view,
two antenna structures are investigated in this section: self-complementary structures and
self-similar structures [1–4].

We start with a derivation of Babinet’s principle in electromagnetic fields to gain
a better understanding of the self-complementary structure and then discuss Mushi-
ake’s relationship for the input impedance of a self-complementary antenna. In addition,
we focus on the self-similar structure and reveal the input impedance of a self-similar
antenna. Finally, an equation derived by Rumsey for a frequency-independent antenna is
presented and discussed.

6.2.1 Babinet’s Principle in Electromagnetic Fields

The relationship between the input impedances of an arbitrarily shaped slot antenna and
its complementary plate antenna (see Figure 6.1a, c) was first derived by Mushiake in
1948 [3]:

Zslot = Z2
σ

4Zplate
(6.1)

where Z slot and Z plate are the input impedances of the slot antenna and the complementary
plate antenna, respectively, and Z σ is the intrinsic impedance of the medium surrounding
both antennas. When the medium is air, the intrinsic impedance is Z σ = 120π ohms≡ Z 0.

For the derivation of Eq. (6.1) we use Figure 6.2, where the conducting plate in
Figure 6.2a and the slot in Figure 6.2b have the same shape [1–4]. Note that the slot is
cut in a conducting sheet of infinite extent and the area A+A covers the entire conducting
sheet; that is, A and A are complementary . Also, note that J and J′ in Figure 6.2a are
symmetric electric currents with respect to the x -y plane and M and −M′ in Figure 6.2b
are antisymmetric magnetic currents. These currents generate the electric and magnetic
fields denoted as (E1, H1) in Figure 6.2a and (E2, H2) in Figure 6.2b. Maxwell’s equations
for these two cases are [1–4]

∇ × E1 + jωμH1 = 0 (6.2)

∇ × H1 − (jωε + σ)E1 = J (z > 0) (6.3a)

∇ × H1 − (jωε + σ)E1 = J′ (z < 0) (6.3b)

∇ × E2 + jωμH2 = −M (z > 0) (6.4a)

∇ × E2 + jωμH2 = M′ (z < 0) (6.4b)

∇ × H2 − (jωε + σ)E2 = 0 (6.5)

where sinusoidal time variation (ejωt ) is assumed with ω being the angular frequency
(ω= 2π f).

The boundary conditions for the two cases are expressed as

E1 × n̂ = H1 • n̂ = 0 on A (6.6a)

E1 • n̂ = H1 × n̂ = 0 on A (6.6b)

E2 × n̂ = H2 • n̂ = 0 on A (6.7a)

E2 • n̂ = H2 × n̂ = 0 on A (6.7b)
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Figure 6.1 Slot antenna and its complementary plate antenna: (a) slot antenna with a voltage
source, (b) slot antenna with a magnetic current source, and (c) complementary plate antenna with
a voltage source.

where n̂ is the unit vector normal to surfaces A and A. Assuming that (M, M′)=
(J, J′), we transform Eqs. (6.4a), (6.4b), and (6.5) to

∇ × (−E2)− (jωε + σ)(Z2
σH2) = J (z > 0) (6.8a)

∇ × E2 + (jωε + σ)(Z2
σH2) = J′ (z < 0) (6.8b)

∇ × (Z2
σH2)− jωμE2 = 0 (6.9)
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Figure 6.2 Complementary structure: (a) plate and (b) slot cut in an infinite sheet.

where Zσ is defined as

Zσ =
(

jωμ

jωε + σ

)1/2

(6.10)

Comparing Eqs. (6.2), (6.3a), and (6.3b) to Eqs. (6.9), (6.8a), and (6.8b), respectively,
and taking into account the boundary conditions, Eqs. (6.6) and (6.7), we have

H1 = ∓E2 (z ≷ 0) (6.11a)

E1 = ±Z2
σH2 (z ≷ 0) (6.11b)

This means that, once the electric and magnetic fields are obtained for one of the
structures of Figure 6.2, the fields for the remaining structure can be calculated using
Eq. (6.11). Such a principle is referred to as Babinet’s principle in electromagnetic fields
(or Babinet’s principle, for simplicity).

Paralleling Mushiake’s original work [1], we focus on the arbitrarily shaped slot
antenna shown in Figure 6.1a and denote the voltage and the current at the feed point
as V slot and I slot, respectively. The voltage source in Figure 6.1a can be replaced with
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an equivalent magnetic current source, as shown in Figure 6.1b, where the magnetic
current source surrounds a conducting plate section connecting points u and v . The
direction of the magnetic current viewed from the front is opposite to that of the magnetic
current viewed from the back and hence the situation shown in Figure 6.1b corresponds
to the situation shown in Figure 6.2b. Then, as discussed earlier, the slot structure in
Figure 6.1b can be handled using its complementary plate structure shown in Figure 6.1c,
where the voltage and the current at the feed point are denoted by V plate and I plate,
respectively.

Using Babinet’s principle in electromagnetic fields, we relate V slot and V plate to I plate

and I slot, respectively:

Vslot = −
∫ v

u

E2 • dl

=
∫ v

u

H1 • dl

= 1
2Iplate (6.12)

Vplate = −
∫ q

p

E1 • dl

= −
∫ q

p

(Z2
σ H2) • dl

= Z2
σ

2
Islot (6.13)

where d l is a line-element vector. The impedances for the slot and plate are defined as

Zslot = Vslot

Islot
(6.14)

Zplate = Vplate

Iplate
(6.15)

Then, the product of Z slot and Z plate is proved to be Eq. (6.1) using Eqs. (6.12) and
(6.13).

6.2.2 Self-Complementary Structures

A structure whose conducting areas are made of infinitesimally thin, perfectly conducting
plates of infinite extent and are congruent to the nonconducting areas (free space) is
called a self-complementary structure [1–4]. Figure 6.3 shows antennas that have a
self-complementary structure, where area A is congruent to area A′ in Figure 6.3a, and
areas A and B in Figure 6.3b are congruent to areas A′ and B ′, respectively. The structure
in Figure 6.3a is point symmetric with respect to the origin (center of the structure); that
is, the conducting areas are made to coincide with the nonconducting areas through a 90◦

rotation around the z -axis. The conducting and nonconducting sections in Figure 6.3b
are symmetric with respect to the x -axis.
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Figure 6.3 Self-complementary antennas: (a) point-symmetric self-complementary antenna and
(b) line-symmetric self-complementary antenna.

The input impedance for a self-complementary antenna can be calculated from
Eq. (6.1). A relationship of Z slot = Z plate exists and hence Eq. (6.1) is

Zplate = Z0

2
= 60π ≈ 188 ohms (6.16)

This value is constant, with no dependence on frequency. Equation (6.16) is called
Mushiake’s relationship [1–4].

The input impedance given by Eq. (6.16) is the impedance of a two-port self-
complementary antenna. Next, we investigate the input impedance of a four-port
self-complementary antenna [3]. Figure 6.4a shows the feed system of a four-port
self-complementary plate antenna, where four star-connected sources excite the plate
arms. Figure 6.4b shows the slot antenna that is complementary to the antenna of
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Figure 6.4 Self complementary antenna with four ports: (a) star-connected sources, (b) ring-
connected sources, and (c) star (solid line) and ring (dotted line) connections [Ref. 3].

Figure 6.4a, where four ring-connected sources excite the slot arms. Corresponding to
Eqs. (6.14) and (6.15), Z plate and Z slot for the four-port case are written

Zplate = −
∫ q

0
E1 • dl

/
2
∫ v

u

H1 • dl (6.17)

Zslot = −
∫ v

u

E2 • dl
/

2
∫ 0

q

H2 • dl (6.18)

Using Eqs. (6.11a) and (6.11b), we obtain the product Z plate Z slot:

ZplateZslot = (Z0/2)2 (6.19)
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Interestingly, the product Z plateZ slot for the four-port self-complementary antenna is
the same as that for the two-port self-complementary antenna (Eq. (6.1)). However,
Mushiake finds that Z plate (and Z slot) for the four-port case differs from that for the
two-port case [3]:

Zplate = Z0/2
√

2 (four-port case) (6.20)

This is proved by using n-polyphase alternating current theory, which represents the
relationships between the voltages and currents of the star and ring connections (see
Figure 6.4c):

Vring = −Vstar + jV star (6.21)

Iring = −Istar − jI ring (6.22)

Using these equations, the slot impedance Z slot is expressed as

Zslot = Vring

Iring

= 2
Vstar

Istar

= 2Zplate (6.23)

Substituting Eq. (6.23) into Eq. (6.19), we obtain Eq. (6.20).
As seen above, n-polyphase alternating current theory is used in the antenna impedance

calculations. Note that self-complementary antennas having more than four ports are
also handled using n-polyphase alternating current theory. Mushiake derives the input
impedance of n-port self-complementary antennas as [3]

Zplate = Z0/4 sin(mπ/n) (6.24)

where the voltage sources in the star connection are expressed as V star, δV star, δ2V star,
δ3V star, . . . , and δn−1V star with δ = exp(j 2mπ /n), where m is called the mode number .
The antenna shown in Figure 6.3 corresponds to a case of (n , m)= (4, 1).

6.2.3 Principle of Similitude for Electromagnetic Fields

Figure 6.5 shows two antenna systems, 1 and 2, operating at frequencies f 1 and f 2,
respectively, with a current J0 flowing on each antenna. Antenna system 1 is characterized
by permittivity ε, permeability μ, conductivity σ 1, and length �1, while antenna system
2 is characterized by ε, μ, σ 2, and �2. Note that antenna 2 is geometrically similar
to antenna 1, with �2 ≡K �1. We denote the electric and magnetic fields from antenna
systems 1 and 2 as (E1, H1) and (E2, H2), respectively, and assume that J0, (E1, H1),
and (E2, H2) vary with a sinusoidal time variation (ejωt ).

Maxwell’s equations for antenna system 1 are

∇ × E1 = −jω1μH1 (6.25)

∇ ×H1 = J0 + (σ1 + jω1ε)E1 (6.26)
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Figure 6.5 Similar antennas: (a) antenna system 1 operating at f 1 and (b) antenna system 2
operating at frequency f 2.

and those for antenna system 2 are

∇ × E2 = −jω2μH2 (6.27)

∇ ×H2 = J0 + (σ2 + jω2ε)E2 (6.28)

For antenna system 2, we adopt new coordinates (x ′, y ′, z ′) that are K times larger
than the original coordinates (x , y , z ). Under the new coordinates, we denote the electric
and magnetic fields for antenna system 2 as E′ and H′, respectively. Then, Maxwell’s
equations with a new operational element ∇′ are [1, 4]

1

K
∇′ × (KE′) = −jω2μ(KH′) (6.29)

1

K
∇′ × (KH′) = J0 + (σ2 + jω2ε)(KE′) (6.30)
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If the following conditions are satisfied,

Kω2 = ω1 (6.31)

Kσ2 = σ1 (6.32)

Eqs. (6.29) and (6.30) can be written

∇′ × E′ = −jω1μH′ (6.33)

∇′ ×H′ = J0 + (σ1 + jω1ε)E′ (6.34)

Equations (6.33) and (6.34) for antenna system 2 are of the same form as Eqs. (6.25)
and (6.26) for antenna system 1, respectively. This means that the electric and magnetic
fields for antenna systems 1 and 2 are similar to each other. This is called the principle
of similitude for electromagnetic fields .

Equations (6.31) and (6.32) are written

�2

λ2
= �1

λ1
(6.35)

σ2λ2 = σ1λ1 (6.36)

where λ1 and λ2 are the wavelengths at frequencies f 1 and f 2, respectively. When both
conductivities are zero (σ 1 = σ 2= 0) or infinite (σ 1= σ 2=∞), the principle of similitude
is specified with only Eq. (6.35). This leads to the fact that, if all electrical lengths for
the antenna structure are the same at frequencies f 1 and f 2, the antenna characteristics
at these frequencies are the same.

6.2.4 Self-Similar Structures

Consider an antenna whose size is increased (or decreased) by a factor K . If the resulting
structure is the same as the original structure, the original antenna structure is called a
self-similar structure. An antenna that has a self-similar structure is called a self-similar
antenna [4].

Generally, a self-similar antenna can be produced using powers of K , that is, K s

(s =±1, ±2, . . .) [4]. In this case, as seen from the results in Section 6.2.3, the input
impedance and radiation characteristics observed at a frequency f 0 repeatedly appear at
frequencies K−sf 0; that is, the antenna characteristics are periodic with respect to the
logarithm of the frequency. It should be emphasized that the impedance and radiation
pattern of this antenna do not necessarily remain constant at the frequencies within the
period [3, 4, 35–36].

A biconical antenna, whose conductors are assumed to be of infinite extent, is a
special case of a self-similar antenna. The biconical structure can be reproduced using any
nonzero factor K (K is continuous). It follows that the biconical antenna shows constant
input impedance and constant radiation characteristics irrespective of the frequency. In
other words, the antenna acts as a frequency-independent antenna.
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6.2.5 Transformation of Radial Distance to Angles

This section summarizes an equation for frequency-independent antennas, paralleling
Rumsey’s original work [5] and Elliot’s later work [6].

We investigate an antenna whose feed terminals are infinitesimally close to the origin
of a spherical coordinate system (r , θ , φ). The conductors of which the antenna is
comprised are symmetrically located with respect to the z -axis. These antenna conductors
are assumed to be perfectly conducting and surrounded by an infinite medium that is
homogeneous and isotropic. We start with expressing the surface of this antenna at
frequency f 1 as

r = F(θ, φ) (6.37)

The antenna specified by Eq. (6.37) is designated as the original antenna.
If we wish to scale the original antenna to a lower frequency f 2 (= f 1/K ), the new

antenna for f 2 must be made K times larger, as described in Section 6.2.3.

r ′ = Kr = KF(θ, φ) (6.38)

The new antenna is, by definition, similar to the original antenna. In addition, it can be
made congruent, if the antenna conductors are infinite. For congruence,

KF(θ, φ) = F(θ, φ + C) (6.39)

where C is the rotation angle around the z -axis.
To obtain the function F (θ , φ) that satisfies Eq. (6.39), first, we differentiate Eq. (6.39)

with respect to C , and then with respect to φ,

∂K

∂C
F(θ, φ) = ∂F (θ, φ + C)

∂C

= ∂F (θ, φ + C)

∂(φ + C)
(6.40)

K
∂F(θ, φ)

∂φ
= ∂F (θ, φ + C)

∂φ

= ∂F (θ, φ + C)

∂(φ + C)
(6.41)

From Eqs. (6.40) and (6.41), we have

∂K

∂C
F(θ, φ) = K

∂F(θ, φ)

∂φ
(6.42)

Using Eq. (6.37), Eq. (6.42) is written

1

K

∂K

∂C
= 1

r

∂r

∂φ
(6.43)
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or

a = 1

r

∂r

∂φ
(6.44)

where

a = 1

K

∂K

∂C
(6.45)

Equation (6.45) is independent of θ and φ.
A general solution to Eq. (6.44) is obtained as

r = F(θ, φ)

= eaφf (θ) (6.46)

where f (θ ) is an arbitrary function.
Note that the right-hand side of Eq. (6.46) is specified only in terms of angle parameters

θ and φ. It does not include the parameters for length and frequency. This fact implies
that the radiation pattern and input impedance remain unchanged irrespective of the
frequency; that is, the antenna is frequency independent.

6.3 ANALYSIS TECHNIQUES

The constant impedance of Eq. (6.24) is obtained under the assumption that the antenna
structure is of infinite extent. Note that the impedance changes when the infinite structure
is made finite (i.e., when the structure is truncated). The truncation of the infinite structure
also causes the radiation pattern and gain to deviate from those obtained for the infinite
structure.

Generally, it is difficult to analytically determine the effects of the finite structure
on the impedance, radiation pattern, and gain. However, this difficulty is overcome
using numerical methods. In this section, two analysis techniques, one based on the
method of moments (MoM) and one based on the finite-difference time-domain method
(FDTDM), are briefly summarized. The MoM is suitable for analyzing an arbitrar-
ily shaped finite-length wire antenna (Sections 6.4.3 and 6.5.3), where a free-space
Green’s function is used to obtain the current distribution, while the FDTDM is pow-
erful for analyzing a finite-size plate antenna with and without a conducting cavity
(Sections 6.4.1, 6.4.2, 6.4.4, 6.5.1, and 6.5.2) for which it is difficult to obtain a Green’s
function. Detailed information on these methods can be found in the literature [7–11].

6.3.1 Analysis Based on Method of Moments

Figure 6.6 shows a curved wire (from sS to sE) in free space, where the wire is assumed
to be perfectly conducting, and the wire radius ρ is very thin relative to the operating
wavelength λ. This thin wire assumption implies that the current flows only in the wire
axis direction (there is no circumferential component).

We denote the distance measured along the wire from the origin (that can arbitrarily
be chosen on the wire) to a point on the wire as s ′, and the current at this point as I (s ′).
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Figure 6.6 Arbitrarily shaped thin wire antenna.

If the current I (s ′) is a known function, the θ and φ components of the radiation field
Erad(r , θ , φ) generated from I (s ′) can be represented as

Eθ(r, θ, φ) = −jωμ0

4π

e−jk0r

r
θ̂ •

∫ sE

sS

ŝ′I (s ′)ejk0 r̂•r′ds ′ (6.47)

Eφ(r, θ, φ) = −jωμ0

4π

e−jk0r

r
φ̂ •

∫ sE

sS

ŝ′I (s ′)ejk0 r̂•r′ds ′ (6.48)

where (r , θ , φ) and (r̂, θ̂ , φ̂) are the spherical coordinates and their unit vectors, respec-
tively; j2 = −1; ω is the angular frequency (= 2π f , where f is the frequency); μ0 is the
permeability of free space; k 0 (k 2

0 = ω2μ0ε0, where ε0 is the permittivity of free space)
is the phase constant or wavenumber (k 0 = 2π /λ); ŝ′ is the unit vector tangential to the
wire axis at the source point; and the vector r′ is the position vector from the coordinate
origin to the source point.

The radiation field Erad(r, θ, φ) = Eθ(r, θ, φ)θ̂ + Eφ(r, θ, φ)φ̂, which is a form suit-
able for a linearly polarized antenna, can be transformed to a form suitable for a circularly
polarized (CP) antenna,

Erad(r, θ, φ) = ER(r, θ, φ)(θ̂ − j φ̂)+ EL(r, θ, φ)(θ̂ + j φ̂) (6.49)

where the first term represents a right-hand CP wave component and the second represents
a left-hand CP wave component. Using these two components, the axial ratio is given as
AR={|E R| + |E L|}/{‖E R |−|E L‖}.

The gain relative to a circularly polarized isotropic antenna (absolute gain) is defined
as Ga = ({|Eθ |2 + |Eφ|2)/2}r2/30Pin, where P in is the power observed at the antenna
input terminals (not at the starting point of the feed line, where the power source
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is connected). Using |E θ |2 + |Eφ |2 = 2(|E R|2 + |E L|2), the absolute gain is written
Ga = (|E R|2 + |E L|2) r2/30P in. Therefore the absolute gains relative to right-hand and
left-hand circularly polarized isotropic antennas can be written Ga(R) = |E R(r , θ , φ) |2
r2/30P in and Ga(L) = |E L (r , θ , φ) |2 r2/30P in, respectively.

For |E R|> |E L|, as the axial ratio AR decreases, Ga(R) increases and Ga(L) decreases,
according to Ga(R) = Ga/[1+{(AR−1)/(AR+ 1)}2] and Ga(L) = Ga/[1+{(AR+ 1)/
(AR− 1)}2]. Note that Ga(R) = Ga and Ga(L)= 0 when AR= 1 (i.e., the polarization
is perfectly circular with a right-hand sense).

The input impedance is given as Zin = Vin/I in, where V in is the voltage across the
antenna input terminals and I in is the current flowing at the antenna input terminals.
Generally, V in is a known function, and hence I in must be obtained to calculate the
input impedance.

As seen from the above, we must obtain the current distribution to calculate the antenna
characteristics, including the radiation pattern, axial ratio, gain, and input impedance.

For obtaining the current, we derive the electric field generated from the current and
use the boundary condition that the tangential component of the electric field on the
perfectly conducting wire surface is zero. The boundary condition for the antenna shown
in Figure 6.6 is expressed as the following integral equation:

1

j4πωε0

∫ sE

sS

I (s ′)
(
− ∂2

∂s ∂s ′
+ k2

0 ŝ • ŝ′
)

e−jk0ro,s (s,s
′)

ro,s(s, s ′)
ds ′ = −Ei

s(s) (6.50)

where Ei
s(s)is the tangential component of an incident electric field on the wire; s is the

distance measured along the wire from the origin to an observation point on the wire; ŝ
is the unit vector tangential to the wire axis at the observation point; and ro,s (s , s ′) is
the distance between the observation and source points. Note that the explanation of the
other notations is given after Eq. (6.48).

To obtain the current I (s ′) in Eq. (6.50), the MoM is employed with I (s ′)=� I n J n (s ′),
where J n (s ′) and I n (n = 1, 2, . . . , N ) are the expansion functions and unknown coeffi-
cients of the expansion functions , respectively. Then, Eq. (6.50) becomes

N∑
n=1

Inen(s) = −Ei
s(s) (6.51)

where

en(s) = 1

j4πωε0

∫ sE

sS

Jn(s
′)
(
− ∂2

∂s ∂s ′
+ k2

0 ŝ • ŝ′
)

e−jk0ro,s (s,s
′)

ro,s(s, s ′)
ds ′ (6.52)

Multiplying both sides of Eq. (6.52) by weighting functions W m (s) (m = 1, 2, . . . , N )
and integrating the multiplied results over the wire length from sS to sE, we have the
matrix equation

[Zmn][In] = [Vm] (6.53)
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where [Z mn ], [I n ], and [V m ] are called the impedance, current , and voltage matrices ,
respectively.

Zmn =
∫ sE

sS

en(s)Wm(s)ds (6.54)

Vm = −
∫ sE

sS

Ei
s(s)Wm(s)ds (6.55)

From Eq. (6.53), we have [I n ]= [Z mn ] −1[V m ]. This means that the unknown coefficients
of the expansion functions (I n ) can be found and hence the current I (s ′) in Eq. (6.50)
can be obtained. Note that the analysis of the wire antennas in Sections 6.4.3 and 6.5.3
adopts piecewise sinusoidal functions [9] for expansion functions J n(s

′) and weighting
functions W m (s).

6.3.2 Analysis Based on Finite-Difference Time-Domain Method

In Section 6.3.1, the current distributed along the antenna is used for calculating the
antenna characteristics. In this section, the FDTDM is used to obtain the electric and
magnetic fields within an analysis space that surrounds the antenna. These fields are in
turn used to calculate the antenna characteristics.

Figure 6.7a shows the analysis space, whose volume is expressed as X × Y × Z .
This analysis space is subdivided into numerous cells, each having a volume of
�x ×�y ×�z . For applying Maxwell’s equations to the analysis space, we assign the
field components (E x , E y , E z ) and (H x , H y , H z ) to each cell, as shown in Figure 6.7b,
where the Cartesian coordinates are expressed as (x , y , z )= (i�x , j�y , k�z ), with i , j ,
and k being integers. Note that absorbing conditions (ABC) [11] are used to terminate
the outer surface of this analysis space.

We express the time coordinate t as n �t with n being an integer, and denote a
function g(x , y , z , t)= g(i �x , j �y , k �z , n �t) as gn (i , j , k ). Then, the derivative of
g(x , y , z , t) with respect to x is expressed using a central finite difference as

∂gn(i, j, k)

∂x
≈ gn

(
i + 1

2 , j, k
)− gn

(
i − 1

2 , j, k
)

�x
(6.56)

Similarly, the derivatives of the electric and magnetic fields with respect to time t are
expressed as

∂E
∂t

∣∣∣t=(n−1/2)�t ≈ En − En−1

�t
(6.57)

∂H
∂t

∣∣∣t=n�t ≈ Hn+1/2 −Hn−1/2

�t
(6.58)

Using Eqs. (6.57) and (6.58), Maxwell’s curl E equation at time t = n �t and curl H
equation at t = (n− 1

2 )�t ,

∇ × E|t=n�t = −μ
∂H
∂t

∣∣∣∣
t=n�t

(6.59)

∇ × H|t=(n−1/2)�t = σE|t=(n−1/2)�t + ε
∂E
∂t

∣∣∣∣
t=(n−1/2)�t

(6.60)
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Figure 6.7 Analysis space: (a) subdivision into numerous cells, (b) assignment of field compo-
nents to a cell, and (c) equivalence theorem.

are transformed to

Hn+1/2 = Hn−1/2 − �t

μ
∇ × En (6.61)

En = 2ε − σ �t

2ε + σ �t
En−1 + 2�t

2ε + σ �t
∇ ×Hn−1/2 (6.62)

where ε, μ, and σ are the permittivity, permeability, and conductivity, respectively. Note
that σE in Eq. (6.60) is evaluated at t = (n− 1

2 )�t . This term is approximated by the
average of σEn and σEn−1 to obtain Eq. (6.62).
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Using Eq. (6.56), the finite-difference form for the x -component of Eq. (6.62) is
written

En
x

(
i + 1

2 , j, k
) = ex/0

(
i + 1

2 , j, k
)
En−1

x

(
i + 1

2 , j, k
)

+ ex/y
(
i + 1

2 , j, k
) [

Hn−1/2
z

(
i + 1

2 , j + 1
2 , k

)
− Hn−1/2

z

(
i + 1

2 , j − 1
2 , k

)]
− ex/z

(
i + 1

2 , j, k
) [

Hn−1/2
y

(
i + 1

2 , j, k + 1
2

)
− Hn−1/2

y

(
i + 1

2 , j, k − 1
2

)]
(6.63)

where

ex/0
(
i + 1

2 , j, k
) = 2ε

(
i + 1

2 , j, k
)− σ

(
i + 1

2 , j, k
)
�t

2ε
(
i + 1

2 , j, k
)+ σ

(
i + 1

2 , j, k
)
�t

(6.64)

ex/y
(
i + 1

2 , j, k
) = 2�t

2ε
(
i + 1

2 , j, k
)+ σ

(
i + 1

2 , j, k
)
�t

1

�y
(6.65)

ex/z
(
i + 1

2 , j, k
) = 2�t

2ε
(
i + 1

2 , j, k
)+ σ

(
i + 1

2 , j, k
)
�t

1

�z
(6.66)

The two other components of the electric field Enand the three components of the mag-
netic field Hn+1/2 are similarly formulated. The solutions to Maxwell’s equations, E and
H, are obtained by iterating Eqs. (6.61) and (6.62) with n = 1, 2, . . . . until these fields
become constant (converge). This method is called the finite-difference time-domain
method (FDTDM).

The current along the antenna conductor, I (t), can be calculated by integrating the
magnetic field obtained with the FDTDM around the antenna conductor (Ampere’s law).
Also, the voltage between two points, V (t), can be calculated by taking the prod-
uct of the electric field obtained with the FDTDM and the distance between the two
points. Based on these techniques, the input impedance Zin = Rin+ jX in is obtained
using F [V in(t)]/F [I in(t)], where F [V in(t)] and F [I in(t)] are the Fourier-transformed
antenna input voltage and current, respectively.

Based on the E and H obtained with the FDTDM, the radiation field is calculated
using the equivalence theorem [12]. The θ and φ components of the radiation field (in
the frequency domain) are given as

Eθ(ω) = −jk0

4π

e−jk0r

r
[Z0N(ω) • θ̂ + L(ω) • φ̂] (6.67)

Eφ(ω) = −jk0

4π

e−jk0r

r
[Z0N(ω) • φ̂ − L(ω) • θ̂ ] (6.68)

where Z 0 is the intrinsic impedance (120π �), k 0 is the wavenumber, and

N(ω) =
∫

closed surface
Js(ω, r′)ejk0 r̂•r′dS ′ (6.69)

L(ω) =
∫

closed surface
Ms(ω, r′)ejk0 r̂•r′dS ′ (6.70)
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Note that the Js (ω, r′) and Ms (ω, r′) are, respectively, the Fourier transforms of the
time-domain electric current density Js (t , r′) = n̂× H(t , r′) and magnetic current density
Ms (t , r′)=E(t , r′)× n̂, where r′ is the position vector from the coordinate origin to the
point located on the closed surface of the analysis space, and n̂ is the outward unit vector
normal to the closed surface (see Figure 6.7c).

Thus the input impedance and the radiation field are calculated, as described above.
The remaining characteristics to be calculated are the axial ratio and absolute gain. These
can be calculated using the same techniques described in Section 6.3.1.

6.4 SPIRAL ANTENNAS

This section presents two types of spiral antennas: a planar type (2D type) spiral antenna
and a conical type (3D type) spiral antenna. The former is called an equiangular spiral
antenna (Section 6.4.1) and the latter is called a conical equiangular spiral antenna
(Section 6.4.3). The radiation from an equiangular spiral antenna located in free space
is bidirectional. In Section 6.4.2, a technique for transforming a bidirectional beam to a
unidirectional beam is discussed. Topics related to the planar spiral antenna are presented
in Section 6.4.4.

The first practical equiangular and conical spiral antennas were constructed by J. D.
Dyson in 1958, implementing Rumsey’s transformation for a frequency-independent
antenna (see Section 6.2.5). The experimental results for these antennas are found in
Refs. 13–15.

6.4.1 Equiangular Spiral Antenna

We focus on Eq. (6.46) and let a derivative of f (θ ) with respect to angle θ be df/dθ =
r0e

−aφ0δ(θ − π /2). Then, r is

r = r0e
a(φ−φ0), if θ = π/2 (6.71)

r = 0, if θ �= π/2 (6.72)

where r0 and φ0 are arbitrary constants. Figure 6.8 illustrates the curve defined by
Eq. (6.71), where the angle made between the radial line and the tangent, �, is given as

� = tan−1(1/a) (6.73)

Since angle � is constant, the curve in Figure 6.8 is called an equiangular spiral .
A two-arm spiral with φ0 = 0 and π is shown in Figure 6.9a, and a four-arm spiral with

φ0 = 0, π/2, π , and 3π/2 is shown in Figure 6.9b. The winding angle φ of each spiral
must range from −∞ to +∞ for the antenna to be frequency independent. However, in
reality, the spiral arms cannot be made infinitely long (corresponding to φ=+∞). Also,
the spiral arms cannot start from the center point (corresponding to φ=−∞), because
space is required for the feed system.
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Figure 6.8 Equiangular spiral curve.
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Figure 6.9 Equiangular spirals: (a) two-arm spiral and (b) four-arm spiral.

Figure 6.10 shows a two-arm equiangular slot spiral cut in a conducting sheet (perfect
electric conductor—PEC). The sheet is finite and round with diameter D . The edges of
the slots are defined as

r1 = r0e
aφ1 , φ(Q1) ≤ φ1 ≤ φ(P1) (6.74)

r2 = r0e
a(φ2−δ), φ(Q2) = φ(Q1)+ δ ≤ φ2 ≤ φ(P2) (6.75)

r3 = r0e
a(φ3−π), φ(Q3) = φ(Q1)+ π ≤ φ3 ≤ φ(P3) = φ(P1)+ π (6.76)

r4 = r0e
a(φ4−δ−π), φ(Q4) = φ(Q2)+ π ≤ φ4 ≤ φ(P4) = φ(P2)+ π (6.77)

where the spherical coordinate φ at point Qi is denoted as φ(Qi ) (i = 1, 2, 3, 4), and φ

at point Pi is denoted as φ(Pi ) (i = 1, 2, 3, 4). Note that δ in this structure is chosen
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Figure 6.10 Equiangular slot spiral antenna: (a) slots cut in a conducting sheet, (b) magnified
view of the input region, and (c) staircase approximation.

to be π /2 (rad) and a segment of a circle of radius r = r0e
aφ(P1) ≡ r(P1) is used for

expressing edges P1P2 and P3P4(=P1P2).
We analyze this equiangular spiral antenna using the FDTDM, where a staircase

approximation is used for the antenna structure (see Figure 6.10c). The configuration
parameters are shown in Table 6.1.

Figure 6.11 shows the frequency response for the input impedance Z in (=Rin + jX in),
where three values of sheet diameter D are used: D = 140 mm= 2.8λ6 (case A), D =
120 mm= 2.4λ6 (case B), and D = 113.7 mm= 2.274λ6 (case C), where λ6 is the
free-space wavelength at 6 GHz. Note that the distance from the sheet edge to the
slot edge for case C is W PEC = 0. It is found that the input impedance is constant over a
broad frequency range for these three values of D . The input impedance is approximately



284 FREQUENCY-INDEPENDENT ANTENNAS: SPIRALS AND LOG-PERIODICS

TABLE 6.1 Configuration Parameters of an Equiangu-
lar Spiral Antenna

Symbol Value Unit

d start 1.0 mm
r0 1.5 mm
a 0.35 rad−1

δ 0.5π rad
φ(Q1) 0.25π rad
φ(P1) 3.306π rad
φ(P2) 3.806π rad
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Z
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l6 = 50 mm

A: D = 140 mm = 2.8 l6
B: D = 120 mm = 2.4 l6
C: D = 113.7 mm = 2.274 l6

A CB

D

Figure 6.11 Frequency response of the input impedance (calculated result). (Courtesy of
K. Kikkawa, Ref. 16.)

160 ohms, which is close to the theoretical value (60π ohms) for a self-complementary
antenna. The deviation from 60π ohms is attributed to the following facts: (1) the curved
sections of the theoretical structure are approximated using staircases; (2) the spacing
between the feed terminals in the present structure is finite, whereas the spacing in the
theoretical structure is infinitesimally small (delta-gap); (3) the spiral arms in the present
structure are of finite length, whereas the arms in the theoretical structure are of infinite
length; and (4) the conducting sheet in the present structure is finite, whereas the sheet
in the theoretical structure is of infinite extent.

Figure 6.12 shows the electric current density Js (amplitude |Js |) on the surface of
a conducting sheet for case A (sheet diameter D = 140 mm). It is revealed that, as
the frequency increases, the region where the current contributes most to the radiation
(active region) moves to the inner region. Conversely, as the frequency decreases, the
active region moves outward. This implies that the low end of the operating frequency
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Figure 6.12 Electric current density |Js | for D = 140 mm (calculated result): (a) 3 GHz,
(b) 6 GHz, (c) 9 GHz, (d) 12 GHz, and (e) 15 GHz [Ref. 16].
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Figure 6.13 Radiation patterns at 6 GHz (calculated result): (a) D = 140 mm, (b) D = 120 mm,
and (c) D = 113.7 mm [Ref. 16].

band depends on the outmost radius r(P1), and the high end depends on the structure of
the feed terminals.

The radiation from the spiral is bidirectional. Figure 6.13 shows the radiation patterns
for cases A, B, and C, where the radiation field is decomposed into two components: a
right-hand circularly polarized wave component E R and a left-hand circularly polarized
wave component E L. The main radiation in the positive z -direction is circularly polarized
with a right-hand sense, which corresponds to the rotational sense of the current flow.
Figure 6.14 shows the axial ratios in the z -direction for cases A, B, and C. Within an
analysis range of 3–15 GHz, the axial ratio is less than 3 dB for all three cases.

As can be seen in Figure 6.15 the gains (absolute gains) for cases A, B, and C
exhibit similar behavior (wave-like variation). As the frequency decreases, the variation
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Figure 6.14 Axial ratio as a function of frequency (calculated result.) [Ref. 16].
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Figure 6.15 Gain as a function of frequency (calculated result.) [Ref. 16].

increases. It is found that the gain for case A (sheet diameter D = 140 mm) is
approximately 5.0 dBi with a variation of ±2.0 dB, over a broad frequency range of
2–15 GHz.

6.4.2 Cavity-Backed Equiangular Spiral Antenna

As can be seen in Figure 6.13, the radiation from the spiral in Section 6.4.1 is bidirec-
tional. For unidirectional communications, the bidirectional beam must be transformed
into a unidirectional beam. This section deals with a technique for transforming this
bidirectional beam into a unidirectional beam using a cavity.
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Figure 6.16 Equiangular spiral backed by a cavity, designated as a spiral-cv : (a) exploded view
and (b) side view.

Figure 6.16 shows the spiral of case C (discussed in Section 6.4.1; see the inset of
Figure 6.11: D = 113. 7 mm and W PEC= 0) backed by a conducting cavity. This is
referred to as a spiral-cv throughout this section. The configuration parameters for the
arms in Figure 6.16 are shown in Table 6.1. Note that the cavity is specified by height H
and diameter D cav; these are fixed to be H = 7 mm and D cav = 120 mm in the following
analysis.

The wave radiated in the negative z -direction from the spiral arms is reflected at the
bottom of the cavity and radiates out of the cavity (free space), combining with the
wave radiated directly from the spiral arms toward free space. Thus the radiation from
the spiral-cv becomes unidirectional, as desired. However, the use of the cavity deteri-
orates the constant input impedance and axial ratio characteristics that are inherent to
the spiral. The dotted lines in Figures 6.17 and 6.18 clearly show the deterioration in
the input impedance and axial ratio, of the spiral-cv, respectively. This deterioration is
attributed to the fact that the E and H fields inside the cavity affect the current distri-
bution on the conducting arms; that is, the current flowing in the absence of a cavity is
disrupted.

To restore the constant input impedance and radiation characteristics, an absorbing
strip (ABS) is attached to the vertical wall of the cavity, as shown in Figure 6.19 where
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Figure 6.17 Input impedance (calculated result). Dotted line is for the spiral-cv and solid line is
for the spiral-abs. (Courtesy of K. Kikkawa, Ref. 16.)
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Figure 6.18 Axial ratio (calculated result). Dotted line is for the spiral-cv and solid line is for
the spiral-abs. (Courtesy of K. Kikkawa, Ref. 16.)
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Figure 6.19 Equiangular spiral antenna backed by a cavity with an absorbing strip. The antenna
is designated as a spiral-abs: (a) Exploded view and (b) side view.

the ABS is specified by thickness t , relative permittivity εr , and conductivity σ . This
antenna is designated as a spiral-abs to distinguish it from the spiral-cv.

The solid lines in Figures 6.17 and 6.18 show the input impedance and axial ratio of
the spiral-abs, respectively, where parameters t , εr , and σ are shown inside Figures 6.17
and 6.18. It can be seen that the input impedance and the axial ratio are restored to
constant values, compared with those of the spiral-cv.

Figure 6.20 shows the radiation patterns of the spiral-abs as a function of frequency.
The spiral-abs radiates a unidirectional beam with a low cross-polarization component
E L. It is found that the unidirectional beam is circularly polarized over a wide region
around the z -axis.

As can be seen in Figure 6.19, the cavity is not completely filled with absorbing
material. If we fill the cavity with absorbing material, the power radiated from the
conducting arms toward the cavity is absorbed. This causes a loss of 3 dB in the gain.
The present cavity is only partially filled with a strip absorber of thickness t , so it follows
that the loss in gain is small. Figure 6.21 shows the gain of the spiral-abs as a function
of frequency. A gain (absolute gain) of more than 5 dBi is obtained within a broad
frequency range of 3–16 GHz.
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The power input to the spiral-abs is not completely transformed into the power radiated
into free space. Some of the input power is absorbed in the absorbing strip, resulting in
a deterioration in the radiation efficiency ηrad, where ηrad is defined as the ratio of the
power radiated into free space (P rad) to the power input to the antenna terminals (P in).
Figure 6.22 shows the radiation efficiency as a function of frequency. The increasing
radiation efficiency with frequency is due to the fact that the active region moves to the
inner region of the spiral arms and is less affected by the absorbing strip.
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Figure 6.20 Radiation patterns of the spiral-abs as a function of frequency (calculated result):
(a) 6 GHz, (b) 9 GHz, (c) 12 GHz, (d) 15 GHz, and (e) 18 GHz [Ref. 16].
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Figure 6.21 Gain of the spiral-abs as a function of frequency (calculated result) [Ref. 16].

6.4.3 Conical Equiangular Spiral Antenna

Figure 6.23 shows a conical equiangular spiral antenna made of two wire arms, where
2θ0 is the cone angle. The arms are defined as

r1 = r0e
(a sin θ0)φ1 , φ(Q1) ≤ φ1 ≤ φ(P1) (6.78)

r2 = r0e
(a sin θ0)(φ2−π), φ(Q2) = φ(Q1)+ π ≤ φ2 ≤ φ(P2) = φ(P1)+ π (6.79)
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Figure 6.23 Conical equiangular spiral antenna.

where r0 and a are constants; φ (Q1) and φ (Q2) are the angles at the arm starting points
Q1 and Q2, respectively; and φ (P1) and φ (P2) are the angles at the arm end points P1

and P2, respectively. As in the planar equiangular spiral, the angle between the tangent
to the antenna arm and the mother line is

tanψ = 1/a (6.80)

The configuration parameters of the conical equiangular spiral to be analyzed here
are shown in Table 6.2, where 2ρ is the diameter of the antenna arm wire, d start and
d end, respectively, are the diameters of the top and bottom of the conical structure. The
analysis is performed using the MoM.

Figure 6.24 shows the current distributions at representative frequencies, where |I |
is the amplitude of the current I (I = I r + jI i ). It is found that the current attenuates
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TABLE 6.2 Configuration Parameters of a Conical
Equiangular Spiral Antenna

Symbol Value Unit

2θ0 30 degrees
a 0.364 rad−1

φ(Q1) 0 rad
φ(Q2) 3.14 rad
φ(P1) 27.93 rad
φ(P2) 31.07 rad
d start 1.5 mm
d end 20.9 mm
2ρ 0.125 mm
h 36.1 mm
r0 2.90 mm
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Figure 6.24 Current distributions of the conical equiangular spiral antenna (calculated result):
(a) 6 GHz, (b) 10 GHz, and (c) 16 GHz, (Courtesy of H. Osada and G. Tsutsumi [Ref. 17].)
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Figure 6.25 Input impedance of the conical equiangular spiral antenna (calculated result)
[Ref. 17].

smoothly from the feed point (o) to the arm ends. The smooth attenuation means that the
current reflected back to the feed point from the arm ends is small and does not disturb
the current at the feed point (the antenna input terminals). This leads to a constant
input impedance characteristic and a low cross-polarization characteristic, as observed in
Figures 6.25 and 6.26, respectively. Note that the input impedance at low frequencies
varies due to the fact that the arms are of finite length and the reflected current increases
as the frequency decreases. Also, in contrast to the radiation from the planar equiangular
spiral, the radiation from the conical equiangular spiral is unidirectional.

Figure 6.27 shows the axial ratio (AR) as a function of frequency. The deterioration of
the axial ratio observed at low frequencies is due to the reflected current, as mentioned
earlier. Figure 6.28 shows the frequency response of the gain relative to a circularly
polarized isotropic antenna. It is found that the variation in the gain is small over a broad
frequency range.

So far, the analysis has been focused on a conical equiangular spiral antenna whose
cone angle is 2θ0 = 30◦, as shown in Table 6.2. Further analysis reveals that, as the
cone angle is decreased from 30◦, the radiation in the negative z direction decreases, as
desired. For reference, Figure 6.29 shows the radiation patterns for 2θ0 = 20◦ and 10◦,
where the arm length for these two cases is the same as that for 2θ0 = 30◦. Note that
these radiation patterns are for 16 GHz.

The conical equiangular spiral arms in this section consist of conducting wires of
equal diameter. Figure 6.30 shows a modification of the conical spiral, where conducting
strip arms are used instead of wire arms. These two strip arms are fed from a coaxial
cable, where the inner conductor of the cable is bonded to one of the arms and the outer
conductor is bonded to the other arm. This structure, which does not require a balun
circuit for feeding the spiral, is found in the experimental work of Dyson [13, 14].

6.4.4 Related Topic: Archimedean Spiral Antennas

This section presents a spiral antenna whose arms are defined by the Archimedean
function, abbreviated as an ARSPL. Actually, the ARSPL can be a self-complementary
antenna [3, 35], because the spacing between neighboring antenna arms can be selected
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Figure 6.26 Radiation patterns of the conical equiangular spiral antenna (calculated result):
(a) 6 GHz, (b) 11 GHz, (c) 16 GHz, and (d) 20 GHz [Ref. 17].
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Figure 6.28 Gain of the conical equiangular spiral antenna (calculated result) [Ref. 17].

to be the same as the arm width. The radiation mechanism and antenna characteristics are
discussed in Ref. 18. Note that the Archimedean function is not the function of Eq. (6.46)
derived by Rumsey for a frequency-independent antenna (see Section 6.2.5).

Figure 6.31 shows a two-arm ARSPL antenna. The two arms are wound symmetrically
with respect to the center point (the feed point), where the radial distance from the center
point to a point on each arm is defined by the Archimedean function

r = aARφ, φst ≤ φ ≤ φend (6.81a)

r = aAR(φ − π), φst + π ≤ φ ≤ φend + π (6.81b)

where aAR is the spiral constant and φ is the winding angle.
The two arms, assumed to be infinitely long (winding angle φ=∞) and tightly wound

with a small spiral constant aAR, support currents that travel from the feed point toward
the arm ends. When the currents reach a region where the radial distance from the center
point is r ≈ λ/2π (λ is the operating wavelength), the currents on neighboring arms of
this region (called a ring region) are nearly in phase (see Figure 6.31b). As the currents
travel further and reach subsequent regions of r ≈ nλ/2π (n = 3, 5,. . .), in-phase currents
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Figure 6.29 Effects of the cone angle on the radiation pattern (calculated result): (a) 2θ0 = 20◦

and (b) 2θ0 = 10◦ [Ref. 17].

are again obtained at these ring regions. These in-phase currents play a role in forming
the radiation pattern.

The currents traveling toward the arm ends gradually decrease, due to radiation into
free space. Therefore the radiation from the currents in the first ring region (n = 1) is
the strongest among all the radiation from the in-phase currents [18]. In other words, the
first ring region is the major active region responsible for the radiation pattern. Note that
the first ring region has a circumference of approximately one wavelength, and hence
the currents traveling (rotating) on this ring region generate a circularly polarized wave
in the direction normal to the spiral plane (±z -directions).

As the frequency decreases, the n = 1 active region shifts outwardly in the spiral plane.
This means that, if the two arms of the ARSPL are of finite length (which is true in
reality), the performance at the low end of the operating frequency band depends on this
finite arm length. Conversely, as the frequency increases, the n = 1 active region shifts
inwardly. It follows that the performance at the high end of the operating frequency band
depends on the structure near the feed point.

The ARSPL radiates in the ±z -directions, that is, it radiates a bidirectional beam.
The bidirectional beam can be transformed into a unidirectional beam by using the same
technique discussed in Section 6.4.2. Figure 6.32 shows the technique using a conducting
cavity, where an absorbing strip (ABS) is attached to the vertical wall of the cavity
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Figure 6.31 Two-arm Archimedean spiral antenna: (a) top view and (b) active region (n = 1)

[19, 20]. This antenna is designated as the ARSPL-abs . Note that the case where the
ABS is removed from the cavity is designated as the ARSPL-cv .

The configuration parameters for the ARSPL-abs to be analyzed in this section are
shown in Table 6.3, where the spiral arm width w and the spacing between neigh-
boring spiral arms are selected to be the same, so that the structure of the ARSPL is
self-complementary.

Figure 6.33 shows the input impedance of the ARSPL-abs, together with that of the
ARSPL-cv. A comparison between the input impedances of these two ARSPLs reveals
that the ABS in the cavity contributes to making the variation in the input impedance
small (note the low frequency region), as observed in the equiangular spiral antenna of
Section 6.4.2. The other antenna characteristics of the ARSPL-abs, including the axial
ratio, radiation pattern, and gain, are shown in Figures 6.34–6.36, together with those of
the ARSPL-cv. These figures reveal that the ARSPL-abs acts as a circularly polarized
antenna over a broad frequency band, without large variation in the input impedance and
gain, as desired.

The above discussion focuses on an ARSPL composed of two arms. Figure 6.37
shows a modified ARSPL antenna. The ARSPL in Figure 6.37a is composed of a single
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Figure 6.32 Archimedean spiral antenna backed by a cavity: (a) exploded view, (b) top view,
and (c) side view.

TABLE 6.3 Configuration Parameters for an Archime-
dean Spiral Antenna Backed by a Cavity

Symbol Value Unit

aAR 1.273 mm/rad
φst 0.5π rad
φend 8.5π rad
Dcav 94 mm
H 7 mm
w 2 mm

arm, obtained by removing one arm from the two-arm ARSPL shown in Figure 6.31.
The single-arm antennas shown in Figures 6.37b–d, which have a small number of
spiral turns, are often called curl antennas , with the maximum radial distance from the
center point to the arm end set to be less than λ/π . Note that the ring-like structure in
Figure 6.37d is obtained by setting the spiral constant aAR to be extremely small. These
single-arm ARSPL antennas have the advantage that they are fed from a coaxial line
without a balun circuit (required for feeding two-arm spirals). Detailed investigations of
these single-arm ARSPLs are found in Refs. 22–24.

6.5 LOGPERIODICS

Two antennas with log-periodic shape are presented: a toothed log-periodic antenna
and a trapezoidal log-periodic antenna. In addition, a log-periodic dipole array antenna
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(a) (b)

(d)(c)

Figure 6.37 Modified Archimedean spiral antennas. The antennas shown in (b), (c), and (d) are
called curl antennas.

(a derivative of the log-periodic self-complementary antenna) is discussed. These antenna
structures are finite and hence the antenna characteristics are affected by their finite
structures. Note that the radiation from each of these antennas is linearly polarized.

6.5.1 Toothed Log-Periodic Antenna

Figure 6.38a shows a self-complementary antenna, whose two arms (of infinite length)
are point symmetric with respect to the coordinate origin [3, 35]. This antenna is called
a toothed log-periodic antenna (T-LPA). The antenna shown in Figure 6.38b is a trun-
cated version of this antenna. The truncation effects must be reduced to maintain the
self-complementary characteristics as much as possible. Note that the T-LPA design was
first proposed by DuHamel and Isbel and their experimental work is reported in Refs.
25 and 26.

Figure 6.39 shows notations for a T-LPA. The antenna is specified with expansion
parameter ξ , tooth-width parameter τ , inner angle �in, and outer angle �out, where

ξ = Rn+1

Rn

(6.82)

τ = rn

Rn

(6.83)

The configuration parameters to be used in this section are shown in Table 6.4, where the
maximum number of teeth and the sum of angles �in and �out are set to be N = 6 and
�in +�out = 90◦, respectively. The analysis is performed using the FDTDM, for which
the antenna structure is approximated using staircases. A detailed view of the staircase
approximation around the feed point is shown in Figure 6.39b.

Figure 6.40 shows the input impedance as a function of frequency. The resistive
component of the input impedance at each of frequencies f 1, f 2, f 3, and f 4, marked
by arrows, shows a local maximum and the period made by the logarithms of these
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Figure 6.38 A toothed log-periodic antenna: (a) arms of infinite length and (b) arms of finite
length.

frequencies (log f n+1 − log f n for n = 1, 2, 3) approximates log ξ (= 0.222). Note that
L5/2 is approximately 0.25 wavelength at 518 MHz, below which the input impedance
varies significantly due to the finite arm length.

Figure 6.41 shows the electric current density Js (amplitude |Js |) at the frequencies
marked in Figure 6.40 (f 1, f 2, f 3, and f 4). As the frequency increases, the active region
moves toward the feed point region. This behavior of the active region with frequency
is similar to that observed in the equiangular spiral antenna discussed in Section 6.4.1
and the conical equiangular spiral antenna discussed in Section 6.4.3.

The T-LPA radiates a bidirectional beam. Figure 6.42 shows the radiation pattern
as a function of frequency. The polarization is linear. The copolarization component
is generated from the currents flowing on the teeth in the azimuthal direction. The
cross-polarization component is due to the currents in the radial direction. From the
fact that the radiation has similar patterns over much of the analysis range, it is expected
that the variation in the gain of the T-LPA will be small. This is confirmed in Figure 6.43.
A gain of 5.3± 1.1 dBi is obtained over a frequency range of 0.6–3.0 GHz.
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Figure 6.39 Toothed log-periodic antenna: (a) top view and (b) staircase approximation around
the feed point.

TABLE 6.4 Configuration Parameters for a Toothed
Log-Periodic Antenna

Symbol Value Unit

�in 45 degrees
�out 45 degrees
1/ξ 0.6 —
τ = 1/

√
ξ 0.7746 —

R6 300 mm
R1 23.3 mm
L6 471.2 mm
d start 4 mm
N 6 —

As shown in Figure 6.42, the radiation is bidirectional. Figure 6.44 shows a technique
for obtaining a unidirectional beam (endfire beam), where arm B is folded toward arm A.
Figure 6.45 shows the radiation pattern when the angle between the two arms is θFLD =
π /2. It is found that the radiation is unidirectional in the direction of θ =π + θFLD/2.

6.5.2 Trapezoidal Log-Periodic Antenna

This section discusses T-LPAs (toothed log-periodic antennas) with modified structures.
Figure 6.46 shows one modified structure, where the curved teeth of the T-LPA are
transformed into linear teeth [26]. This antenna is designated as a trapezoidal log-periodic
antenna and abbreviated as a Trpz-LPA.
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Figure 6.41 Electric current density |Js | on the toothed log-periodic antenna (calculated result):
(a) 518 MHz, (b) 888 MHz, (c) 1455 MHz, and (d) 2403 MHz [Ref. 27].

The configuration parameters to be used in this section are summarized in Table 6.5.
For comparison, the outermost length LN for the Trpz-LPA to be used here is chosen to
be the same as that for the T-LPA whose configuration parameters are shown in Table 6.4.
The analysis is performed using the FDTDM, where a staircase approximation is used
for the antenna structure, as shown in Figure 6.46b.

Figures 6.47–6.50 show the antenna characteristics of the Trpz-LPA, including the
input impedance, radiation pattern, current distribution, and gain. The main findings



6.5 LOGPERIODICS 307

518 MHz

(a)

~
x

y
z

Eq

Ef

Eq
FDTD

EMS

Ef

−10

−20

−30
[dB]

0

x

z

y

z

(b)

888 MHz

x

z

y

z

1455 MHz

x

z

y

z

(c)

q q

q q

q q

(d)

2403 MHz

−10

−20

−30
[dB]

0

x

z z

y

q q

Figure 6.42 Radiation patterns of the toothed log-periodic antenna (calculated result):
(a) 518 MHz, (b) 888 MHz, (c) 1455 MHz, and (d) 2403 MHz [Ref. 27].
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TABLE 6.5 Configuration Parameters for a Trapezoidal
Log-Periodic Antenna

Symbol Value Unit

�in 45 degrees
�out 26.65 degrees
ξ 1/0.6 —
τ = 1/

√
ξ 0.7746 —

N 6 —
LN 471.2 mm
RN 300 mm
R1 23.32 mm
d start 4 mm

z = 1.6667
t = 0.7746
N = 6

6

6
5

5

~

0.2 0.6 1.0 1.4 1.8 2.2 2.6 3.0
−100

0

100

200

300

400

Frequency [GHz]

Z
in

 [
Ω

]

Rin

Xin

EMS

FDTD

Figure 6.47 Input impedance of the trapezoidal log-periodic antenna (calculated result). (Courtesy
of K. Morishita [Ref. 28].)

are as follows: (1) the Trpz-LPA has slightly larger variation in the input impedance
(observe the variation in the low frequency region) than the T-LPA; (2) the Trpz-LPA
has a slightly smaller gain than the T-LPA; (3) the Trpz-LPA has a cross-polarization
component, similar to that for the T-LPA; and (4) the behavior of the current distribution
for the Trpz-LPA as a function of frequency is similar to that of the T-LPA.

Figure 6.51 shows further modification of the T-LPA structure, where the two arms
(the upper and lower sections) of each structure are point symmetric with respect to
the arm center point (if not so, broad frequency characteristics are not obtained [3, 35,
36]). It can be said that the structures in Figure 6.51e,f are physically suitable for use at
low frequencies, where the antenna is large, because the antenna is light and the wind
resistance is small relative to the structure in Figure 6.51a. The antenna in Figure 6.51f
is discussed in the following section.
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6.5.3 Log-Periodic Dipole Array Antenna

A dipole is a radiation element that has a narrow input impedance characteristic. However,
if dipoles are arrayed as shown in Figure 6.52, this array has a relatively constant input
impedance over a broad frequency range. Note that this array, called a log-periodic dipole
array (LPDA), was first reported by D. Isbell in 1960 [29].
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Figure 6.48 Radiation patterns of the trapezoidal log-periodic antenna (calculated result):
(a) 254 MHz, (b) 494 MHz, (c) 812 MHz, (d) 1386 MHz, and (e) 2310 MHz [Ref. 28].
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The nth dipole of the LPDA composed of N dipoles is specified by location Rn ,
length �n , radius ρn , and feed spacing �n .

We define the neighboring dipoles by a constant K 1

Rn+1

Rn

= �n+1

�n
= ρn+1

ρn
= �n+1

�n

= K1, n = 1, 2, . . . , N − 1 (6.84)

In addition, we define the relative spacing by a constant K 2

(Rn+1 − Rn)/2�n+1 = K2, n = 1, 2, . . . , N − 1 (6.85)

The dipoles in the LPDA in Figure 6.52 are fed by crossed transmission lines [3, 35,
36]. However, for practicality (avoiding a complicated feed system), this feed system is
replaced with the transmission lines shown in Figure 6.53, where a coaxial line and a
solid conductor play the role of the crossed transmission lines. The inner conductor of
the coaxial line is connected to an upper solid conductor (whose diameter is the same
as that of the outer conductor of the coaxial line). Half of the dipoles are connected to
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Figure 6.49 Electric current density |Js | on the trapezoidal log-periodic antenna (calculated
result): (a) 254 MHz, (b) 494 MHz, (c) 812 MHz, (d) 1386 MHz, and (e) 2310 MHz
[Ref. 28].
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Figure 6.50 Gain of the trapezoidal log-periodic antenna (calculated result) [Ref. 28].

the solid conductor and the remaining half are connected to the outer conductor of the
coaxial line.

The LPDA in Figure 6.53 can be handled using the equivalent structure shown in
Figure 6.54. (This corresponds to the structure of Figure 6.51f, where arm A is folded onto
arm B around the feed point.) In this section, this equivalent structure is analyzed using
the MoM. The configuration parameters for the MoM analysis are shown in Table 6.6,
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Figure 6.51 Further modification of the toothed log-periodic antenna.
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Figure 6.52 Log-periodic dipole array.

where the dipole radii ρn (n = 1, 2, . . ., N ) are given a small constant value of ρ (which
does not satisfy Eq. (6.84)) and the feed spacing of each dipole �n is chosen to be the
same (zero) (which also does not satisfy Eq. 6.84)). Note that these unsatisfactory ρn
and �n do not remarkably deteriorate the antenna characteristics, as will be seen later.

The input terminals of the LPDA, where a voltage source is attached, are located near
the shortest dipole, as shown in Figure 6.54. Figure 6.55 shows the input impedance
of the LPDA as a function of frequency. It is emphasized that the input impedance is
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Figure 6.54 Equivalent structure for the structure shown in Figure 6.53: (a) perspective view,
(b) side view of the feed region, and (c) top view.

calculated taking into account all the mutual effects, namely, effects between the dipoles
and effects between the dipoles and the feed lines. It is found that there exists a broad
operating frequency band where the input impedance shows relatively small variation.
The low end of the operating frequency band depends on the longest dipole length, and
the high end depends on the shortest dipole length.
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TABLE 6.6 Configuration Parameters for the Equiva-
lent Structure

Symbol Value Unit

2θ0 21.85 degrees
2ρn = 2ρ 1.6 mm
�n 0 mm
sy 6 mm
K 1 1/0.95 —
N 16 —
�N 583 mm
RN 1511 mm
R1 700 mm
d start 4 mm
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Figure 6.55 Input impedance of the log-periodic dipole array (calculated result). (Courtesy of
H. Honma [Ref. 30].)

Figure 6.56 reveals the behavior of the current when the frequency is varied. The
ordinate shows the amplitude of the current |I | (where I = I r + jI i ) observed at the input
terminals of each dipole and the abscissa shows the element number. As the frequency is
increased, the active region (where large currents flow along some dipoles relative to the
currents along the remaining dipoles) moves to the left (negative z -direction). Note that
the dipoles in the active region are approximately one-half wavelength long, as Carrel
describes [31].

The LPDA has a unidirectional radiation beam, as is found in the case of the folded
toothed log-periodic antenna shown in Figure 6.45. Figure 6.57 shows the radiation pat-
tern when the frequency is varied. It is found that the radiation pattern remains relatively
unchanged within the region where the variation in the input impedance is small. This
makes the variation in the gain small, as shown by a solid line in Figure 6.58. The gain
shows 7.7± 1.5 dBi within the frequency range of 250–550 MHz.
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Figure 6.56 Normalized amplitude of the currents on the dipoles (calculated result): (a) 300 MHz,
(b) 350 MHz, and (c) 400 MHz [Ref. 30].

So far, the analysis has been performed holding the number of dipoles constant at
N = 16. To show the effect of changing the number of dipoles on the gain, three and
six dipoles are removed from the original structure (N = 16). The circles and crosses in
Figure 6.58 show the gains for N = 13 (dipoles 14 through 16 are removed) and N = 10
(dipoles 11 through 16 are removed), respectively. It is found that the removal of these
long dipoles affects the gain at low frequencies, while having almost no effect on the
gain at high frequencies.

The above LPDA is analyzed for a frequency range of 250–550 MHz (1:2.2). Note
that a design example for an LPDA antenna that operates from 54 to 216 MHz (1:4) is
given in Refs. 32 and 37. This design is summarized as follows. (1) Using Figure 11 of
Ref. 37, the scale factor τ (= 1/K 1) and relative spacing σ (=K 2) are determined for
a required gain. (2) From these τ and σ , the end angle 2θ0 is obtained as 2θ0 = 2 tan
−1[(1− τ )/4σ ]. (3) The active region bandwidth B ar is calculated using a semiempirical
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Figure 6.57 Radiation patterns of the log-periodic dipole array (calculated result): (a) 300 MHz,
(b) 350 MHz, and (c) 400 MHz [Ref. 30].

equation B ar = 1.1+ 7.7(1− τ )2cot θ0 and the bandwidth of the structure B s (designed
bandwidth) is calculated using Bs = BBar, where B is the required operating bandwidth
(B = 216 MHz/54 MHz). (4) The number of dipole elements is determined on the basis of
N = 1+ [ln (B s)/ln (K 1)]= 1+ [ln(B s)/ln (1/τ )]. (5)The longest dipole length is chosen
to be �N = λmax/2, where λmax is the wavelength at the lowest frequency. Then, �n /2ρn

(the same for all dipole elements) is calculated for a given dipole diameter 2ρn . (6)
An average characteristic impedance of the dipole elements, Z a, is approximated as
Z a = 120 [ln (�n/2ρn)− 2.25], which determines Z a/R0, where R0 is chosen to be the
input impedance value (of the feed line) we want, for example, R0 = 50 ohms. (7) Using
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Figure 16 of Ref. 37, which is a chart for (Z 0/R0) versus (Z a/R0) for σ ′ = σ/
√
τ , the

normalized characteristic impedance of the feed line Z 0/R0 is determined. (8) The spacing
of the feed line made of two rods, s , is calculated as s = d cosh (Z 0/120), where d is a
given rod diameter.

6.6 SUMMARY

A frequency-independent antenna loses its invariant antenna characteristics when mate-
rials, such as a conducting material, are placed near the antenna for a certain purpose.
Use of a cavity for transforming a bidirectional beam into a unidirectional beam is one
example where deterioration of the frequency-independent characteristics occurs. How-
ever, the deterioration in the antenna characteristics can be minimized by attaching an
absorbing strip to the vertical wall of the cavity, as shown in Section 6.4.2.

Recent study reveals that a reflector having an electromagnetic band gap (EBG) can
transform the bidirectional beam of a planar spiral antenna into a unidirectional beam
[33]. The EBG reflector differs from a conventional perfect electric conductor (PEC) in
that it acts as a perfect magnetic conductor (PMC), having a reflection coefficient of +1
at its surface [34]. By virtue of this reflection coefficient, the antenna height above the
surface of the EBG reflector can be made extremely small (e.g., 0.06 wavelength; See
Figure 6.59).

The PMC characteristic of the EBG reflector is only sustained over a small frequency
range. Therefore it cannot cover the broad operating frequency range of the planar spiral
antenna. However, the EBG reflector is still useful for realizing a unidirectional, nar-
rowband (10–16% frequency range) spiral antenna, because the antenna height can be
made extremely small with a radiation efficiency of nearly 100%. Recall that use of an
absorbing material decreases the radiation efficiency, as illustrated in Figure 6.22.

Finally, it is emphasized that an antenna must have a self-complementary structure in
order to have broadband characteristics—the log-periodic shape itself is not a necessary
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EBG reflector

Figure 6.59 Spiral antenna above an EBG reflector.

condition for realizing broadband characteristics [3, 35, 36] (refer to the comments on
Figure 6.51). This means that new advancement in broadband antenna technology should
be based on the self-complementary concept, and not simply on the use of the log-periodic
shape.
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CHAPTER 7

Leaky-Wave Antennas

DAVID R. JACKSON and ARTHUR A. OLINER

7.1 INTRODUCTION

Leaky-wave antennas are a class of antennas that use a traveling wave on a guiding
structure as the main radiating mechanism [1–4]. These antennas are capable of pro-
ducing narrow beams, with the beamwidth limited by the size of the structure. They are
often planar or nearly planar, with only a modest depth requirement. They possess the
advantage of simplicity, since no complicated feed network is required as, for example,
in a planar array antenna. Because of this simplicity, they are often attractive for higher
microwave and millimeter-wave frequencies. Most leaky-wave antennas have the inher-
ent property that the beam scans with frequency. For scanning applications this is an
important advantage, while for point-to-point communications this is usually a disadvan-
tage, since it limits the pattern bandwidth of the antenna (e.g., defined from the frequency
range over which the gain in a fixed observation direction is within 3 dB of that at the
optimum frequency). Because of this, the pattern bandwidth of the leaky-wave antenna
for fixed-point communications will usually decrease along with the beamwidth.

Leaky-wave antennas support a fast wave on the guiding structure, where the phase
constant β is less than the free-space wavenumber k 0. The leaky wave is therefore
fundamentally a radiating type of wave, which radiates or “leaks” power continuously
as it propagates on the guiding structure (and hence the name of the antenna). The
operation is therefore quite different from a slow-wave or surface-wave type of antenna,
where radiation mainly takes place at the end of the antenna [5]. Because of the leakage
of power, the propagation wavenumber k z = β−jα on the guiding structure is complex,
consisting of both a phase constant β and an attenuation constant α (even if the structure
is lossless).

Highly directive beams at some angle may be achieved with this type of antenna, with
a low sidelobe level (this usually requires a tapered aperture illumination in practical
situations, depending on the aperture efficiency that one is trying to obtain). As a general
rule, the phase constant of the leaky wave controls the beam angle, while the attenuation
constant controls the beamwidth. The aperture distribution may be tapered to control the
sidelobe level or the beam shape.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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7.2 HISTORY

The first known leaky-wave antenna was the slitted rectangular waveguide, introduced by
W. W. Hansen in 1940 [6]. The structure is shown in Figure 7.1. The area of leaky-wave
antennas did not see a lot of development until the 1950s, however. Starting in the 1950s
a variety of different types of leaky-wave antennas were introduced, and methods were
developed for their analysis. An excellent summary of these structures and methods may
be found in Ref. 4.

Most of the initial leaky-wave antennas were based on closed waveguides, where
the leakage was obtained by introducing long uniform slits into the waveguides to allow
them to radiate. However, these slits cut across the current lines in the closed waveguides,
producing a strong perturbation on the fields, so that it was difficult to produce leaky
waveguides with low leakage per unit length, and therefore narrow beams. One method
for overcoming this difficulty was proposed by Hines and Upson [7], in which the long
slit was replaced by a series of closely spaced holes, thereby avoiding cutting the current
lines. This structure was called a “holey waveguide,” and it permitted the antenna to
radiate much narrower beams. The structure is shown in Figure 7.2, when the waveguide
is air-filled and the holes are closely spaced, so that they act in a quasi-uniform manner.

Other novel structures were introduced by Rotman and colleagues. One of them was
the “sandwich wire antenna” [8], which conceptually was the earliest example of a
one-dimensional periodic leaky-wave antenna, but it was not practical. Another basic
novel approach was Rotman’s recognition that one can take an open guiding structure
that did not radiate due to its inherent symmetry, but then became leaky through the
introduction of some asymmetry in the design. He chose a symmetric trough waveguide
as the open waveguide that did not radiate and then added a simple form of asymmetry
to produce the radiation in a leaky-wave fashion. With different colleagues, he took
measurements of its behavior as a leaky-wave antenna and developed a successful simple
theory for its performance [9]. A description of the structure and a summary of the theory
are included in Ref. 4. The antenna was very successful, and it has been widely used in
various frequency ranges. This same basic principle was widely applied to various other
leaky-wave antenna structures decades later.

a

b

x

z

y

Figure 7.1 A leaky-wave antenna consisting of a rectangular waveguide with a long longitudinal
slot in the narrow wall of the waveguide. An infinite ground plane is shown surrounding the slot.
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Figure 7.2 A periodic leaky-wave antenna consisting of a rectangular waveguide that is filled
with a dielectric material and loaded with a periodic array of holes (apertures) in the narrow wall
of the waveguide. An infinite ground plane is shown surrounding the holes.

Much later, an investigation of one-dimensional (1D) arrays of 1D leaky-wave anten-
nas was performed by Oliner and co-workers, principally Lampariello, Shigesawa, and
Peng, starting in the 1980s, and this work is summarized in a comprehensive report [10].

Also introduced in the 1950s, by von Trentini [11], was the concept of a two-dimen-
sional leaky-wave antenna using a periodic partially reflective screen over a ground plane
in order to obtain directive pencil beams at broadside. This novel structure allowed for
directive beams to be obtained when a simple waveguide aperture feed was used as the
source. This pioneering work also laid the foundation for further work in the area of
two-dimensional (2D) leaky-wave antennas. However, it was not appreciated at the time
that this type of structure was actually a quasi-uniform leaky-wave antenna.

Investigations of a uniform 2D leaky-wave antenna consisting of a dielectric super-
strate layer over a substrate layer were conducted by Alexopoulos and Jackson in the
1980s [12, 13], although this structure was also not initially recognized as a leaky-wave
antenna. The analysis of this type of structure as a leaky-wave antenna was done by
Jackson and Oliner in the late 1980s and early 1990s [14, 15]. Later, 2D leaky-wave
antennas using periodic partially reflecting screens (as was used in the original von
Trentini antenna) were examined in more detail by Feresidis and Vardaxoglou [16]
using quasi-uniform partially reflective screens consisting of various elements includ-
ing metal dipoles and rectangular patches, circular patches, circular loops, square loops,
crossed dipoles, and their complements. An investigation of the radiation characteristics
of quasi-uniform 2D leaky-wave antennas using metal dipoles or slots was also discussed
in some detail in Refs. 17 and 18.

More recently, the interest that has developed in metamaterial structures has led to
an investigation of novel 2D structures for obtaining narrow-beam patterns at broad-
side. Unfortunately, much of this work has not recognized that the structures that were
introduced are in fact 2D leaky-wave antennas. Many of the narrow-beam radiation
effects were explained in terms of Fabry–Perot resonances or electromagnetic bandgaps.
These alternative points of view provide useful insights, although an explanation in terms
of leaky waves provides the most physically fundamental way to explain their opera-
tion. Research in this area is evolving, and some examples of metamaterial leaky-wave
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antennas are given later in this chapter. Also evolving is the development of novel
periodic 1D leaky-wave antennas that have a greatly reduced or even absent stopband at
broadside, allowing the antennas to scan continuously through broadside. (As discussed
later, the stopband feature is usually a serious limitation of 1D periodic leaky-wave anten-
nas.) Some of these antennas are based on metamaterial concepts (such as the “composite
right/left-handed antenna”) while others are not.

The various types of leaky-wave antennas that have been mentioned in this historical
overview are discussed in more detail in Section 7.3, while the fundamental properties
of these different types of leaky-wave antennas, and design formulas for them, are exam-
ined in greater detail in the remaining sections of this chapter. Because many specific
leaky-wave antennas are described in detail in Ref. 4, the emphasis in the present chapter
is on the fundamental properties of leaky waves and how these properties affect the basic
performance behavior of the different antenna types discussed here.

7.3 CLASSIFICATION OF LEAKY-WAVE ANTENNAS

Leaky-wave antennas can be divided into different categories, depending on the geom-
etry and the principle of operation. The first distinction that can be made is between
a one-dimensional (1D) leaky-wave antenna and a two-dimensional (2D) leaky-wave
antenna. Another classification is whether the structure is uniform , quasi-uniform , or
periodic. These different types of leaky-wave antennas are overviewed in the subsections
below, and then discussed in more detail in later sections.

7.3.1 One-Dimensional Uniform Leaky-Wave Antennas

In the terminology used here, a 1D leaky-wave antenna is one where the guiding structure
is basically one dimensional; that is, the structure supports a wave traveling in a fixed
direction. An example would be a rectangular waveguide that has a long slit to allow
power to leak continuously from the waveguide [19], as shown in Figure 7.1. This is also
an example of a uniform structure, since the geometry does not change in the longitudinal
(z ) direction. (The slot may be gradually tapered to allow control of the beam shape, but
for classification purposes, the antenna is still considered as a uniform one.) Reference
19 also presents practical solutions for several other uniform leaky-wave antennas based
on rectangular waveguide.

If an infinite ground plane is used to form a baffle as shown in Figure 7.1, and the slot
is narrow, the structure shown in Figure 7.1 is equivalent, by image theory, to an infinite
magnetic line current flowing in the z -direction in free space. For a leaky-wave antenna
of finite length, the line source will be of finite length. The corresponding radiation
pattern will then be a beam in the form of a cone, with the axis of the cone being the
z -axis. The radiation from this type of leaky-wave antenna is limited to the forward
quadrant (z > 0). As the angle of the cone from the z -axis approaches 90◦, we approach
a broadside beam, where the pattern is a narrow-beam donut type of pattern. For such a
uniform leaky-wave antenna fed at one end (and therefore supporting a wave propagating
in a single direction on the guiding structure) it is difficult to obtain a beam exactly at
broadside, since this corresponds to operation of the waveguide at cutoff. A broadside
beam may be achieved, however, by operating close to (but slightly above) cutoff and
feeding the antenna at both ends, or with a source in the middle of the structure, so



7.3 CLASSIFICATION OF LEAKY-WAVE ANTENNAS 329

a

x

z

y

Figure 7.3 The geometry of the leaky-wave antenna studied by Honey [20], consisting of a
closely spaced array of metal strips over a ground plane. The transverse width a of the structure
is large relative to a wavelength and is comparable to the length. The electric field is parallel to
the strips.

that two beams, each pointing close to but on opposite sides of broadside, are created.
Through proper design, these two beams may merge to form a single broadside beam.

A pencil (or spot) beam can be obtained by using a one-dimensional array of 1D
leaky-wave antennas [4, 10] (e.g., a 1D array of slitted waveguides). This creates a
two-dimensional radiating aperture that produces a pencil beam, with the pointing direc-
tion determined by the beam angle of the individual leaky-wave antennas and the phasing
between adjacent leaky-wave antennas [4, 10]. Therefore the beam angle may be con-
trolled in the elevation plane (x -z plane) by frequency, and in the azimuth plane (x -y
plane) by changing the phase shift between adjacent waveguides.

Another variation of the 1D leaky-wave antenna is a structure where the propaga-
tion is in one direction, but the width of the antenna (perpendicular to the direction of
propagation) is large, so that a two-dimensional radiating aperture is created. Such a
structure was examined by Honey [20] using a wire grating structure to form a wide
leaky parallel-plate waveguide. Such a structure is illustrated in Figure 7.3, where the
electric field is in the y-direction. This structure may produce a fan beam or a pencil
beam (depending on the width of the structure), but the beam is scannable only in one
plane, and the beam scan is limited to the forward quadrant (unless the structure is fed
from both ends).

7.3.2 One-Dimensional Periodic Leaky-Wave Antennas

A 1D periodic leaky-wave antenna structure is one that consists of a uniform structure that
supports a slow (nonradiating) wave with β > k 0, which has been periodically modulated
in some fashion in the longitudinal (z ) direction. An example would be the structure
shown in Figure 7.2, consisting of a rectangular waveguide that is filled with a dielectric
material so that the fundamental waveguide mode is a slow wave in the frequency range
of operation, and which then has a periodic set of small holes or slots introduced into
the narrow wall of the waveguide. Since a slow wave radiates only at discontinuities, the
periodic modulations (discontinuities) allow the wave to radiate continuously along the
length of the structure. From another point of view, the periodic modulation creates a
guided wave that consists of an infinite number of space harmonics (Floquet waves)
[2, 3]. The nth Floquet wave has a wavenumber given by k zn = k z 0+ 2πn/p, where
p is the period and k z 0= β −jα is the wavenumber of the fundamental Floquet wave.
Although the main (n = 0) space harmonic is a slow wave, one of the space harmonics
(usually n =−1) is designed to be a fast wave, so that −k 0 <β−1 < k 0, and hence this
space harmonic is a radiating wave.
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Figure 7.4 An illustration of the type of beams that can be produced by a 1D periodic leaky-wave
antenna, showing a beam that scans from the backward region to broadside and then to the forward
region.

An advantage of a periodic leaky-wave antenna is that the beam can point in either
the backward or the forward direction, corresponding to β−1 < 0 or β−1 > 0, respec-
tively. Furthermore, the beam will scan with frequency, so that a beam that scans from
the backward quadrant to the forward quadrant as the frequency increases can easily be
obtained. The beam will then be in the form of a conical beam that opens along the
negative z -axis at an angle θ0 that increases with frequency, approaching a donut-shaped
pattern at broadside. As the frequency continues to increase past the broadside point
the beam becomes a conical beam that now opens about the positive z -axis, with an
angle θ0 that decreases with increasing frequency. This scan behavior is illustrated
in Figure 7.4. It is often difficult to obtain a good beam exactly at broadside, how-
ever, since this corresponds to an “open stopband” point for the periodic structure [2,
3]. At the stopband point, the periodic traveling-wave antenna turns into a standing-
wave antenna, where the attenuation constant drops to zero. At this point the input match
to the antenna will typically become quite poor, and the beamwidth of the antenna will
change dramatically. (If the structure were infinitely long, there would be a perfect mis-
match at the input, and the beamwidth would drop to zero.) Further details about the
stopband, and how it may be overcome through the use of novel designs, are discussed
in more detail later.

If operation only at broadside is required, then a standing-wave antenna design may
be used, where the end of the waveguiding structure is terminated with a reactive load
such as a short circuit instead of an absorbing load. In this case the standing wave will
ensure that all of the radiating elements are fed in phase if they are spaced one guide
wavelength apart. Many waveguide-fed slot arrays are based on this type of principle,
where radiating slot elements are spaced one-half of a guide wavelength apart along the
waveguide and arranged in an alternating fashion about the centerline of the waveguide,
in order to obtain in-phase excitation [21]. The reader is referred to Ref. 21 to obtain
further details about waveguide-fed slot arrays. These types of antennas are well suited
for broadside operation but not for frequency-controlled beam scanning.



7.3 CLASSIFICATION OF LEAKY-WAVE ANTENNAS 331

As with the 1D uniform leaky-wave antenna, the 1D periodic leaky-wave antenna
may be used as an element of an array in order to obtain pencil beams. The pencil beams
may be scanned over all quadrants of the hemispherical space, except that care must be
taken when scanning near broadside, as mentioned earlier.

7.3.3 One-Dimensional Quasi-Uniform Leaky-Wave Antennas

This type of antenna is similar to the 1D uniform leaky-wave antenna, except that a
periodic structure is used in the geometry of the waveguiding structure. However, unlike
the 1D periodic leaky-wave antenna, the fundamental waveguide mode is still a fast
wave, and radiation occurs via the fundamental waveguide mode, and not one of the
space harmonics. An example would be the “holey waveguide” antenna introduced in
Ref. 7, which is the structure shown in Figure 7.2 when the waveguide is air filled. The
fundamental TE10 mode is therefore a fast wave. Although there would still be an infinite
set of space harmonics, the period would now be chosen small enough so that only the
fundamental (n = 0) space harmonic, corresponding to the fundamental waveguide mode
(which is perturbed by the holes), would be a fast wave and would therefore radiate.
For modeling purposes, then, the wall of the waveguide containing the holes could be
replaced with an equivalent uniform surface impedance, resulting in a perfectly uniform
structure. Another example of a quasi-uniform structure is the array of closely-spaced
metal strips introduced by Honey [20] that is shown in Figure 7.3.

7.3.4 Two-Dimensional Leaky-Wave Antennas

A 2D leaky-wave antenna is one where the guiding structure itself has a two-dimensional
surface and the leaky wave is a cylindrical leaky wave that propagates outward in the
radial direction from the source or feed. This type of leaky-wave antenna is capable of
producing a pencil beam at broadside, or a conical beam with the cone axis perpendicular
to the aperture plane, as illustrated in Figures 7.5a and b. One example is a two-layer
substrate/superstrate structure consisting of a substrate layer with a high permittivity
superstrate layer on top, as shown in Figure 7.6, where a simple horizontal electric dipole
source is also shown (a further discussion of this type of antenna is given later). A 2D
leaky-wave antenna provides a simple means to obtain a directive beam at broadside
using only a simple source. The pattern bandwidth of the beam will be limited, however,
since the beam will evolve into a conical beam as the frequency increases, resulting in
a loss of gain in the broadside direction.

Beam Beam

Source Source

(a) (b)

Figure 7.5 An illustration of the type of beams that can be produced by a 2D leaky-wave antenna:
(a) a pencil beam at broadside and (b) a conical beam at an angle θ0.
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Figure 7.6 The substrate/superstrate structure, shown excited by a horizontal electric dipole at
height z 0 above the ground plane.

For most 2D leaky-wave antennas the guiding structure is either uniform or quasi-
uniform, and the radially propagating mode is a fast wave. Therefore the discussion in this
chapter is limited to these types of 2D leaky-wave antennas, which are essentially leaky
parallel-plate waveguiding structures, where the top plate of the parallel-plate waveguide
has been replaced with a partially reflecting surface of some sort, which allows leakage
to occur. Such structures are discussed in more detail later in this chapter.

7.4 PHYSICS OF LEAKY WAVES

7.4.1 Field Behavior of Leaky Waves

As mentioned previously, a leaky-wave antenna supports a fast wave with |β| < k0. To
illustrate some of the important radiation features of a leaky wave, consider the simple
case of an aperture as shown in Figure 7.7, which has an electric field Ey (x, z) on the
aperture (x = 0) that has the form of a leaky wave,

Ey (0, z) = Ae−jkzz (7.1)

where the complex wavenumber of the leaky wave is given by

kz = β − jα (7.2)

where β is the phase constant and α is the attenuation constant, and A is a constant.
(The guiding structure that is used to support such a wave may take a variety of forms,
including, for example, the layered structure shown in Figure 7.6.) In a leaky-wave
antenna the attenuation constant corresponds to a loss due to the leakage of power along
the structure as the wave propagates. (If the structure supporting the leaky wave has

z

x

Ey

Figure 7.7 An infinite aperture that is used in the discussion of radiation from a leaky wave. The
aperture is at x = 0.
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conductor and/or dielectric loss, then the attenuation constant accounts for these losses
as well.) The field in the air region above the aperture (x > 0) is given by

Ey (x, z) = Ae−jkzze−jkxx (7.3)

where the vertical wavenumber is

kx =
(
k2

0 − (kz)
2)1/2

(7.4)

with k 0 being the wavenumber of free space. Denoting k x = βx − jαx , we have, after
squaring both sides of Eq. (7.4) and equating the imaginary parts, that

βα = −βxαx (7.5)

If we assume that the wave is a forward wave with β > 0 and α > 0, and is propagating
vertically away from the structure, then from Eq. (7.5) it immediately follows that αx < 0.
This means that the wave in the air region must be exponentially increasing . Interestingly,
any forward wave that decays in the longitudinal (z ) direction due to leakage loss must
increase exponentially in the surrounding air region. The leaky wave is often described
as being “improper” or “nonspectral,” meaning exponentially increasing in the air region.

At first glance this behavior might seem rather unnatural and nonphysical. It might
even be thought that a leaky wave is a nonphysical type of wave because of this behavior,
since it violates the radiation condition at infinity in the transverse direction. However,
this behavior makes sense from a physical point of view and can be explained by a
simple ray diagram [19, 22, 23]. Figure 7.8a shows rays that indicate the direction of
power flow in the air region, which for an inhomogeneous plane-wave field (the type of

x

x
bpower flow:

region of exponential growth

bpower flow:

region of exponential decay

(b)

kz = b − ja

(a)

kz = b − ja

z

leaky mode

z
leaky mode 

Figure 7.8 Ray pictures that are used in the physical interpretation of a leaky-wave field: (a) ray
picture for a forward leaky wave and (b) ray picture for a backward leaky wave.
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field that describes the field of the leaky wave in the air region) is in the direction of the
phase vector that is the real part of the complex wavenumber vector,

β = x̂βx + ẑβz = Re (k) = Re (x̂kx + ẑkz) (7.6)

where βz = β. The phase vector makes an angle θ0 with respect to the z -axis, defined
by

tan θ0 = βx

βz

(7.7)

If the attenuation constant α is small, the angle θ0 is given to a good approximation by

cos θ0 = β

k0
(7.8)

Equation (7.8) is very useful for determining the beam angle of most practical leaky-wave
antennas. The separation between the rays in Figure 7.8a indicates the strength of the
field (a closer separation denotes a stronger field level), with the field being stronger
for the rays that emanate closer to the source. If an observer moves vertically away from
the aperture along a vertical line (e.g., the dashed line shown in the figure), it is seen that
the field level increases. This simple ray picture is thus consistent with the conclusion
drawn from Eq. (7.5).

In Figure 7.8b a ray picture is provided for the case where the leaky wave is a
“backward wave,” meaning that the phase and group velocities are in opposite directions.
It is assumed here that the group velocity (which is usually the direction of power flow)
is in the positive z -direction, while the phase velocity is in the negative z -direction,
and therefore β < 0. The wave field is still assumed to be an outgoing field (carrying
power away from the aperture) and therefore βx > 0. Note that from Eq. (7.5) we then
have that αx > 0. The fields of the leaky wave are therefore “proper,” meaning that they
decay exponentially in the vertical direction away from the aperture. This conclusion is
consistent with the ray picture shown in Figure 7.8b for this type of wave.

Therefore, for the field behavior of a leaky wave, the conclusion is that the wave is
improper if the wave is a forward wave, and proper if it is a backward wave. A uniform
leaky-wave antenna normally only supports a forward type of wave, while a periodic
leaky-wave antenna can support either type. For example, consider a periodic leaky-wave
antenna supporting a mode that is carrying power in the positive z -direction, and assume
that radiation is occurring from the n =− 1 space harmonic. If this space harmonic is
radiating into the backward quadrant (z < 0), the field of the −1 space harmonic will be
proper. If the frequency is increased so that the beam now scans into the forward quadrant
(z > 0) the field of this space harmonic will become improper. These field considerations
can be important when analyzing leaky-wave antennas, in order to make sure that the
field behavior is that which is expected on physical grounds, so that the leaky mode is
a physical one.

The previous discussion has assumed an infinite leaky wave propagating from z =−∞
to z =∞. In a practical leaky-wave antenna, the leaky wave will never exist over this
entire range, since it will be excited, or launched, by a feed or source at some point on
the structure. For example, consider a leaky wave that is launched by a source at z = 0.
Assuming that the wave is launched equally in both directions, the field on the aperture
would then have the form

Ey (0, z) = Ae−jkz|z| (7.9)
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Figure 7.9 Ray picture for a leaky wave that is excited by a line source at z = 0.

In this case the wave decays exponentially in both directions, z =±∞. Assuming that
the wave is a forward wave, the ray picture for this case is shown in Figure 7.9. The
picture is symmetric about the vertical x -axis, so for simplicity the following discussion
is limited to the region z > 0. Note that there now exists a leakage “shadow boundary”
at the angle θ = θ0 from the z -axis. Within a wedge-shaped region defined by θ < θ0

the field is similar to that of the infinite leaky wave shown in Figure 7.8a. Within the
shadow region defined by θ0 <θ <π /2 the field is very weak. (The simple approximate
ray picture predicts a zero field in this region, but in actuality there will be some field in
the shadow region.) The simple ray model predicts that, as an observer moves vertically
away from the aperture, the field level will increase exponentially up to the leakage
shadow boundary and will then decrease very quickly above this boundary. Therefore
the field from this bidirectional leaky wave will not increase indefinitely in the vertical
direction and will not violate the radiation condition at infinity.

The exact field Ey (x, z) due to the aperture field given in Eq. (7.9) may be calculated
by using a simple Fourier transform approach. The result is

Ey (x, z) = 1

2π

∫ ∞

−∞
Ẽy

(
0, k′z

)
e−jk′xxe−jk′zzdk′z (7.10)

where the Fourier transform of the aperture field is

Ẽy

(
0, k′z

) = A

[
2jkz(

k′2z − (kz)
2)
]

(7.11)

and the vertical wavenumber is given by

k′x =
(
k2

0 − k′2z
)1/2

(7.12)

Note that in Eq. (7.12) the vertical wavenumber is chosen as a positive real number or
a negative imaginary number, in order to satisfy the radiation condition at infinity.

Figure 7.10 shows a plot of the field level for a typical leaky wave having a wavenum-
ber corresponding to β/k0 =

√
3/2 and α/k 0= 0.02. This corresponds to a leakage angle

of θ0 = 30◦ according to Eq. (7.8). It is seen that the field level does increase vertically up
to the angle predicted (30◦) and decreases vertically above this boundary. The exact field
changes smoothly across the leakage shadow boundary, as it must. However, the smaller
the value of the attenuation constant, the more closely the exact field will resemble that
predicted by the simple ray model shown in Figure 7.9.
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Figure 7.10 A contour plot of the magnitude of the electric field produced by a leaky wave on
an aperture. The leaky wave has the parameters β/k0 =

√
3/2, α/k0 = 0.02.
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Figure 7.11 The same type of plot as in Figure 7.10, but for a slow wave that has β/k0 = 3/2
and α/k0 = 0.02.

As an interesting contrast, Figure 7.11 shows the same type of result as in Figure 7.10,
but for a slow wave, having β/k 0= 3/2 and α/k 0= 0.02. Equation (7.8) predicts that
there will be no leakage angle in visible space (a real angle θ0). The consequence
of this is that the field does not exhibit any noticeable leakage at a particular angle;
instead, the field is a rather diffuse near field that decays rapidly away from the origin.
Because this wave field is a slow wave, radiation occurs only at discontinuities. (If the
aperture field were an infinite one without discontinuities, as given by Eq. (7.1), the field
above the aperture would correspond to a surface-wave type of field that would decay
exponentially vertically, and there would be no radiation.) The only discontinuity here is
that corresponding to the source, located at z = 0, and hence the radiation field is seen
to emanate from the source.



7.4 PHYSICS OF LEAKY WAVES 337

A slow wave may correspond to a surface-wave type of mode (which only radiates
at discontinuities) or a leaky wave that is slow, so that |β|> k0. It is certainly possible
to find leaky modes that exist on various structures, where the wavenumber is complex
but the wave is slow. Such leaky modes are generally regarded as “nonphysical.”

7.4.2 Mathematical Description of the Physical Significance of
Leaky Waves

The previous section illustrated the basic field behavior of a leaky wave and qualitatively
discussed the issue of the physical significance of leaky waves, by using simple ray
pictures. Based on this, it was postulated that leaky waves may be physically significant
if they are fast waves, while they are not likely to be physically significant if they are
slow waves (waves that do not radiate except at discontinuities). From a practical point
of view, a leaky wave may be regarded as being physically significant if it is possible to
measure fields in a region of space (e.g., the wedge-shaped region shown in Figure 7.9)
that closely resemble the fields of the leaky mode, when a guiding structure is excited by a
finite source. This point of view also allows for the development of a mathematical theory
to explain the physical significance of leaky waves, by analyzing a guiding structure that
is excited by a finite source. This is perhaps the most sophisticated means to examine the
physical significance of leaky waves. This type of mathematical development is presented
in this section, where it is assumed that the reader has some familiarity with the theory
of sources near layered media and the steepest-descent method of asymptotic evaluation.
The reader is referred to references such as Ref. 24 for a discussion of these topics.

To obtain further insight into the issue of physical versus nonphysical leaky modes,
it is illustrative to consider the simple case of a layered structure consisting of one or
more lossless dielectric layers over a ground plane. As discussed later, such structures,
when designed properly, can make very effective leaky-wave antennas (Figure 7.6 shows
one such example). The leaky modes that exist on such a structure evolve from the
well-known surface-wave modes that exist on the structure, as the frequency is lowered.
The behavior of a typical mode as the frequency changes, illustrated in Figure 7.12, is
described next. It is assumed that we are discussing a surface-wave mode that has a
nonzero cutoff frequency, which evolves into a complex leaky mode at a sufficiently low
frequency. This means any mode other than the fundamental TM0 surface-wave mode
(which has a zero cutoff frequency) and the TE1 surface-wave mode (which remains
an improper real surface-wave mode below its cutoff frequency, and therefore never
becomes a complex leaky mode).

Above the cutoff frequency of the surface-wave mode, the mode is a slow wave, so
that β > k 0. The field of the mode is decaying exponentially away from the structure in
the vertical direction in the air region, with a typical dispersion behavior that is illustrated
by the solid line in Figure 7.12a. As the frequency is lowered, the normalized wavenum-
ber β/k 0 decreases, and at the cutoff frequency f c of the surface-wave mode shown
in Figure 7.12a, β/k 0= 1. As the frequency is lowered below the cutoff frequency, the
surface-wave mode becomes an “improper real” surface-wave mode, where the wavenum-
ber is real (no attenuation constant) and the wave is slow, with β > k 0. In this frequency
region the wavenumber of the mode is denoted with a dashed line in Figure 7.12a. As
the frequency is lowered further below cutoff, the value of the phase constant continues
to increase. At a sufficiently low frequency, a “splitting-point” frequency f s is encoun-
tered, where the improper real surface-wave mode merges with another improper real
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Figure 7.12 (a) An illustration of typical behavior for the normalized phase constant β/k0 versus
frequency for a guided mode on a grounded lossless dielectric slab. Above the cutoff frequency f c ,
the mode is a proper nonradiating surface-wave mode. Below the cutoff frequency but above the
splitting-point frequency f s , the mode is a nonphysical improper surface-wave mode with a real
wavenumber. Below the splitting-point frequency, the mode is a complex improper leaky-wave
mode. The leaky-wave mode becomes physical below the frequency f p , where it enters the
fast-wave region, and it remains physical below this frequency until the mode becomes a slow
wave at the frequency f l . (b) An illustration of typical behavior for the normalized attenuation
constant α/k0 versus frequency for the guided mode.

surface-wave mode (shown by the upper dashed curve) that is never physical, and which
does not evolve from a proper surface-wave solution. The two wavenumbers split apart
into two complex wavenumbers as the frequency is then further lowered. The first of these
two wavenumbers has the form k z = β− jα, where the phase and attenuation constants
are both positive, and the second one has a wavenumber that is the complex conjugate of
the first one. The phase constants for these two modes are the same, and the wavenumber
is denoted with a dotted–dashed line in Figure 7.12a. The second complex solution is
always regarded as being nonphysical, since this wavenumber corresponds to a mode that
grows exponentially in the direction of propagation z . If we track the first wavenumber
as the frequency is further lowered, the phase constant will typically continue to decrease
until we reach the frequency f p , where β = k 0. A further lowering of the frequency will
then result in β < k 0. The leaky mode is then said to have entered into the “physical”
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region (more will be said about this later). Below a still lower frequency fl the leaky
mode again becomes a nonphysical slow wave. Within the physical region between fp
and fl the total attenuation consists partly of power leakage of the type described in
Figure 7.8a, and partly of below-cutoff field behavior. The power leakage occurs pri-
marily in the portion nearest to fp, for which β/k0 decreases as frequency decreases
(and α/k0 increases), and the below-cutoff behavior occurs nearer to fl , for which β/k0

increases as frequency decreases further (and α/k0 is found to increase strongly). A
sketch of the normalized attenuation constant is shown in Fig. 7.12b. The attenuation
constant is zero for frequencies above the splitting-point frequency fs . The normalized
attenuation constant typically increases as the frequency is lowered, and becomes large
rather quickly for frequencies below the quasi-cutoff frequency where β = α.

The behavior of the wavenumber in the complex plane for frequencies below the
splitting-point frequency is illustrated in Figure 7.13, which shows the trajectory of the
wavenumber for a typical mode in the complex k z plane once the mode has become leaky
(below the splitting-point frequency). Also shown is the usual Sommerfeld (hyperbolic)
branch cut for the wavenumber kx =

(
k2

0 − k2
z

)1/2
that emanates from the branch point

at k z = k 0. (There is also a symmetrically located branch cut from the branch point at
k z =−k 0, but this is not shown.) The surface-wave mode starts on the real axis on
the top (proper) sheet of the two-sheeted Riemann surface for the wavenumber k x . At
cutoff the wavenumber k z moves to the branch point at k z = k 0 and then below cutoff
it emerges from the branch point and moves upward along the real axis, on the bottom
(improper) sheet. At the splitting point the improper real surface-wave mode merges with
another one that is moving down along the real axis. The two solutions then become
complex and leave the real axis in opposite vertical directions at the splitting point (the
nonphysical growing mode, which departs vertically upward from the real axis, is not
shown in Figure 7.13). As the frequency is lowered further the leaky mode crosses the
vertical line Re (kz) = k0 and enters into the physical region.

The frequency region between the cutoff frequency of the surface-wave mode (on the
high end) and the frequency for which the leaky mode has β = k 0 (on the low end) is
referred to as the “spectral-gap region” [25], a term coined by Oliner. This is the part

Im kz
k0

LW

physical nonphysical

Re kz

branch cut

C

Figure 7.13 A sketch showing the trajectory of a typical leaky-mode pole in the complex
wavenumber (kz ) plane below the splitting-point frequency. Also shown is the path of integration
C and the branch cut from the branch point at kz = k0. The physical fast-wave region and the
nonphysical slow-wave region are also labeled.
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of the frequency spectrum for which the mode is nonphysical. Above the spectral-gap
region the mode is a physical surface-wave mode, which carries power but does not
radiate. Below the spectral-gap region the mode is a physical radiating leaky mode with
β < k 0, and the attenuation constant mainly corresponds to leakage loss (assuming a
lossless structure), for frequencies such that β > α. As the frequency is lowered, the
trajectory of the curve in the physical region typically bends down and the mode goes
through a quasi-cutoff at roughly the frequency where β = α. At this frequency the
wavenumber is located on a diagonal line tilting 45◦ down from the real kz axis. As the
frequency is lowered still further the curve continues to move downward as shown in
Figure 7.13, and the attenuation constant continues to increase so that α > β, but the
attenuation in this region mainly corresponds to reactive attenuation instead of leakage.
The mode is improper in the region of physical radiation, but this is expected on physical
grounds, as explained earlier. Within the spectral-gap region the mode is improper, but it
is a slow wave (either an improper surface-wave mode or a leaky mode, corresponding
to frequencies above or below the splitting-point frequency). This type of wave field
is inconsistent with what is expected from the simple ray picture shown in Figure 7.8a,
where the improper nature of the field is associated with leakage at some physical angle in
space, corresponding to a fast wave. The mode is therefore regarded as being nonphysical
within the spectral-gap region.

Further insight into the physical significance (or lack of it) for a leaky mode may be
obtained by considering the problem of an infinite electric line source of I 0 amperes at
a radian frequency ω located at the top interface of (but infinitesimally above) a layered
structure, as shown in Figure 7.14. (A practical leaky-wave antenna would usually be
excited by a source within the structure, as shown in Figure 7.6, but a line source on top
of a layered structure is assumed here for simplicity in the analysis.) The exact electric
field above the structure (x > 0) may be written in the form

Ex (x, z) = −jω

(
μ0I0

4πj

)∫ +∞

−∞

1

k′x

[
1+ �TE (k′z)] e−jk′xxe−jk′zzdk′z (7.13)

where k′x =
(
k2

0 − k′2z
)1/2

and �TE
(
k′z
)

is the reflection coefficient at the top of the struc-
ture for a plane wave having a wavenumber k′z in the z -direction. The path of integration
is along a path C as shown in Figure 7.13, which stays on the top sheet and detours
around the branch points and the poles of the function �TE

(
k′z
)

on the real axis, with the
poles corresponding to the wavenumbers of the surface-wave modes of the structure.

Consider a path C that lies above the positive real axis as shown in Figure 7.13, by
a small amount. If a leaky-wave pole is in the slow-wave region β > k 0, the pole is not
close to the path C on the Riemann surface, since it is on the opposite sheet (the path is
on the top sheet while the pole is on the bottom sheet). However, if the pole lies within

z

x

Line source 

Layered structure

Figure 7.14 An infinite line source over a layered structure. The layered structure consists of an
arbitrary number of infinite dielectric layers over a ground plane.
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the fast-wave region β < k 0, the pole will be close to the path on the Riemann surface if
the pole is geometrically close to the real axis (the attenuation constant of the mode is
small). Therefore, a pole that lies within the fast-wave region and has a small attenuation
constant is one that will have a strong influence on the path. Such a mode is said to
be “physical.” A leaky mode having a pole located in the fast-wave region is therefore
said to be a physical mode, while a mode located in the slow-wave region is said to be
“nonphysical.”

To first order, a physical mode is one that can be measured in some region of space
(roughly defined by the wedge-shaped leakage region shown in Figure 7.9) if one probes
the field. The measured field will resemble that of the leaky mode in this region if
the amplitude of excitation of the leaky mode is strong enough and the observation
point is not too far away from the source (depending on the attenuation constant of the
leaky mode). The larger the attenuation constant of the mode, the less sharp will be the
distinction between a “physical” and a “nonphysical” mode.

From a more mathematical point of view, the use of the steepest-descent method
of asymptotic evaluation [24] provides a convenient means to recognize the physical
significance of a leaky-wave pole. To simplify the analysis it is convenient to first use
the steepest-descent transformation, which is represented by the pair of equations

k′z = k0 sin ζ (7.14)

k′x = k0 cos ζ (7.15)

In the complex ζ plane the path is transformed into the path labeled as � in Figure 7.15,
which maps into the real axis of the k z plane and also maintains the correct branch for
the wavenumber k x along the path (either a positive real number or a negative imaginary
number). There are no branch points in the ζ plane since cos ζ is an analytic function.
The field is represented in cylindrical coordinates as

Ex (ρ, θ) = −jω

(
μ0I0

4πj

)∫
�

[
1+ �TE (k0 sin ζ )

]
e−j(k0ρ) cos(ζ−ϕ)dζ (7.16)
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−
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Figure 7.15 The path of integration � in the steepest-descent plane. Also shown is the
steepest-descent path (SDP) and a typical leaky-wave pole (LWP). The leaky-wave pole that is
shown here has been captured by the deformation of the original path � to the SDP.
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The path is then deformed to the steepest-descent path (SDP) shown in Figure 7.15 that
passes through the saddle point at ζ = ζ 0= ϕ, where ϕ=π /2− θ is the observation angle
with respect to the x axis (with θ measured from the z -axis). The SDP is defined by the
equation

cos (ζr − ϕ) cosh ζi = 1 (7.17)

where ζ = ζ r + jζ i . Leaky-wave poles at ζ p = ζ rp + jζ ip corresponding to modes that
have a positive β and α are located in the region defined by 0<ζ r <π /2 and ζ i < 0. If
the pole lies to the left of the SDP, then the total field consists of the integration along
the SDP plus the residue contribution from the pole. If the pole is to the right of the
SDP, there is no residue contribution to the field.

Consider next an idealized situation where the leaky-wave pole has no attenuation
(α → 0) and therefore lies on the real axis of the ζ plane at ζp = ζrp. If ϕ > ζ rp the pole
is captured and contributes to the field representation; otherwise it does not. Applying
the steepest-descent method to asymptotically evaluate the integral along the SDP for
large k 0ρ, the total field is (the function F denotes the total integrand)

Ex (ρ, ϕ) ∼

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−2πjResF
(
ζp
)
e−j(k0ρ) cos(ζp−ϕ)

+
√

2π

k0ρ
ejπ/4F (ϕ) e−j(k0ρ) cos(ζp−ϕ), ϕ > ζrp√

2π

k0ρ
ejπ/4F (ϕ) e−j(k0ρ) cos(ζp−ϕ), ϕ < ζrp

(7.18)

This result shows that, in this idealized limit, the asymptotic evaluation of the field is
discontinuous across the angle ϕ= ζ rp . For ϕ > ζ rp (inside the leakage region shown
in Figure 7.9) the total field contains a leaky-wave contribution, and this becomes the
dominant field as k0ρ →∞ due to the 1/

√
ρ decay of the “space-wave” term (the

second term of (Eq. 7.18)) arising from the saddle-point contribution. For ϕ < ζ rp (outside
the leakage region shown in Figure 7.9) the total field does not contain a leaky-wave
contribution, and the total field is equal to the space-wave field and has the usual form
of a cylindrical wave, decaying as 1/

√
ρ. As the attenuation constant increases from

zero, the boundary between the region of existence of the leaky-wave field and the
“shadow region” becomes less well defined (see Figure 7.10 for a typical case). This
simple analysis shows, however, that to first order if a leaky-wave pole is captured it
will contribute to the field, while if it is not captured it will not contribute to the field.
In the idealized limit of α → 0 the leaky-wave field is the dominant one on the aperture
(interface) at x = 0 as ρ →∞. For a nonzero value of α the leaky-wave field will decay
exponentially with distance ρ from the source on the aperture, so that the space-wave
field will always be the dominant one for sufficiently large distances away from the
source. However, for a small attenuation constant the leaky-wave field may be dominant
on the aperture out to a considerable distance, beyond which the field level is very small.
In this case the far-field radiation pattern (which comes from a Fourier transform of the
aperture field) will be dominated by that of the leaky-wave field.

As ϕ → π/2 the observation point approaches the interface and the saddle point moves
to ζ 0 = ϕ=π /2. The SDP is now called the “extreme” SDP (ESDP). If a leaky-wave
pole is not captured by the ESDP, it will never be captured for any observation angle.
A useful feature of the ESDP is that it separates the fast-wave region β < k 0 (to the left
of the ESDP) from the slow-wave region β > k 0 (to the right of the ESDP). Therefore
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the preceding analysis shows that if a leaky-wave pole lies within the fast-wave region,
it will contribute to the field representation (with the corresponding fields existing in
a wedge-shaped region of space), while if it lies in the slow-wave region it will not
make a significant contribution to the total field. This is consistent with the previous
discussion based on the “closeness” of the pole to the path of integration C on the
Riemann surface.

The above discussion in this section, although simple, serves to illustrate the basic
physical features of leaky waves. For further in-depth information about the physical
properties of leaky waves, the reader is referred to the comprehensive pair of papers by
Tamir and Oliner [22, 23] in which the physical and mathematical properties of leaky
waves are discussed in much greater detail.

In the next two sections the radiation properties of the various types of leaky-wave
antennas are discussed in more detail.

7.5 RADIATION PROPERTIES OF ONE-DIMENSIONAL LEAKY-WAVE
ANTENNAS

In this section the basic radiation properties of the different types of 1D leaky-wave
antennas that were reviewed earlier are discussed in more detail.

7.5.1 Uniform Structures

A typical example of a uniform leaky-wave antenna is the air-filled rectangular waveguide
with a longitudinal slot, as shown in Figure 7.1. The fundamental TE10 waveguide mode
is a fast wave, with β < k 0. In particular, to a good approximation (assuming that the
slot does not affect the phase constant significantly),

β =
√
k2

0 − k2
c (7.19)

where k c =π /a . The fast-wave property of the aperture distribution in the slot causes
the antenna to radiate a conical beam about the z -axis at an angle given approximately
by Eq. (7.8). The radiation causes the wavenumber k z of the propagating mode within
the (now open) waveguide structure to become complex, so that k z = β− jα. From the
equivalence principle and image theory [26, 27], the radiation from this structure in the
region x > 0 is approximately that due to a z -directed magnetic line current flowing along
the z -axis of the form

K (z) = A exp (−jkzz) (7.20)

radiating in free space (where A is a constant). For a semi-infinite aperture that starts at
z = 0, the line source will exist for 0< z <∞. In the far field the electric field will be
polarized in the φ direction and this component is given in terms of the Fourier transform
K̃ (kz) of the line source as [26, 27]

Eφ = −jk0 sin θψ (r) K̃ (k0 cos θ) (7.21)

where

ψ (r) = e−jk0r

4πr
(7.22)
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and θ and φ denote the usual spherical coordinate angles with respect to the (x, y, z)

axes. Taking the transform of the current in Eq. (7.20), the result is

Eφ (r, θ) = Aψ (r)

(
sin θ

cos θ − kz/k0

)
(7.23)

The magnitude of the pattern is

∣∣Eφ (r, θ)
∣∣ = |A| |ψ (r)|

(
sin2 θ

(cos θ − β/k0)
2 + (α/k0)

2

)1/2

(7.24)

The beam is a conical one, with a maximum at an angle 0<θ0 <π /2 that is given approx-
imately by Eq. (7.8). The attenuation constant controls the beamwidth of the pattern. An
approximate formula for the beamwidth, measured between half-power points, is

BW = 2 csc (θ0) (α/k0) (7.25)

As is typical for a uniform leaky-wave antenna (LWA), the beam cannot be scanned
too close to broadside (θ0 =π /2), since this corresponds to the cutoff frequency of the
waveguide. (As mentioned previously, a broadside beam may be obtained by feeding the
waveguide in the center or from both ends, and thereby creating two beams that point near
to broadside but on opposite sides of it, which merge together. For a structure excited in
the center, an optimum broadside beam occurs when the phase and attenuation constants
of the leaky wave are equal, which will occur close to the cutoff of the waveguide. In
this case, the above beamwidth formula is modified by the addition of an extra factor
of
√

2. See also Eqs. (7.57) and (7.58), given later.) Also, the beam cannot be scanned
too close to endfire (θ0 = 0◦) for an air-filled waveguide since this requires operation
at frequencies significantly above cutoff, where higher-order modes can propagate. The
csc θ0 term in Eq. (7.25) also limits the endfire scanning. (This term arises from the
element pattern of a z -directed magnetic dipole, which cannot radiate at endfire.)

H -plane patterns (in the x -z plane) for the case β/k 0= 0.7071 and α/k 0= 0.1 and
0.01 are shown in Figure 7.16. This particular value of β corresponds to a beam angle
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Figure 7.16 H -plane (x -z plane) patterns for a leaky mode having β/k0 = 0.7071 and two
different values of α/k0: 0.1 (dashed line) and 0.01 (solid line).
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of 45◦. It is seen that, in accordance with Eq. (7.25), the pattern corresponding to the
much smaller α value has a much smaller beamwidth. It is also observed in Figure 7.16
that the pattern of the semi-infinite aperture has no sidelobes.

If the aperture has a finite length L, extending from z = 0 to z = L, and an ideal
absorbing load is placed at the end of the aperture to avoid a reflected wave, the pattern
becomes

Eφ (r, θ) = Aψ (r)

(
sin θ

cos θ − kz/k0

) (
1− e−jkzLejk0L cos θ) (7.26)

The magnitude of the pattern is then

∣∣Eφ (r, θ)
∣∣ = |A| |ψ (r)|

(
sin2 θ

(cos θ − β/k0)
2 + (α/k0)

2

)1/2 ∣∣1− e−αLejk0L(cos θ−β/k0)
∣∣

(7.27)
The last term in Eq. (7.27) results in the presence of sidelobes [4]. The sidelobe level
depends on the length of the aperture. As the aperture becomes very long so that
αL→∞, the sidelobes disappear. In the other extreme, as αL→ 0, the aperture assumes
a uniform illumination and the sidelobe level approaches approximately −13.5 dB.

The radiation efficiency er (power radiated into space divided by total power into the
antenna) is less than 100% due to the power absorbed at the end of the structure (where
the load is) and is related to the attenuation constant as

er = 1− e−2αL (7.28)

(This equation ignores dissipative losses in the structure.) One interesting feature can
be established for uniform leaky-wave antennas based on air-filled waveguides (so that
Eq. (7.19) holds). If we assume that the aperture length L is fixed, and assume that the
attenuation constant is chosen so that αL, and therefore the radiation efficiency, is also
fixed (i.e., it has the same value regardless of the scan angle the antenna is designed
for), then the beamwidth of the pattern is independent of the scan angle θ0 for which the
antenna is designed [4]. (However, for a given structure, the beamwidth will typically
change as the beam scans with frequency, since the value of α typically changes with
frequency.)

A structure with a large aperture length has both a high radiation efficiency and small
sidelobes, but the aperture efficiency is very poor in that the directivity will be much
lower than a uniformly illuminated aperture of the same length. Therefore, in practice,
the aperture is usually tapered so that the attenuation constant α is a function of z , in
order to realize a specified aperture illumination (e.g., a Taylor distribution) that has a
given sidelobe level [28].

Suppose that it is desired to achieve an amplitude taper A (z) = |K (z)| in the line
source amplitude K (z), while maintaining a value of the phase constant β that does not
change with z . The constraint on β is necessary to assure that all parts of the aperture
will radiate at the same angle. Approximately, the power radiated (leaked) per unit length
Pl (z) is proportional to A(z)2. The attenuation constant is related to Pl (z) and to the
power P (z) flowing down the waveguide as [1, 4]

α (z) = Pl (z)

2P (z)
= − 1

2P (z)

dP (z)

dz
(7.29)
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Consider a finite length of radiating aperture, extending from z = 0 to z = L, with a
terminating load at z = L that absorbs all remaining power. After some manipulations,
the formula for α (z) can be cast into a form involving the desired aperture function
A (z). The derivation appears in several places; for example, it is given in Refs. 1 and 4.
In terms of the radiation efficiency er , the result may be phrased as

α (z) =
1
2A

2 (z)

1
er

∫ L

0 A2 (z) dz− ∫ z

0 A2 (z) dz
(7.30)

A typical design would call for a 90% radiation efficiency (er = 0.9). If the radiation
efficiency is chosen to be too close to unity, the denominator in Eq. (7.30) becomes
very small as z approaches L (near the load end of the structure), and the value of α

becomes impractically large there. In a practical design, the loading would typically also
be tapered to zero at the input (or feed) end to ensure that there is a gradual transition
from the nonleaky to the leaky section of the waveguide.

If the leaky-wave antenna has a significant width in the y-direction, the beam that will
be produced may be a fan beam or even a pencil beam (if the width becomes comparable
to the length). The antenna shown in Figure 7.3 is an example of this [20]. The beam
is scannable in elevation (the x -z plane) within the forward quadrant, by changing the
frequency.

7.5.2 Periodic Structures

This type of leaky-wave antenna consists of a slow-wave structure that has been mod-
ified by periodically modulating the structure in some fashion. A typical example is a
rectangular waveguide that is loaded with a dielectric material (so that the TE10 mode
is a slow wave) and then modulated with a periodic set of holes or slots, as shown in
Figure 7.2. Many of the features common to 1D periodic leaky-wave antennas may be
appreciated by consideration of this simple (but practical) structure.

It is assumed here that the relative permittivity of the filling material is sufficiently
high so that the TE10 mode is a slow wave over the frequency region of interest. This
will be the case provided

εr > 1+
(

π

k0a

)2

(7.31)

over the frequency range of interest. The fundamental waveguide mode is thus a
nonradiating wave. However, because of the periodicity, the modal field of the
periodically loaded waveguide is now in the form of a Floquet-wave expansion [2, 3,
29] and may be written as

E (x, y, z) =
∞∑

n=−∞
An (x, y) e

−jkznz (7.32)

where

kzn = kz0 + 2πn

p
(7.33)

is the wavenumber of the nth Floquet mode (or space harmonic), and p is the period.
The wavenumber of the zero Floquet wave, k z 0= β0− jα, is usually defined to be
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the wavenumber of the Floquet wave that approaches the wavenumber of the closed
waveguide when the loading (e.g., the hole size in Figure 7.2) tends to zero. It is then
customary to denote β = β0.

Leakage (radiation per unit length of the structure) will occur provided one of the space
harmonics (usually the n =− 1 space harmonic) is a fast wave, so that −k 0 <β−1 < k 0,
where β−1 = β0− 2π /p. By choosing the period p appropriately, the beam can be aimed
from backward endfire to forward endfire. The beam will automatically scan as the
frequency changes, and the structure can be designed to scan from backward endfire
to forward endfire. If one wishes to have single-beam scanning over the entire range,
the n =− 2 space harmonic must remain a slow backward wave (β−2 <− k 0) while the
fundamental space harmonic must remain a slow forward wave (β0 > k 0) as the −1 space
harmonic is scanned from backward to forward endfire. This requires the constraint that
p/λ0 < 1

2 at the highest (forward endfire) frequency of the scan range, and also results
in the design constraint that [30]

εr > 9+
(p
a

)2
(7.34)

where a is the larger waveguide dimension. Note that single-beam operation from back-
ward to forward endfire requires a relative permittivity that is always greater than 9.

If a periodic leaky-wave antenna uses a waveguiding structure that is based on a
quasi-TEM mode instead of the fundamental rectangular waveguide mode, the constraint
is different. Assuming that the effective relative permittivity of the TEM mode is εeff

r ,
then the constraint is

εeff
r > 9 (7.35)

Again, it is required that p/λ0 < 1
2 at the highest (forward endfire) frequency.

One difficulty encountered in the scanning of periodic leaky-wave antennas is that
the beam shape degrades as the beam is scanned through broadside. This is because the
broadside point β−1= 0 corresponds to β0p= 2π . This is called an “open stopband”
of the periodic structure, because it corresponds to a stopband on an open structure,
where one of the space harmonics (n =− 1) is radiating. At the open stopband point all
reflections from the radiating hole discontinuities in Figure 7.2 add in phase back to the
source [2]. At this point a perfect standing wave is set up within each unit cell of the
structure, and the attenuation constant drops to zero.

To understand the open stopband physically, consider the equivalent circuit of this
periodic waveguide structure, which is shown in Figure 7.17. The transmission line
represents the equivalent circuit for the fundamental TE10 mode of the waveguide, chosen
so that the phase constant βTL of the transmission line is equal to the wavenumber of the
TE10 mode of the waveguide. The shunt impedances Z L represent the active impedances

ZL ZL ZL ZL

p

Figure 7.17 A simple approximate transmission-line model for the periodic leaky-wave antenna
in Figure 7.2. The impedance Z L represents the active impedance of each radiating hole (aperture).
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of the holes (the active impedance is the impedance of a hole when radiating in the
periodic environment). When the broadside point is reached, all of the holes are excited
in phase, so that β−1 = 0, or equivalently β0p= 2π . This corresponds to βTLp = 2π .
This may be established by realizing that for βTLp = 2π all of the loads are a half
guide-wavelength apart on the transmission line, and therefore the admittances Y L = 1/Z L

all add together in phase. The result is a short-circuit condition at the location of each
impedance. The field within the unit cell between adjacent impedances thus becomes
a perfect standing wave, and not a traveling wave. There is no radiation at this point,
since the voltage at each impedance drops to zero. The attenuation constant of the leaky
mode drops to zero when this point is reached. For an infinitely long structure, the
input impedance would be purely reactive, and hence no power could be delivered to
the antenna, since the incident power from the source would all be reflected back. In
practice, for a finite-length structure, some power would reach the load but the input
match and VSWR would degrade as the length of the structure increases.

The topic of eliminating or at least reducing the open stopband effect is a very impor-
tant one, since this is the main limitation for achieving a continuous scanning from
the backward to the forward quadrants with a single antenna. One simple method that
minimizes the open stopband effect is to introduce two radiating elements per unit cell,
spaced a distance p/4 apart within each cell [31, 32]. At the open stopband point where
β0p= 2π , the electrical distance between the adjacent elements within the unit cell will
be π /2. The round-trip phase delay between the two elements will then be 180◦, which
tends to minimize the effects of the reflection from the pair of elements. As shown in Ref.
32, this technique greatly reduces, but does not completely eliminate, the open stopband
effect. However, recent work has shown that by adjusting the parameters of the structure,
and optimizing the distance between the elements in the pair, it may be possible to almost
eliminate the open stopband completely [33].

Other recent work has been directed at overcoming the open stopband problem by
using a novel “composite right/left-handed (CRLH) metamaterial” leaky-wave antenna.
This structure is based on a microstrip line, with series capacitance and parallel induc-
tance per unit length added to make an artificial transmission line [34, 35]. It was first
shown in [34] that such a structure may be used to achieve a continuous scanning from
the backward to the forward region, passing through broadside. One interesting feature of
this design is that the fundamental quasi-TEM mode of the microstrip line becomes a fast
wave due to the loading, so that radiation occurs from the fundamental n = 0 space har-
monic. The n =− 1 space harmonic is a slow wave (nonradiating wave) for this design.
If the period is small enough, the structure acts as a quasi-uniform 1D structure, which
supports a fast wave. The microstrip line by itself has a natural “right-handed” series
inductance and parallel capacitance per unit length denoted as LR and CR. The added
series capacitance and parallel inductance per unit length are termed the “left-handed”
values and are denoted as CL and LL. The open stopband is greatly minimized when a
“balanced condition” [36, 37] is satisfied, namely,√

LL

CL
=
√

LR

CR
(7.36)

This condition is approximate, since it is based on transmission-line theory, which cannot
account for all full-wave effects. Therefore, when a design is based on Eq. (7.36), there
will typically be a small residual stopband effect that remains [38]. However, it has
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recently been shown that it is possible to optimize the structure using a full-wave solution
to obtain a complete elimination of the open stopband [39].

Other designs have recently been proposed to eliminate the open stopband. For
example, the design shown in Figure 7.18 has been studied, which consists of a microstrip
line that is loaded with series capacitors and parallel U-shaped stubs that are connected
across the capacitive gaps [40]. A full-wave analysis of this structure reveals that when
it is optimized there is no open stopband (the attenuation constant does not drop sharply
as the beam is scanned through broadside), and the beam may be scanned through broad-
side with an almost constant beamwidth [40]. A result is given in Figure 7.19, which
shows that the beam shape remains almost constant as the beam scans through broadside.
The characteristic impedance of the structure, viewed as an artificial transmission line,
remains almost constant as the beam scans through broadside. Another design that elim-
inates the open stopband uses simple radiating elements (microstrip stubs) but employs
impedance transformers within the unit cell [41]. Using an optimized design, the char-
acteristic impedance remains almost perfectly constant as the beam is scanned through
broadside. The beamwidth also remains nearly constant as the beam is scanned through
broadside.

When designing, analyzing, and interpreting periodic leaky-wave antennas, a useful
tool is the Brillouin diagram [2, 10]. This is a plot of k 0p versus βnp, plotted on the type
of diagram that is shown in Figure 7.20. Note that on this diagram each space harmonic
n will have a plot that is shifted from the adjacent ones, n − 1 and n + 1, by 2π . The
thick solid lines on the diagram indicate boundaries where a space harmonic (usually the
n =− 1 space harmonic for a periodic leaky-wave antenna) will be radiating at backward
endfire and forward endfire. Between these two lines is the radiation region, where the
space harmonic will be a fast wave, and hence a radiating wave. The shaded regions
(the regions inside the lower triangles) are the bound-wave (nonradiating) regions [2, 10,
42]. If any space harmonic lies within one of these triangles, all of the space harmonics
will be within these triangles, and hence they will all be slow (nonradiating) waves.
The overall mode is then a bound mode that does not radiate. For a point outside the
bound-wave triangles, there must be at least one space harmonic that is a radiating fast
wave, and hence the overall mode is a leaky mode. One immediate consequence of the
Brillouin diagram is that if the frequency is high enough so that k 0p >π , the mode must
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Figure 7.18 Geometry of a novel periodic leaky-wave antenna that has no stopband at broadside.



350 LEAKY-WAVE ANTENNAS

0

−40

−35

−30

−25

−20

−15

−10

−5

−80 −60 −40 −20 0 20 40 60 80

q(°)

8.4 GHz 

0

−40

−35

−30

−25

−20

−15

−10

−5

−80 −60 −40 −20 0 20 40 60 80

q(°)

8.6 GHz 

8.8 GHz 

0

−40

−35

−30

−25

−20

−15

−10

−5

−80 −60 −40 −20 0 20 40 60 80

q(°)

Figure 7.19 Results for the structure shown in Figure 7.18, showing the shape of the radiation
patterns in the x -z plane as the beam scans through broadside. The solid curve shows results
predicted from a leaky-wave model that employs a full-wave simulation, while the dashed curve is
obtained from simulating a large finite-size structure (48 unit cells) that is excited with a voltage
source at one end, using a moment-method simulator (Ansoft Designer).
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Figure 7.20 The Brillouin diagram, which is very useful for interpreting the properties of a
periodic leaky-wave antenna. This is a plot of k0p versus βn p. The plot for each different value
of n is shifted by 2π from the plot for the adjacent value of n. The region between the dark solid
lines is the radiation region, where a space harmonic will leak into free space. The shaded region
inside the triangles is the bound region, where the solution is purely bound, and none of the space
harmonics leak.
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be a leaky mode. The Brillouin diagram shown in Figure 7.20 applies to any periodic
structure that can radiate into free space, including a quasi-uniform structure such as the
holey waveguide of Figure 7.2 (which uses an air-filled waveguide and closely-spaced
holes) or a periodic leaky-wave antenna, such as the one shown in Figure 7.2 where
the waveguide is filled with dielectric and the holes are further apart (so that radiation
occurs from the n = −1 space harmonic). Another class of periodic leaky-wave antennas
consists of printed periodic structures, where a periodic metallization is etched on a
grounded dielectric substrate. For this class of structures, leakage may occur into space
and also into the fundamental TM0 surface-wave mode of the grounded substrate [43].
For these structures a “generalized” Brillouin diagram may be constructed [44], which
shows separate regions where there is either no leakage, leakage into only the surface
wave, or leakage into both the surface wave and into space. (It is not physical to have
leakage into only space and not into the surface wave for this class of structures, since the
surface wave is always a slow wave with respect to free space.) These different leakage
mechanisms are not considered further here, however.

A sketch showing typical behavior for the fundamental (n = 0) space harmonic is
given in Figure 7.21. The open stopband occurs at β−1 = 0, so that β0p= 2π . Near
this point the plot exhibits a sharp transition, becoming nearly vertical. The attenuation
constant (not shown) varies rapidly near the open stopband region and drops to zero
exactly at the point β0p= 2π , which is the “stopband null point.”

When the n =− 1 space harmonic lies within the radiation region it is a proper wave
when β−1 < 0, and an improper wave when β−1 > 0, in accordance with the earlier
discussion regarding the proper/improper nature of radiating waves.

The point β0p=π is also a stopband, but at this point the solution usually lies within
the bound-mode triangle (if the fundamental space harmonic is a slow wave), and hence
the overall mode is a nonleaky mode with the fields of all space harmonics decaying
transversely away from the structure. The behavior of this stopband is thus the same as if
the structure were closed (perfectly shielded), since no radiation takes place. Hence this
region is a “closed stopband.” For a lossless structure, the behavior at the closed stopband
is like that of a closed structure, so that throughout the stopband frequency region the
value of the phase constant remains exactly constant at β0p=π , while α �= 0 in this
region. The attenuation in this region, however, corresponds not to leakage radiation

Open stopband

2pp

k0p

b0p

Closed stopband

Figure 7.21 A sketch showing typical behavior for the plot of the fundamental (n = 0) space
harmonic on the Brillouin diagram. The closed stopband occurs exactly at β0p=π while the open
stopband occurs in the vicinity of β0p= 2π .
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but to reactive evanescent decay of the fields (similar to a waveguide mode that is
operating below cutoff). In the open stopband region, there is already some leakage loss
present when the mode enters the stopband region. Consequently, in contrast to the closed
stopband, the phase constant is not perfectly constant in the open stopband region, and
the fields are not completely reactive, but largely so. However, as mentioned earlier, the
attenuation constant drops exactly to zero at the stopband null point, where β0p= 2π .

As a consequence of the open stopband, the attenuation constant, and hence the beam
shape, will change dramatically in the open stopband region, making scanning through
broadside very difficult. However, as also mentioned earlier, novel designs have been
introduced recently to overcome this problem. For example, for the structure shown in
Figure 7.18, a plot of the wavenumber and attenuation constant near the open stopband
region (not shown here) reveals that a continuous scan through broadside is possible with
little or no noticeable stopband effects. This is consistent with the continuous scanning
behavior shown in Figure 7.19.

7.6 RADIATION PROPERTIES OF TWO-DIMENSIONAL LEAKY-WAVE
ANTENNAS

This class of leaky-wave antennas is based on planar technology, and it offers a sim-
ple way to obtain a highly directive beam with a small source such as a dipole or
waveguide-fed slot. The beam may be a pencil beam at broadside, or a conical beam
pointing at an angle θ0 (see Fig. 7.5). This category of leaky-wave antennas was first
introduced by von Trentini in 1956, although it has become much more active in recent
years. These antennas bear some resemblance to the classical Fabry–Perot structure in
the optics field, and in fact some of the antennas in this category have been explained
in these terms. Often antennas that are in this category were not originally recognized
as being leaky-wave antennas and were originally explained in other terms, such as
Fabry–Perot resonances or electromagnetic bandgap (EBG) effects.

7.6.1 Introduction

The antenna structures in this section are different from the 1D antennas discussed pre-
viously in this chapter, but they are also leaky-wave antennas, and their performance
obeys the fundamental relations described in the earlier sections of this chapter. These
antennas are planar in nature, and most of them consist of a metal ground plane with a
dielectric layer on it (which may be air) that is covered with a partially reflective surface
or screen (PRS) on top of the dielectric layer. The partially reflective (or partially trans-
parent) screen can take various forms, such as a stack of one or more dielectric layers, or
a metal screen consisting of a periodic array of slots or metal patches or other elements,
or an array of parallel wires or strips. Several examples of such structures are shown
in Figure 7.22 (where an x -directed electric dipole source is also shown). Note that for
the discussion of these structures the z -axis is normal to the interface, which is taken as
z = 0.

The structure may be excited by a simple source inside the dielectric layer using, for
example, a horizontal electric dipole in the middle of the layer or a magnetic dipole on
the ground plane. Such sources may be realized in practice in a variety of ways, with
some examples being a printed dipole inside the layer, a microstrip patch on the ground
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Figure 7.22 Examples of different types of partially reflecting screens (PRSs) that may be used
to make a 2D leaky-wave antenna. The structures consist of a grounded substrate layer of thickness
h covered by a PRS. The structures are shown excited by an x -directed horizontal electric dipole
source. (a) The PRS consists of a stack of dielectric layers. (b) The PRS consists of a 2D periodic
array of rectangular metal patches. (c) The PRS consists of a 2D periodic array of rectangular slots
in a thin metal plate. (d) The PRS consists of an array of wires or strips.

plane, a slot in the ground plane, or a waveguide-fed aperture in the ground plane. Since
the fundamental nature of the beam forming is through leaky-wave radiation, the source
merely acts as a launcher for the leaky waves that propagate on the structure. Depending
on the type of source, and the design of the structure, either a pencil beam at broadside or
a conical beam at an angle θ0 about the z -axis may be produced, as shown in Figure 7.5.

In addition to the PRS design, it is also possible to make a leaky-wave antenna by using
metamaterials, which are (usually) periodic structures that exhibit unusual properties not
typically found in nature [45–48]. In particular, a leaky-wave antenna can be realized
by using a grounded metamaterial slab of low-permittivity material, with 0 < εr � 1
[49, 50]. (In Ref. 49 a 1D leaky-wave antenna with a line-source excitation is investigated,
while in Ref. 50 a 2D leaky wave antenna excited by a dipole source is investigated.)
Such a low-permittivity material could be realized in practice by an arrangement of par-
allel and horizontal conducting wires in free space (or in a host material). In this antenna
design, the significant discontinuity between the high impedance of the metamaterial
region and the moderate impedance of the air region above creates a large reflection at
the interface, confining the guided wave mainly in the grounded slab region, which acts
as a parallel-plane waveguide with a perfect conducting ground below and an imper-
fect (impedance) surface on top. The difference in impedances across the interface thus
achieves the same wave-trapping effect as does the PRS in the designs shown in Figure
7.22. One disadvantage of the metamaterial design is the larger slab thickness that is
required. For example, as discussed in the section below, the optimum slab thickness for
a broadside beam is about one-half of a wavelength in the slab material [see Eq. (7.61)].
Hence, a low-permittivity slab will be physically much thicker.

Another interesting metamaterial-based design that has been recently introduced uses
a 2D composite right/left-handed (CRLH) metamaterial structure to obtain conical beams
[51, 52]. In this design a 2D version of the CRLH discussed in Section 7.5 is used to
create a planar CRLH “metasurface.” This surface may consist of a planar 2D periodic
arrangement of conducting square patches on a grounded substrate (which have a naturally
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occurring series capacitance between them) loaded with parallel inductive vias at the
centers of the patches [51, 52]. Other configurations may also be used [51, 52].

Another method for using leaky wave antennas to produce a pencil beam, either at
broadside or at any set of angles (θ , φ), is to use a 1D phased array, with each element of
the phased array being a 1D periodic leaky-wave antenna. Each leaky-wave antenna may
be one based on a “conventional” design (where radiation occurs through the n = −1
space harmonic), or a metamaterial design, such as the CRLH design, where radiation
occurs through the n = 0 space harmonic. A discussion of the former type may be
found in [4], while a discussion of the latter type may be found in [52, 53]. A phase
shift between the leaky-wave antennas controls the beam angle in one plane, while the
frequency controls the beam angle in the other plane. An electronic control may also be
used to steer the beam of the leaky-wave antennas, but this requires an integration of
electronically tunable elements into the leaky-wave antennas [53].

7.6.2 Basic Principles of Operation

One of the main differences between this type of structure and the ones considered
previously is that the leaky wave on this structure is a two-dimensional (2D) cylindrical
wave, which propagates outward radially from the source along the interface [54]. The
leaky wave then furnishes a large 2D aperture that in turn produces the narrow radiated
beam. As is true for all leaky-wave antennas, the beam angle is frequency sensitive.

A vertical electric or magnetic dipole source may be used to produce a conical beam,
but not a broadside beam (the pattern will always have a null at broadside). This type of
source launches only a TMz or TEz leaky wave, respectively, which has no φ variation.
(A TMz /TEz wave has only an electric/magnetic field component in the z -direction. A
TMz wave is described by the magnetic vector potential component Az , while a TEz

wave is described by an electric vector potential component F z [26].) The magnetic
vector potential Az or the electric vector potential F z in the region above the aperture
(z = 0) has the respective form

Az (ρ, z) = 1
2H

(2)
0

(
kρρ

)
e−jkzz (7.37)

or

Fz (ρ, z) = 1

2

(
ωμ0

kz

)
H

(2)
0

(
kρρ

)
e−jkzz (7.38)

where kρ = β− jα is the complex wavenumber of the leaky wave (which represents
either kTM

ρ or kTE
ρ ) and k2

z = k2
0 − k2

ρ . (The factors 1
2 and 1

2ωμ0/kz have been added for
convenience.) The Hankel function has order n = 0 due to the azimuthal symmetry.

The corresponding aperture fields from the electric or magnetic dipole source result
in an omnidirectional (in azimuth) conical beam [54] that is polarized with the electric
field in either the θ or φ direction, respectively. In either case the beam angle is given
approximately by

sin θ0 = β/k0 (7.39)

(which is the same as Eq. (7.8) except for a change in the definition of the angle θ0)
while the beamwidth (between the −3-dB points) is given by

�θ = 2α/k0

cos θ0
(7.40)



7.6 RADIATION PROPERTIES OF TWO-DIMENSIONAL LEAKY-WAVE ANTENNAS 355

The radiation patterns for the TMz and TEz cases are

Eθ (r, θ) = R (r) P0 (θ) (7.41)

and
Eφ (r, θ) = −R (r) P0 (θ) (7.42)

respectively, where

P0 (θ) = −4
sin θ(

kρ/k0
)2 − sin2 θ

(7.43)

and

R (r) = −jωμ0

4πr
e−jk0r (7.44)

A horizontal electric or magnetic dipole source launches a pair of leaky waves, one TMz

and one TEz . The TMz leaky wave determines the E -plane pattern while the TEz leaky
wave determines the H -plane pattern [54]. For a horizontal electric dipole source, the
forms assumed for the magnetic and electric vector potentials above the aperture for the
normalized TMz and TEz leaky waves are

Az (ρ, φ, z) = 1
2 cosφH(2)

1

(
kTM
ρ ρ

)
e−jkTM

z z (7.45)

and

Fz (ρ, φ, z) = 1

2

(
ωμ0

kTE
z

)
sinφH

(2)
1

(
kTE
ρ ρ

)
e−jkTE

z z (7.46)

respectively. The corresponding radiation pattern for the TMz wave is

Eθ (r, θ, φ) = R (r) cos θ cosφP1 (θ) (7.47)

Eφ (r, θ, φ) = −R (r) sinφC (θ) (7.48)

while the pattern of the TEz wave is

Eφ (r, θ, φ) = −R (r) sinφP1 (θ) (7.49)

Eθ (r, θ, φ) = R (r) cos θ cosφC (θ) (7.50)

where, for either case,

P1 (θ) = 2j

kρ
− 4jkρ

k2
ρ − k2

0 sin2 θ
(7.51)

and

C (θ) = −2j

kρ
(7.52)

In these expressions kρ denotes either kTM
ρ or kTE

ρ . The function C (θ) is actually a con-
stant that does not depend on θ .
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In order to have a narrow pencil beam at broadside or a narrow conical beam, a nec-
essary condition is that [54]

A

kTM
ρ

= B

kTE
ρ

(7.53)

where A and B are the (complex) amplitudes of the TMz and TEz leaky waves, respec-
tively (with respect to the normalization used in Eqs. (7.45) and (7.46)). The beamwidths
in the E - and H -planes are then given by the same expression as in Eq. (7.40) for the
n = 0 leaky wave, so that

�θE = 2αTM/k0

cos θ0
(7.54)

�θH = 2αTE/k0

cos θ0
(7.55)

If we wish to have a narrow broadside beam, the optimum condition is that [54]

αTM = βTM and αTE = βTE (7.56)

The beamwidths in the E -plane (φ= 0◦) and H -plane (φ= 90◦) will then be [54]

�θE = 2
√

2αTM (7.57)

�θH = 2
√

2αTE (7.58)

In order to have a symmetric pencil beam at broadside (equal beamwidths in the E - and
H -planes),

kTM
ρ ≈ kTE

ρ (7.59)

Thus for an omnidirectional pencil beam at broadside, the two leaky waves should have
very nearly the same phase and attenuation constants, so that αTM ≈ βTM ≈ αTE ≈ βTE,
and also (from Eq. (7.53)), they should have approximately the same amplitudes as well.

Fortunately, when a 2D leaky-wave antenna is constructed using a partially reflective
surface or screen (PRS), and the structure is optimized for a broadside beam by adjusting
the substrate thickness, the conditions in Eqs. (7.53), (7.56), and (7.59) are automatically
satisfied. Interestingly, this is true even if the PRS is not similar in the E - and H -plane
directions. For example, the PRS may consist of a periodic array of slots in a metal plate,
with the slots being long in the x -direction and narrow in the y-direction, having very
different periodicities in the two directions. Even in this case, an omnidirectional pencil
beam at broadside is obtained when the substrate thickness is properly chosen [18].

As the scan angle θ0 increases from zero, the pencil beam turns into a conical beam,
similar to how the petals on a flower unfold. As the scan angle increases (by increasing the
frequency or the substrate thickness) the wavenumbers of the two leaky waves typically
begin to differ, and this explains why the beamwidths often become different in the
principal planes. (The exact nature of the beamwidth variation with scan angle in the
two principal planes depends on the particular type of PRS.)

From a physical point of view, the PRS is used to create a leaky parallel-plate waveg-
uide region, and the leaky waves are leaky (radiating) versions of the parallel-plate
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waveguide modes that would be excited by the source in an ideal parallel-plate waveg-
uide (which results if the PRS is replaced by a perfectly conducting metal plate). This
point of view allows for a simple design formula for the thickness of the dielectric layer
in order to obtain a beam at a desired angle θ0 (either a broadside or a conical beam).
The parallel-plate waveguide modes are described by m = 1, meaning that there is one
half-wavelength variation vertically inside the parallel-plate waveguide. (Although larger
integer values of m could be used, this would result in a design that has a thicker substrate
layer.) The radial wavenumber of the TMz and TEz parallel-plate waveguide modes for
an ideal waveguide would be

β = βTM = βTE =
√
k2

1 −
(π
h

)2
(7.60)

where h is the thickness of the substrate layer and k 1 is the wavenumber of the layer,
which may also be expressed as k 1 = k 0n1, where n1 is the refractive index of the layer.
Using the simple approximate relation β = k 0 sin θ0 that is valid for any leaky wave
(with θ0 measured here from the vertical z -axis), we obtain the result

k0h = π√
n2

1 − sin2 θ0

(7.61)

The vertical location of the source usually has little effect on the pattern shape, since
this is dictated by the leaky-wave phase and attenuation constants. The phase constant
is determined primarily by the thickness of the dielectric layer (see Eq. (7.60)), while
the attenuation constant is determined primarily by the properties of the PRS. However,
the power density at the peak of the beam will be maximized when a horizontal electric
dipole source is placed in the middle of the substrate layer, or a horizontal magnetic
dipole is placed on the ground plane. A vertical electric dipole source has a maximum
peak power density when it is placed on the ground plane, while a vertical magnetic
dipole source does so when it is placed in the middle of the layer. Changing the peak
power density, and hence the overall power radiated by the source, directly affects the
input resistance of the source.

The PRS may be either uniform (e.g., one or more dielectric layers) or periodic in one
or two dimensions (e.g., an array of closely spaced wires or strips, or a two-dimensional
array of slots in a metal plate). However, it is important to note that, for the periodic
PRS structures discussed here, the radiation still occurs via the fundamental parallel-plate
waveguide modes and not a space harmonic of these modes. That is, the PRS acts as
a quasi-uniform reflective surface, where the reflection coefficients of the fundamental
parallel-plate waves determine the characteristics of the antenna. The physical principle
of operation is thus as a quasi-uniform leaky-wave antenna, and not a periodic leaky-wave
antenna that radiates from a space harmonic.

As mentioned, the first example of this type of antenna was introduced by von Tren-
tini [11]. A more recent and improved version of the von Trentini antenna has been
developed by Feresidis and Vardaxoglou [16]. These authors employed a feed consisting
of a rectangular waveguide built into the ground plane. The authors make the interesting
observation that the antenna would have a greater pattern bandwidth if the phase of its
PRS were to linearly increase with frequency, so as to compensate for the change in
the electrical thickness of the substrate layer—see Eq. (7.61). With this aim, they inves-
tigated PRSs loaded with several different elements, such as crossed dipoles, patches,
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rings, and square loops. They found that dipoles, or square or circular patches (or their
complementary structures), particularly with close packing of the elements in the array,
produced less of a variation of the beam with frequency. This slower variation was
not found for crossed dipoles, square loops, and rings, even for close packing of these
elements. They therefore chose to use arrays of closely spaced dipoles in their PRS
structure.

Another method for increasing the pattern bandwidth is to design the PRS using
multiple layers of periodic elements [55], so that each layer becomes the main PRS at
different parts of the frequency band, thereby creating a structure in which the effective
substrate thickness varies with frequency.

7.6.3 General Design Formulas

The far-field pattern of a PRS leaky-wave antenna structure may be calculated by
reciprocity, in which the far field is determined by illuminating the structure with an
incident plane wave and calculating the field at the source dipole location [56]. In the
following discussion the source dipole is assumed to be a horizontal electric dipole
in the x -direction. The plane-wave calculation may be carried out by using a sim-
ple transverse equivalent network (TEN) model, which is a transmission-line model
that represents the vertical field behavior in the plane-wave problem. If the PRS is
assumed to be lossless and infinitesimally thin in the vertical direction, it may be rep-
resented as a shunt susceptance Bs in the TEN model. Based on this simple model, an
accurate closed-form calculation of the far-field pattern may be obtained, and, from
this, approximate closed-form expressions for the properties of the antenna may be
obtained.

One formula of importance is that for the optimum thickness of the substrate layer h
for procuring a narrow beam at angle θ0 (either a pencil beam at broadside or a conical
beam), which is [56]

h = hpp

(
1+ Y 1

πBs

)
(7.62)

where hpp is the optimum substrate thickness based on the ideal closed parallel-plate
waveguide model (given by Eq. (7.61)), and Y 1 = Y1η0 is the normalized characteristic
admittance of the transmission line that models the substrate region in the TEN model.
The term η0 is the intrinsic impedance of free space. The admittance Y 1 is taken
as either Y

TM
1 or Y

TE
1 for optimizing the beam angle in either the E - or H -plane,

respectively, where

Y
TM
1 = εr√

n2
1 − sin2 θ0

(7.63)

Y
TE
1 = 1

μr

√
n2

1 − sin2 θ0 (7.64)

and n1 = √
εrμr is the index of refraction of the substrate layer. The value of Bs = Bsη0

is calculated at the beam angle θ0 in either the E - or H -plane.
Note that Y

TM
1 = Y

TE
1 for a broadside beam, but not a conical beam (θ0 > 0). Further-

more, Bs has the same value at broadside (θ0 = 0) when calculating E θ in the E -plane
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(φ= 0◦) or Eφ in the H -plane (φ= 90◦), but it will in general be different in the
E - and H -planes for a beam angle θ0 > 0. Therefore a unique substrate thickness exists
that optimizes the structure for a broadside beam. However, for a conical beam, it may
not be possible to optimize the structure in both the E - and H -planes simultaneously.
The result is that the beam angle θ0 will actually be slightly different for the E - and
H -planes, and this will limit the useful range of scan angles. The beam angle is also lim-
ited by the fact that the beamwidths in the two principal planes usually become different
as the beam angle increases, which is discussed later. An interesting exception to this
rule is seen when using a PRS in the form of a metal strip grating, and this is discussed
in more detail later.

Formulas may also be derived for the beamwidth and pattern bandwidth in the
E - and H -planes, in terms of Bs [56]. It is important to keep in mind that the value of
Bs will be a function of the beam angle θ0, even though the physical PRS structure is
fixed. However, the manner in which Bs changes with beam angle is dependent on the
particular type of PRS.

Table 7.1 shows the beamwidth (defined from the −3-dB points) in the E - and
H -planes for three separate cases: (1) a pencil beam at broadside (θ0 = 0◦), (2) a con-
ical beam with a general beam angle 0<θ0 < 90◦, and (3) a conical beam at endfire
(θ0 = 90◦). The formulas are expressed in terms of the normalized shunt susceptance
Bs = Bsη0. It is seen that the beamwidths are equal at broadside, which implies that
the beam is nearly omnidirectional. However, as the beam angle increases, the H -plane
pattern becomes narrower while the E -plane pattern becomes broader (for the same value
of Bs). A narrow beam can be obtained at the horizon in the H -plane (at least in theory)
but not in the E -plane.

The beamwidth is inversely proportional to B2
s for a conical beam (θ0 > 0), but

inversely proportional to Bs for a broadside beam. This means that the PRS must be
much closer to a perfectly reflecting surface in order to obtain a very narrow beam at
broadside, compared to what is necessary for a conical beam.

Table 7.2 shows the pattern bandwidth in the E - and H -planes for the same three
cases as in Table 7.1. The pattern bandwidth is defined as (f2 − f1) /f0, where f0 is the
design frequency, for which a maximum power density is radiated at angle θ0, and the
frequencies f1 and f2 are the two frequencies on either side of the design frequency for
which the power density radiated at the angle θ0 is down by −3 dB from the maximum

TABLE 7.1 Expressions for Beamwidth

E -Plane H -Plane

Broadside 2

√
2n3

1

πB
2
s

2

√
2n3

1

πB
2
s

General beam angle
2n2

1

√
n2

1 − sin2 θ0

πB
2
s sin θ0 cos2 θ0

2

(√
n2

1 − sin2 θ0

)3

πB
2
s sin θ0

Endfire Narrow beam not possible
2

(√
n2

1 − 1

)3

πB
2
s
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TABLE 7.2 Expressions for Bandwidth

E -Plane H -Plane

Broadside
2n1

πB
2
s

2n1

πB
2
s

General beam angle
2n2

1 sec θ0

πB
2
s

√
n2

1 − sin2 θ0

2
√
n2

1 − sin2 θ0

πB
2
s sec θ0

Endfire Narrow beam not possible 0

value obtained at the frequency f0. Table 7.2 shows that the pattern bandwidth is inversely
proportional to B2

s for both a broadside beam and a conical beam. This means that for
the same beamwidth (which requires a much larger value of Bs in the broadside case),
a broadside pattern will have a much smaller pattern bandwidth than a conical-beam
pattern will.

In the following sections a more detailed discussion is presented of the radiation
properties for different types of PRS structures.

7.6.4 Dielectric-Layer PRS Structures

Printed-circuit antennas, such as microstrip dipoles and patches, have many advantages
but they have the major disadvantage of low gain. During 1984 and 1985, Alexopoulos
and Jackson published a pair of papers [12, 13] that showed that the gain could be
enhanced significantly by placing a dielectric superstrate, or cover layer, over the original
dielectric substrate layer. By choosing the layer thicknesses and the dielectric constants
appropriately, a large gain can be obtained for radiation at any desired angle, in the
form of a pencil beam at broadside or a conical beam pointing at an angle θ0. The first
of these two papers showed that a properly designed two-layer (substrate/superstrate)
structure could produce such beams. The later paper [13] by Jackson and Alexopoulos
then examined in greater detail the radiation properties of the two-layer structure. Neither
paper recognized the gain enhancement effect as due to leaky modes, however. The
substrate/superstrate geometry of the structure, identifying the various parameters, is
shown in Figure 7.6, where the bottom layer of thickness b acts as the substrate layer
(h = b in Eq. (7.61)). A horizontal electric dipole source is shown located in the substrate.

The superstrate layer will act as an optimum reflecting surface when the thickness
is chosen so that it is an odd multiple of one-quarter of a wavelength in the vertical
direction. This corresponds to the condition

t = (2m− 1) λ0

4
√
n2

2 − sin2 θ0

(7.65)

where m is a positive integer and n2 is the refractive index of the superstrate. Using
m = 1 gives the thinnest superstrate.

An important step was to recognize that the two-layer structure can support leaky
waves , and that the structure can be analyzed as a leaky-wave antenna . A detailed analysis
appeared in 1988 in a paper by Jackson and Oliner [14], in which it was established that
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the directive beams obtained in the two-layer substrate/superstrate structure are due to
the excitation of TMz and TEz leaky modes by the horizontal dipole within the substrate
layer. The leaky modes travel radially outward from the source and are supported by the
two-layer structure. In particular, it was verified that a TMz leaky mode determines the
E -plane pattern while a TEz leaky mode determines the H -plane pattern, in accordance
with the discussion given earlier in this chapter. The trajectory of these two leaky modes
in the steepest-descent plane illuminated very clearly how the radiated beam, due to the
combination of these two leaky modes, behaves as a function of frequency. Knowledge of
the leaky modes is not necessary to calculate the far-field pattern of the infinite structure
(which, as mentioned previously, is conveniently done by using reciprocity). However,
the leaky-mode approach, which yields the phase and attenuation constants of the leaky
waves, directly indicates how large the ground plane and layer structure must be in order
to have a beam that approaches the limiting case of an infinite structure. (For example,
if the structure is of finite size with a circular shape, the radius of the structure in the
horizontal direction might be chosen so that 90% of the power in the leaky waves is
radiated by the time the waves reach the periphery of the structure, where an absorber
would be placed.) This is a significant advantage of the leaky-wave approach.

The directivity increases as the permittivity of the superstrate layer increases relative
to that of the substrate layer, since the superstrate PRS then acts as a more reflective
surface. Another way to increase the reflection from the PRS was proposed by Yang
and Alexopoulos [57] in 1987, in which the single superstrate is replaced by a periodic
array of such superstrates , as shown in Figure 7.23. In this structure the PRS consists
of a stack of multiple superstrate layers, where the high permittivity superstrate layers
with parameters (ε2, μ2) are separated by low permittivity spacer layers with parameters
(ε1, μ1). The high permittivity layers each have thickness t chosen from Eq. (7.65),
while the low permittivity spacer layers have one-half the thickness b of the bottom
dielectric layer (h = b in Eq. (7.61)). By using the multiple superstrates the reflection
of the parallel-plate waveguide modes from the PRS (the stack of superstrate layers) is
increased, and thus the radiated beam becomes even narrower than for a single super-
strate. The directivity increases geometrically with the number of superstrate layers, and
thus very directive beams may be obtained using modest values of superstrate permittiv-
ity, provided that several superstrate layers are used. A leaky-wave explanation for the
multiple-layer dielectric structure proposed by Yang and Alexopoulos was presented in

b

t

z0

z

x

b/2

Dipole

q0

e1, μ1

e2, μ2

e2, μ2

e2, μ2

e1, μ1

e1, μ1

Figure 7.23 A dielectric-layer leaky-wave antenna consisting of multiple superstrate layers over
a grounded substrate layer of thickness b. The structure is shown excited by a horizontal electric
dipole source in the middle of the substrate.
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1993 by Jackson, Oliner, and Ip [15]. Formulas were derived for the leakage constant as
a function of the layer parameters and the number of superstrate layers.

A fundamentally different approach to analyzing the multiple-superstrate structure was
published in 1999 by Thevenot, Cheype, Reineix, and Jecko [58]. The structure is the
same as the one seen in Figure 7.23, but for only two superstrate layers. The source
is also a patch antenna rather than a dipole, and the low permittivity region is air. The
approach and associated terminology used to describe the operation of the antenna were
completely different from the leaky-wave antenna point of view. In the adopted approach
[58] the low/high permittivity superstrate layers, which serve as the cover for the bottom
dielectric layer, were viewed as a finite section of a periodic electromagnetic bandgap
(EBG) or photonic bandgap (PBG) structure [45], meaning that it is a periodic structure
operating in a stopband. From this point of view the substrate of thickness b acts as a
defect in the periodic EBG structure.

7.6.5 Periodic PRS Structures

The PRS may consist of a periodic structure that is periodic in one direction, such as an
array of closely spaced wires or strips (or more generally, a stack of such wire layers).
The PRS may also consist of a two-dimensional periodic array of elements. The original
work of von Trentini [11] and the early work of Honey [20] consisted of such PRSs. In
Honey’s work, however, the structure was fed from one end, making Honey’s structure
a type of 1D leaky-wave antenna instead of the 2D leaky-wave antennas discussed here.
Here, we first examine the radiation properties for two particular PRSs, one consisting of
a periodic array of metal patches [17] and the other its complement, namely, a periodic
array of rectangular apertures or slots in a thin metal plate [18].

The metal-patch PRS structure is shown in Figure 7.22b, while the slot-PRS structure
is shown in Figure 7.22c. Both PRSs may be used to produce a broadside pencil beam
when air is used as the substrate dielectric. Figure 7.24 shows a typical set of E -plane
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Figure 7.24 E -plane radiation patterns (in dB) at 12 GHz for a broadside beam and three different
scan angles (15◦, 30◦, and 45◦), for the metal-patch PRS structure of Figure 7.22b, using an air
substrate. The patches have lengths (x -dimension) of 1.25 cm and widths (y-dimension) of 0.1 cm,
with periodicities of 1.35 cm in the x -direction and 0.3 cm in the y-direction. The structure is
excited by an x -directed infinitesimal horizontal electric dipole in the middle of the layer, directly
below one of the patches. For the broadside beam, the substrate thickness is h = 1.333 cm. For the
conical beams, the substrate thickness is 1.378 cm, 1.545 cm, and 1.900 cm, corresponding to beam
angles of 15◦, 30◦, and 45◦, respectively. Each pattern is normalized to 0 dB at its maximum.
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Figure 7.25 H -plane radiation patterns for the same structure as in Figure 7.24. Each pattern is
normalized at 0 dB at its maximum.

(φ= 0) patterns obtained with the patch-PRS structure, showing the E -plane pattern for
a broadside beam and a conical beam at θ0 = 15◦, 30◦, and 45◦. Figure 7.25 shows
the H -plane (φ= 90◦) patterns, which are similar. However, it can be observed that the
H -plane pattern becomes narrower than the E -plane pattern as the beam angle increases,
consistent with the results shown in Table 7.1.

For a conical beam, the beam angle θ0 is limited to about 45◦. This is because the
thickness h of the air layer increases without limit as the angle θ0 increases toward 90◦,
as seen from Eq. (7.61). As the substrate thickness increases beyond one wavelength, the
next higher order set of TMz and TEz parallel-plate modes (m = 2) begin to propagate,
and radiation from this set of leaky modes results in an undesirable secondary beam. Also,
beyond about 45◦ the difference in the E - and H -plane patterns starts to become severe.

The limitation on the beam angle due to the higher-order parallel-plate modes may
be overcome by using a dielectric layer with εr > 4/3, which allows for the beam angle
θ0 to approach 90◦ before radiation from a secondary beam occurs [17]. However, when
using a dielectric substrate layer with a metal-patch PRS, it is observed that undesirable
secondary beams arise from another source, namely, the n =− 1 space harmonic in
the x -direction of the (perturbed) TM0 surface wave that is supported by the grounded
substrate layer (which is perturbed by the metal patches) [17]. It is found that when using
the slot-PRS structure of Figure 7.22c this problem is avoided, since the guiding structure
is now a perturbed parallel-plate waveguide (which is perturbed by the apertures) rather
than a perturbed grounded slab. A beam approaching 90◦ may be realized (in principle)
by using a slot-PRS structure with a dielectric substrate layer [18]. However, as the
beam angle increases, the E - and H -plane patterns become increasingly different, with
the E -plane pattern broadening and the H -plane pattern narrowing, consistent with the
results shown in Table 7.1.

7.6.6 Strip-Grating PRS

Recent work has shown that it is possible to overcome the problem of different
beamwidths in the E - and H -planes by the use of a strip-grating PRS (an array of
closely spaced conducting strips or wires) together with a dielectric layer that is air or
a low permittivity material, as shown in Figure 7.22d [59]. This interesting property
is obtained because the characteristics of the strip grating (i.e., the equivalent shunt
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susceptance Bs ) change with the angle θ0 in a manner so as to exactly compensate for
the natural change in the different principal-plane patterns that occurs with a fixed value
of Bs .

An investigation of this effect is provided in Ref. 59, where it is shown that a single
leaky mode that is a TMx polarized wave is responsible for the narrow-beam effect.
(The leaky mode is a TMx wave since the current that flows on the strips of the PRS is
purely in the x -direction for narrow strips.) This single leaky mode is a merging of the
two leaky modes, one TMz and the other TEz , which are normally responsible for the
conical beam. Furthermore, it is shown in Ref. 59 that because of the spatial dispersion
of the strip grating, the complex propagation wavenumber of the TMx leaky mode is
independent of the azimuth angle of propagation φ of the leaky mode on the structure.
This unique property is responsible for the attribute that the pattern has equal beamwidths
in the E - and H -planes, regardless of the beam angle θ0.

Unfortunately, the peak power densities radiated at angle θ0 are not exactly equal
in the E - and H -planes for the strip-grating PRS structure, so the conical beam is not
perfectly omnidirectional in azimuth (even though the beamwidth and the beam angle
remain constant with respect to the angle φ). However, they are nearly equal for a
considerable range of angles.

7.7 CONCLUSIONS

In this chapter various types of leaky-wave antennas have been examined. These
include one-dimensional leaky-wave antennas based on a guiding structure that supports
wave propagation in one direction (e.g., a rectangular waveguide or a microstrip line).
These one-dimensional structures form the most common type and may be uniform,
quasi-uniform, or periodic. This class produces either a fan beam or a pencil beam,
depending on the width of the structure.

Another type of leaky-wave antenna that has been discussed is the two-dimensional
leaky-wave antenna, where a simple small source, such as a dipole or slot, excites a
radially expanding cylindrical wave, which in turn produces a narrow radiating beam in
the form of a pencil beam at broadside or a conical beam at a scan angle. This class
of leaky-wave antennas is not yet widely recognized, but its use has been increasing in
recent years.

Recent developments, including the introduction of metamaterial-based leaky-wave
antennas, have also been overviewed here.

The fundamental role of leaky waves in explaining the performance of a leaky-wave
antenna has been discussed in some detail. In particular, the physical nature of the leaky
waves and the radiation from them have been described for both one-dimensional and
two-dimensional types of structures.

The emphasis in this chapter has been on the fundamental physical properties of
leaky-wave antennas. More specific design information for various types of leaky-wave
antennas can be found in Ref. 4; furthermore, many additional specific leaky-wave
antenna structures, and practical design information for them, are presented in Ref. 4.
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CHAPTER 8

Reconfigurable Antennas

GREGORY H. HUFF and JENNIFER T. BERNHARD

8.1 INTRODUCTION

Reconfigurable antennas have existed for many years and enjoy a very rich and diverse
history of innovation and design. Reconfiguration of an antenna is achieved through an
intentional redistribution of the currents or, equivalently, the electromagnetic fields of
the antenna’s effective aperture, resulting in reversible changes in the antenna impedance
and/or radiation properties. These changes are enabled through various mechanisms such
as switching, material tuning, and structural modifications. System control can then be
applied to result in desired antenna performance. Under this definition, reconfiguration
does not include the use of peripheral matching circuits or the effects from phase shifters,
bias/control lines, or any other device/component that does not interact directly with the
radiating mechanism. Thus a reconfigurable antenna provides a trade-off in increased
complexity for enhanced performance. From a practical perspective, the additional per-
formance provided by a reconfigurable antenna should therefore offset the costs and
complexity of reconfiguration.

Application areas that drive the development of reconfigurable antennas include mul-
tifunction wireless devices, multiple-input multiple-output (MIMO) and ultrawideband
(UWB) systems, and antijamming, secure communications. Meeting the needs of these
systems presents several challenges. One of the most fundamental occurs when restrict-
ing reconfiguration to a specific aspect of the antenna performance, while simultaneously
requiring continuity of the remaining antenna parameters throughout the range of recon-
figured states. Implementation and control of the reconfiguration mechanism can also
prove difficult. Considering all aspects of this process, the design of reconfigurable anten-
nas can be quite demanding, but it also provides an excellent opportunity to combine
state-of-the-art technologies with antenna theory in the pursuit of additional degrees of
freedom in system performance.

This chapter addresses the fundamental properties of reconfigurable antennas and
also provides case studies to illustrate the potential of these radiators. First considered
are large aperture reconfigurable antennas, followed by single element and small aper-
ture reconfigurable antennas. The use of antenna reconfiguration in multiple antenna
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370 RECONFIGURABLE ANTENNAS

topologies and arrays (both parasitic and driven) follows this discussion, and the chapter
concludes with a brief summary.

8.2 THE RECONFIGURABLE ANTENNA

8.2.1 Initial Considerations

Reconfigurable antennas come in a large variety of different shapes and forms. Their
operation can largely be analyzed through existing design principles [1, 2] by utilizing
well defined antennas as the base design and a point of reference for the desired operation.
By considering the properties of a base design, reconfigurable antennas can be classi-
fied according to three categories that describe their operation: (1) the reconfigurable
antenna parameters of interest, (2) the proximity of reconfiguration, and (3) the continu-
ity of reconfiguration (e.g., having reconfigurable antenna parameters over a continuous
range of values). Reconfigurable antennas are typically described by the first of these
categories, including reconfigurable radiation (pattern or polarization) and reconfigurable
impedance (frequency or bandwidth). The proximity of reconfiguration describes physi-
cal properties inherent to the base antenna design—either direct (alteration of a driven
element) or parasitic (alteration of a parasitic component). The continuity of the reconfig-
uration is defined by the nature and capabilities of the reconfiguration mechanism, either
discrete (a finite number of reconfigured states) or continuous (reconfiguration within a
range of states). Thus for the reconfigurable antennas discussed in this chapter, these
three properties will have the notation (reconfigurable antenna parameter(s), proximity
of reconfiguration, continuity of reconfiguration) contained in their description.

Example 1: Frequency Reconfigurable Dipole A generic wireless communication
link shown in Figure 8.1 illustrates a basic application of reconfigurable antennas. This
scenario involves a transmitter T that broadcasts to two sets of wireless receivers R1 and
R2. These receivers operate at two different frequency bands B1 and B2, centered at f1

and f2, respectively (with f1 < f2). The scenario assumes that all receiving antennas are
coincidentally polarized, the transmitter broadcasts at the frequency bands centered at f1

and f2 at times t1 and t2, respectively, and the radios require isolation between the bands
such that a dual-band antenna is undesirable. Thus the reconfigurable antenna serves to
allow communication with both sets of receivers using a single antenna.

Although many types of antennas could be used to achieve the desired opera-
tion—using a single antenna to communicate with both sets of receivers—the dipole

Figure 8.1 Example of a wireless communication link utilizing reconfigurable antennas. The
transmitter T utilizes a frequency reconfigurable antenna for broadcasting to the receivers R1 and
R2, operating at f1 and f2, at time t1 and t2, respectively.
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provides an intuitive and well understood candidate for reconfiguration. Recalling
the electrical properties of the dipole at its first resonance, the desired performance
can be achieved by adjusting the length of the dipole accordingly. In doing so, the
overall system avoids the need for two sets of transmitting antennas by combining
their functionality into a single—more complex (e.g., the trade-off)—antenna design
(assuming a dual-band antenna is undesirable). Figure 8.2 depicts the process of
combining the functionality of two transmitters (T1 and T2) and their corresponding
dipoles of lengths L1 and L2 into a frequency reconfigurable dipole antenna (frequency,
direct, discrete). For this example, the integration of two ideal switches (placed
accordingly) on the longer length L1 (corresponding to the resonant length for f1)
achieves the desired operation. Figure 8.2 also shows the resulting current distribution
in gray for the two configurations (or reconfigured states) of the antenna for the time
intervals t1 and t2.

Figure 8.2 also includes the control signal (indicated by a control voltage), allowing
for a very general description of the antenna’s operation. The control signal remains high
during the interval t1 and both switches remain in the ON state. This provides electrical
continuity between the respective lengths and results in a total length of L1 = 1

2λ1 and
a dipole resonance corresponding to f1 (the lower of the two frequency bands). The
switches turn off (OFF state) during the next interval t2 when the control signal falls
below the threshold level, creating discontinuities along the arms of the dipole. This
shortens the total length to L2 = 1

2λ2 and a dipole resonance at f2 (the higher of the
two frequency bands). Equation (8.1) shows the pattern function F(θ) for the dipole in
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Figure 8.2 By combining the functionality of the two antenna and transmitter pairs (upper left)
into a reconfigurable antenna using ideal switches (upper middle), both bands of operation can
be achieved (upper right). The basic control signal for this system (lower middle) also shows the
switch state underneath the corresponding time interval.
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both states [2] (θ assumes alignment of the axis of the dipole in the z-direction) and
demonstrates that the radiation patterns are identical for each configuration.
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8.2.2 Practical Considerations

There are numerous practical considerations associated with the implementation of a
reconfigurable antenna design. The most challenging issue occurs during the process
by which a conceptual design finds realization. A proof-of-concept design (e.g., using
hard-wired connections for ideal switches in Example 1) may achieve the desired perfor-
mance, but its functionality can be severely degraded, or even lost, when implementing
the reconfiguration mechanism and its peripheral components (bias, control, etc.). Many
important factors should be considered in this process—each specific to the particular
type of antenna and reconfiguration mechanism under consideration. Some general effects
include parasitic loading from switches and other components, and spurious radiation
from bias structures or control networks.

Example 2: Realization of the Frequency Reconfigurable Dipole Figure 8.3 shows
a potential topology for the frequency reconfigurable dipole discussed in Example 1,
providing an implementation using diodes as the reconfiguration mechanism in place of
the ideal switches. Assumptions for this example include the following: (1) the input
impedance Zin of the dipole remains adequately matched to the system impedance Z0

dc

Figure 8.3 Topology of the reconfigurable frequency dipole antenna, including the diode switches,
biasing components (dc blocks, RF chokes, and limiting resistors), and the control unit (timer, FET
gate, and power supply.)
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throughout both configurations, (2) the diodes are ideal (lossless, negligible parasitic
reactance, and electrically small dimensions), and (3) the control unit also adjusts the
source frequency VRF [e.g., via a voltage-controlled oscillator (VCO)] between f1 and f2.
Figure 8.3 shows the diodes—appropriately oriented across both discontinuities—that
are controlled using VBIAS, routed through a control unit (with an identical control signal
from Example 1) consisting of a solid-state switch such as a field-effect transistor (FET)
and a timer that dictate the control signal. Inductors or very high impedance transmission
lines are used as radio frequency (RF) chokes to mitigate RF leakage into the bias and
control lines by presenting a very high impedance to the RF energy at the terminals of the
diodes. It should be noted that the improper design of these lines can generate spurious
radiation and impedance loading that can affect the performance. Blocking capacitors are
used in this design to isolate and protect the RF source from the dc bias, and current
limiting resistors are used to avoid damaging the diodes and/or dc voltage source. The
basic system shown in Figure 8.3 contains many components common to a reconfigurable
antenna system.

At this stage, losses in the antenna and reconfiguration mechanism represent a par-
ticularly critical parameter in the design and implementation of reconfigurable antennas,
especially when considering the total efficiency across all reconfigured states. These
losses can be manifested through detuned impedances and/or can alter radiation patterns
but can also be a function of lossy materials (accumulation of material and/or conduc-
tor losses), current crowding through small dimensions (often encountered in switched
designs), and other less apparent mechanisms. For example, serpentining the bias or
control lines (as from the previous example) represents an effective and often used com-
pensating strategy to mitigate spurious radiation losses or loading from these structures.
These lines are typically designed to have a high input impedance and must be turned
several times to create opposing current directions to cancel spurious radiation. However,
the turns in the narrow line will inevitably create parasitic effects and losses from current
crowding that may affect performance if improperly designed or placed. Comprehensive
design methodologies developed in the future for these antennas must provide the ability
to account for these kinds of losses as well as provide strategies to mitigate them while
balancing design choices against additional system complexity.

8.2.3 Reconfiguration Mechanism

The choice of reconfiguration mechanism presents trade-offs in functionality and com-
plexity as well as device or system lifetime. For instance, mechanisms that rely on
movable parts to facilitate reconfiguration [e.g., RF micro electro mechanical systems
(RF MEMS)] may experience mechanical wear or failure from hot-switching. How-
ever, they are typically actuated electrostatically and the performance they provide over
solid-state designs—low intrinsic losses and power consumption (especially at higher
frequencies)—often offsets the potential for a degraded lifetime and failure of the device.
As another example, the integration of tunable materials into the antenna design can cause
an entirely different set of problems if the material properties or tunability degrade over
time. Both of these degradations in the performance are in addition to the complexity and
integration of the antenna, reconfiguration mechanism, and supporting structures (bias,
control, etc.). Therefore selection of the reconfiguration mechanism should be made care-
fully, with system lifetime, cost, complexity, and desired performance levels and losses
considered from the outset.
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8.3 CASE STUDIES IN RECONFIGURABLE LARGE APERTURE ANTENNAS

8.3.1 Continuously Reconfigurable Antennas

8.3.1.1 Traveling-Wave Antennas

Trough Waveguide Antenna The electromechanically scanned trough waveguide
antenna (radiation, direct, continuous) [3–5] represents one of the first reported examples
of a reconfigurable large aperture antenna. The reconfiguration of this antenna represents
several milestones in reconfigurable antenna technologies and was notably the first widely
published reconfigurable antenna design (although the term reconfigurable was not yet
used). In addition to its chronological significance, the antenna was also married with
many novel technologies to achieve reconfiguration. The authors examined numerous
reconfiguration mechanisms, some of which were among the first applications of artifi-
cial dielectrics and electromechanical means to operate on the electromagnetic fields of
a device. The structure was first considered in the early 1950s by W. Rotman (while at
the Air Force Cambridge Research Center) and A. A. Oliner (at the Microwave Research
Institute, Polytechnic Institute of Brooklyn) for the United States Air Force (USAF).
The intended application was an S-band pulsed-Doppler radar system, where its specific
purpose was to feed a parabolic reflector and scan a pencil beam in the horizon (with
mechanical scanning in the vertical plane). The significance of this operation resided in
its ability to provide fixed-frequency beam steering from a leaky-wave antenna—which
normally must be scanned by adjusting the frequency.

The trough waveguide provides the base design for this antenna, and Figure 8.4
[3, 4] shows the cross section of the structure, electric field of the traveling-wave mode,
and electric field of the leaky mode. The open side (top) of the antenna represents the
effective aperture and the critical parameter (including the associated fields in the guide)
that facilitates reconfigurable radiation.

The structure radiates (appreciably) when the two troughs are asymmetric in the trans-
verse dimension, and the transverse resonance method has been used in Ref. 5 to analyze
this behavior. By asymmetrically perturbing the field structure of the traveling-wave
mode, a portion of the traveling-wave energy converts to a loosely bound (radiating)
mode [3]. When the perturbation (or asymmetry between the two troughs) remains fixed
along the longitudinal direction, a main beam points in the direction θ and scans in the
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Figure 8.4 Trough waveguide antenna (left) (adapted from Ref. 3), electric field of traveling
wave mode (middle), and electric field of leaky-wave mode (right) (adapted from Ref. 3.)
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plane defined by the direction normal to the open dimension and the longitudinal axis of
the guide (i.e., direction of the traveling wave). The scan angle θ follows Eq. (8.2), deter-
mined by the ratio of the guided wavelength λg and the free-space wavelength λ0 —a
common trait of leaky-wave aperture antennas [1].

sin θ = λ0/λg (8.2)

A traveling-wave linear array can be created from this structure by periodically per-
turbing (period 2a and perturbation length a) the traveling wave in an antipodal (or
antisymmetric) fashion about the center fin. Equation (8.3) [3] shows the relationship
between θ , a, λg , and λ0 that results from these perturbations, effectively creating
a secondary mechanism that influences the scan angle of the main beam. With this
mechanism in place, the perturbation length and its periodicity, along with the guided
wavelength, represent the critical parameters that operate on the fields of the effective
aperture—resulting in reconfigurable radiation (beam steering).

sin θ = λ0

λg

− λg

2a
(8.3)

Three different methods [5] are presented next, which demonstrate the ability to recon-
figure the guided wavelength from a wide variety of fixed-length perturbations. They are
(1) simultaneously rotating two low-dielectric isocane foam rods implanted with a par-
allel grid of small metallic filaments to create an artificial dielectric in both troughs,
(2) mechanically varying a serrated center fin, and (3) actuating fixed-length metal-
lic blocks at the base of the guide. All of these methods effectively reconfigure the
electromagnetic fields on the aperture. Figures 8.5 and 8.6 [3] show the second two
reconfiguration mechanisms and the effect of block height on the guided wavelength,
respectively. Figure 8.7 [5] shows the reconfigurable radiation patterns for several dif-
ferent block heights (method (3)), actuated by a cam and gear drive to adjust the height
of the block and alter the guided wavelength.

Periodic Grating Antenna Tunable materials can also be quite effective in the design
of reconfigurable large aperture antennas, and two different permutations of the periodic
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Figure 8.5 The mechanically actuated serrated center fin (left) (from Ref. 3) and actuated metallic
blocks at the base of the guide (right). (From Ref. 4.)
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Figure 8.6 Effect of reconfiguring the block height d on the free-space to guided wavelength
ratio that determines the angle θ . (From Ref. 5.)

grating antenna [6] are considered here to demonstrate this: (1) altering the permittivity
of the substrate and (2) altering the permeability of the substrate. These designs have the
advantage of not relying on moving parts (such as the implementation in Ref. 7) but can
suffer from substantial substrate losses in the exotic materials used to reconfigure the
antenna. Figure 8.8 depicts the structure of the base design, and the guided wavelength
determines the direction of the main beam, which scans with the frequency. The radiation
pattern can also be reconfigured by altering the guided wavelength (equivalent to the
trough waveguide antenna shown by Eq. (8.2))—determined by the physical dimensions
(height and width) of the guide and the material properties (permittivity and permeability).
The resulting reconfiguration of the radiation can then be expressed by a figure of merit
determined by the static fields that create the material variation and the resulting change
in the main beam direction.

The first design utilizes a substrate with a tunable permittivity to alter the guided
wavelength and reconfigure the direction of the main beam. The relative permittivity εr
of the ferroelectric material in Ref. 8 (barium strontium titanate (BST)) can typically be
tuned over a wide range (depending on the quality and type of material composition)
by applying a dc electric field in its paraelectric state. This can be accomplished with
the periodic metallic grating antenna by applying the bias through the substrate between
the metal gratings and the ground plane. The prototype in Ref. 8 (radiation, direct,
continuous) was designed for Ku-band operation and was capable of reconfiguring the
main beam direction up to 6◦ (−14◦ to −8◦) at 13.375 GHz using an applied electric
field ranging from 0.0 to 9.0 kV/cm (V/m units referring to the field strength in the
substrate)—resulting in a figure of merit of 1◦/8.33 V. It should be noted that a much
greater degree of tuning is possible by using higher quality ferroelectric materials.

The second design utilizes a stratified substrate configuration that incorporates a layer
of material with a tunable permeability that can be used to alter the guided wavelength
and reconfigure the direction of the main beam. The relative permeability μr of the ferrite
material in Ref. 9 (polycrystalline yttrium iron garnet (YIG)) can be tuned by applying a
dc magnetic field. This material has been corrugated with rectangular grooves to create a
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Figure 8.7 Azimuthal radiation patterns of the trough waveguide fed parabolic reflector for
different block heights h (b refers to the width of the trough). (From Ref. 5.)

periodic dielectric-grating antenna and resides on the top of the substrate configuration,
supported by a Teflon (εr = 2.1) slab bonded to a copper plate with wax. The antenna in
Ref. 9 (radiation, direct, continuous) was designed for U-band operation and was capable
of reconfiguring the main beam direction up to 41◦ (−0.5◦ to 40.5◦) at 46.8 GHz using
an applied magnetic field of 0.0 to ∼1.4 T—a figure of merit of 1◦/0.036 T. A diagram
of the antenna can be seen in Figure 8.9 [9].

8.3.1.2 Reflector Antennas

Contour Reflector The reconfigurable contour reflector antennas in Refs. 10–14
(radiation, direct, continuous) represent a very different type of reconfigurable large
aperture antenna, with the contoured reflector providing the base design for these
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(a)

(b)

Figure 8.8 (a) Side profile of the periodic grating antenna with metallic corrugations, (b) top
view of the periodic grating antenna with metallic corrugations, and (c) side profile of the periodic
grating antenna with dielectric corrugations (From Ref. 1.)
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Figure 8.9 Stratified substrate configuration of the periodic grating antenna using magnetic mate-
rials. (From Ref. 9.)

structures. The illumination of a deformable reflector in Refs. 10–13, and a deformable
subreflector in Ref. 14, provides a mechanism to alter the induced currents on the
reflector/subreflector surface. This in turn reconfigures the effective aperture field
distribution and reconfigures the shape of the resulting radiation pattern. The reflecting
surfaces of these antennas are typically deformed by connecting the reflecting surface
to an array or bank of actuators that are operated simultaneously through a control
unit to provide the desired illumination of the reflector. Figure 8.10 shows the general
arrangement of antennas with the deformable reflector and deformable subreflector
surfaces, but many different actuation methods, discretization schemes, and reflector
surfaces (or materials) have been examined to reconfigure this antenna.

These antennas can provide very complex radiation patterns, and small changes in the
contour can be applied to the surface of the reflector for corrections or alterations of the



8.3 CASE STUDIES IN RECONFIGURABLE LARGE APERTURE ANTENNAS 379

Figure 8.10 Antennas using a reconfigurable reflector or subreflector (From Ref. 2.)

pattern. Genetic algorithms in Refs. 13 and 14 and a finite element mechanical description
of the deformable subreflector surface have been included in Ref. 14 to aid in pattern
synthesis. In addition to the electromagnetic analysis, the effect of material stiffness and
actuation schemes (e.g., number of actuators, placement, and surface deflection) can also
be included in the design process using these methods. Figure 8.11 shows an example
of the patterns that can be created by the antenna in Ref. 14 (continental United States
(CONUS) and Brazil).

Reflectarray The reflectarray represents a slightly different type of reflector antenna, in
that it uses individually reconfigurable single elements to alter the resulting large aperture
field distribution. However, it can be included with the large aperture antennas since
reconfiguration of the individual elements (reconfigurable small aperture antennas) serves
the larger goal of reconfiguring the total aperture. In this type of arrangement, the elements
must significantly reconfigure one aspect of their performances, while maintaining other
parameters that may degrade the overall performance of the array.

The structure in Ref. 15 (radiation, indirect, continuous) illustrates this type of this
array—using reconfigurable phase (or phase shifting) individual elements (phase, direct,
continuous). This example uses vertically tuned MEMS-based patch antennas in a reflec-
tarray application to create a large aperture radiation reconfigurable antenna. The elements
are placed in a periodic array and are individually actuated to alter their height. The ver-
tical displacement of the element alters the phase of the far-field radiation and can be
used to steer the main beam generated by the overall aperture. Figure 8.12 shows the
proposed MEMS patch.
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Figure 8.11 Broadcast radiation patterns achieved using contour reflector antennas: the radiation
pattern contours for the continental United States (CONUS) (left), and for Brazil (right). (From
Ref. 14.)
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Figure 8.12 Vertically displaced reconfigurable patch element proposed for the reconfigurable
reflectarray. (From Ref. 15.)

8.3.2 Discretely Reconfigurable Antennas

8.3.2.1 Reconfigurable Aperture

Switched Grid of Electrically Small Metallic Patches The switched grid of electri-
cally small metallic patches in Refs. 16–18 (radiation and frequency, direct, discrete)
demonstrates one method to directly reconfigure a large aperture antenna. Figure 8.13
shows the antenna structure for a monopole configuration (determined by a genetic algo-
rithm). Each patch in the grid has a connection to neighboring patches through a switched
link, and the individual switches can be opened or closed in a predetermined arrangement
to reconfigure the effective aperture (and the resulting radiation pattern). This particu-
lar structure can achieve many different reconfigured states, but the arrangement of the
patches to obtain the desired radiation pattern and input impedance behavior must be
predetermined. Although the physical structure remains quite different from the recon-
figurable contoured reflector, both reconfigurable large apertures have very complex field
distributions that share the need for predetermined configuration settings to achieve the
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Closed switch Open switch

Feed point

Figure 8.13 Two variations of the switched grid of metallic patches (left side): a narrowband
design with broadside radiation (switched configuration at top left, resulting radiation pattern at
top right) and a narrowband design with a beam steered to θ = 45◦ (switched configuration at
bottom left, resulting radiation pattern at bottom right). (From Ref. 18.)

desired results. The antenna remains discretely reconfigurable in this configuration since
there exists a finite number of switch combinations, but a version of this antenna in Ref.
19 provides a continuously reconfigurable design.

Several different methods to realize the switched links have been examined for this
structure and illustrate the many possibilities and potential difficulties that can arise when
integrating the reconfiguration mechanism and providing bias and control. One such
design uses FET-based electronic switches with an optically coupled control system,
implemented in Ref. 18 for a structure operating at UHF (0.85–1.45 GHz). Figure 8.14
illustrates this system.

Switched Array of Crossed Slots The switched array of crossed slots in Ref. 20
(frequency, discrete, direct) represents another large aperture design but shares similar
properties with the arrays discussed in the continuously reconfigurable section. In this
case, however, the elements are designed to reconfigure their frequency and remain
closely spaced (<λ/2) in the array to avoid grating lobes. Crossed slot elements—with
dimensions that are altered by the use of switches—provide the repeating elements in this
array that reconfigure their frequency. Figure 8.15 demonstrates an array configuration
using two sets of elements that are interleaved in the array to provide the desired range of
frequencies. The slots and switches reside on the top of a multilayer structure comprising
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Figure 8.14 The FET-based electronic switches with an optically coupled control system for the
grid of electrically small patches. (From Ref. 18.)
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Figure 8.15 The switched, reconfigurable, crossed slot array. (Adapted from Ref. 20.)

the antenna. A series of passive, resistively loaded frequency selective surface elements
below the slots and switches act as a broadband ground plane (and another component
of the overall design). The broadband nature of the ground plane structure in Ref. 20
facilitates its operation between 0.8 and 3.2 GHz.

8.3.2.2 Traveling-Wave Antenna

Periodic Grating Antenna Solid-state devices are used in Ref. 21 (radiation, discrete,
direct) to alter the electrical structure of a periodic grating antenna (similar to Refs.
8 and 9). Elongated (distributed) silicon PIN diodes are placed along the sidewall of
this antenna to enable reconfiguration, occurring when current is passed through the
diodes to excite the valence electrons in the silicon to the conduction band. The resulting
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change in conductivity creates an effect similar to the placement of a movable metallic
wall. Through field confinement, the guided wavelength can be altered. The resulting
antenna demonstrated a beam switching of 9.5◦ (22.5◦ to 32.0◦) by applying a current
of 300 mA (1◦/31.6 mA). Figure 8.16 shows the antenna and field structure resulting
from the biasing of the diode. Conceptually, this antenna provides a continuous degree of
radiation. However, increasing the diode current to a maximum severely deteriorates the
performance due to the lossy nature of the PIN diode while transitioning to a conductive
state.
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8.4 CASE STUDIES IN RECONFIGURABLE SMALL APERTURE ANTENNAS

Reconfigurable small aperture antennas (e.g., single elements) represent a significant
portion of reconfigurable antenna designs developed to date. Resonant antennas and
their sensitivity to small changes in the physical structure or critical material properties
provide several straightforward approaches to reconfiguration. In addition, these antennas
meet the needs of mobile communication devices and integration with signal combining
techniques. In addition, these elements are commonly considered as candidates for the
integration of RF MEMS, tunable materials and devices, and other novel technologies.
The reconfiguration mechanism typically plays a direct role in the operation of the device.
Advances in MEMS technologies and bulk micromachining processes have significantly
enhanced the capabilities and potential of continuously reconfigurable small aperture
antenna designs. As with the large aperture antennas, the organization for this section is
categorized by the degree of reconfiguration, beginning with continuously reconfigurable
designs and ending with discretely reconfigurable ones.

8.4.1 Continuously Reconfigurable Antennas

8.4.1.1 Micromachined Microstrip Patch Antenna The microstrip antenna’s
overall popularity as a base design for array elements, broadband antennas, multiband
antennas, and so on makes it a natural candidate for reconfigurable designs. With a well
known theoretical foundation and design equations, changes in a number of antenna
dimensions and/or materials can produce antennas that are extremely flexible and
diverse [1].

Vertical displacement of a microstrip antenna, changing its effective height above
a substrate, is one way to achieve reconfigurability. An increase in height results in
an upward shift in resonant frequency that can be demonstrated through an equivalent
parallel RLC circuit model [1] (neglecting the feed reactance) of the microstrip patch
antenna. This displacement increases the effective height of the antenna above the ground
plane, which decreases the total capacitance in the equivalent circuit (i.e., consider the
very basic relationship for a parallel-plate capacitor and the result of increasing the
separation between the plates). Assuming the radiation resistance and inductance in this
equivalent circuit are not significantly altered, the resonant frequency and bandwidth
will experience an upward shift in frequency. The antennas presented next utilize this
principle in different ways but are both based on rectangular, edge-fed, microstrip patch
antennas that use the out-of-plane deflections to reconfigure their resonant frequency.

Magnetostatic Actuation The antenna in Ref. 22 (frequency, direct, continuous) uses
the out-of-plane principles—similar to a cantilever—to reconfigure its resonant fre-
quency and operating 2:1 voltage standing wave ratio (VSWR) bandwidth. The patch
geometry was fabricated over a sacrificial layer residing on the top side of the substrate,
with a thin layer of magnetic material (permalloy) electroplated onto the top surface of
the antenna. The patch antenna covered in magnetic material was released from the sub-
strate by etching away the sacrificial layer between the antenna and substrate but remains
anchored to the substrate by the microstrip feed line that excites the structure. The patch
can then be deflected upwards of θ = 45◦—where θ is defined as the angle the antenna
makes with the substrate—using magnetostatic actuation via an applied dc magnetic field
and still maintain its operation in a patch mode. (Actuation beyond 45◦ results in behav-
ior closer to that of a bent monopole or TEM horn antenna.) This actuation decreases the
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permalloy and magnetic actuation (top), design of patch antenna (bottom left), and operation
(bottom right). (From Ref. 22.)

horizontal profile (effective length) of the antenna and decreases the overall capacitance,
generating an upward shift in a total shift in resonant frequency of 9.4% (25.6–28.0
GHz). Figure 8.17 shows the fabricated antenna, diagram, and measured results.

Electrostatic Actuation The antenna in Ref. 23 (frequency, direct, continuous) uti-
lizes out-of-plane actuation principles—applied to the ground plane of the antenna—to
reconfigure its resonant frequency and operating 2:1 VSWR bandwidth. The antenna was
fabricated on a thin glass substrate with a deformable metallic ground plane below the
patch. The area of deformable ground plane can be electrostatically actuated downward
into a cavity (etched below the center of the patch antenna) by applying an appropriate
voltage between the patch and ground. This action reconfigures the antenna by increasing
the overall distance between the patch and ground plane—decreasing the total capaci-
tance of the antenna and shifting the resonant frequency upward. The actuation of the
ground plane results in a maximum downward deflection of 138 μm and a total shift in
resonant frequency of 6% (16.8–17.82 GHz). The fabricated antenna, cross section, and
results are shown in Figure 8.18.
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8.4.1.2 Micromachined Vee-Antenna The pattern reconfigurable Vee-antenna in
Ref. 24 (radiation, direct, continuous) (base design from Ref. 25) represents a different
kind of structurally reconfigurable antenna using MEMS technologies. The arms of the
Vee-antenna [24] are movable through pulling or pushing by actuators. A rotational hinge
attached to the substrate holds one end of the antenna arm. This allows the arm to rotate
with the hinge as the center of a circle. The antenna arms are pulled or pushed by
support bars connected to the actuators with movable rotation hinges on both ends. The
antenna arms and the support bars are physically connected but electrically separated
with dielectric material. These arms are connected to contact pads through the fixed
rotation hinges, and each one can be controlled independently. When both antenna arms
move in the same direction with a fixed Vee-angle, the antenna can be used to steer the
radiation beam. In addition, when the Vee-angle changes, the radiation beam shape can
be adjusted. The fabricated antenna, schematic, and beam-steering results can be seen in
Figure 8.19, which has demonstrated overall beam steering of 45◦.

8.4.1.3 Microstrip Parasitic Array Solid-state devices are also quite useful as
actuation mechanisms in reconfigurable antennas. In particular, varactors and diodes are
commonly implemented to facilitate reconfiguration. They use an applied electric bias
to alter their impedance, which can be used to reconfigure the frequency or radiation
properties of an antenna. Figure 8.20 shows the microstrip parasitic array (radiation,
indirect, continuous), which proposes the use of two varactors to reconfigurable the
radiation pattern (discrete switching has also been demonstrated [27]).

The antenna consists of three parallel strips printed on a grounded dielectric substrate.
The spacing between strips is approximately a quarter wavelength in free space. The
center strip is approximately one-half of a guided wavelength at the resonant frequency
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and is fed with a subminiature version A (SMA) probe. The parasitic strips on either
side of this center driven element can be lengthened or shortened with respect to the
center strip. The antenna behaves much like a Yagi–Uda antenna set on a dielectric
substrate backed by a finite ground plane. The lengthened parasitic element is inductive
and works as a reflector and the shortened parasitic element is capacitive and works
as a director. The effective electrical lengths of the parasitic strips can be continuously
tuned by electronically controlling the value of the varactors. This effect reconfigures
the radiation pattern while maintaining input impedance characteristics. The measured
results for several values of capacitance and the resulting radiation patterns and tuning
range are shown in Figure 8.20.

8.4.1.4 Dual-Band Bent Slot Antenna The dual-band frequency reconfigurable
antenna discussed in Ref. 28 (frequency, direct, continuous) also utilizes two varactors.
They are used to independently tune two matched-impedance bands of a slot antenna.
The frequency of one of the bands can be fixed at will and the frequency of the other
band can continuously be tuned over a wide frequency range. Furthermore, if desired,
the frequencies of both bands can simultaneously be tuned over a wide frequency range
by changing the bias voltages across the varactors. An equivalent circuit of the antenna
in Figure 8.21 has been used to determine the placement of the varactors to achieve the
optimum tuning range for a given range of capacitance. By adjusting the bias of the two
varactors, the antenna is capable of tuning each band independently or simultaneously,
shown in Figure 8.21. The antenna uses a simple feed structure and matching network
to achieve simultaneous impedance match at both frequencies of operation and over
its entire tuning range. Furthermore, the antenna shows similar radiation patterns and
polarization at both bands and over tuning, with low levels of cross-polarized radiation.
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8.4.2 Discretely Reconfigurable Antennas

8.4.2.1 Fractal Antenna A fractal antenna provides many different opportunities
to create reconfigurable antennas. The antenna shown in Figure 8.22 uses an iteration of
the Sierpinski gasket, with resistive pad control line structures shown in Figure 8.23. The
antenna’s adjacent triangular patches are connected with four cantilever ohmic contact
RF MEMS switches in series to obtain the desired frequency reconfigurability. The
introduction of these electrostatic actuators permits the physical connection/disconnection
of sections of the antenna’s conductive parts to change the antenna’s effective length.

A bow-tie mode of operation is created when all switches are in an OFF position.
A MEMS-enabled (or fractal) mode of operation is obtained when all switches are in
an ON state. Switching between all-OFF and all-ON configurations can reconfigure the
operating frequency.

8.4.2.2 Magnetic Line Source Antenna The magnetic line source antenna in
Refs. 30, 31 (radiation, direct, discrete) uses switched connections to significantly recon-
figure the radiation pattern while maintaining a common impedance bandwidth and
polarization. The operation of the antenna in Ref. 30 can be synthesized from differ-
ent microstrip patch antenna modes (shown in Figure 8.24). The design-oriented analysis
treats the structure as an equivalent magnetic current distribution (similar to the cav-
ity model of the patch antenna). Commercially available packaged RF MEMS switches
are used to connect/disconnect the sections of microstrip line, which change the current
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reconfigurable frequency slot antenna with reconfiguration of upper band (top right) and lower
band (bottom right). (From Ref. 28.)

distribution and resulting electric field distribution. The resulting broadside and end-
fire radiation pattern configurations are achieved over a common impedance bandwidth.
Figure 8.25 shows the antenna, biasing structures, and control lines, including lumped
elements and distributed components.

8.4.2.3 Microstrip Patch Antenna Solid-state switching mechanisms are com-
monly used in reconfigurable antenna designs. They can easily be mass produced so
their cost is minimal when compared to RF MEMS. Their parasitic packaging effects and
leakage current can sometimes degrade the performance at higher operating frequencies,
so the choice of a proper device is crucial. One example of a microstrip patch antenna
equipped with PIN diodes is demonstrated in Refs. 32 and 33 with the patch antenna with
switchable slots (PASS). The antenna’s resonant length L [Eq. (8.3)] has been altered in
all of these designs. The antenna is capable of reconfiguring its frequency using one diode
and its polarization handedness using two diodes. An example of an antenna (including
biasing structures) using this type of reconfiguration can be seen in Figure 8.26.

8.4.2.4 Multimode Microstrip Antenna PIN diodes can also be used to create
much more elaborate structures based on the operation of the microstrip patches and
transmission lines. The base design of the antenna in Ref. 34 is a leaky-wave microstrip
antenna (a large aperture antenna), but it has been segmented into several smaller patch
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Figure 8.23 High impedance bias pads for RF MEMS-based self-similar reconfigurable antenna
(left) and interface with the switch (right). (From Ref. 29.)

antennas. The multimode structure can be reconfigured into a patch antenna anywhere
along the aperture of the leaky-wave antenna with two degrees of freedom. PIN diode
switches are utilized to switch between the different aperture configurations. The struc-
ture’s unique field profile is utilized to minimize insertion loss in the leaky-wave mode
and also to maximize isolation between the different aperture ports. The antenna is shown
in Figure 8.27.
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Figure 8.24 Magnetic current distributions for the TM01 and TM02 modes of a rectangular
microstrip patch antenna (resonant length L). (Adapted from Ref. 29.)
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θ -polarized in the φ = 0◦ plane. (Adapted from Ref. 31.)

8.4.2.5 Printed Dipole The optically reconfigurable printed dipole antenna in
Ref. 35 demonstrates an alternative use of solid-state devices by optically switching
a set of high resistivity silicon switches. Its operation is analogous to the examples
provided in Sections 8.2.2 and 8.2.3. When optically illuminated, the silicon changes
from an insulator state to a near conducting state by creating electron–hole pairs by
virtue of the photoelectric effect, and the antenna is configured for its lowest frequency
of operation. Removing the light source returns the silicon to its previous state and
the antenna to its higher operating frequency. The reliability of the switch is governed
only by the properties of the light source and has no moving parts. This method of
reconfiguration also provides the benefit of electrical isolation from the driven antenna
circuit. Figure 8.28 shows the fabricated antenna and measured results.
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Figure 8.26 PASS diagram (top left), fabricated antenna with reconfigurable frequency and cir-
cular polarization using PIN diodes (bottom left), axial ratio of both bands (top right), and return
loss of both bands (bottom right). (From Ref. 33.)
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Figure 8.27 Multimode microstrip antenna using PIN diodes. (From Ref. 34.)

8.5 ADVANCED RECONFIGURABLE ANTENNA APPLICATIONS

Reconfigurable antennas are designed to integrate the performance of several antennas
into a single radiating structure. Multifunction systems, ad hoc networks, and software-
defined radios are three broad applications that can utilize these properties. Example 2
from Section 8.22 represents a very basic multifunction system, but many others with
more complicated requirements could be possible through the use of reconfigurable anten-
nas. In the following sections, multiple antenna techniques and array techniques are
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Figure 8.28 Optically switched reconfigurable printed dipole antenna (top left), return loss versus
input optical power (top right), and radiation patterns for the two symmetric modes (bottom left)
and the two asymmetric modes (bottom right). (Adapted from Ref. 35.)

considered as two examples of advanced systems that could be enabled with reconfig-
urable antennas.

8.5.1 Multiple Antenna Techniques

Signal combining or diversity techniques [36–39] and multiple-input multiple-output
(MIMO) [40–42] systems represent some of the evolving uses of reconfigurable anten-
nas. The additional degrees of freedom and functionality that reconfigurable antennas
provide make them excellent candidates for these applications. The ultimate goal of
these systems is to raise (or improve) the signal-to-noise ratio, thereby improving the bit
error rate, increasing the channel capacity or system throughput, and reducing the power
consumption in mobile networks. Polarization and pattern diversity are particularly useful
for these applications, which rely on antennas that can alter their spatial properties and
maintain their impedance match. While simple diversity schemes with fixed antennas
are now prevalent, the ability to reconfigure radiation patterns with single elements can
provide additional performance benefits in complex communication environments while
keeping the number of antennas on a platform reasonable. The mutual coupling between
antennas and superposition of far-field radiation patterns from reconfigurable antennas
can also be used for beam forming with a small number of elements.

8.5.2 Array Techniques

Small aperture reconfigurable frequency and reconfigurable radiation antennas can also
provide additional degrees of freedom in the design of arrays. Their impact depends
on both the reconfigured properties and the array topology, but their use can result in
significant enhancements or improvements in the performance of the array. In addition
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to the operation of the array, reconfigurable antennas may have the added benefit of
reducing the cost and complexity of the overall system supporting the array. For example,
the ability of a single element to reconfigure the phase of its radiated fields can eliminate
or reduce phase shifting networks—resulting in a lighter weight and lower cost design.
Another example is the use of single elements to reconfigure their radiation patterns across
an array to complement traditional amplitude and phase tapering to reduce sidelobes and
increase gain.

Two classical examples of this behavior—typically reconfigured radiation—were
originally demonstrated in Refs. 43 and 44 with the use of reactively controlled antenna
arrays. In both of these examples (which are the fundamental basis for many reconfig-
urable antenna designs using parasitic elements), the fields from excitation of a single
element are coupled to adjacent elements with reactive impedance control (e.g., the recon-
figuration mechanism). Figure 8.29 shows the array configuration on the left and a set of
radiation patterns on the right for the first of these examples, in which parasitic elements
(dipoles) with reactive impedance control (denoted as X) at the feed point surround a
driven element to form a circular dipole array. The radiation pattern from this configura-
tion can then be steered around the plane of the array by altering the reactive impedance
of the parasitic elements. The second example can be seen in Figure 8.30 (configuration
on the left and resulting radiation patterns on the right), where energy from a driven
waveguide couples into closely spaced adjacent radiators and—through the adjustment
of a shorting wall in the parasitic elements—alters the phase so the linear array can steer
its beam along the plane of the array from endfire to broadside. In both of these examples,
the driven element has been centrally located and the required reactive impedances have
been calculated a priori (a variety of means can provide this information). In general,
these driven elements do not have to be centered, and a variety of reactive impedance
control configurations can be used.

Conversely, other advanced array techniques can be used to maintain the main beam
direction when the reconfigured frequency bands are widely spaced. The crossed slot
array [20] (previously discussed in Section 8.3.2.1) is specifically designed to avoid
grating lobes over its wide bandwidth. It accomplishes this by providing a closely spaced
array. Random arrays [45–49], fractal (self-similar) arrays [50–52], and other techniques
[53, 54] are methods that can be used to decrease the effects that are associated with
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periodic array behavior (grating lobes, sidelobe level, scanning, etc.). The random array
has many benefits and is typically the most robust of these methods over frequency.
These arrays are typically less populated than traditional arrays—providing the added
benefit of reduced interelement coupling—but the increased functionality comes at the
price of reduced gain.

8.6 SUMMARY

This chapter provides a conceptual description of reconfigurable antennas, a discussion
on reconfigurable antenna parameters, and practical considerations for their design. Case
studies in both reconfigurable large and small aperture antennas serve as examples of
the kinds of functionality that can be achieved with a very diverse set of topologies and
technologies. Finally, advanced reconfigurable antenna applications for the future are
discussed.

Reconfigurable antennas provide additional functionality and flexibility at the
expense of increased complexity. Innovative designs can incorporate state-of-the-art
technologies to interact with the radiating mechanism and facilitate reversible changes.
Reconfigurable antennas can provide new degrees of freedom that will affect how
communication, sensing, and radar systems are specified and designed in the future.
New approaches may require interdisciplinary solutions to the design of electrical,
mechanical, and material components, as well as decision and control circuitry and
protocols, for these systems. This new level of integration with system operation has the
potential to dramatically increase system performance while providing new incentives
to reduce complexity and cost.
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CHAPTER 9

Wideband and Traveling-Wave Antennas

LOTFOLLAH SHAFAI and SIMA NOGHANIAN

9.1 INTRODUCTION

Wideband antennas refer to a category of antennas with a relatively constant performance
over a wide frequency band. Historically, this referred to an octave or more. However,
this is a general statement as an antenna has several electrical parameters like the input
impedance, gain, polarization, sidelobe level, loss, and aperture efficiencies. This is due to
the fact that an antenna can have very diverse applications and its desirable parameters
can vary significantly. Even the size of its bandwidth can depend on the application
and the term broadband can mean a different frequency range for different applications.
Similar difficulties can also be experienced in considering a specific antenna type, where
the bandwidth can depend on the design goals. For instance, a microstrip antenna can
be narrowband in one design and wideband in another. Thus the antenna bandwidth
definition, and classification of antennas using the bandwidth, can be confusing and
case dependent. Problems also exist in the antenna types considered in this chapter,
namely, biconical, helical, and Yagi antennas. Not only will their relative performance in
bandwidth be different, but they can also be designed to have many different bandwidths.
Therefore the material in this chapter is presented to provide a broad spectrum of these
antennas, rather than only those with broadest bandwidths. Adequate examples are also
provided to understand the potential bandwidth performance for different designs.

Section 9.2 presents biconical antennas. As an infinite structure, this antenna is truly
broadband. However, its size and shape are impractical in real applications, and a trunca-
tion of its length limits its bandwidth performance. Modifying its rotationally symmetric
shape to planar ones also causes a similar effect. Thus numerous design changes are
considered and perfected to improve the modified antenna shapes and maintain the wide-
band characteristics. Representative examples are presented and discussed. The family of
biconical antennas is generally broadband in input impedance. However, their radiation
characteristics change with frequency. Therefore the design challenges are in maintaining
the radiation performance satisfactory within their impedance bandwidth.

The second antenna type is the helical antenna. A helical antenna is a quasi-broadband
antenna, since its geometry is angular dependent, which is the main requirement for
frequency-independent antennas. However, it has a finite length that limits its bandwidth.
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It is shown that the antenna has two distinct parts. One part is its input end, the first couple
of turns, which acts as a transducer and converts the input electrical power to radiated
wave. For this reason, this section is known as the launcher section. The remaining turns
act as the directors and guide the wave energy. As one might expect, the launcher section
primarily influences the antenna input parameters and its impedance bandwidth. The
director section mostly controls the radiation characteristics. This knowledge facilitates
the antenna design and optimization. The rotational nature of the helix geometry can
also be used to generate multifilar helices, which offers additional benefits in both input
impedance and radiation characteristics. These antennas are also discussed, and we show
that they can be designed for better performance or geometrical simplicity. The special
case is the quadrifilar helix design, which can provide diverse performance ranges and
thus is used in many applications. It is discussed only briefly, as historically it was not a
wideband antenna. Methods for broadening its impedance bandwidth are also presented.

The third antenna discussed is the Yagi–Uda antenna. It is shown that its operation
is very similar to the helix antenna and can also be viewed as having two distinct
parts, the launcher and the director sections. Because this antenna does not enjoy an
angular geometrical character, its bandwidth is not as wide as the previous two antennas,
especially in high gain applications. The gain optimization further reduces its effective
bandwidth.

Finally, not all antenna types covered in this chapter are wideband or traveling.
They are, however, a variation of the original configurations of the biconical, helix,
and Yagi–Uda type antennas. They are included to show the results of geometrical or
electrical parameter adaptations for specific applications. A good example is the high
gain Yagi antenna, where the input impedance bandwidth can be maintained quite large,
but the gain bandwidth reduces progressively when increasing the gain.

9.2 BICONICAL ANTENNAS

9.2.1 Introduction

The biconical antenna is a simple modification of a dipole antenna, where the conductor
thickness linearly increases with the distance from the origin or the antenna center.
Mathematically, each arm of the antenna is an infinite conducting cone, and the geometry
is a rotationally symmetric structure. In a symmetric biconical antenna the cone angles
for the two arms are equal, as shown in Figure 9.1 [1–3]. However, this is not a necessity
and each arm can have a separate cone angle. In the latter case, when the cone angle for
the lower arm increases to 180◦, the geometry modifies to a conical monopole antenna.
An interesting property of this antenna is that its geometry is defined and governed by
angles. Thus it satisfies the main requirement of frequency-independent antennas. Thus
an infinite biconical antenna is a frequency-independent antenna. In practice, it must be
truncated in length, which introduces the frequency effect through the arm length and the
antenna bandwidth becomes finite. As with other frequency-independent antennas, this
arm truncation controls the low frequency limit. The high frequency limit is normally
controlled by the feed region size, which in this case may be due to a coaxial probe.
Thus the antenna bandwidth becomes a function of the arm length ratio, between its
maximum and minimum lengths. Since in practical designs this ratio can be quite large,
a truncated biconical antenna can be a significantly large broadband antenna.
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Figure 9.1 Geometry of biconical antennas (Ref. 1.): (a) biconical geometry and (b) spherical
waves.

The major difficulty with this antenna is its volume and especially its weight, which
can be significant at low frequencies. The latter can be overcome by replacing the solid
surfaces by wires, similar to other conducting surface antennas, like corner reflectors.
Since for the fundamental TEM mode the induced currents on surface of this antenna
travel in the radial direction, the conducting wires will be radial and the geometry will
modify to the wire cones shown in Figure 9.2. The rotational symmetry of these structures
can cause azimuthal mode excitations that can introduce cross polarizations. In practice,
the number of cones is preferable to be eight or larger, to minimize the cross-polarization
effects. This means that every 45◦ a cone wire must be located. In the truncated cones, the
sharp bends at the cone ends cause severe impedance discontinuities, and thus reflections
that cause the bandwidth limitations. These reflection effects can be reduced by tapering
the cone ends, rather than truncating them. Each truncated cone therefore becomes a dual
back-to-back cone. However, the end cones are normally made much smaller, as shown
in Figure 9.3. For the higher order modes, the currents will travel in both azimuthal and
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Figure 9.2 Wire mesh approximation to biconical antennas (Ref. 1.)

Figure 9.3 Planar double triangle approximation to biconical antennas (Ref. 1.)
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radial directions and the solid cones can only be replaced by wire meshes, to allow
current flow in all directions.

The problem of large cone volume is also severe and limits the antenna application. It
also makes the fabrication very difficult. To remedy, a vertical cross section of the antenna
is used in most applications. The cross section is planar, where the three-dimensional
cone converts to a planar triangle, or double back-to-back triangles, in the case of end
tapering. The geometry of this antenna is shown in Figure 9.4 and is known as the
bow-tie antenna. It can be made by a variety of low cost techniques. However, as will
be shown later, its bandwidth is significantly lower than the original biconical antenna.
This antenna can also be made by wire frames, to reduce its weight in large designs. The
conversion of the solid biconical and planar bow-tie antennas to wire grids also simplifies
their numerical analysis, which can easily be done using the moment methods.

9.2.2 Solution for Radiation Fields

Once the biconical antenna is excited by a time-varying source, similar to a dipole
antenna, the E- and H -field vectors travel outward from its surface. In the region between
the conducting cones, these field vectors satisfy source-free wave equations. Since the
cone geometry coincides with the constant θ -coordinate of the spherical coordinate sys-
tem, the wave equation will best be solved in the spherical coordinate system. In addition,
because of the finite cone angle, there will be an infinite number of solutions in this direc-
tion. The fundamental mode is the TEM mode, travels with the speed of light, and has
no angular dependence, in neither the φ or θ directions. It also has only the Eθ and Hφ

components. Thus Maxwell equations can be simplified to help in solution.

∇ × E = −jωμH (9.1)

∇ ×H = jωεE (9.2)

Figure 9.4 Bow-tie approximation to biconical antennas (Ref. 1.)
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Equation (9.1) simplifies to

1

r

∂

∂r
(rEθ) = −jωμHφ (9.3)

and Eq. (9.2) provides the following two relationships:

∂

∂θ
(r sin θHφ) = 0 (9.4)

1

r

∂

∂r
(rHφ) = −jωεEθ (9.5)

From the latter two equations one can find the differential equation satisfied by the only
surviving component of the magnetic field Hφ as

∂2

∂r2
(rHφ) = −ω2με(rHφ) = −k2(rHφ) (9.6)

which can be solved to find Hφ . A simplification can be obtained using Eq. (9.4), to
avoid lengthy boundary condition applications, to find the following two equations:

Hφ = f (r)

sin θ
(9.7)

f (r) = H0
e−jkr

r
(9.8)

These equations can be used to find the required solutions for the components of the
radiated electric and magnetic fields for the biconical antenna.

Eθ = ηHφ = η
H0

sin θ

e−jkr

r
(9.9)

Hφ = H0

sin θ

e−jkr

r
(9.10)

This set of solutions represents a spherical wave propagating in the space between the
two cones. Since it is a TEM wave, its electric and magnetic field components are related
by η, the intrinsic impedance of free space. They may be compared with the well known
solutions for an infinitesimal electric dipole and finite length electric dipole antennas.
For the infinitesimal dipole, the far-field components have an angular dependence of
sin θ , which is the reciprocal angular dependence of the infinite biconical antenna field
components. In the former case the radiated field is maximum in the horizontal plane,
while for the latter case it is minimum.

The electric and magnetic field components can be used to calculate the mode voltage
and current. They are given as

V (r) =
∫ π−α/2

α/2
E • dl = 2ηH0e

−jkr ln
[
cot

(α
4

)]
(9.11)

I (r) =
∫ 2π

0
Hφr sin θ dφ = H0e

−jkr

∫ 2π

0
dφ = 2πH0e

−jkr (9.12)
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Their ratio gives the characteristic impedance of the mode in the antenna, which is
constantly independent of the coordinates. Thus it is also the input impedance of the
infinite biconical antenna,

Zc = Zin = 120 ln[cot(α/4)] (9.13)

The constancy of the characteristic impedance means that it will also be equal to the
radiation resistance of the antenna. Figure 9.5 shows the variation of the input impedance
with the cone angle [1]. For small cone angles it is similar to the input resistance of a
thin wire antenna and decreases continuously as the cone angle increases.

(b) Input impedance in expanded scale

(a) Input impedance

Figure 9.5 Infinite biconical antennas (Ref. 1.): (a) input impedance and (b) input impedance in
expanded scale.
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9.2.3 Finite Cones

In a finite biconical antenna, the discontinuity in the radial direction causes the excitation
of all higher order radial modes, which are mostly evanescent and store energy in the
antenna near field, which gives rise to the antenna input reactance. Also, the reflected
fields from the cone’s end causes the input impedance to be frequency dependent, reduc-
ing the input impedance bandwidth. Sample results for the input resistance and input
reactance of narrow angle cones are shown in Figure 9.6. In this figure the parameter
L is the cone side length. The trend of the resistance peak is similar to the variation of
the infinite biconical antenna resistance. Its peak magnitude decreases rapidly with the
cone angle. Since the cone angles are small, the shape of the input resistance and its
variation with the antenna length are similar to those of a wire dipole antenna. For a
wider range of the cone angles, the measured input resistance and input reactance versus
the antenna height (2πa/λ), are shown in Figures 9.7 and 9.8. Their variation diminishes
as the cone angle increases. This indicates that the antenna becomes very broadband,
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Figure 9.6 Input impedance of finite biconical antenna: (a) resistance and (b) reactance. (Ref. 2.)
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Figure 9.7 Measured input resistance of finite conical monopole for different cone angles.
(Ref. 2.)

Figure 9.8 Measured input reactance of finite conical monopole for different cone angles.
(Ref. 2.)

especially when the input reactance gradually approaches zero. The computed radiation
patterns are shown in Figure 9.9. For small cone heights, the results are similar to those
of a small dipole and have sin θ dependence. They gradually change and approach the
radiation patterns of an infinite biconical antenna (i.e., 1/ sin θ ), being maximum near
the truncated cones. In fact, Figures 9.9e and 9.9f clearly show that the peak radiation
is along the cone angle.

Figure 9.10 compares the radiation patterns for a finite biconical antenna with different
lengths and flare angle of 60◦. These patterns are compared with patterns of dipole
antennas with different lengths.



408 WIDEBAND AND TRAVELING-WAVE ANTENNAS

Figure 9.9 Radiation patterns of finite biconical antenna for different lengths, cone angle=
60◦. (Ref. 2.)

9.2.4 Discone

A discone antenna is in fact a biconical antenna where one of the cones is replaced
by a disk-shaped ground plane. The disk is mounted on top of the cone as shown
in Figure 9.11. This structure was first developed by Kandoian in 1945 [4]. Discones
have linearly polarized radiation patterns like a monopole. The radiation pattern is near
omnidirectional in the azimuth plane for about one octave and the impedance bandwidth
can be up to 10:1 [5]. In the elevation plane radiation pattern, it is donut shaped with a
typical beamwidth of 20◦ to 80◦, shown in Figure 9.11. Figure 9.12 shows typical E-plane
radiation patterns of a discone antenna at different frequencies (02676 Discone Antenna,
Benelec Pty Ltd). Figure 9.13 [6] shows the voltage standing wave ratio (VSWR) curves
for discones of various angles. Typically peak gains are from 1 to 4 dB.

The discone antenna has three components: the disk, the cone, and the insulator, as
shown in Figure 9.14. The diameter of the top of the cone depends on the diameter of
the coaxial cable used to feed the antenna. A coaxial line outer conductor is connected
to the cone and the inner one is connected to the ground disk. The insulator keeps the
disk and cone apart. The antenna’s input impedance depends on the cone angle and disk
to cone spacing.

The length L of the cone elements should be a quarter-wavelength of the minimum
operating frequency. The diameter of the top of the cone depends on the diameter of
the coaxial cable and determines the upper frequency limit of the antenna: the smaller
the diameter, the higher the frequency. The disk elements should have an overall length
D of 0.7 times a quarter-wavelength at the minimum frequency. The slant height of the
cone is equal to a full free-space quarter-wavelength at the lowest frequency of interest.
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Figure 9.10 Radiation patterns of finite biconical antenna with different lengths and compared
to similar dipoles. (Ref. 2.)

Figure 9.11 Typical radiation patterns of discone antenna.

Discone antennas have been used widely for various applications such as amateur
radio and wireless systems. Because of its wideband characteristics it is a suitable choice
for ultrawideband (UWB) communication. In UWB communication a pulse transmitting
antenna is usually necessary. In Ref. 7 the effects of angular dispersion of discone
antennas are studied. The discone antenna was made of a cone with a length of 0.065
cm, half-flare angle (α) of 45◦, and ground plane diameter of 20 cm. Figure 9.15 shows
how the pulse is distorted at different radiation angles.
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Figure 9.12 Radiation patterns of a discone antenna at different frequencies.
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Disk
insulator

Coaxial line
50Ω

Figure 9.14 Discone antenna elements.

Different variations of discone antennas have been proposed to increase the bandwidth.
Three of them are discussed here.

One limiting parameter of discone is the feed point. Since the cone is fed by a coaxial
cable, the tip of the cone has to be truncated to the diameter of the coaxial cable. The
frequency bandwidth is inversely proportional to the size of truncation. To overcome this
problem and increase the bandwidth, the configuration shown in Figure 9.16 is suggested
[8]. In this design a discone antenna is designed for a higher frequency band of 2.4–9 GHz
and placed upside down with a shared feeding point with the larger discone. The larger
discone is designed for a lower frequency band of 300 MHz to 2.4 GHz. The radiation
patterns, VSWR, and gain of the optimized antenna are shown in Figures 9.17–9.19,
respectively.
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(b) θ = 30◦, (c) θ = 60◦, and (d) θ = 90◦. (Ref. 7.)
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A better performance and more compact antenna can be obtained by rolling the edges
of both the ground plane and cone as shown in Figure 9.20(a). In Ref. 9 this struc-
ture is studied in detail. The rolled edges permit current waves to travel around them
smoothly, thus reducing the reflections that degrade the performance at the lower end of
the frequency band [9]. By optimizing the radii of curvatures it is possible to obtain a
wider frequency bandwidth and lower VSWR by using the rolled edge structure shown in
Figure 9.20. This approach allows a reduction in the diameter of the transversal section
and shortens the length of the antenna. Figure 9.21 shows the VSWR of the conven-
tional and optimized antennas. The simulations were done using the method of moments
(MoM) to solve the electric field integral equation (EFIE).

In the third design to increase the impedance bandwidth the ground plane is replaced
by a spiral [10]. The configuration is shown in Figure 9.22. The structure is designed
using the MoM and measured. In the frequency band of 650 MHz to 3 GHz this antenna
exhibits a VSWR better than 2:1, as shown in Figure 9.23.
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ventional and rolled edge antennas, and (d) dimensions of optimized antenna. (Ref. 9.)



9.2 BICONICAL ANTENNAS 415

−5
−6
−7
−8
−9

−10
−11
−12
−13
−14
−15
−16
−17
−18
−19
−20

210.8 0.9 3

Frequency [GHz]

dB

4 5 6 7

Figure 9.21 Return loss for ( ) rolled edge and (--- -- - ) conventional antennas. (Ref. 9.)

2rmax

Spiral

Cone

Coaxial
feeding cable

H

D

Figure 9.22 Combined spiral–discone antenna. (Ref. 10.)

2

START STOP604.749 896 3 000.000 000MHz MHz

VSWR

1.4

Figure 9.23 Measured VSWR of spiral–discone antenna. (Ref. 10.)



416 WIDEBAND AND TRAVELING-WAVE ANTENNAS

Figure 9.24 Wire discone.

9.2.5 Wire Discone

A discone antenna is a good choice for VHF and UHF applications, however, a solid
discone may not be suitable for these ranges of frequency. To reduce the size and weight,
a discone can be built using radial wires, as shown in Figure 9.24. These wires act as
filters and reduce the frequency band. In Ref. 11, by using a double discone structure with
tapered wires and four posts, placed to support the upside–down discone, a bandwidth
of 180 MHz to 18 GHz is achieved, as shown in Figure 9.25.

9.2.6 Bow-Tie Antennas

Bow-tie antennas are the planar cross sections of biconical antennas. These antennas may
consist of two triangular metal sheets or they can be realized in a planar configuration on
a dielectric sheet. The input impedance is significantly affected by the feeding technique.
The simplest feeding technique is to use a balun and feed the metal bow-tie antenna like
a dipole. Figure 9.26 shows an example of a bow-tie antenna fed by a Roberts balun [12].
This type of feeding is suitable for hand-held devices. The balun bandwidth can limit
the antenna bandwidth. In the example shown, the combined VSWR is better than 2:1
for 22.8% frequency bandwidth, centered at 1.575 GHz, obtained by a simulation using
an IE3D moment method software package.

The planar bow-tie antenna can be fed by a coplanar waveguide, a microstrip line, and
parallel strip lines, when the two parts of the bow-tie antenna are placed on two sides
of a dielectric substrate, like a planar Vivaldi antenna. The impedance matching can be
done by quarter-wavelength transformers or by tapering. The latter method is used in
Ref. 13 and a bandwidth of 19% for VSWR better than 1.5:1 is achieved, as shown in
Figure 9.27. In Ref. 14 an exponential tapering is used to match the strip lines to a 50-�
microstrip line. The antenna has a bandwidth of 68% as shown in Figure 9.28.

Another method of feeding a planar bow-tie antenna is by mircrostrip/coplanar strip
lines that include a 180o phase shifter, as shown in Figure 9.29 [15]. This method has the
advantage of having both arms of a bow-tie antenna on one side. This combination has
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Figure 9.25 Wire double discone antennas: (a) disk plate, (b) wire discone, (c) tapered wire
discone, and (d) VSWR. (Ref. 11.)

been used for a quasi-Yagi antenna. However, replacing the Yagi antenna with a bow-tie
antenna increases the bandwidth and improves the gain. The bandwidth reported in Ref.
15 is 54.5% by simulation using Ansoft HFSS and 60.1% by measurement. In the array
format this combination also shows lower mutual coupling, as shown in Figure 9.29c.

9.2.6.1 Loaded Bow-Tie Antenna Due to its wide bandwidth, a bow-tie antenna
is a good candidate as a pulse radiating antenna. One approach to reduce reflections and
ringing effects at the feed point is to load the antenna. Continuous resistive loading was
first introduced by Wu and King [16] for a dipole antenna. Similar loading was studied
numerically by Shalger et al. [17]. Similar to Wu and King, they used continuous loading,
where internal resistance per square R of the thin sheet that forms the antenna, has a
dependency on ρ/s, given by the following equation:

R(ρ/s) = R(1/2)

(
ρ/s

1− (ρ/s)

)
, 0 ≤ ρ/s ≤ 1 (9.14)
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(c) antenna return loss. (Ref. 12.)

where ρ is the radial distance from the feed point, s is the distance from the feed to
the end of the antenna arm, and R(1/2) is the resistance halfway along the antenna. The
value R(1/2) is used as an optimization factor. Figure 9.30 shows the pulse radiation of
a loaded antenna calculated by a finite-difference time-domain method [17].

Another method of resistive loading is presented in Ref. 18. In this method lumped
resistors consisting of surface mounted (SMT) resistors are used, as shown in Figure 9.31.
The resistors are divided into sections to load the structure. A smaller scale of this
antenna was constructed on a substrate with εr = 3.2. The return loss for this antenna
was calculated by CST Microwave Studio software and measured. Figure 9.32 shows
clearly how the resistive loading decreases the return loss level.
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bow-tie antenna and (b) return loss of this antenna. (Ref. 13.)

Resistive loading is the most effective way to reduce the ringing effect. However, it
reduces the antenna efficiency. On the other hand, the capacitive loading does not reduce
the efficiency. To increase the efficiency and also have the optimum ringing effects,
the combination of resistive and capacitive loading was proposed by Lestari et al. [19].
Figure 9.33 shows the antenna geometry and a fabricated antenna [19]. A method is
presented in this paper to realize capacitive and resistive loadings. A circular end bow-tie
antenna with 90◦ flare angle on an epoxy substrate is considered. The capacitive loading
is done by etching concentric slots on the bow-tie surface. To increase the reactance
linearly the slot widths are increased toward the ends. The resistive loading was realized
by covering the conducting side of the antenna with microwave absorbers. Thus to realize
resistive loading with constant profile, the areas of the strips should be made equal along
the antenna. The first slot position (lfs) acts as a second source and it has to be located
where its radiation adds constructively to the first strip. The value of lfs by which the
waveform has the highest peak value in the broadside direction is denoted by lmax; its
value is given by

2 lmax = v

2fc
(9.15)
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where v is the wave velocity in substrate and fc is the center frequency. Figure 9.34
shows the comparison of ringing reduction for antennas without loading, with resistive
loading and with resistive and capacitive loading when lfs = 6 cm.

9.2.6.2 Microstrip Bow-Tie Antenna A microstrip bow-tie antenna can be
viewed as a planar bow-tie antenna. However, it has different characteristics than
a dipole type bow-tie antenna. Since microstrip antennas inherently have limited
bandwidth, the frequency band of the microstrip bow-tie antenna is typically around
10%. A microstrip bow-tie antenna may be fed by an electromagnetic coupling or
microstrip line. In Figure 9.35 an example of a microstrip line fed microstrip patch is
shown [20]. This design provides 10.6% bandwidth in the X-band for frequencies of
6.5–7.8 GHz. The microstrip bow-tie antenna can be arranged in an array configuration.
Figure 9.36 shows an array and its return loss [21].

In Figure 9.37a a geometry is shown, where the bow-tie antenna is fed by a coaxial
probe and is loaded by an integrated reactive loading to enhance the bandwidth [22].
A rectangular notch is cut in one of the radiating edges. The dimension d has to be
optimized for a given flare angle. For the flare angle of 30◦, this dimension is 4.2 mm
and provides a 4.2% bandwidth as shown in Figure 9.37b.
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9.2.6.3 Fractal Bow-Tie Antenna Fractal geometries have been used for differ-
ent antenna types. Fractals are composite geometries that repeat themselves and are
self-similar. The repetition might be in combination with rotations and translations. A
fractal bow-tie antenna is formed by using triangular patches. If infinite numbers of iter-
ation are applied to each hand of a bow-tie antenna (one triangle) the resulting shape
is called a Sierpinski gasket. Figure 9.38 [23] shows three first iterations of this fractal
microstirp bow-tie antenna and compares them with a regular bow-tie antenna in terms
of resonant frequency, electrical size, and directivity. Applying this perturbation reduces
the electrical size of the antenna and increases the directivity, while it decreases the
resonant frequency. This means that by applying fractal shapes, one can miniaturize the
microstrip antennas. Figure 9.39 [23] shows the miniaturizing effects clearly. By applying
three iterations of slots, the size is reduced to 33% of a square patch, but the frequency
bandwidth is also reduced from 1.12% to 0.4%.
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9.2.7 Monopole

A triangular planar monopole is a planar version of a discone antenna, which has very
wideband characteristics. A triangular radiating element on a substrate may be fed by
a microstrip line or coplanar waveguide. An example for ultrawideband application is
provided in Ref. 24. Figure 9.40 shows the antenna configuration and dimensions. This
antenna was simulated using HFSS software and the current distributions for different
frequencies are shown in Figure 9.41. Figure 9.42 shows the VSWR of this antenna
fabricated on FR4 epoxy substrate, and Figure 9.43 shows the radiation patterns for
frequencies of 4–7 GHz. The measured input VSWR is less than 2.5 from 4 to 10 GHz
and the radiation pattern is unidirectional in the H -plane, for this range of frequencies.
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Figure 9.40 Triangular monopole fed by microstrip line on FR4 substrate: (a) antenna configu-
ration and (b) antenna dimensions. (Ref. 24.)
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Figure 9.41 Current distribution given by HFSS simulation. (Ref. 24.)
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9.2.8 Other Types of Bow-Tie Antennas

Different shape modification has been proposed in the literature to increase the bandwidth
of bow-tie antennas. As an example, Figure 9.44 shows a hexagonal planar geometry
[25]. This antenna provides a bandwidth of 2.8–10.6 GHz for a VSWR of less than 2 and
can be used for ultrawideband applications. Since these applications overlap with other
services, a rejection band is sometimes needed. The V-shaped slot is added to create a
rejection at a center frequency of 5.25 GHz. Referring to Figure 9.44, the antenna width
and length are a = 22 mm (0.23λ at 3.1 GHz) and b = 31 mm (0.32λ at 3.1 GHz). The
coplanar waveguide (CPW) feed geometry has the signal line width w = 1.5 mm, and the
feed line gap g = 0.22 mm, on each side of the signal line to form a 50-� transmission
line. They are etched on a 1-mm thick FR4 epoxy (εr = 4.4) substrate with 0.036-mm
copper coating. The half-length of the V-slot L is approximately λ/8 at 5.25 GHz. The
measured and simulated VSWRs (using HFSS) of this antenna, with and without the slot,
are shown in Figure 9.45.

Different types of bow-tie antennas with round corners are studied in detail in Ref.
26. Round corners provide better return loss, flatter input impedance, and more stable
radiation patterns for the quadratic bow-tie antenna (QBA); see Figure 9.46a. They also
decrease the antenna area. Figure 9.46b shows the configuration for the quadratic bow-tie
antenna with round corners (QBARC) and Figure 9.46c compares the return loss for
antennas with and without round corners. These antennas are fabricated on a substrate
with εr = 4.4 and thickness= 0.8 mm. In pulse radiating applications the rounded-edge
bow-tie antenna (REBA) is usually employed. In the next example, round corners are
applied to this antenna, called rounded-edge antenna with round corners (REARC) [26].
Figures 9.47a and 9.47b show the configurations of these two antennas and Figure 9.47c
compares their return losses. They were also fabricated on a substrate with εr = 4.4 and
thickness= 0.8 mm. Similar to the QBA, round corners on the REBA cause better return
loss due to flatter input impedance. Applying round corners also provides a flatter gain
over the frequency range by improving the gain at high frequencies.

Another bow-tie antenna fed by a coplanar waveguide and with tapered tuning stubs
is introduced in Figure 9.48 [27]. It achieves bandwidths in excess of 70%. The effects of
various dimensions are studied and some guidelines for designing the antenna are given,
starting with dimensions W1 = 0.77λ/fH , L1 = 0.33λL, L2 = 0.03λL, L3 = 0.09λL,
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Figure 9.44 CPW fed hexagonal antenna with V-shaped slot. (Ref. 25.)

L4 = 0.1λL, and W2 = 0.4λL, where λL and λH are wavelengths in free space for the
antenna lower and higher frequencies, fL and fH , respectively. A sample antenna was
designed on a substrate with εr = 3.2 and thickness = 0.76 mm and fed by a CPW
having line and slot widths of 3 mm and 0.16 mm, and dimensions (W1, W2, L1, L2,
L3, L4) = (18.85, 14.1, 11.62, 0.875, 2.2, 2.68 mm). The ground plane was truncated
1.8 cm away from the bow-tie slot edge. Its simulated and measured return loses are
shown in Figure 9.49, operating from 8 to 16.8 GHz and achieving a bandwidth of 73%.

9.2.9 General Design Guidelines

Infinite biconical antennas are inherently wideband. For finite sizes the bandwidth is
affected by the terminations. The lower frequency is limited by the antenna’s overall
length and the upper frequency by the feed region’s accuracy and matching technique.
Increasing the flare angle can reduce the reflection from the end and improve the band-
width. In time-domain radiation it can reduce the ringing effects.

Cones can be reduced to wires or planar patches (bow-tie antennas), but with a reduc-
tion in their bandwidth. They can be fed like a dipole. For planar bow-tie antennas on
a dielectric, a coplanar waveguide or microstrip line feed can be used, with a 20–70%
bandwidth.

A microstrip bow-tie antenna is not wideband. This is due to the microstrip antenna’s
limitations. A typical bandwidth of 10% can be achieved.
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Figure 9.45 VSWRs for hexagonal antenna with and without slot: (a) simulated and (b) measured.
(Ref. 25.)

To increase the bandwidth, resistive loading may be used, but it can also reduce the
antenna’s efficiency to below 50%. A numerical study of loading techniques and their
effects on different antennas including bicones are given in Ref. 28.

Fractal shaped bow-tie antennas, for the first few iterations, reduce the physical size
of antennas but offer small bandwidths at around 1–2%. Higher order iterations do not
usually show significant effects, as the currents tend to concentrate near the large-scale
features of the edges and borders.

Monopole antennas offer wide varieties and are good candidates for ultrawideband
applications. They can be built planar or nonplanar, with near omnidirectional radiation
patterns and around 100% bandwidths. However, their cross-polarization level, especially
near the upper frequency end, can be high.
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Figure 9.46 (a) Quadratic bow-tie antenna with round corners (QBARC), (b) quadratic bow-tie
antenna (QBA) without round corners (dimensions in mm), and (c) return loss for antennas with
and without round corners. (Ref. 26.)

9.3 HELICAL ANTENNAS

9.3.1 Introduction

Helical antennas consist of a conducting wire wound into a helix. Its cross section, or view
from its axis, can be circular, elliptical, square, or any other shape, but the circular helix
is the most common antenna type. Its concept was established experimentally by Kraus
[29], who also developed empirical rules for its design [30], also described by others
[31, 32]. It is one of the most important circularly polarized antennas and relatively
easy to design or fabricate. In addition, the simple geometry of the helix also makes it
convenient for numerical investigation and optimization. Consequently, it is extensively
investigated and practically utilized.

The geometry of a helical antenna is shown in Figure 9.50. Its various parameters are
as follows:

D = diameter of the helix

C = circumference of helix = πD
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round corners (REARC) (dimensions in mm), and (c) return loss for antennas with and without
round corners. (Ref. 26.)

S = spacing between helix turns

α = pitch angle of helix = tan−1(S/πD)

N = number of turns

L = total axial length of helix = NS

l = length of one turn =
√
(πD)2 + S2

d = diameter of the helix wire

A helix has an interesting geometry and in the limit can be a loop antenna (for S = 0)
or dipole antenna (for D = d). As such, it enjoys their properties but avoids some of their
limitations. A circular loop has a rotational symmetry and can support infinite azimuthal
modes. However, because of its finite size, it is a resonant structure and has a narrow
impedance bandwidth for each mode. The helix, on the other hand, has many turns N

and the mode currents can run along its length as they radiate. Thus it behaves more like
a traveling-wave antenna than a resonant one and is significantly more wideband. In fact,
as will be shown later, it can be designed to have almost constant input impedance for
its modes. Another difference between the two antennas is due to the pitch angle or the
spacing between turns of the helix. Because of this axial length, the helix current has an
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Figure 9.49 Return loss of slot bow-tie antenna designed for X-band. (Ref. 27.)

Figure 9.50 Geometry of a helix antenna with its parameters.
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axial component and can radiate a wideband circularly polarized wave with a single feed.
In this respect, the helix behaves as a combination of loop and dipole antennas, fed in
phase quadrature. The interrelationship between the circular and axial components of the
current also provides the ability for beam shaping. This property becomes an important
tool for designing multifilar helices with shaped conical beams [33–36].

For a uniform helical antenna, the conducting wire is wound over a cylinder of constant
diameter and its current distribution has both axial and circumferential components. Thus,
in general, its components can be written

I (z, φ)n = An exp(jβnz) exp(jnφ), n = 0, 1, 2, . . . (9.16)

where n is the mode number in the azimuthal direction φ, In is the nth component of
the helix current, βn is the axial propagation constant, and An is the mode excitation
constant. The axial propagation constant can be related to the propagation constant along
the helix wire by its geometry. As is known in loop antennas, the nth azimuthal mode
resonates, when the circumference of the loop becomes about nλ, where λ is the wave-
length of the signal propagating through the helix wire. In reality, the nth mode excites
within a bandwidth around nλ, the size of which depends on the antenna type. Since
the loop antenna is generally narrowband, the mode excitation is restricted to a small
frequency band around its resonance. These modes are well separated from each other
and provide appropriate modal radiation patterns and characteristics. The situation, how-
ever, is different for a helical antenna. Its bandwidth is wider, and adjacent modes can
be excited simultaneously, which will affect its performance, especially in shaping its
radiation pattern and causing large sidelobes.

In both loop and microstrip antennas, only the n = 1 mode radiates axially. Other
modes generate a boresight null. However, this is not necessarily the case for helical
antennas, as multifilar helices can be used effectively to generate conical beams with the
n = 1 mode, with much smaller diameters. Since they are more compact and simpler in
design, they are preferred in communication applications, especially in mobile commu-
nications. The geometry of the helix also detrimentally affects the radiation beam of the
higher order modes. Its consecutive turns act as an endfire array and force the antenna
beam toward the axis, which counters the design goal of generating a conical beam.
Thus higher order modes of helix have not seen widespread applications. The zero-order
mode, known as the normal mode, is different because it requires small helix dimensions
in wavelength and is an ideal antenna for circular polarization.

9.3.2 Normal Mode Helix

For this mode of operation the helix circumference must be smaller than the wavelength,
and much smaller preferably. However, decreasing the helix diameter reduces its
efficiency, and enlarging beyond C > 0.5λ excites the axial mode. A compromise must
be made depending on the application. Because of the small size of this antenna, it can
easily be designed and studied using a numerical method for wire antennas. However,
much can be learned by determining its approximate radiation characteristics, which can
also be used as the starting point for the numerical analysis. Since the circumference is
small, the helix current can be assumed constant, in both phase and amplitude, and one
turn of the helix can be approximated by a combination of loop and dipole antennas,
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having a diameter and length of D and S, respectively. Their respective radiation fields
for the helix axis along the z axis will be

EL =
(
ηπIk2D2

16πr

)
exp(−jkr) sin θ φ̂ (9.17)

ED =
(
jωμIS

4πr

)
exp(−jkr) sin θ θ̂ (9.18)

where EL = Eφ and ED = Eθ are the radiated fields of the loop and dipole, respectively,
and k, μ, and η are the propagation constant, permeability, and intrinsic impedance of
free space. Since there is a phase shift of 90◦ between the two field components, the
resulting axial ratio becomes

|AR| = |Eθ |
|Eφ | =

2 λS

(πD)2
(9.19)

or, for circular polarization, one must have

πD =
√

2 λS (9.20)

which can be used to find the helix pitch angle as

tanα = πD

2 λ
=
√
S/2 λ (9.21)

Equation (9.21) relates the required pitch angle to the helix diameter D, or the spacing
S. As numerical data, one can show that if the length l of a helix’s single turn is
selected to be 0.1λ, 0.2λ, or 0.5λ, then the required pitch angles become 2.86◦, 5.68◦,
and 13.65◦, respectively.

In low frequency applications, where the helix size becomes too small in wavelength,
its input impedance can have a small resistive part. In such cases the antenna input
impedance can be difficult to match and small bandwidths result. To remedy this, a
dual-conductor helix design was proposed and investigated for operation at 760 MHz,
using both an equivalent circuit approach and the moment method [37]. The helix wire
was replaced by a two-conductor transmission line, fed at its input and short circuited
at the end, as shown in Figure 9.51. In this manner the helix conductor acts both as
the radiator and a shorted stub, in parallel with its input impedance. The stub reactance
helps with input impedance matching and in broadbanding the antenna. In applications
with low helix input impedance, the benefit is most significant when the transmission
line characteristic impedance is also low, which favors strip lines shown in Figure 9.52.
The input impedance and VSWR bandwidth of such a design are compared with
those of the single-conductor case in Figure 9.53, where the moment method (MoM)
case indicates the numerical data of the single-wire helix. These results show that
using a dual-conductor line not only improves the antenna bandwidth (12%) but also
significantly raises its input impedance. The latter helps in feeding the antenna using
conventional transmission lines. In Figure 9.53 sp is the distance of the short point,
shown in Figure 9.51, from the helix end.



436 WIDEBAND AND TRAVELING-WAVE ANTENNAS

Figure 9.51 Geometry of a dual-conductor helix antenna over a ground plane. One conductor is
fed and the second one is shorted to the ground. (Ref. 37.)
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A dual-band operation of a normal mode helix can also be obtained, similar to wide-
band ones and was studied in Refs. 38 and 39. A parasitic coupling for feeding the
helix is another possibility for these applications, which is being used successfully in
broadbanding of other antennas. It has another interesting application in areas like high
temperature superconductivity, where the antenna cannot be excited directly. A similar
parasitically excited normal mode helical antenna has been studied in Ref. 40. The exciter
is a loop antenna at normal temperature, with accessible terminals.
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9.3.3 Axial Mode Helix

A monofilar helix, with mode index n = 1, radiates in the axial direction, similar to other
antennas supporting such a mode like a loop, microstrip, or horn antenna. In its simplest
form, it is a constant diameter helix, having a circumference of about one wavelength,
C ≈ λ, wound in either right-hand or left-hand, similar to a screw. When placed over
a ground plane, it can be fed easily by a coaxial input connector or microstrip line. An
axial feeding maintains the symmetry and can facilitate rotation, and microstrip feeding
can be useful for impedance matching. In either case, the current induced on the helix
conductor radiates as it rotates and progresses along its length, with the polarization
being controlled by the direction of its winding.
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Historically, the helix was fed by a launcher in the form of a finite ground plane or a
cavity [30, 32, 41] with satisfactory results. However, the rationale for such feed systems
was not completely studied or understood. This problem was later investigated numer-
ically [42]. The current distribution was computed and it was found that its amplitude
decreases rapidly over the first two turns of the helix and then remains almost constant,
going to zero at the end. A sample of the computed currents and the corresponding radi-
ation patterns are shown in Figure 9.54. The helix parameters were the circumference
C = 10 cm, the number of turns = 5, pitch angle α = 12.5◦, and wire radius = 0.5 mm.
From this figure, it is clear that the helix antenna has two regions—the C region and
S region [42]. The C region is the first region and can also be called the exciter region
of the helix, where the current decreases monotonously as it radiates and reaches a min-
imum. Its size is about two turns and is almost independent of the helix length and
number of turns. It is interesting to observe in Figure 9.54 that the phase velocity and
phase progression in this region are the same as in free space. The second region is the
S region, which is the remaining part of the helix and is located in front of the exciter
region. This region, which is also called the surface wave region, has an almost constant
current. Its phase velocity is less than free space, with a larger phase progression, which
indicates it has slow-wave characteristics.

The above phenomena concerning the helix current in the second (S) region were
further investigated for other helices with a larger number of turns. The behaviors were
similar and the uniformity of the current over the region improved with the number of
turns. One can conclude from this study that the helix antenna is very similar to a Yagi
antenna. It has an exciter region to launch the wave, and a director region to guide the
launched wave. Since the guiding characteristics improve with the number of its turns, the
helix antenna’s gain or directivity will improve for the axial n = 1 mode, by increasing
the number of turns. To further understand this guiding characteristic the computed
relative phase velocities, p, along the helix in its two regions have been compared with
those of free-space, endfire arrays, and the Hansen–Woodyard condition. The results for
a 16-turn helix antenna, when its circumference is about one wavelength, are shown in
Figure 9.55 [42], normalized with the free-space phase velocity. It is clear that over the
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Figure 9.55 Relative phase velocity p= v/c of a helix antenna with N = 16, α= 12.5◦, and
C = 10 cm. (Ref. 42.)

exciter C region the phase velocity is almost equal to the free-space velocity, and at
frequencies above the resonant frequency of 3 GHz. In the S region, where the guided
wave is propagating, it is initially equal to the phase velocity of the endfire antennas
but gradually decreases to reach that of the Hansen–Woodyard condition. At higher
frequencies beyond 3.5 GHz, the excitation of the higher order mode gradually reduces
the phase velocity and deteriorates the helix antenna performance and directivity.

The similarity of the helix antenna with a Yagi–Uda array was further investigated
for an eight-turn helix, by disconnecting the helix arm after the second turn and placing
the remaining six turns parasitically in front of the exciter turns. The configuration was
investigated numerically and its performance compared with a corresponding eight-turn
helix, when the parasitic one was connected to the exciter. Their performance in current
distribution and radiation patterns were practically the same. The parasitically coupled
antenna provided a gain of 7.9 dBic with an axial ratio of 1.8, which compared favorably
with 8.2 dBic and 1.5, the gain and axial ratio of the original helix [43]. This study
demonstrated that the two regions of the helix antenna behave quite independently and
need not be connected electrically. The exciter region launches the surface waves and
influences the antenna input parameters, and the director region guides the launched wave
and controls the radiation characteristics. Their electrical coupling influences the antenna
bandwidth and other characteristics.

The guided wave in region S of the helix induces an almost constant current on
the helix wire that must go to zero at its end. This causes a reflected current that
propagates back toward the input end, affecting the helix input impedance, making it
frequency dependent. The same effect can be observed by using the impedance discon-
tinuity between the guided wave in section S and the free-space wave after the wave
leaves the helix. Since the reflected wave is traveling in the opposite direction, it also
influences the antenna axial ratio and thus the gain. This is shown in Figure 9.56 for a



440 WIDEBAND AND TRAVELING-WAVE ANTENNAS

Experimental

Number of turns

2
0

2

A
R

 (
dB

)

4

4 6 8 10 12 14 16 18 20 22

Theoretical
f = 3GHz
a = 12.5°
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helix with circumference C = 10 cm= λ, as a function of the helix number of turns. It is
clear that the achieved axial ratio oscillates with the number of turns. In fact a two-turn
helix gives a better axial ratio than larger helices. To remedy this, the reflection from the
helix end must be reduced. A possible way to reduce this reflection, or the impedance
discontinuity at the end point, is to taper the helix at its end, to allow the wave to leave
the helix gradually. This has been investigated numerically and experimentally [42–45].

It should also be noted that small-turn helices could also radiate excellent circularly
polarized waves, with very small axial ratios [45], as shown in Figure 9.56. In practice,
one can optimize small-turn helices for optimum axial ratios, by adjusting their conductor
lengths, that is, by selecting fractional turns rather than integer turns, to optimize the
axial ratio. Such designs, however, will be optimum over a short frequency range and
the antennas will not be broadband, which are outside the scope of this chapter.

9.3.4 Radiation Characteristics

The helix antenna is an endfire antenna and can be viewed as a linear endfire array, made
of N identical elements separated by an interelement separation distance of S. In this
respect, there are two possibilities for the array performance and behavior: the ordinary
endfire array and the Hansen–Woodyard endfire array. From the antenna point of view,
the Hansen–Woodyard arrays provide higher directivities, by a factor of 1.789, or 2.5 dB.
This is a very significant improvement in the array performance, as far as its directivity
is concerned, which naturally comes at the expense of its other parameters. Since the
directivity is optimized, it becomes sensitive to the array parameters and frequency.
So its bandwidth becomes narrower, in comparison to the ordinary endfire array. Also,
since there is an inverse relationship between the antenna’s directivity and sidelobes,
the first sidelobe of the Hansen–Woodyard array increases by as much as 4 dB over
that of the endfire array, which is normally around 12 dB. Thus a Hansen–Woodyard
array provides a sidelobe level of around 9–10 dB below its main beam. The beamwidth
similarly reduces to account for the increased directivity.

The helix antenna behaves somewhere between the two endfire arrays. Since a helix
is normally made of a good conductor, its losses are negligible and its gain is about the
same as its directivity, provided its input port is well matched. So for the purpose of
discussion in this section, the gain will be used as the helix directivity. The numerical
computations of the helix current, and its phase progression along its wire and axis, con-
firmed the presence of the slow-wave structure and similarity between the helix antenna
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and the Hansen–Woodyard arrays. This was shown in Figure 9.55, for a 16-turn helix. It
showed that the helix phase progression changes with frequency within its band. Below
the frequency f0, where C = λ, it is similar to the ordinary endfire array, but gradually
the phase progression approaches that of the Hansen–Woodyard array, when the fre-
quency becomes 1.17f0. Experimental investigations have also confirmed this fact for
long helices. But for small helices the peak gain performance occurs at even higher fre-
quencies, as the number of turns decreases. For this reason, the operating band of the helix
for its axial mode is normally set between 0.8f0 and 1.2f0; that is, 0.8f0 < f < 1.2f0.
Wider bandwidths can also be defined, if larger gain variations can be tolerated. It should
also be noted that the impedance bandwidth of a helix antenna can be wider than its gain
bandwidth and their difference will increase with the helix number of turns and more
strict gain bandwidth definitions.

The similarities between the helix antenna and the endfire arrays have been used to
develop useful relationships for the design and prediction of antenna performance, which
have been confirmed and improved by experiments. A summary of these relationships is
provided here and discussed. However, one must accept the fact that these are approxi-
mate relationships and more accurate performance data must be obtained by numerical
investigations.

A uniform helix may be assumed equivalent to a uniform array that has an array factor
AF given by

AF = sin(Nψ/2)

sin(ψ/2)
(9.22)

where
ψ = kS cos θ − δ (9.23)

and

k = 2π/λ

δ = kl/(v/c)

v = phase velocity along the helix wire

c = velocity of light in free space

l = length of the helix turn

If the radiation pattern of a single turn of helix is approximated by cos θ , which is a
good approximation for the main beam pattern of the helix’s axial n = 1 mode, the total
radiated field of the helix can be written

E(θ) = AF cos θ (9.24)

The phase δ varies between that of the endfire array and the Hansen–Woodyard array,
provided its pitch angle is in its optimum range of 12◦<α< 15◦. With these assumptions,
design expressions for the helix gain, axial ratio, and beamwidth have been found and
reported in the literature [30, 32, 36]. However, they are too optimistic even though they
can serve as good starting points.

More realistic expressions have been found through extensive experimental data and
will be provided later. However, again it should be said that these expressions are valid
only for the helix parameters used during the experiments. Some of these experimental



442 WIDEBAND AND TRAVELING-WAVE ANTENNAS

Figure 9.57 Gain versus frequency of a fixed-length, NS = 30 inches (762 mm) helix antenna;
α= 12.5◦, 13.5◦, and 14.5◦ and D = 4.3 inches (109 mm). (Ref. 47.)

results are provided here for discussion [46, 47]. Figure 9.57 shows the gain variations
for three helices, having pitch angles of 12.5◦, 13.5◦, and 14.5◦. The length and diameter
are 30 inches (762 mm) and 4.3 inches (109 mm). With these parameters the three
helices will have from 8.6 to 10 turns. The gains peak at about 1 GHz, where the
helix circumference is about 1.15λ, in close vicinity of the Hansen–Woodyard condition,
shown in Figure 9.55. The peak gains change about 1 dB, and the maximum gain is for
the pitch angle of 12.5◦, which also has more turns. This antenna is near optimum and, as
expected, its gain drops rapidly on both sides of the peak frequency. At the low frequency
side all three antennas behave similarly with frequency, again in close agreement with
the results of Figure 9.55, indicating an ordinary endfire array behavior.

Keeping the helix length and diameter constant at 30 inches and 10 turns, respectively,
one must change both the number of turns and pitch angle. The performance of the
resulting helices is shown in Figure 9.58. The peak gain variation with frequency is now
limited to about 0.5 dB, and all gain curves behave similarly. However, the helix with
the largest diameter and smallest pitch angle of 11.5◦ has now the highest peak gain, but
its gain is most sensitive to frequency. This result also indicates that the pitch angle of
12.5◦, which provided the highest gain in Figure 9.57, was not the true optimum.

The effect of helix number of turns is shown in Figure 9.59 [46]. These helices
have from 5 to 35 turns, keeping other parameters constant at α = 12.8◦, S = 3.03
inches (76.96 mm), and D = 4.23 inches (107.4 mm). The peak gain for N = 5 occurs
at C ≈ 1.15λ and gradually decreases to C ≈ 1.07λ for N = 35, indicating the move
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Figure 9.58 Gain of a fixed length NS = 30 inches (762 mm) helix antenna with different diam-
eters. (Ref. 47.)

toward C = λ for very long helices. This figure also shows the slope of the gain curves
with frequency, being f 2.5 for the 5-turn helix and increasing to f 6 for the 35-turn one.
Samples of the measured radiation patterns are shown in Figure 9.60. The axial ratios
at the beam peaks, especially for the optimum patterns, are better than 1 dB, and the
principal plane patterns have almost equal beamwidths and are within 1◦ of each other.
At frequencies above the peak gain, the sidelobes gradually increase to merge with the
main beam. This phenomenon can be due to the excitation of the next higher order mode
that will radiate off-axis near the first sidelobe.

The results of the above studies can be summarized in Figure 9.61. It shows the
dependence of the gain on the helix number of turns, when its diameter and pitch angles
are fixed at D = 4.23 inches (107.4 mm) and 12.8◦. The helix circumference decreases
linearly to approach about 1λ, for very large helix turns. Figure 9.62 shows the depen-
dence of the gain on the helix axial length. With larger helix diameters the peak gain
occurs at lower lengths. Reducing the diameter to around one wavelength can further
increase the gain. The most interesting results are in Figure 9.63: the gain beamwidth
products decrease with the helix number of turns, from about 34,000 for a 5-turn helix
to about 22,000 for the 35-turn helix. This trend is within expectation, as the number of
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inches and α= 12.8◦. (Ref. 47.)

sidelobes increases with the helix turns. The results of this figure can be used in design
studies, for selecting the initial helix parameters, to be numerically optimized.

9.3.5 Design Rules

Summarizing the results, the following empirical equations for the gain and half-power
beamwidth (HPBW) are determined. Typical gain values fall within the 10–20-dB range,
and the side levels are below −10 dB.

Gp = 8.3

(
πD

λp

)√N+2−1 (
NS

λp

)0.8 ( tan 12.5◦

tanα

)√N/2

(9.25)

and

HPBW ≈
KB

(
2N

N + 5

)0.6

(
πD

λ

)√N/4 (
NS

λ

)0.7

(
tan 12.5◦

tanα

)√N/4

(9.26)
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Figure 9.60 Typical radiation patterns of a 5- to 35-turn helix antenna; α= 12.8◦ and D = 4.23
inches (107.4 mm). (Ref. 47.)
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Figure 9.61 Peak gain of a helix antenna versus number of turns N ; D = 4.23 inches and
α= 12.8◦. (Ref. 47.)

Figure 9.62 Helix antenna gains as a function of axial length with circumference as a parame-
ter. (Ref. 47.)

These equations can be used as guides for selecting the helix size for a given application.
Other useful design equations are

Rin ≈ 140C/λ �

0.15 < S/λ < 0.3

0.71 < C/λ < 1.20

12◦ < α < 14◦

These equations provide guidelines for the helix design in its conventional form and
should not be assumed as hard facts. For instance, the input impedance Rin is dependent
on the helix diameter at its input and can be adjusted by tapering. It is also dependent on
the feed region geometry, feed type such as coaxial or microstrip, and the ground plane
structure. Having a numerical analysis tool can facilitate optimization for improved gain,
axial ratio, and bandwidth.
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Figure 9.63 Gain beamwidth products of a 5- to 35-turn helix antenna; α= 12.8◦ and D = 4.23
inches (107.4 mm). (Ref. 47.)

However, it is important to note that the helix is a traveling-wave antenna and has two
sections—the exciter and the director regions. The input impedance is controlled by the
exciter region and is stable, except for the end reflections. The helix antenna therefore
has a wide impedance bandwidth, even though it is a gain-optimized antenna, similar
to Hansen–Woodyard array. The radiation characteristics are controlled by the director
region and can change widely, especially the gain and its bandwidth. For a uniform helix
the geometrical parameters like the diameter, pitch angle, circumference, and number of
turns can be optimized together to achieve a far-field performance goal. It can be designed
to have a wide gain bandwidth, in which case the gain will have a moderate value as
shown above. Or it can be designed for a maximum gain, beyond the 20-dB range. In
this case, the antenna will approach a super gain condition and the gain bandwidth will
be small.

9.3.6 Variations and Enhancements

A parametric study of nonuniform axial mode helices was performed numerically [48],
which also included loading. It was found that adding the ground plane increases the
gain by about 3 dB. The effect of the ground plane size on radiation from a uniform
helix was investigated [49]. It was shown that reducing the ground plane size below the
helix diameter causes the excitation of the backward mode, which can be used as a feed
for reflector antennas. To understand this behavior, Figures 9.64 and 9.65 are included.
Figure 9.64 shows the current distribution, phase progression, and radiation patterns of an
eight-turn helix, C = 1λ, with a variable ground plane diameter. These results are typical
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of a conventional helix. The current decays in the exciter region and remains almost
constant in the remaining director region. The radiation is in the forward axial direction.
In Figure 9.65 the helix circumference and ground plane diameters are reduced to C =
0.746λ and D = 0.216λ, respectively. The effects are striking. The current distribution
decreases gradually throughout the helix and the phase progression becomes identical to
that of free space. The direction of radiation reverses and the antenna radiates backward.
Dual shaped helices for application in phased arrays were studied in Ref. 50. The element
gain was used to reduce the number of elements in the array.

The enhancement of the gain has also been studied. In Ref. 51 a second parasitic
helix was added symmetrical to the active helix, only in the directive S region. It was
found that the currents of the parasitic helix resemble those of the active one, as shown
in Figure 9.66. The antenna gain increased by about 1 dB and the radiation patterns
improved, showing narrower beamwidths. The gain enhancement is not significant, but
the method does not affect the overall helix geometry. The effect of the ground plane on
the helix gain has been investigated in Ref. 52. It was shown that both cylindrical and
conical caps around the ground plane Figure 9.67 can increase the helix gain. A numerical
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optimization was used to find the optimum cap shape. Figure 9.68 shows that the truncated
cone shape increases the gain by as much as 4 dB.

To shape the radiation patterns, a spherical version of the axial mode helix has been
studied [53, 54]. The helix wire is wound around a hemisphere and is placed over a
ground plane (Figure 9.69). In comparison with the conventional helix, this antenna is a
variation of the end-tapered helix. Its performance was investigated for different numbers
of turns and other parameters. Figure 9.70 shows the behavior of the gain and axial ratio
on the sphere diameter, in terms of the wavelength. Generally, the axial ratio performance
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Figure 9.67 Helix antenna with cylindrical and truncated cone feeds, L= 684 mm, D = 28 mm,
wire radius= 0.3 mm, α= 13.5◦, and N = 16.2. (Ref. 52.)
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Figure 9.68 Computed gain of the helix antenna: infinite ground plane, square conductor of
side b= 0.5λ, optimal square conductor b= 1.5λ, optimal cylindrical cup D = 1λ, h = 0.25λ and
optimal truncated cone, D1 = 0.75λ, D2 = 2.5λ, h = 0.5λ. (Ref. 52.)

for this helix is improved in comparison with short conventional helices. This antenna
also provided wider radiation patterns (Figure 9.71).

9.3.7 Multifilar Helices

The helix antenna has another useful property in the rotational direction. It can be dupli-
cated multiple times, by a simple rotation around its axis. If the rotation is 180◦, then
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a bifilar helix is generated. A 90◦ rotation four times generates a quadrifilar helix. Mul-
tifilar helices can similarly be generated, but the most useful new configurations have
been the bifilar and quadrifilar geometries. These antennas are essentially arrays of a
monofilar helix and can possess useful properties. For example, the symmetry of the
input excitations can be used to force the excitation of only odd or even modes and
generate a backward or forward wave. In particular, the quadrifilar helix can generate
a forward or backward wave using the same antenna, simply by controlling the phase
progression of its input terminals. This property makes its design very useful, as a single
antenna can operate simultaneously in two different modes. Another important property
of a quadrifilar helix is its multiple input terminals. By using an input excitation phase
progression equal to the angular rotation of the arms, the antenna can generate circular
polarization, regardless of its geometry or size. Consequently, the circumference rule of
C/λ ≈ 1 can be relaxed and a quadrifilar helix can be miniaturized, or its radiation
patterns can be shaped to generate conical beams. For these reasons, the quadrifilar helix
has become one of the most used and investigated antennas. The number of papers on
the subject is extensive, and designs are developed for widespread applications in com-
munications, remote sensing, and mobiles. Because it has so many different and useful
properties, it is essentially a separate antenna from the monofilar helix and needs to be
studied separately. Here, it will be discussed only briefly.

9.3.8 Bifilar Helix

A bifilar helix is generated by rotating the monofilar helix 180◦ about its axis. Because
the configuration now has two helices, it can easily be fed by a balanced transmission line
at either end. The antenna therefore does not need a ground plane. One of the interesting
properties of the bifilar helix is its ability to generate a backward wave [35]. This property
removes the need for a ground plane and opens new application areas, such as a reflector
feed. To understand the operation principle of this antenna, three cases are numerically
studied: a uniform bifilar helix (BH), a bifilar helix with an input taper (TBH), and a
conical bifilar helix (CBH). Their geometries are shown in Figure 9.72 [42].

The tapered bifilar helix is shown in Figure 9.72a. The tapered feed section is described
by r = r0 exp(aφc), with r0 = 3.8 cm, a = 0.048/rad, and θ0 = 12.5◦. The circumference
of the uniform section is C = 10 cm. In both cases the helix wire radius and pitch angle
are 0.5 mm and α = 12.5◦. The tapered helix of Figure 9.72a has nt = 2.2 turns in the
tapered section and nu = 3 turns in the uniform section. The uniform helix of Figure 9.72b
has five turns, so that the lengths of both helices are the same. The antennas were fed
by a voltage source on the axis at the end, where a radial wire was placed between the
two arms. The conical helix of Figure 9.72c is an extension of the tapered section and
has the same axial length as the other two. Thus all three antennas have the same axial
lengths.

The input impedance values are shown in Figure 9.73. The results for the uniform
case are frequency dependent. However, they are similar for both the tapered bifilar
helix and the conical bifilar helix. In both cases, the real and imaginary parts of the input
impedance are independent of frequency, indicating wide impedance bandwidths. Thus
the input tapering has improved its impedance characteristics.

The radiation characteristics are also studied and shown in Figures 9.74 and 9.75,
respectively, for the gain and beamwidth, and the axial ratio. The surprising results are
the gains and beamwidths. Contrary to monofilar helices, where the gain increases with
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Figure 9.72 Configuration of bifilar helix antennas and coordinate system: (a) tapered feed region,
(b) uniform, and (c) conical. (Ref. 42.)

frequency until about C ≈ 1.15λ, the gain of the bifilar helix decreases with frequency.
This is a useful property for the antenna miniaturization, where smaller diameters can be
utilized. In fact, it has been shown that the bifilar helix radius can be reduced significantly
by proper optimization of its parameters. Figure 9.75 shows the axial ratio performance,
which is again superior for the tapered bifilar helix.

The backward wave excitation and superior performance of this antenna make it a
good candidate as a reflector feed. In this case, the phase properties of the far field, in
particular, its phase center location and stability with frequency, are important parameters.
The latter also shows the most important region of the antenna far-field radiation. This
may be a problem in small helix lengths, where the end reflections may be high and
can cause dual phase centers. The minimization of the end reflection will be a desirable
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Figure 9.73 Input impedance of bifilar helix antennas. (Ref. 42.)

Figure 9.74 Half-power beamwidth and power gain of bifilar helix antennas. (Ref. 42.)
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Figure 9.75 Axial ratio of bifilar helix antennas. (Ref. 42.)

Figure 9.76 Phase center location of bifilar helix antennas. (Ref. 42.)

feature. Figure 9.76 shows the dependence of the phase center location on the frequency.
In this figure the distance d is measured from the feed point end of the helix and should
not be confused with the helix wire diameter, defined earlier. For most applications the
variation of d will be within the reflector tolerances.

9.3.9 Quadrifilar Helix

A quadrifilar helix is formed by triple 90◦ rotations of a helix about its axis, to generate
three additional ones. Thus each helix will be azimuthally separated from the next by 90◦,
and the antenna has four terminals at each end, as shown in Figure 9.77. The multiplicity
of the turns and terminals at both ends add to the parameters of the helix and make this
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Figure 9.77 Geometry of a quadrifilar helix antenna. (Ref. 34.)

antenna very unique, which can produce an incredible array of radiation patterns, shaped
beams, forward and backward waves, and geometrical configurations. As a result, the
quadrifilar helix has generated a special class of its own and has become one of the most
studied and used antennas in current times. For these reasons, it is not appropriate to
lump it with the ordinary helix antenna. It must be studied separately and deserves a
special category for itself. Here, some of its properties are briefly described.

Because it has terminals at both ends, a quadrifilar helix can be fed at either end.
The remaining terminals at the other end can be shorted together or left open. Since in a
helix antenna the direction of wire rotation dictates the sense of circular polarization, the
input feed has two possibilities. The terminals can be fed clockwise in phase quadrature
like 0◦, 90◦, 180◦, and 270◦, or they can be fed counterclockwise. Additionally, in the
clockwise feed, the terminals can be fed with a reverse phase progression like 0◦, −90◦,
−180◦, and −270◦. If the phase progression coincides with the sense of circular polar-
ization, the antenna radiates a forward wave. Otherwise, a backward wave is launched to
match the sense of circular polarization to feed the phase progression. Thus a quadrifilar
helix antenna can function in both modes simultaneously, a significant advantage. Also,
since the total phase progression at the feed terminals is 2π , the radiated field is auto-
matically circularly polarized. This means the antenna radius can be decreased further,
without affecting its axial ratio. This property also enables the selection of very diverse
configurations, from very thin and tall designs, to very short and broad ones, which can
meet very broad application requirements.

The axial mode of a quadrifilar helix can radiate both high gain and shaped conical
beams. Since the axial mode characteristics for generating high gains were discussed in
relation to the helix, for brevity only the shaped beam capability of the axial mode with a
quadrifilar helix will be discussed. The axial n = 1 mode excitation is established by the
feed phase angles, as described in the previous paragraph. This mode, with small pitch
angle α, or pitch distance S, radiates a high gain axial beam. However, as the pitch angle
or distance is increased, the beam gradually broadens and changes to a conical beam with
its peak moving toward the horizon. Simultaneously, the helix diameter decreases, while
its length increases, making the design more slender. Figure 9.78 shows the region of con-
ical beam occurrence [55]. In this figure the parameter k = r0/p is the ratio of the helix
radius to its pitch distance. Normally beam shaping improves with the number of turns.

Printed quadrifilar helices were investigated in Ref. 55, using an integral equation
method. Both normal mode and axial mode designs were developed and experimentally
verified. For the normal mode design the parameters were C = 0.315λ, α = 72◦, L = 2λ,
and N = 1.8. The main beam for this antenna was located between 75◦ and 105◦ off-axis,
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Figure 9.78 Region of conical beam radiation for a quadrifilar helix antenna. (Ref. 34.)

with sidelobes falling below −10 dB. The corresponding parameters for the axial mode
design were C = 0.56λ, α = 60◦, L = 0.77λ, and N = 0.6. Broadbanding of quadrifilar
helices has also been investigated [56, 57]. In Ref. 56 the conducting width of each arm
is increased from the input to the output. It is shown that the VSWR bandwidth can be
doubled from 7% to 14% in the L-band.

A more effective means for increasing the bandwidth was developed in Ref. 57, by
using a dual printed wire for each arm. Only one of the conductors is fed and the
second one is parasitic. The geometry of this antenna, a folded parasitic quadrifilar
helix antenna (FPQHA), is shown in Figure 9.79. The effects of the dual-arm spacing
s, the dual-arm width ratio r = Wa/Wb, and the shorted section of dual arms d are
shown in Figures 9.80–9.82. It is clear that these parameters have significant impact
on the quadrifilar helix bandwidth. The geometry of an optimized antenna is shown
in Figure 9.83 with parameters given by L = 166 mm, r = 8, α = 50◦, Wb = 16 mm,
s = 18 mm, d = 0.5 mm, h = 0.127 mm, and εr = 2.2, where h and εr are the thickness
and relative permittivity of the dielectric tube on which the helix is printed. Figure 9.84
shows the input impedance performance of the optimized antenna. A bandwidth of 30%
at 1.4 GHz is obtained, a significant improvement from a conventional design, with
bandwidths around 6%. Figure 9.85 shows the radiation patterns at the center and edge
frequencies, with very small cross polarizations. The measured gain within the band is
shown in Figure 9.86. The gain variation within the band is about ±1 dB.

9.4 YAGI–UDA ANTENNAS

9.4.1 Introduction

The Yagi–Uda antenna is a simple dipole array with a single excited element. The
excitation of only one element of the array makes the structure very simple to design,
fabricate, and use. It is also a very low cost antenna, as its elements can be fabricated
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Figure 9.79 Geometry of folded parasitic quadrifilar helix antenna (FPQHA): (a) unwrapped and
(b) wrapped. (Ref. 57.)

from low cost metallic rods or printed conductors on a dielectric. Its invention [58, 59]
was perhaps one of the most important turning points in antenna engineering, which
changed the widely accepted concept that a conductor will reflect the signal rather than
guide it. It is also a very practical antenna, because of its simple feed structure, even
though it is an array. As a result, it is used widely and in many diverse applications.
However, because of the coupling between its elements, it is not a wideband antenna.
For this reason, it will only be briefly discussed, as it is a traveling-wave antenna.

The original Yagi–Uda antenna was made of dipole-like wire conductors (Figure 9.87).
However, they can be replaced by other resonant elements, like loops (Figure 9.88)
[60, 61], bent wires, or disks. The greatest advantage of a dipole-like Yagi is its small
volume. It is a planar structure with a very small cross section. The loop Yagi antenna, on
the other hand, has a cylindrical shape and is three-dimensional, a disadvantage. However,
because the radiation beam is axial, several loop Yagi arrays, having increased frequency
of operation, can be placed coaxially, one inside the other. In this manner, dual-band
or multiple-band loop Yagi arrays can be designed and can function satisfactorily, an
advantage.
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different values of s. (Ref. 57.)

9.4.2 Operating Principle

Electrically, a Yagi antenna is a traveling-wave type antenna and, as such, has two sepa-
rate parts—the exciter region and the director region. In the original design, all elements
were dipoles and the exciter region consisted of two elements—an excited dipole and
a passive reflector. The director region can contain multiple elements, depending on the
design or gain requirements. The operation is feasible because of the fact that a conduct-
ing wire having a length slightly larger than λ/2 reflects the incident wave efficiently,
and when its length reduces slightly below λ/2, it guides the wave. The difference in
the lengths is only a few percent. This property of the Yagi antenna can be understood
from the observation of the element currents. Figure 9.89 shows the current distribution
on the elements of a 27-element Yagi array, with 25 directors [62]. It is evident that the
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different values of r . (Ref. 57.)

currents and the reflector on the excited element are high and decrease significantly on
the directors. In addition, the magnitude of the current stays relatively constant on all
directors. This indicates that there is a traveling wave over the directors. Because of this
property, the two regions of a Yagi antenna can be designed separately. In particular, the
exciter region can be made of different antenna types. For instance, the exciter region
of a dipole Yagi can be replaced by two loops, a microstrip antenna over a ground,
or any other endfire antenna like an open-ended waveguide. In particular, the excited
element can be selected to be a wider band antenna than a dipole, like a folded or sleeve
dipole, or a wideband microstrip antenna. Such designs will improve the input impedance
bandwidth, without significantly affecting the radiation characteristics.
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9.4.3 Design Procedure

Because the Yagi–Uda antenna has a simple geometry, it can readily be designed and
optimized by a numerical approach. However, certain design rules will help with initial
design or design of general purpose antennas without optimization.

In dipole Yagi antennas, the reflector is about 1–2% larger than the exciter. Once the
excited element is selected, the reflector size can be chosen as stated. The reflector size
also has a significant effect on the antenna front-to-back ratio and the input impedance.
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Figure 9.83 Picture of the prototype FPQHA zoomed on the shorted section. (Ref. 57.)
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Figure 9.84 (a) VSWR and (b) input impedance in Smith chart of FPQHA ( measured
results; - -- - -- theoretical results). (Ref. 57.)
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Figure 9.85 Measured radiation pattern in circular polarization of the FPQHA: (a) f = 1.2 GHz,
(b) f = 1.4 GHz, and (c) f = 1.6 GHz. (Ref. 57.)
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Figure 9.86 Measured gain versus frequency of the FPQHA. (Ref. 57.)

Figure 9.87 Yagi–Uda antenna configuration.
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Figure 9.88 Yagi–Uda array of circular loops.
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Figure 9.89 Relative current amplitudes for the 27-element Yagi array. (Ref. 62.)

For these reasons its size may be modified to improve these parameters. The effect on the
forward gain will be small. The directors must be a few percent smaller than the excited
element. There are ample published data to help in selecting the element sizes and their
spacing [62, 63]. End tapering may also be used, which will improve the impedance
bandwidth, similar to the helix antenna. Typically, Yagi antennas have gains at around
10–15 dBi. However, with proper optimization much higher gains, approaching 20 dBi,
can also be achieved [64].

With a loop Yagi array, the design rules are similar and are summarized as follows:

• The circumference of the excited element is chosen as 2πb2 = 1.1λ (b2 is its radius),
to make its input impedance real.

• The reflector size is selected as 2πb1 = 1.05λ. The size of the reflector affects the
front-to-back ratio, making the input impedance stronger than the array gain.

• The spacing of the excited element with the reflector should be about 0.1λ. Its
effects are similar to the reflector size.

• The sizes of the directors are given as 2πbn = 0.7λ, where bn are the radii, and are
chosen to be the same for all directors.

• Spacing of the directors is 0.25λ and is uniform.
• The wire radius a is the same for all elements and is calculated from the relationship

2ln(2πb2/a) = 11.

9.4.4 Design Optimization

There is a significant volume of work on optimization of Yagi antennas. However, most
of these studies deal with improvement of the gain [65–67] or gain bandwidth [68],
which naturally comes at the expense of the impedance bandwidth. A joint gain and
impedance optimization has also been done [69, 70], which shows that trying to maintain
a specified bandwidth limits the gain performance. In recent years, printed Yagi antennas
have become popular for high frequency and millimeter-wave frequency applications, and
the number of studies is significant. However, they primarily address two different goals:
the high gain [64] and broadband [71] performances. These antennas use unconventional
feeds, basically different forms of a microstrip line that can be printed on one side of a
dielectric substrate. Such a design facilitates antenna fabrication at high microwave and
millimeter frequencies.
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Figure 9.90 Geometry of the printed quasi-Yagi antenna. W1 =W3 =W4 =W5 =Wdri =
Wdir = 0.6, W2 = 1.2, W6 = S5 = S6 = 0.3, L1 =L5 = 1.5, L3 = 4.8, L4 = 1.8, Sref = 3.9, Sdir = 3,
Ssub = 1.5, Ldri = 8.7, and Ldir = 3.3 (dimensions in mm). (Ref. 71.)

The broadband geometry is shown in Figure 9.90, where a microstrip line is split into
two separate lines for balance feeding of a printed dipole antenna with a 180◦ phase
difference [71]. A single director is used to improve the gain performance. Its input
return loss is shown in Figure 9.91 There is a frequency shift between the simulated and
measured results, but both bandwidths are large, on the order of 48%. The corresponding
gain results are shown in Figure 9.92. Within the impedance bandwidth the simulated

Figure 9.91 Finite-difference time-domain (FDTD) simulation and measured input return loss
characteristic of the prototype quasi-Yagi antenna. (Ref. 71.)
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gains remain near 5 dBi, but the measured ones are frequency dependent, which is a
characteristic of an optimized antenna that becomes sensitive to fabrication and other
tolerances.

The high gain design in Ref. 64 has used an undulated crank-type printed line as
the exciter, which feeds 30 directors for a computed gain of about 19 dBi at 30 GHz.
Figure 9.93 shows its geometry, which is ideal for high frequency and millimeter-wave
applications, where the antenna dimensions are physically very small and the crank feed
is simply made by undulating the feeding microstrip line. In addition, the feed is a
traveling-wave type, which is less sensitive to tolerances, and its impedance bandwidth
can be very large. However, this is not the measure of the antenna bandwidth, since its
gain bandwidth is much smaller. An experimental model was fabricated for operation at
15 GHz. Its measured input impedance and return loss plots are shown in Figure 9.94,
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Figure 9.92 Simulated and measured gain of the quasi-Yagi antenna. (Ref. 71.)

Figure 9.93 Geometry of the high Yagi antenna with crank feed. (Ref. 71.)

Figure 9.94 Measured return loss of the Yagi antenna with crank feed.
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where the return loss is very small, below 20 dB. For the same frequency band the
measured gain is shown in Figure 9.95. The feed line loss was about 0.9 dB, mak-
ing the measured peak antenna gain to be 17.51 dBi. The simulated antenna directivity
was about 19 dBi, indicating a discrepancy of 1.5 dB. This is reasonable, since the
antenna was designed in free space but was etched on 0.8-mm dielectric with a permit-
tivity of 2.5. Considering the dielectric and conductor losses, etching imperfection, and
detuning effects of the dielectric on an optimized high gain antenna, this discrepancy is
quite acceptable. The antenna gain rises rapidly but decreases gradually at high frequen-
cies. Samples of its radiation patterns are shown in Figure 9.96, showing almost equal
beamwidths in the principal planes.

Figure 9.95 Measured gain of the Yagi antenna with crank feed.

Figure 9.96 Measured radiation patterns of the Yagi antenna with crank feed.
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Figure 9.97 Feed geometry of the dipole feed for the 30-element Yagi antenna; only one director
is shown. (Ref. 72.)

Another high gain 30-element Yagi antenna was designed using a genetic algorithm
to maximize its gain [72]. A wideband printed dipole, shown in Figure 9.97, was used
as its feed, where only a single director is shown for brevity. Its simulated directivity
performance versus frequency is shown in Figure 9.98. In this design the frequency
dependence of the directivity is opposite to the previous case of Figure 9.95. Here, the
directivity increases slowly with frequency but drops rapidly after its peak of 18.3 dBi
at 10 GHz. Table 9.1 shows the physical lengths of its elements. Figures 9.99 and 9.100
show its near-field amplitude and phase distributions.

The above examples show that a Yagi–Uda array has two distinct parts—the exciter
and the directors. They function reasonably independently from each other, and each
can be designed separately to optimize the antenna performance. The input impedance

TABLE 9.1 Dimensions in Wavelength of the Optimized 30-Element Yagi Antenna with
Dipole Feed and Radius = 0.004λ

Element Length Spacing Element Length Spacing

Feed 0.5000 0.0000 Dir.1 0.4620 0.1000
Dir.2 0.3960 0.1460 Dir.3 0.4410 0.1430
Dir.4 0.3870 0.1960 Dir.5 0.4240 0.2980
Dir.6 0.4240 0.3480 Dir.7 0.3420 0.1370
Dir.8 0.3980 0.2460 Dir.9 0.3940 0.1420
Dir.10 0.4270 0.3130 Dir.11 0.4010 0.3500
Dir.12 0.4030 0.3470 Dir.13 0.3940 0.2720
Dir.14 0.3960 0.2650 Dir.15 0.4080 0.3170
Dir.16 0.4100 0.3480 Dir.17 0.2730 0.0540
Dir.18 0.3750 0.2870 Dir.19 0.3460 0.1890
Dir.20 0.4010 0.2630 Dir.21 0.4010 0.3350
Dir.22 0.3090 0.2770 Dir.23 0.3800 0.1660
Dir.24 0.3800 0.2960 Dir.25 0.4030 0.2790
Dir.26 0.4130 0.3120 Dir.27 0.3680 0.3450
Dir.28 0.4150 0.3500 Dir.29 0.4220 0.2750
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Figure 9.98 Simulated directivity of the Yagi antenna with dipole feed.

Figure 9.99 Near-field phase distribution for the Yagi antenna with dipole feed.

Figure 9.100 Near-field amplitude distribution for the Yagi antenna with dipole feed.
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bandwidth is controlled by the exciter region and can be quite wide. The directivity
is controlled by the director region and has a constant gain bandwidth product. As the
antenna directivity is increased, its related bandwidth decreases accordingly. For high
gain designs, the antenna bandwidth is controlled by the bandwidth of its directivity.
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CHAPTER 10

Small and Fractal Antennas

STEVEN R. BEST

10.1 INTRODUCTION

With the continuing size reduction of today’s ubiquitous wireless devices, there is an
increasing demand for smaller antennas. Often, the demand for a smaller antenna does
not come with a relaxation of the antenna’s performance requirements. This can be a
significant challenge for the antenna engineer since an antenna’s performance properties
are significantly affected by a reduction in size. Additionally, many of today’s wireless
devices are required to operate over multiple frequency bands leading to further design
challenges for the antenna engineer.

When designing antennas that are small relative to the operating wavelength, it is
important to have a good understanding of the fundamental concepts associated with how
the size of an antenna relates to its electrical performance properties. In this chapter, the
focus is on these fundamental concepts as they provide the foundation necessary to design
small antennas for many of today’s wireless applications. This chapter is not intended
to serve as a review of specific antenna designs, like the widely used planar inverted-F
antenna (PIFA), as these are described in the open literature.

The chapter begins with a review of important basic antenna properties, particularly
bandwidth and quality factor, how they are related, and why they are particularly sig-
nificant in the design of a small antenna. The chapter continues with a more detailed
discussion on how to impedance match small antennas, describing techniques for achiev-
ing self-resonance, a 50-� impedance match, high radiation efficiency, and wide band-
width (as allowable given the small antenna’s occupied volume). In discussing these
techniques, particular focus is given to how significant the antenna’s physical properties
(wire length, conductor diameter, height, overall size and volume, etc.) are in establishing
the antenna’s radiation performance. A number of small antenna design techniques that
allow an antenna design to achieve a good impedance match and high radiation efficiency
are described.

The chapter concludes with a discussion on fractal antennas, which were introduced
to the antenna community in the early 1990s. Fractal antennas have been the subject of
much discussion and some controversy. The focus in this chapter is not whether fractal
antennas perform as claimed. Fractal antennas perform like all antennas, following the
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same fundamental physics. What we examine in this chapter are the aspects of the
fractal antenna’s electrical performance that can be ascribed to the uniqueness of the
fractal geometry. We consider both small and multiband fractal antennas.

10.2 DEFINING ELECTRICALLY SMALL

When considering the performance properties and limitations of small antennas, it is
important to distinguish between physically small and electrically small. At frequencies
above approximately 2 or 3 GHz, where the operating wavelength, λ, is on the order of 15
cm or less, antennas that have dimensions on the order of λ/ 2 or λ/ 4 are not electrically
small but they are often physically small. At frequencies above 2 or 3 GHz, where
physically small antennas can more easily be used to meet performance requirements,
the need for an electrically small antenna may not be a consideration. At frequencies
below 2 or 3 GHz, where the operating wavelength ranges from 15 cm to several or
hundreds of meters (or larger), the demand for an electrically small antenna increases
since antennas that have dimensions on the order of λ/ 2 or λ/ 4 are often physically large
and likely not suitable for use in small wireless devices or many other applications.

To distinguish between the physical and electrical size of the antenna, we define
the antenna’s electrical size in terms of its occupied volume relative to the operating
wavelength. An electrically small antenna is one whose overall occupied volume is such
that ka is less than or equal to 0.5, where k is the free-space wavenumber 2π /λ, and
a is the radius of a sphere circumscribing the maximum dimension of the antenna, as
illustrated in Figure 10.1. A value of ka = 0.5 represents an overall spherical volume
equal to λ3/48π2.

Other important factors to consider when defining the electrical size of an antenna
are the presence of surrounding dielectric material and any ground plane structure. If
dielectric material surrounds the antenna element, its dimensions must be included in the
definition of the antenna’s electrical size (the definition of a), particularly if it extends
beyond the radiating, conductive structure of the antenna. If the antenna is located on a
ground plane structure, the antenna image must be included in the definition of a . In the
case of a very large ground plane, the definition of a encompasses the physical portion of
the antenna above the ground plane. If the ground plane is small or if the ground plane
is not symmetric with respect to the location of the antenna, the entire ground plane

Figure 10.1 Depiction of a, the radius of an imaginary sphere circumscribing the maximum
dimension of an antenna. In the case of an antenna mounted at the center of a large ground plane,
the value of a circumscribes the “image” of the antenna within the ground plane.
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structure or a significant portion of the ground plane structure must be included in the
definition of a . Generally, if the impedance of the antenna on the finite ground plane is
nearly the same as the impedance of the antenna located at the center of a very large (or
infinite) ground plane, the ground plane dimension does not need to be included in the
definition of a . If the impedance of the antenna is remarkably different from when the
antenna is mounted at the center of a large ground plane, the dimensions of the ground
plane do need to be included in the definition of a . Very often with small antennas on
small ground planes, the currents on the ground plane structure are the primary source
of radiation and are significant in determining the impedance, bandwidth, pattern, and
polarization properties of the antenna.

The significance of defining the overall or occupied volume of the antenna in terms of
ka lies in the fact that fundamental limits on the antenna’s performance can be defined
in terms of ka . For a given value of ka , there are certain performance limits that cannot
be exceeded. These are discussed in the following sections.

10.3 FUNDAMENTAL PERFORMANCE PROPERTIES

Generally, the most important performance characteristics of interest when designing a
small antenna are its impedance, gain, and bandwidth. In many wireless applications, pat-
tern and polarization performance are important but may be of less concern since many
wireless devices operate in environments with significant local scattering and numerous
multipath fields. In these environments, pattern shape and polarization may be of sec-
ondary concern since the multipath fields arrive at the antenna from many different angles
and with varying polarization sense and axial ratio. Additionally, the antenna engineer has
little or no control as to how the user will hold or orient the wireless device during use.

The feed point impedance of any antenna is defined as

ZA(ω) = RA(ω)+ jXA(ω) (10.1)

where RA(ω) is the antenna’s frequency-dependent total resistance, comprised of a radia-
tion resistance term, Rr (ω), and a loss resistance term, Rl (ω), and X A(ω) is the antenna’s
frequency-dependent total reactance. ω is the radian frequency 2π f , where f is the
frequency in hertz(Hz).

The radiation resistance of the small antenna is primarily determined by its over-
all height or length relative to the operating wavelength. This fact will be important
to remember when we discuss the significance of antenna geometry in establishing the
performance property of an antenna. The loss resistance of the small antenna is deter-
mined by both conductor and dielectric losses. The antenna’s total feed point reactance
is primarily determined by the self-inductance and self-capacitance within the antenna
structure. These concepts will be discussed in greater detail in a subsequent section.

The radiation efficiency of the antenna, ηr (ω), is determined from the ratio of the
antenna’s radiation resistance to its total resistance as follows:

ηr(ω) = Rr(ω)

RA(ω)
= Rr(ω)

Rr(ω)+ Rl(ω)
(10.2)

The impedance of the small antenna is generally the first performance property to
characterize since its value establishes the amount of power accepted by the antenna from
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a transmitter (in the transmit mode) and the amount of power delivered to a receiver (in
the receive mode). If the small antenna is 100% efficient and conjugately matched to the
transmitter or receiver, it will accept or deliver maximum possible power, respectively.
While no antenna is 100% efficient, the small antenna can be designed to exhibit very
high efficiency (ηr > 90%), even at very small values of ka .

The antenna’s voltage standing wave ratio (VSWR) is used to quantify the level of
impedance match between the antenna and the transmitter and the connecting transmission
line. The frequency-dependent VSWR is given by

VSWR(ω) = 1+ |�(ω)|
1− |�(ω)| (10.3)

where �(ω) is the antenna’s frequency-dependent reflection coefficient given by

�(ω) = ZA(ω)− ZCH

ZA(ω)+ ZCH

(10.4)

where ZCH is the characteristic impedance of the transmission line connecting the antenna
and the transmitter. In Eq. (10.4) ZCH is assumed to be real and constant as a function
of frequency.

The realized gain, G , of the small antenna is a function of its radiation efficiency,
reflection coefficient, and directivity, D , and is given by

G(ω) = ηr(ω)(1− |�(ω)|2)D(ω) (10.5)

where the term (1− |�(ω)|2) represents the mismatch loss between the antenna and
transmitter when the VSWR is not exactly equal to 1. The first two terms of Eq. (10.5) are
often combined to define the overall or realized efficiency of the antenna, η0(ω)= ηr (ω)
(1− |�(ω)|2). Note that this definition of gain assumes that the antenna is perfectly
polarized, otherwise, Eq. (10.5) must include a polarization mismatch loss term. A small
antenna expected to be vertically polarized will have less gain than given by Eq. (10.5)
if it simultaneously radiates a substantial portion of horizontal polarization.

With decreasing values of ka , the directivity of the small antenna approaches a constant
value of 1.5 or approximately 1.8 dB†. For small values of ka , the maximum gain that
can be achieved with the small antenna is therefore approximately 1.8 dBi. This gain
cannot be achieved in practice (assuming D = 1.8 dB) because it requires that the small
antenna be 100% efficient and perfectly matched to the transmitter or receiver. Achieving
high radiation efficiency is a function of the antenna configuration, dielectric losses, and
the choice of conductor diameter and thickness. Techniques to achieve high radiation
efficiency will be discussed in subsequent sections.

Any small antenna can be impedance matched at any single frequency. Impedance
matching can be incorporated within the antenna structure or it can be accomplished with
the use of external matching components. Impedance matching very often adds additional

†In this case, the small antenna is assumed to operate in a fundamental dipole mode with the usual omnidirec-
tional, figure-eight radiation pattern of a dipole. For a small monopole antenna on an infinite ground plane, the
directivity approaches 4.8 dB with decreasing values of ka. If the small antenna operates over a small ground
plane, as is typical in many wireless devices, the maximum directivity will be somewhere between 1.8 and 4.8
dB. Typical values of directivity in this case may range between 2 and 4 dB.
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loss, reducing the overall efficiency of the antenna. While there is no theoretical limit
for the gain of the small antenna (other than its directivity), achieving and maintaining
a gain close to 1.8 dBi can be a practical challenge at small values of ka .

More problematic at small values of ka is the practical effect of the antenna’s narrow
operating bandwidth. At small values of ka , the antenna typically exhibits high quality
factor (Q) and a narrow operating bandwidth that may be on the order of a few percent
or much less. While a good impedance match and reasonable efficiency can be achieved
at small values of ka , the antenna’s high Q and narrow operating bandwidth often
make the practical realization of reasonable gain at a specific frequency a challenge. In
practice, small antennas that exhibit high efficiency and very narrow bandwidth (high Q)
are often susceptible to frequency detuning from nearby objects. Having an inherently
narrow bandwidth, a slight change in operating frequency through detuning can result in
a substantial increase in VSWR at the desired operating frequency, reducing the realized
gain of the antenna.

While the small antenna’s operating bandwidth is an important performance charac-
teristic, we often quantify the bandwidth properties of the small antenna using its Q .
This is done for a number of reasons. First, the definition of bandwidth can be ambigu-
ous. Bandwidth may be defined in terms of half-power bandwidth (VSWR= 5.828), 2:1
VSWR bandwidth with respect to an arbitrary characteristic impedance, −10-dB return
loss bandwidth, and so on. The definition of Q is not ambiguous. It is defined exactly in
terms of the ratio of reactive energy to accepted power. Second, an approximate inverse
relationship between VSWR bandwidth and Q can be established. Third, a fundamental
limit on antenna Q can be defined as a function of ka , leading to a fundamental limit on
VSWR bandwidth that can be defined as a function of ka .

Both Q and bandwidth are defined for the tuned antenna. The tuned antenna is one
whose feed point reactance is tuned to zero at a frequency ω0 using a single, loss-
less, series tuning element having a reactance X S (ω0)=−X A(ω0). The tuned antenna’s
impedance is defined as

Z0(ω) = R0(ω)+ jX0(ω) = RA(ω)+ j [XA(ω)+XS(ω)] (10.6)

The Q of the tuned antenna is defined in terms of the ratio of reactive energy, W ,
and accepted power, PA, as [1, 2]

Q(ω0) = ω0W(ω0)

PA(ω0)
(10.7)

Note that the accepted power, PA, includes both power associated with radiation and
loss within the antenna structure. In defining exact Q , the challenge is to define an exact
definition for the reactive energy W , such that Q and bandwidth are inversely related
over all ranges of frequency. This was done in Ref. 2, where it was shown that the exact
Q can be approximated using

Q(ω0) ≈ QZ(ω0) = ω0

2RA(ω0)
|Z′

0(ω0)|

= ω0

2RA(ω0)

√
R′

A(ω0)2 +
(
X′

A(ω0)+ |XA(ω0)|
ω0

)2

(10.8)
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Having defined Q , it is necessary to define bandwidth such that Q and bandwidth are
inversely related over all ranges of frequency. The definition of bandwidth suitable for this
purpose is fractional matched VSWR bandwidth, FBW V (ω0), where the VSWR of the
tuned antenna is determined using a characteristic impedance, ZCH , equal to the antenna’s
feed point resistance, RA(ω0). Fractional matched VSWR bandwidth is given by

FBWV (ω0) = ω+ − ω−
ω0

(10.9)

where ω+ and ω− are the frequencies above and below ω0, respectively, where
the VSWR is equal to any arbitrary value denoted by s . Fractional matched VSWR
bandwidth and Q are related as [2]

Q(ω0) = 2
√
β

FBWV (ω0)
,

√
β = s − 1

2
√
s
≤ 1 (10.10)

The approximations in Eqs. (10.8) and (10.10) were derived in Ref. 2 under
the assumptions that the tuned or self-resonant antenna exhibits a single impedance
resonance within its defined operating bandwidth and that the half-power matched
VSWR bandwidth is not too large. If the small antenna is designed so that it exhibits
multiple, closely spaced resonances within its defined VSWR bandwidth, these
approximations may not hold [2–4].

The final performance characteristic discussed in this section is the realized effective
area of the small receive antenna, which, like realized gain, is a function of the antenna’s
radiation efficiency, mismatch loss, directivity, and polarization mismatch loss. In defin-
ing the antenna’s realized gain, it was assumed that the characteristic impedance of the
feed transmission line is real and constant versus frequency, which is the case in most
practical applications. In the receive mode, the small antenna may be connected to a
complex load impedance, in which case the definition for mismatch loss, (1− |�|2), no
longer holds.

In the receive mode, the antenna delivers maximum power to a load that is the
conjugate of the antenna’s feed point impedance. If this load impedance is complex, the
mismatch loss is given by [5]

ML = (1− |�|2)(1− |�L|2)
|1− ��L|2 (10.11)

and the realized effective area of the small receive antenna is given by

Aer(ω) = ηr(ω)ML(ω)
λ2D

4π
(10.12)

where � is the usual antenna reflection coefficient determined using Eq. (10.4), �L

is the usual reflection coefficient determined for the impedance seen looking from the
antenna’s feed point terminals toward the receiver (the load impedance connected at the
antenna’s terminal), and ZCH used to determine both � and �L can be any arbitrary
real impedance. Note that Eq. (10.12) assumes the antenna is polarization matched to the
incident electromagnetic wave.
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10.4 FUNDAMENTAL PERFORMANCE LIMITATIONS

There is no theoretical limit on the achievable gain of the electrically small antenna
other than the fact that its gain cannot exceed its directivity†. Practical limits on realized
gain are associated with the challenges of (1) impedance matching the small antenna
and minimizing losses within any matching network; (2) achieving maximum possible
radiation efficiency through appropriate choice of conductor diameter or thickness and
minimization of dielectric losses; (3) minimizing, if possible, the effects of detuning when
the antenna is placed in its operating environment; and (4) ensuring that the antenna
radiates all of the available power into the intended polarization.

There is a theoretical limit on the minimum Q that can be achieved for the electrically
small antenna as a function of its size relative to the operating wavelength (ka). Since Q
and bandwidth are inversely related, it follows that there is a corresponding upper limit
on the maximum bandwidth that can be achieved with electrically small antennas.

Fundamental limits on the performance of small antennas were first addressed by
Wheeler in 1947 [6]. Wheeler preferred to characterize fundamental limits on the per-
formance of the small antenna in terms of its radiation power factor [7, 8], which he
defined as the inverse of Q . The maximum achievable power factor for the small antenna
is defined (ka)3, which leads to a minimum achievable Q , or lower bound of

Qlb−Wheeler = ηr
1

(ka)3
(10.13)

Subsequent work by Chu [1] and McLean [9] has led to the commonly accepted lower
bound on Q (the Chu limit) being defined as

Qlb−Chu = ηr

(
1

(ka)3
+ 1

ka

)
(10.14)

In Wheeler’s and Chu’s work, the lower bound on Q is stated for the lossless antenna.
The effect of loss on the lower bound is accounted for by including the radiation efficiency
term in Eqs. (10.13) and (10.14). Inclusion of the radiation efficiency term illustrates that
lossy antennas can achieve a lower Q , and hence increased bandwidth, relative to their
lossless counterparts. At small values of ka , the difference between the Chu and Wheeler
limits is not significant and likely within any error in the approximate inverse relationship
between Q and bandwidth.

Using Eqs. (10.10) and (10.14), an upper bound on the fractional matched VSWR
bandwidth can be written

FBWVub = 1

ηr

(ka)3

1+ (ka)2

s − 1√
s

(10.15)

A plot of the upper bound on fractional matched VSWR bandwidth (s = 2 and
s = 5.828) versus ka for the lossless antenna is presented in Figure 10.2. At ka = 0.5,

†It is assumed here that for values of ka ≤ 0.5, the directivity of the electrically small antenna is limited to
the directivity associated with the fundamental dipole or monopole modes, having values of 1.8 and 4.8 dB,
respectively.
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Figure 10.2 The upper bound on fractional matched VSWR bandwidth for the lossless antenna
as a function of ka .

the upper bound on fractional matched VSWR bandwidth is approximately 20% and
7.1%, for the half-power and 2:1 VSWR bandwidths, respectively. At ka = 0.1, these
upper bounds decrease to approximately 0.2% and 0.071%, respectively, illustrating the
significant bandwidth limitations that arise as a function of decreasing the antenna size.

In general, the electrically small antenna can be impedance matched and it can be made
reasonably efficient. In this case, optimizing the operating bandwidth is perhaps the most
significant performance issue. The upper bound on bandwidth presented in Eq. (10.15) is
defined for the small antenna exhibiting a single resonance within its operating bandwidth
and a perfect impedance match as illustrated in Figure 10.3a. In many cases, a marginal
increase in bandwidth can be achieved by purposely mismatching the antenna as illus-
trated in Figure 10.3b. The half-power and 2:1 VSWR bandwidths for the matched and
mismatched antennas are 34.9% and 11.5% and 42.7% and 12.4%, respectively. With the
purposely mismatched antenna, the upper bound on bandwidth presented in Eq. (10.15)
is only as valid as the relationship between Q and the “mismatched” VSWR bandwidth.

A further increase in bandwidth may be achieved if the small antenna is designed to
exhibit multiple resonances within its operating bandwidth as illustrated in Figure 10.4.
The impedance curve shown in Figure 10.4 also raises an issue with the approximate rela-
tionships between impedance, bandwidth, and Q stated in Eqs. (10.8) and (10.10). In Eqs.
(10.8) and (10.10), the frequency derivatives of both resistance and reactance can be used
to approximate both Q and bandwidth. The accuracy of these approximations requires
the local impedance derivatives at the resonant or tuned frequency to reliably predict the
impedance behavior out to the extents of the operating bandwidth. The approximations
of Eqs. (10.8) and (10.10) are very accurate for antennas exhibiting a single impedance
resonance as illustrated in Figure 10.3. The approximations of Eqs. (10.8) and (10.10)
may no longer hold [3, 4] for antennas exhibiting multiple impedance resonances as
illustrated in Figure 10.4. If the inverse relationship between bandwidth and Q does not
hold for an antenna exhibiting multiple impedance resonances, the question to consider
is whether or not the bandwidth of these antennas is limited by the inverse of the lower
bound on Q . This is a significant area of current research.



10.5 SMALL DIPOLE AND LOOP ANTENNAS 483

1 1

2

5

−5 −5

−2 −2

−1 −1

5210.5

0.5

−0.5 −0.5

−0.2 −0.2

0.2

0.2

0 0 0.2 0.5

0.5

0.2

1 2 5

5

2

(a) (b)

Figure 10.3 Impedance of the (a) matched antenna and (b) mismatched antenna.
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Figure 10.4 Impedance of an antenna exhibiting multiple resonances within its defined VSWR
bandwidth. The inverse relationship between bandwidth and Q may not hold for antennas that
exhibit this behavior. Additionally, the approximations in Eqs. (10.8) and (10.10), relating Q ,
bandwidth, and impedance, may not hold.

10.5 SMALL DIPOLE AND LOOP ANTENNAS

Prior to discussing the performance properties of different small antenna designs and
associated optimization techniques, it is important to briefly review the performance
properties of the small dipole and loop antennas, which are depicted in Figure 10.5. The
dipole antenna has an overall length l and a conductor diameter d . The loop antenna has
a circumference C and a conductor diameter d .
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Figure 10.5 Depictions of the straight-wire dipole and circular loop antennas. The straight-wire
dipole has an overall length l and a conductor diameter d . The circular loop has a circumference
C and a conductor diameter d .

The impedance of a typical dipole antenna is depicted in Smith chart format in
Figure 10.6a. The dipole exhibits its first natural resonance, X A(ωr )= 0, at a radian
frequency ωr≈ cπ /l , where c is the speed of light in a vacuum. This first natural reso-
nance is a series resonance, where the frequency derivative of the feed point reactance at
the resonant frequency, X ′(ωr ) is greater than zero. The next natural resonant frequency
is a parallel or antiresonance, where the frequency derivative of the feed point reactance
is less than zero. The antiresonant frequency occurs at a value of ωr≈ 2cπ /l . Note that
the antiresonant frequency of the dipole is very sensitive to changes in the antenna’s con-
ductor diameter, d , and the exact value of ωr may change considerably as the conductor
diameter varies.

Below its first natural resonant frequency, the dipole’s feed point reactance is negative
(capacitive) and approaches −∞ as ω approaches 0. Behaving as a lossy capacitor, or
equivalently as a series RLC circuit, the dipole’s reactance takes the form of

X(ω) = ωL− 1

ωC
(10.16)

where the total inductance at the dipole’s feed point, L, is primarily a function of the
self-inductance of the conductor, and the total capacitance at the dipole’s feed point,
C , is primarily a function of the capacitance between the dipole’s upper and lower
(relative to the feed point) conductor sections. In the case of a monopole antenna, this
total capacitance is primarily a function of the capacitance between the monopole’s
conductor and the ground plane. At very low frequencies, the 1/ωC term dominates the
total reactance of the dipole.

The radiation resistance of the dipole approaches 0 as ω approaches 0. At frequencies
near and below the small antenna limit (ka ≤ 0.5), the radiation resistance of the dipole
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(a) (b)

Figure 10.6 (a) Impedance of a typical dipole antenna over a frequency range from where the
dipole is very small (l � λ) through the dipole’s first resonance and antiresonance. (b) Impedance
of a typical loop antenna over a frequency range where the loop is very small (C � λ) through
the loop’s first antiresonance, first resonance, and second antiresonance.

is approximately given by [10]

Rd
r = 20π2

(
l

λ

)2

(10.17)

The decreasing value of radiation resistance and the increasing value of capacitive
reactance result in very high values of VSWR at low frequencies, making it impractical
to deliver power to the dipole using a practical transmission line.

To determine the radiation efficiency of the small dipole, its loss resistance must be
defined. If the skin depth δ in the conductor is somewhat less than d /2, the loss resistance
of the dipole can be approximated as [11]

Rd
l =

lρ

2πdδ
≈ l

2πd

√
kcμ0ρ

2
(10.18)

where ρ is the resistivity of the conductor and μ0 is the permeability of free space. For
δ somewhat greater than d /2, the loss resistance of the small dipole can be approximated
by Rd

l = 2lρ/πd2. To obtain the approximation of loss resistance in Eq. (10.18), it is
assumed that the current on the dipole has a cosine dependence over the length of the
conductor and the current density decays exponentially from its value at the surface of
the conductor. For reasonable conductor diameters, the radiation efficiency of the small
dipole remains in excess of 80% or 90% for values of ka well below 0.5.

A loop antenna, having a circumference C , exhibits its first natural resonance at
an approximate radian frequency ωr≈ cπ /C . Unlike the dipole, the loop’s first natural
resonance is a parallel resonance or antiresonance, where its resistance can be several
thousand ohms and it essentially behaves as an open circuit. The impedance of a typical
loop antenna is depicted in Figure 10.6b.
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The first natural resonant frequency of the dipole antenna occurs at a value of
ka ≈ 1.57. The first natural antiresonant frequency of the loop antenna occurs at a
value of ka ≈ 0.5, where the loop may be considered electrically small. Generally, the
electrically small loop is considered to behave as a magnetic dipole exhibiting a constant
current over its circumference and a typical dipole-like radiation pattern. However, at
ka = 0.5, the loop has a very high resistance, and a nonconstant current and it does not
exhibit a dipole-like radiation pattern. The loop antenna does not behave as a magnetic
dipole until the value of ka approaches 0.1.

Below its first natural antiresonant frequency, the loop’s feed point reactance is always
positive (inductive) and approaches 0 as ω approaches 0. Near and below antiresonance,
the loop behaves as a parallel RLC circuit and its reactance takes the form of

X(ω) = Im

⎛⎜⎜⎝ 1
1

R
+ j

(
1

ωL
+ ωC

)
⎞⎟⎟⎠ (10.19)

Well below antiresonance (ka � 0.5), where the current distribution is near constant
and the self-capacitance of the loop diminishes to zero, the loop essentially behaves as
a lossy inductor and the reactance takes the form of

X(ω) = jωL (10.20)

The radiation resistance of the loop also approaches 0 as ω approaches 0. At fre-
quencies well below the small antenna limit, the radiation resistance of the loop is
approximately given by [10]

Rl
r = 20π2N2

(
C

λ

)4

(10.21)

where N is the number of total turns in the loop.
To calculate the radiation efficiency of the small loop, its loss resistance must be

determined. If the skin depth δ in the conductor is somewhat less than d /2, the loss
resistance of the circular loop can be approximated as [11]

Rl
l =

NCρ

πdδ
≈ NC

πd

√
kcμ0ρ

2
(10.22)

For δ somewhat greater than d /2, the loss resistance of the small loop can be approx-
imated by Rl

l = 4NCρ/πd2. It is assumed that the current is constant around the loop
and its density decays exponentially from its value at the surface of the conductor.

The radiation efficiency of the loop exhibits substantially different behavior than that of
the dipole as a function of frequency for a given conductor length. The difference is due to
the fact that the radiation resistance of the dipole exhibits an ω2 dependence, whereas the
radiation resistance of the loop exhibits an ω4 dependence. At very small values of ka , the
loop is substantially less efficient than a dipole having the same conductor diameter and
occupying the same overall volume. The radiation efficiency of the loop can be increased
by increasing the number of turns in the loop. As the number of turns increases, the loop’s
radiation resistance increases as N 2 while its loss resistance increases as N .



10.6 ACHIEVING SELF-RESONANCE 487

10.6 ACHIEVING SELF-RESONANCE

As previously mentioned, one of the most significant performance characteristics of the
small antenna to optimize is its impedance match to the transmitter or receiver. With small
dipole and loop antennas, it is evident that impedance matching is an important concern
since these antennas exhibit very small resistances and, in the case of the small dipole,
very high values of capacitive reactance. To impedance match the small dipole and loop,
their reactances must be tuned to zero and their low resistances must be transformed
to 50 � or another desired matching impedance. Any electrically small antenna can be
impedance matched at any single frequency using external reactive components. The
performance limiting issues to consider with impedance matching are the following:
(1) How large is the operating bandwidth about the matched frequency? and (2) How
much additional loss is introduced by the impedance matching components? In some
instances, the improvement in mismatch loss may be more substantial than the added
component loss, improving the overall or realized efficiency, but this is not always the
case.

Tuning the high capacitive reactance of the small dipole is generally more of a prac-
tical challenge than tuning the low inductive reactance of the small loop. The inductive
reactance of a small loop is very often tuned to zero using low loss, variable capacitors.
Tuning the capacitive reactance of the small dipole to zero typically requires a large induc-
tance, which is very often an inefficient process. For these reasons, this section focuses on
achieving self-resonance with small dipole or monopole antennas. Here, we specifically
consider achieving self-resonance and the impedance match within the antenna structure
rather than through the use of external reactive components. To facilitate this discus-
sion, we consider monopole elements operating over an infinite ground plane rather than
free-space dipole elements. The general discussion presented here applies to virtually all
small antenna elements.

The electrically small monopole antenna is assumed to have an overall height h � λ.
It exhibits a feed point resistance [10] equal to

Rm
r = 40π2

(
h

λ

)2

(10.23)

and a feed point reactance of the form X (ω)=ωL− 1/ωC , where the 1/ωC term dom-
inates at low frequencies, resulting in the monopole’s high capacitive reactance. To
achieve self-resonance at low frequencies, the equivalent feed point inductance, L, and/or
the equivalent feed point capacitance, C , can be increased to a point where ωL= 1/ωC ,
resulting in a total feed point reactance equal to zero.

In the case of fixed height wire monopole antennas, the total self-inductance can
be increased simply by increasing the total wire length. The total capacitance can be
increased using a number of techniques. One of the most effective techniques is to
add a capacitive top hat to the structure, increasing the capacitance to ground. This
technique is also sometimes referred to as “capacity loading” or “disk loading” [12].
Other techniques to increase the capacitance to ground include increasing the cylindrical
diameter of the antenna structure and loading the antenna with a dielectric material.
In many instances, this tuning method affects both the self-inductance and the total
capacitance of the structure.
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10.6.1 Increasing Self-Inductance

The resonant frequency of a small wire antenna is determined by the antenna’s total wire
length, the wire diameter, the spacing between parallel and orthogonal sections of the
wire (self-coupling), and the current vector alignment along the length of the wire [13,
14]. Here, we consider tuning the small antenna (achieving self-resonance) by increasing
the total wire length within the antenna structure. We are particularly interested in the
significance of antenna geometry in establishing the resonant performance properties of
the small antenna. We consider small wire antennas that have the same overall height
and wire diameter. The radiation properties of the antennas considered here are modeled
using the NEC4 engine of EZNEC Pro [15] or CST’s Microwave Studio [16]. Copper
conductor loss is included in all of the numerical simulations.

We begin with an arbitrary straight-wire monopole antenna having an overall height
of 10 cm and a wire diameter of 1 mm. This monopole exhibits a resonant frequency
of 708.3 MHz with a resonant resistance of approximately 36 �. At frequencies below
708.3 MHz, the straight-wire monopole exhibits a capacitive (negative) reactance and a
resistance less than 36 �. At any frequency below 708.3 MHz, we ultimately seek to
impedance match the monopole to some desired characteristic impedance.

Consider an arbitrary frequency of 150 MHz, where ka ≈ 0.314. At this frequency, the
monopole’s impedance is approximately 1− j 794 � and its radiation efficiency is 96.7%.
The monopole’s capacitive reactance can be tuned to resonance (X = 0) by simply adding
wire length while maintaining the same overall height. The increase in total wire length
can be accomplished using any geometric configuration. However, since the objective
of adding wire length is to increase the self-inductance of the conductor forming the
antenna, we seek to use a geometry that adds the most self-inductance for any given
wire length.

If tasked with winding an inductor using a fixed length of wire, one would likely
choose to use a helical coil structure, the basis of the normal mode helix antenna [17].
Using a normal mode helix to achieve resonance at 150 MHz within a 10-cm overall
height requires a total wire length of approximately 86.11 cm (for a 1-mm conductor
diameter). The normal mode helix antenna is depicted in Figure 10.7a. Its impedance
at 150 MHz is approximately 3.1+ j0.4 � and its radiation efficiency is approximately
81.5%. A larger conductor diameter can be used to increase the radiation efficiency.
However, increasing the conductor diameter of the small antenna generally increases
the resonant frequency and more wire length must be added to the antenna to maintain
resonance at the same frequency.

Other geometries can also be used to achieve resonance at the same frequency within
the same overall height. In general, geometries other than the normal mode helix require
more total wire length to achieve resonance at the same frequency. For example, a
meander line monopole, depicted in Figure 10.7b, can also be made resonant at 150
MHz. In this case, the total wire length is approximately 1.56 m, nearly twice that of the
normal mode helix. The meander line monopole’s impedance and radiation efficiency
are 3.0+ j 0.9 � and 64%, respectively. While the impedances of the meander line and
normal mode helix antennas are nearly the same, their radiation efficiencies differ due
to their respective difference in total wire lengths.

The more significant performance characteristic of each antenna to consider is their
operating bandwidth, which is quantified here using the value of Q . The Q values of the
normal mode helix and the meander line antennas are 162.2 and 115.5, respectively. The
difference in Q can be attributed to the fact that the meander line antenna has a much
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(a) (b)

Figure 10.7 (a) Depiction of the normal mode helix monopole antenna having an overall height
of 10 cm and an overall diameter of 2 cm. (b) Depiction of the meander line monopole antenna
having an overall height of 10 cm and an overall diameter (meander line width) of 6.1 cm. Both
antennas have conductor diameters of 1 mm.

wider cylindrical diameter than the normal mode helix. The normal mode helix has a
diameter of 2 cm whereas the meander line antenna has a diameter of 6.1 cm. Generally,
small antennas of this type with wider diameters exhibit lower Q values.

The relative behavior of these antennas can also be compared over a wider range
of resonant frequencies, where the total wire length is adjusted to achieve resonance at
any desired frequency. The practical limitation of achieving resonance at much lower
frequencies is a function of how much wire (of a specific conductor diameter) can fit
within the defined overall height. Here, we remove wire length in each antenna to achieve
resonance at several frequencies between 150 and 708 MHz. With the normal mode helix,
the total wire length is reduced by decreasing the number of turns. The overall diameter
of the helical structure is maintained at 2 cm. With the meander line antenna, the total
wire length is reduced by adjusting either the overall diameter (meander section length)
or the number of meander sections.

A comparison of the two antenna’s resonant performance properties is presented in
Table 10.1. In all cases, larger values of resistance and lower values of Q are achieved
with increasing values of resonant frequency, since the value of radiation resistance varies
in proportion to the value of (h/λ)2 and the value of Q varies in proportion to the value of
(λ/h)2 [13, 18, 19]. Generally, as the height of the small resonant antenna decreases rel-
ative to the resonant wavelength, the value of the resonant radiation resistance decreases
and the value of resonant Q increases.

Another point to note is the relative Q of each antenna as a function of frequency.
At the lower frequencies, where the cylindrical diameter of the meander line antenna is
larger than that of the normal mode helix, the meander line antenna exhibits a lower Q .
At the highest frequencies, where the overall diameter of the meander line antenna is
adjusted to be closer to or the same as that of the normal mode helix, the normal mode
helix exhibits a lower Q .

At the lower frequencies, the Q of the normal mode helix can be reduced by increas-
ing the cylindrical diameter of the antenna structure. As the overall diameter of the
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antenna is increased, while maintaining the same overall height, the total wire length must
be reduced to maintain the same resonant frequency. If the overall diameter of the normal
mode helix is increased to 6.1 cm, matching that of the meander line antenna, the total
wire length necessary to achieve resonance at 150 MHz decreases from 86.1 to 65.1 cm.
This configuration is depicted in Figure 10.8. At 150 MHz, it exhibits a resistance of 2.1
� and a Q of 126.9, more closely approaching that of the meander line antenna.

10.6.2 Significance of Wire Geometry in Establishing Resonant
Performance

From the results presented in Table 10.1, it is evident that the normal mode helix antenna
requires less total wire length than the meander line antenna to achieve the same resonant
frequency. This is a result of the fact that the helical coil shape has a higher inductance
than the meander line shape. Given its lesser total wire length, the normal mode helix
exhibits higher radiation efficiency and can be considered a better choice of geometry.

TABLE 10.1 Performance Comparison of the Normal Mode Helix and the Meander Line
Antennas as a Function of Different Resonant Frequenciesa

Normal Mode Helix Meander Line Antenna

Total Total
Resonant Wire Wire
Frequency Length Resistance ηr Length Resistance ηr
(MHz) (cm) (�) Q (%) (cm) (�) Q (%)

150 86.1 3.1 162.2 81.5 156 3.0 115.5 64
178.25 70 3.6 121 86.4 125.2 3.5 92 74.2
255.8 43.9 6.5 50 94.4 77.2 5.8 50 88.9
313 33.3 9.1 31.1 96.7 58 8 30.7 93.5
419 21.1 15.3 16.3 98.6 26 12.9 19 98
578 13.7 28.2 8.5 99.4 14 23.2 11.2 98.7

aAll of the antennas have an overall height of 10 cm and a conductor diameter of 1 mm.

Figure 10.8 Depiction of the normal mode helix monopole antenna having the same overall
diameter and resonant frequency as the meander line monopole antenna depicted in Figure 10.6b.
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At the lower frequencies, the narrower diameter normal mode helix exhibited higher Q
than the meander line antenna and would therefore exhibit lower bandwidth. However,
if the diameter of the normal mode helix is increased, its Q can be lowered significantly.
At the higher frequencies, where the diameter of the meander line antenna is reduced, the
normal mode helix exhibits a slightly lower Q . At all frequencies, the resonant resistances
of the two antennas are not significantly different.

In this section, we further examine the significance that antenna geometry plays in
establishing the antenna’s resonant properties. For a given total wire length, we see
that the normal mode helix exhibited a lower resonant frequency. To achieve resonance
at a given frequency, the normal mode helix shape required the least amount of wire.
Once resonance is established with either geometry, where both have nearly the same
overall diameter, the radiation properties were not significantly different, except perhaps
for radiation efficiency. If this is universally true, then the overall height and cylindrical
diameter of the antenna are the critical physical characteristics that establish the antenna’s
performance properties.

10.6.2.1 Aspects of Antenna Geometry That Affect Resonant Frequency
The first point discussed here is: Why does the normal mode helix exhibit a lower
resonant frequency for the same total wire length? Or, perhaps more important, how
can one look at an antenna’s geometry and determine if it is well suited for achieving
resonance given a fixed wire length and overall volume? To understand the answers to
these questions, we begin by looking at the current distribution on the meander line
antenna depicted in Figure 10.9.

The meander line antenna shown has an overall height of 10 cm, a total wire length
of 30 cm, a meander line section length (antenna diameter) of 3.33 cm, and a conductor
diameter of 1 mm. The antenna is resonant at approximately 361 MHz. The arrows shown
in Figure 10.9 depict the direction of current along the antenna from the feed point to
the end of the wire: the current vector [14]. With small antennas of this type, the current
maximum is at the feed point and it diminishes to zero at the end of the wire. Because

Feed point

Figure 10.9 Depiction of the current vector alignment along the length of a meander line antenna
having a total height of 10 cm and a wire length of 30 cm.
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Figure 10.10 Current distribution along the wire of the meander line antenna depicted in
Figure 10.9.

the antenna is small relative to the wavelength, the current is nearly in phase along the
entire length of wire. The current distribution along the meander line antenna length is
presented in Figure 10.10.

Since the current along the total wire length is nearly in phase, the geometry of
the wire is significant in establishing the antenna’s resonant frequency. The aspects
of the antenna geometry that are significant in establishing the resonant frequency are
the spacing between parallel sections of wire and the current vector alignment. The
spacing and length of horizontal wire above the ground also has a significant impact on
establishing the resonant frequency.

In regions where the current vectors oppose in parallel sections of wire, as illustrated
in Figure 10.11a, the effective or net self-inductance of the wire is diminished. In regions
where the current vectors reinforce in parallel sections of wire, as illustrated with the
normal mode helix in Figure 10.11b, the effective or net self-inductance of the wire is
increased. In antennas where the geometric layout of wire is such that the current vectors
reinforce along the total wire length, rather than oppose, there is more self-inductance
for a given wire length and these antennas will exhibit a lower resonant frequency.
The meander line antenna depicted in Figure 10.11a exhibits a resonant frequency of
361 MHz, whereas the normal mode helix antenna depicted in Figure 10.11b exhibits a
resonant frequency of 312.6 MHz. Both antennas have the same overall height (10 cm),
the same total wire length (30 cm), the same conductor diameter (1 mm), and the same
overall cylindrical diameter (3.3 cm).

The reinforcing aspects of the current vector alignment along the normal mode
helix antenna may not be clearly evident since there is large spacing between the turns
of the helical coil structure. This aids in illustrating the significance of the spacing
(coupling) between both opposing and reinforcing current vectors. Decoupling sections
of opposing current vectors (increasing the spacing) or increasing the coupling between
reinforcing current vectors (decreasing the spacing) aids in lowering the antenna’s
resonant frequency [14].

The meander line antenna of Figure 10.12a illustrates one example of decoupling
opposing current vectors, resulting in a decrease in resonant frequency from 361 to
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(a) (b)

Figure 10.11 Depictions of opposing and reinforcing current vectors for (a) the meander line
antenna and (b) the normal mode helix antenna.

(a) (b) (c)

Figure 10.12 (a) Modified meander line antenna with decreased coupling between meander
sections exhibiting a resonant frequency of 343.5 MHz. (b) Modified meander line antenna with
decreased coupling between parallel sections of wire having opposing current vectors and increased
coupling between parallel sections of wire having reinforcing current vectors. This antenna exhibits
a resonant frequency of 287 MHz. (c) Modified normal mode helix antenna with the helical coil
section tightly coupled near the base of the antenna. This antenna has a resonant frequency of
279.5 MHz.

343.5 MHz. In this configuration of the meander line antenna, the overall diameter has
increased to 6.67 cm. An alternate meander line antenna, depicted in Figure 10.12b, illus-
trates decoupling of opposing current vectors and increased coupling between reinforcing
current vectors. This antenna exhibits a resonant frequency of 287 MHz. In the normal
mode helix configuration of Figure 10.12c, the horizontal section of wire near the ground
plane is elevated to match that of the meander line configurations and the helical coil is
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tightly compressed near the base of the antenna to increase self-inductance. This antenna
has a resonant frequency of 279.5 MHz, the lowest of the three configurations.

It was briefly noted that the length and spacing of horizontal wire sections above
the ground plane can also significantly impact the antenna’s resonant frequency. This
is particularly significant for sections of wire near the feed point where the current has
the largest magnitude. The resonant frequencies of the meander line and normal mode
helix antennas can be further reduced by removing the horizontal sections of wire near
the feed point or increasing their height above the ground plane. The meander line
antenna of Figure 10.12b is modified by removing the horizontal section of wire near
the feed point as illustrated in Figure 10.13a. The antenna depicted in Figure 10.13a
has the same overall height (10 cm), the same total wire length (30 cm), and the same
overall diameter (3.3 cm). Rearranging the wire in this manner reduces the resonant
frequency from 287 to 274 MHz. The normal mode helix of Figure 10.11b is modified
by completely removing the horizontal sections of wire, as illustrated in Figure 10.13b,
while the other physical parameters remain unchanged. This configuration exhibits a
resonant frequency of 305 MHz, only a slight reduction from 312.6 MHz, the resonant
frequency of the normal mode helix of Figure 10.11b. The final configuration considered
in this section is a modified version of the helical coil antenna of Figure 10.12c, with
the horizontal sections of wire removed from the structure. The number of turns in the
helical coil section is adjusted so that the total wire length is maintained at 30 cm. This
configuration is depicted in Figure 10.13c and exhibits a resonant frequency of 251 MHz.
A comparison of the resonant frequency of the antennas depicted in Figures 10.11–10.13
is presented in Table 10.2.

In the preceding paragraphs, several aspects of the small antenna’s geometry and their
impact on resonant frequency were described. In general, if there is a large amount of

(a) (b) (c)

Figure 10.13 (a) Modified meander line antenna with the horizontal section of wire near the
feed point removed, exhibiting a resonant frequency of 274 MHz. (b) Modified normal mode helix
antenna with horizontal sections of wire removed, exhibiting a resonant frequency of 305 MHz.
(c) Modified normal mode helix antenna with the tightly coupled helical coil section near the base
of the antenna. Horizontal sections of wire in the helical coil have been removed. This antenna
has a resonant frequency of 251 MHz.
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TABLE 10.2 Comparison of the Resonant Frequencies of the Antenna Configurations
Depicted in Figures 10.11–10.13

Antenna Resonant Frequency (MHz)

Meander line—Figure 10.11a 361
Normal mode helix—Figure 10.11b 312.6
Meander line—Figure 10.12a 343.5
Meander line—Figure 10.12b 287
Normal mode helix (tight coil at base)—Figure 10.12c 279.5
Meander line—Figure 10.13a 274
Normal mode helix—Figure 10.13b 305
Normal mode helix (tight coil at base)—Figure 10.13c 251

wire to be contained within a small overall height and narrow cylindrical diameter, the
helical coil shape is optimum in achieving the lowest resonant frequency. If there is not
a substantial amount of wire to be contained within the antenna volume, or the antenna is
allowed to have a wide cylindrical diameter, other approaches may be easier to implement
and may offer a lower resonant frequency. The helical coil shape is usually the optimum
approach when there is very close spacing between parallel sections of wire. In many
instances, the helical coil shape may not be an option or even viable—for example, in
applications where a planar antenna is required. In general, lower resonant frequency is
achieved with closer spacing of parallel sections of wire where the current vectors align.
Lower resonant frequency is also achieved when the geometry utilizes the fullest extent
of the available height and overall volume.

10.6.2.2 Antennas of Differing Geometry That Are Resonant at the Same
Frequency In the preceding section, the resonant frequencies of several antennas were
compared as a function of altering details within the antenna geometry. In all cases, each
of the antennas had the same overall height and the same conductor diameter and, in
most instances, the same overall diameter. In this section, the total wire length in each of
these antennas is adjusted so that each antenna operates at the same resonant frequency.
The question considered in this section is the following: Once resonance is achieved,
is there a unique geometry that provides optimum performance or at least substantially
better performance than other geometries? One could argue that without examining all
conceivable geometries, this question can never really be answered. However, we seek
to examine a sufficient number of geometries that will allow us to draw some reasonable
engineering conclusions or guidelines, recognizing that there may or will always be
exceptions that can be found.

The total wire length in each of the antennas depicted in Figures 10.11–10.13 is
adjusted so that they are all resonant at or very near 361 MHz, the resonant frequency of
the meander line antenna depicted in Figure 10.11a. One additional antenna, depicted in
Figure 10.14, is also considered. It has a somewhat arbitrary geometry, an overall height
of 10 cm, a conductor diameter of 1 mm, and an overall cylindrical diameter of 6.6 cm. A
comparison of the antennas’ resonant performance properties is presented in Table 10.3.

From the results presented in Table 10.3 it is evident that most of the antennas exhibit
very similar electrical performance properties even though their geometries are remark-
ably different. This is consistent with previous work presented in the literature describing
a variety of meander line, normal mode helix, and arbitrary geometries [13]. While one
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Figure 10.14 Depiction of an antenna having an arbitrary geometry, an overall height of 10 cm,
an overall diameter of 6.6 cm, and a conductor diameter of 1 mm.

TABLE 10.3 Comparison of the Resonant Performance Properties of the Antenna
Configurationsa Depicted in Figures 10.11–10.14

Resonant
Frequency Total Wire Resistance ηr

Antenna (MHz) Length (cm) (�) Q (%)

Meander line—Figure 10.11a 360.6 30 9.7 24.5 97.3
Normal mode helix—Figure 10.11b 360.1 25 10.9 21.8 98
Meander line—Figure 10.12a 360.5 28.4 9.5 24.3 97.4
Meander line—Figure 10.12b 360.4 23.9 10.7 22.9 97.9
Normal mode helix (tight coil at base)—Figure

10.12c
360.9 24.5 5.2 51.7 95

Meander line—Figure 10.13a 360.4 22.4 9.3 26.3 98
Normal mode helix—Figure 10.13b 360.7 24 11.1 22.1 98.1
Normal mode helix (tight coil at base)—Figure

10.13c
360.3 22.6 5.1 51.5 95.5

Arbitrary antenna—Figure 10.14 360.5 25.6 7.4 30.3 97

aAll of the antennas have an overall height of 10 cm and a conductor diameter of 1 mm.

will always be able to find exceptions, resonant wire antennas of the same height gen-
erally exhibit nearly the same properties independent of differences in their geometries
and total wire lengths. This is particularly true for wire antennas that have significant
wire length confined to a narrow cylindrical diameter and where the wire is wound away
from the feed point with constant or increasing height above the ground plane. With
the inductively loaded designs considered here, increased resonant resistance is generally
achieved with narrower cylindrical diameter and lower Q (larger bandwidth) is achieved
with increasing cylindrical diameter.

Antennas where the wire length is more concentrated in specific regions of the geom-
etry, like a top-loaded antenna or the helical coil antenna of Figure 10.12c, may exhibit
significantly different properties. In a subsequent section, a different class of small
antennas is presented, the capacitively loaded designs, which will be shown to exhibit
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substantially different properties when they are made to be resonant at the same frequency
as the inductively loaded designs presented here. However, it will also be shown that,
with these antennas, their radiation properties are often independent of the top-loading
geometry or technique.

In all cases, the resonant properties of the small antenna are significantly a function
of the antenna’s overall height and occupied volume.

10.6.2.3 Radiation Pattern Considerations In the previous section, the im-
pedance Q and the radiation efficiency of a number of inductively loaded (increased
wire length) antennas were considered. In many instances, the resonant resistances, Q
values and radiation efficiencies are very similar even for remarkably different geometries.
The same is often but not always true for the radiation pattern shape and polarization.
In most cases, the small antenna with more vertical height than horizontal width has
predominantly vertical current and the antenna exhibits a vertically polarized dipole or
monopole pattern. In some instances, where the horizontal component of current is sig-
nificant, the antenna will also exhibit substantial horizontal polarization in the overhead
(zenith) direction.

The radiation patterns, including both vertical and horizontal polarizations, for the
antennas depicted in Figures 10.11, 10.12, and 10.14 are presented in Figure 10.15. In
all cases, the dominant pattern shape and polarization are consistent with those of a
vertically polarized antenna. With the antennas that have substantial horizontal current,
like those of Figures 10.12b and 10.13a, there is significant horizontal polarization in the
zenith direction.

Figure 10.15 Radiation patterns for the antennas depicted in (a)Figure 10.11a; (b) Figure 10.11b;
(c) Figure 10.12a; (d) Figure 10.12b; (e) Figure 10.12c; (f) Figure 10.13a; (g) Figure 10.13b; (h)
Figure 10.13c; and (i) Figure 10.14. All of the antennas have the same height (10 cm) and they
are resonant at or very near the same frequency of 360.5 MHz.
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10.6.2.4 Comments on Wire Diameter In the previous sections, the wire diameter
was held at a constant value for all of the antennas considered. For antennas having
substantial wire length compressed into a small height, the wire diameter also has a
significant impact on resonant frequency. For example, if the wire diameters of the normal
mode helix and meander line antennas described in Table 10.1 are adjusted, there will
be a notable change in resonant frequency. Generally, as the wire diameter is decreased,
there is a corresponding decrease in resonant frequency. If the wire diameter is increased
(to the physical extent allowed by the interwire spacing), there is a corresponding increase
in resonant frequency. A summary of the resonant frequencies of the normal mode helix
and meander line antennas as a function of wire diameter is presented in Table 10.4.
The wire diameters were adjusted between 0.25 and 2 mm. The normal mode helix
and meander line antennas have total wire lengths of approximately 33.3 and 58 cm,
respectively. When these configurations have a wire diameter of 1 mm they are resonant
at 313 MHz.

With the differences in the wire arrangements and resulting current vector alignments
between the two antennas, the change in wire diameter has differing impact on the res-
onant frequencies. Typically, with geometries having more tightly coupled wires (closer
spacing), there is a greater variation in resonant frequency.

The final point to note regarding the wire diameter is the significant impact it has on
the antenna’s radiation efficiency. As one would expect, with decreasing wire diameter
there is a corresponding decrease in the antenna’s radiation efficiency.

10.6.3 Increasing Capacitance to Ground

It was illustrated in Sections 10.6.1 and 10.6.2 that the resonant frequency of a fixed height
antenna could easily be decreased by simply adding wire length to the antenna structure.
This increase in total wire length increases the antenna’s self-inductance, thereby lowering
the resonant frequency. In addition to implementing an increase in self-inductance, an
increase in capacitance to ground can be used to lower the resonant frequency of a
monopole antenna. An increase in capacitance is easily accomplished by top-loading
the straight-wire monopole antenna with a top hat or disk [12, 20], as illustrated in
Figure 10.16a, which depicts top-loading of a 10-cm monopole using a wire-grid disk
structure. The wire-grid structure is chosen so that EZNEC could be used to model the
antenna, allowing direct comparison with the inductively loaded antennas described in
the previous sections. The resonant frequency of the top-loaded monopole is decreased by

TABLE 10.4 Resonant Frequency Comparison of the Normal Mode Helix and the Meander
Line Antennas as a Function of Different Wire Diametersa

Wire Diameter Normal Mode Helix Meander Line Antenna
(mm) Resonant Frequency (MHz) Resonant Frequency (MHz)

0.25 293 264
0.5 302.5 284.5
0.75 308 300
1 313 313
1.5 322 336.5
2 329.5 357

aAll of the antennas have an overall height of 10 cm.
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(a) (b)

Figure 10.16 (a) Depiction of the 10-cm monopole antenna loaded with (a) a wire-grid top hat
and (b) a spiral wire top hat.

increasing the diameter of the top hat. Note that top-loading can also be implemented in
conjunction with inductive loading to further lower resonant frequency [20]. For example,
the resonant frequency of the inductively loaded configurations discussed in the previous
sections can be lowered by adding a top plate to their structure.

Top-loading can also be accomplished using other top-loaded configurations such
as the spiral configuration [20, 21] depicted in Figure 10.16b. With the spiral-loaded
configuration, the resonant frequency is decreased by both the increase in capacitance
and the increase in inductance achieved by increasing the spiral wire length.

For comparative purposes, the resonant frequencies of these two top-loaded configu-
rations are adjusted to match those of the normal mode helix and meander line antennas
presented in Table 10.1. Table 10.5 presents the physical and resonant properties of the
top-loaded antennas. The maximum radius of the spiral top-loaded antenna is set to
match that of the wire-grid top-loaded antenna. Examining the results in Table 10.5 as
compared to the results of Table 10.1 illustrates that, for a given resonant frequency, the
top-loaded antennas exhibit higher resonant resistance, lower Q (wider bandwidth), and
higher radiation efficiency. The differences are more pronounced at the lower resonant

TABLE 10.5 Performance Comparison of the Wire-Grid and Spiral Top-Loaded Antennasa

at the Same Resonant Frequencies as the Normal Mode Helix and the Meander Line Antennas
Described in Table 10.1

Wire-Grid Top-Loaded Antenna Spiral Top-Loaded Antenna

Resonant Disk Total Wire
Frequency Diameter Resistance ηr Length Resistance ηr
(MHz) (cm) (�) Q (%) (cm) (�) Q (%)

150 23.7 4.7 23.2 82.9 54.8 4.3 65 92
178.25 18.3 6.1 20.6 89.6 46.6 5.8 47.5 95
255.8 10 11.2 14.8 96.5 33.6 11.1 24.7 97.7
313 7 15.7 12.2 98.1 27.8 15.6 17.5 98.4
419 3.6 23.9 9.1 99.4 21.4 24.0 10.9 99.2

aBoth of the antennas have an overall height of 10 cm and a conductor diameter of 1 mm.
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frequencies. In general, capacitive top-loading is a more effective technique for lowering
the resonant frequency. The obvious physical trade-off for the improved performance is
the substantial increase in cylindrical diameter necessary to accommodate the top hat.
At 150 MHz, the wire-grid capacitive top hat has an overall diameter of 23.7 cm. This
substantially increases the overall electrical size or volume of the antenna: its ka at 150
MHz is 0.488 whereas the ka of the normal mode helix described in Table 10.1 is 0.316.
This increase in electrical volume contributes to the antenna’s lower Q .

Other points to note regarding the results presented in Table 10.5 relate to the relative
performance of the wire-grid and spiral top-loaded antennas themselves. In each case, the
radiation resistances of the antennas are nearly identical, indicating that this property is
primarily established by the physical height of the antenna rather than the implementation
methodology of the top hat. At 150 MHz, the two antennas are remarkably different, as
illustrated in Figure 10.17. The difference in the top hat configuration plays a significant
role in determining the antenna Q . At the lower frequencies, the wire-grid configuration’s
capacitance (near field) is distributed more uniformly over a larger volume, decreasing the
stored or reactive energy surrounding the antenna, resulting in a larger effective volume
and lower Q than exhibited by the spiral top hat configuration.

In determining the results presented in Table 10.5, the overall radius of the spiral
configuration was set to match that of the wire-grid configuration. Since the spiral begins
at the center of the monopole geometry and the wire layout may not exceed more
than one turn, the spiral geometry may occupy much less of the overall circular area
defined by the geometric radius (this is particularly true for the configuration depicted in
Figure 10.17b). The spiral wire layout can be confined to a smaller radius, causing it to
occupy more of the total circular area. An alternate version of a 150-MHz spiral-loaded
antenna, confined to a smaller circular diameter, is depicted in Figure 10.18. The spiral
geometry is confined to an overall diameter of 5 cm rather than the 23.7 cm used with
the 150-MHz spiral configuration shown in Figure 10.17b. The spiral top-loaded antenna
shown in Figure 10.18 is resonant at approximately 150.8 MHz with a resonant resistance
of 5 �, just slightly higher than the resistance of the larger diameter configurations. Its
Q is approximately 252, a substantial increase relative to the other configurations. The
increase in Q occurs as a result of its much narrower diameter and the large amount
of wire length confined to the top of the structure. This substantially increases the near
fields within the smaller volume defined by the antenna. The total wire length in the
antenna is 60.4 cm.

The resonant properties, particularly the resonant resistance, of the wire antennas
considered in this and the previous sections are nearly the same independent of the total

(a) (b)

Figure 10.17 (a) Depiction of the 150 MHz monopole antenna loaded with (a) a wire-grid top
hat 23.7 cm in diameter and (b) a spiral wire top hat 11.87 cm in maximum radius.
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Feed point

Figure 10.18 Depiction of the 150- MHz monopole antenna loaded with a spiral wire top hat 5
cm in maximum radius.

wire length or the geometric details of the antenna. While different design approaches
(e.g., inductive loading versus top-loading) may have substantially different resistances at
the same resonant frequency, the resonant resistance achieved with each design approach
remains nearly the same. Another approach for achieving a lower resonant frequency
is to enclose an antenna within a high permittivity dielectric material. Surrounding the
antenna with a high dielectric material effectively increases the capacitance between the
antenna and ground (for the monopole configuration) or between the upper and lower
arms of the antenna (for the dipole configuration).

Here we use Microwave Studio to examine the resonant resistance properties of a
straight-wire dipole antenna surrounded by a dielectric cylinder [22] as illustrated in
Figure 10.19. The dipole has an overall length of 12.6 cm and a conductor diameter of
approximately 1.2 mm. The dielectric cylinder is assumed to be lossless (more on this
shortly) with a diameter that varies from 0.5 to 5 cm with dielectric constants of εr = 4, 9,

Figure 10.19 Depiction of the straight-wire dipole enclosed with a dielectric cylinder. The dipole
has an overall length of 12.6 cm. The diameter of the dielectric cylinder ranges from 0.5 to 5 cm.
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and 12. The resonant frequency as a function of dielectric constant and cylinder diameter
is shown in Figure 10.20. As expected, the resonant frequency decreases with increasing
dielectric constant and increasing diameter.

More interesting is the comparison of resonant resistance as a function of resonant
frequency shown in Figure 10.21. We see that much like the antennas considered in
the previous sections, once resonance is established, the resonant resistance is primarily
a function of the antenna’s overall height rather than the details of how resonance is
achieved.
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Figure 10.20 Resonant frequency versus dielectric diameter for the dipole antenna enclosed with
a dielectric cylinder having values of εr = 4, 9, and 12.
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Figure 10.21 Radiation resistance versus resonant frequency for the dipole antenna enclosed
within a dielectric cylinder.
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Two final points to consider are the antenna’s Q and the effect of dielectric losses
on the performance of the antenna. With decreasing frequency, the Q of the free-space
antenna increases considerably. This increase in antenna Q , coupled with losses in the
dielectric, has a significant impact on the antenna’s radiation efficiency at lower fre-
quencies [23]. The small antenna’s high Q implies the presence of very high values of
near fields surrounding the antenna. With the introduction of a lossy dielectric (even
those with a low loss tangent), a substantial portion of the high near-field energy can
be converted to loss, significantly reducing the antenna’s radiation efficiency. This is an
important factor to consider when designing small antennas with dielectrics. With the
dipole antenna considered above, the radiation resistance of the free-space dipole is quite
low at the lower frequencies. This low radiation resistance contributes to the reduction
in efficiency, particularly when lossy materials are introduced into the antenna design.
To mitigate this issue to some extent, one should begin with small antennas having as
high a radiation resistance as possible.

10.7 IMPEDANCE MATCHING AND INCREASING RADIATION
RESISTANCE

In the previous sections, a number of simple techniques were presented that can be used
to achieve self-resonance with an electrically small antenna. To further implement an
impedance match, it is necessary to transform the small antenna’s low resonant resistance
to the desired value of characteristic impedance. If the small resonant antenna is to be
connected to a device having a similarly low input resistance, further matching would not
be required. In many instances, we assume that the small antenna is to be used in a 50-�
system and we seek a method for transforming the antenna’s low resistance to 50 �. This
can be accomplished with a number of methods, such as the use of external matching
components or a λ/4 impedance transformer, or the matching can be incorporated directly
within the geometry of the antenna.

Any antenna can be impedance matched at a single frequency using external reactive
components. This matching technique is straightforward and covered extensively in the
open literature and will not be considered here. One of the most significant issues to con-
sider with this matching approach is level of loss introduced by the matching components.
This loss contributes directly to the reduction in overall efficiency. In some instances,
the increase in dissipation loss may be less than the improvement in mismatch loss and
the overall efficiency improves. However, it is generally desired to impedance match the
antenna as efficiently as possible. When using external reactive components, the most
important first step is to begin with an antenna having as high a radiation resistance as
possible [8].

The antennas considered in the previous sections were made to be self-resonant when
their overall height or length was much less than the resonant wavelength (λr ). Since the
antenna’s radiation resistance behaves as K (h/λr )2, where K is a constant that varies as a
function of design approach, it is always less than the radiation resistance of the full-size
monopole or dipole, where h ≈ λ/4 or l ≈ λ/2, respectively. In this case, the impedance
will behave as shown in the Smith chart presented in Figure 10.22. This is the impedance
of the normal mode helix depicted in Figure 10.11b that was made to be resonant at
360.1 MHz. Any antenna exhibiting this behavior can be impedance matched to 50 � by
placing a parallel inductor at the feed point. The impedance will move toward 50 � as
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Figure 10.22 Typical impedance of an electrically small monopole (or dipole) antenna made to be
self-resonant when the antenna’s height or overall length is much less than the resonant wavelength.
An antenna of this type can be impedance matched to 50 � by using a parallel inductor at the
antenna’s feed point.

shown in Figure 10.22. With a very large inductance, there will not be an appreciable
movement in the impedance toward 50 �. With a very small inductance, the impedance
will move closely toward the short-circuit end of the Smith chart.

When the parallel inductor is placed exactly between the antenna’s feed point and
the ground plane (or directly at the feed point between the upper and lower arms in
the case of a dipole), the match frequency will be lower than the antenna’s resonant
frequency. When the parallel inductor is placed away from the feed point, the equivalent
impedance being matched is not exactly the same as the feed point impedance and the
match frequency and the required matching inductance will vary. If a slight adjustment
of match frequency is required, the antenna’s wire length and matching inductance can
be adjusted accordingly.

A simple method for implementing a parallel matching inductor at or very near the
feed point of the small antenna is to use a shunt (or parallel) matching stub as illustrated
in Figure 10.23 [24]. Note that this technique is exactly that used to make an inverted-L
antenna an inverted-F antenna [25]. As the stub length is increased, the equivalent parallel
inductance is increased. A very long stub will not move the impedance appreciably,
whereas a very short stub will move the impedance very close to the short-circuit end of
the Smith chart as illustrated in Figure 10.24a. The matched impedance for the normal
mode helix is shown in Figure 10.24b. Since the shunt stub is located very close to the
antenna’s feed point, the match frequency of 349 MHz is less than the resonant frequency
of 360.1 MHz.

One of the practical challenges associated with matching any small antenna using any
matching technique is achieving the impedance match at exactly the desired frequency.
With any high Q small antenna, the precise match frequency is very sensitive to changes
in the reactance of the matching components. This is true when using external lumped
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Figure 10.23 Depiction of a shunt or parallel stub that is used to impedance match a small
resonant antenna having a resonant resistance less than the desired match impedance. This technique
is analogous to the conversion of an inverted-L antenna into an inverted-F antenna.

(a) (b)

Figure 10.24 (a) Impedance of the normal mode helix with a short shunt stub illustrating how
the impedance moves toward the short-circuit side of the Smith chart. (b) Impedance of the normal
mode helix matched using an appropriate length stub. The match frequency is 349 MHz, which is
lower than the resonant frequency because the shunt stub is located near the antenna’s feed point.

matching components or the shunt stub approach illustrated here. For this reason, antenna
design approaches that optimize the Q and bandwidth properties of the small antenna
are of critical importance. This will be addressed in the next section.

When using a shunt stub to impedance match a small antenna, the Q and therefore
operating bandwidth of the antenna does not change significantly since the Q is primarily
established by the antenna’s height and occupied volume (the antenna’s utilization of
the available volume defined by the value of ka) [13]. Another issue associated with
using this matching technique is that both the antenna’s radiation and loss resistance
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are simultaneously transformed to 50 � and there is not an appreciable change in the
antenna’s radiation efficiency. If the small antenna exhibits a low radiation efficiency
before it is matched, it will exhibit a low radiation efficiency after it is matched. To
achieve optimal radiation efficiency with a small antenna it is necessary to achieve as
high a radiation resistance as possible.

One technique that can be used to achieve a high radiation resistance is the use of
multiple folded arms within the antenna structure [26–29]. For example, consider the
approximate λ/4-wavelength single-arm and multiple-arm folded monopoles depicted in
Figure 10.25. The single-arm monopole exhibits a radiation resistance of approximately
36 �, whereas the two-, three-, and four-arm folded monopoles exhibit radiation resis-
tances of approximately 142, 418, and 543 �, respectively. In a 50-� system, there would
be no advantage to using these multiple-arm folded monopoles since their resonant resis-
tances are too high. However, if this technique is applied to a small antenna having
a 3.6-� resistance, it may be possible to transform the radiation resistance to 54.3 �,
resulting in an impedance match and high radiation efficiency, since this impedance trans-
formation technique does not simultaneously transform the conductor’s loss resistance.
Note that any change in resonant frequency occurring with this process can be mitigated
by simply adjusting the wire or conductor length within the antenna structure.

An example of using this technique to efficiently impedance match a small antenna
can be illustrated with the inverted-L antenna depicted in Figure 10.26a. The inverted-L

Figure 10.25 Depiction of the approximate λ/4-wavelength single-arm and multiple-arm folded
monopole antennas. The single-arm monopole has a radiation resistance of 36 �, whereas the two-,
three-, and four-arm monopoles have radiation resistances of 142, 418, and 543 �, respectively.

(a) (b)

Figure 10.26 (a) Depiction of the inverted-L antenna resonant at 1370.3 MHz with a resonant
resistance of (a) 5 �, and (b) 53 �.
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antenna shown in Figure 10.26a has a height, h , equal to 1 cm, and a total conductor
length equal to approximately 5.5 cm. The inverted-L’s resonant frequency and resonant
resistance are 1370.3 MHz and 5 �, respectively. With its low resonant resistance, the
inverted-L can easily be matched using a shunt stub creating an inverted-F antenna. Here
we will match the inverted-L using multiple folded arms.

To increase the radiation resistance of the inverted-L, additional inverted-L arms
are added to the structure until the resistance is transformed to a value as close to
50 � as possible. The final configuration, an eight-arm inverted-L antenna is depicted
in Figure 10.26b [22]. As inverted-L arms are added to the structure, both the reso-
nant frequency and resonant resistance change. Two-arm and four-arm versions of the
inverted-L antenna have resonant frequencies of 1421 and 1524 MHz respectively. Their
corresponding resonant resistances are 8 and 22.6 �. In the final eight-arm inverted-L
configuration, the conductor length in each inverted-L section was increased to 6.6 cm
(from 5.5 cm) to lower the resonant frequency to 1370.3 MHz. The resonant resistance
of the eight-arm inverted-L configuration is 53 �. The VSWR of the antenna is pre-
sented in Figure 10.27. The antenna exhibits a relatively narrow 2:1 VSWR bandwidth
of approximately 1.6% because of its small height (≈ 0.046λ) and the fact that it utilizes
very little of the overall spherical volume defined by the value of ka .

The radiation pattern of the eight-arm inverted-L antenna is presented in Figure 10.28a.
It exhibits a pattern similar to that of a vertically polarized monopole antenna because
the horizontal components of current cancel within the antenna structure. This cancel-
lation of horizontally polarized current causes the radiation resistance of the horizontal
polarization mode to be substantially less than the radiation resistance of the vertical
polarization mode. One might assume that this current cancellation is entirely a result of
the placement of the horizontal wires close to the conducting ground plane and that the
out-of-phase image currents in the ground plane cause the cancellation of horizontally
polarized radiation. It is true that it is often difficult to deliver power to this mode since
the corresponding radiation resistance is typically very low due to effects of current can-
cellation. However, this is not always the case as a horizontally polarized antenna closely
spaced to a ground plane can exhibit high directivity and gain [10, 30]. As an example,

Figure 10.27 VSWR of the eight-arm inverted-L antenna.
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(a) (b)

Figure 10.28 (a) Radiation pattern of the eight-arm inverted-L antenna at 1370.3 MHz. (b)
Radiation pattern of the single-arm inverted-L antenna at 1370.3 MHz.

the radiation pattern of the single-arm inverted-L antenna shown in Figure 10.26a is pre-
sented in Figure 10.28b. The single-arm inverted-L antenna has nearly the same power
in the horizontal polarization mode as it does in the vertical polarization mode.

The significant design variables for multiarm antennas of this type include the number
of arms, the individual arm wire lengths, and the overall height of the antenna. Achieving
a 50-� input impedance at any given frequency is a combination of all factors. Adjust-
ment of the individual arm wire length sets the resonant frequency. The input impedance
is a function of both the number of arms and the height of the antenna. Increasing the
number of arms and/or the antenna height increases the resonant resistance. For example,
consider the four-arm inverted-L antenna discussed earlier. It was resonant at 1524 MHz
with a resistance of 11.8 �. To achieve a 50-� input impedance at 1370.3 MHz, we
chose to increase the number of arms (to eight) and adjust the wire length to lower the
resonant frequency. We could have increased the height of the four-arm antenna and
adjusted the wire length to achieve the same result. If the height of the four-arm antenna
is increased from 1 to 1.5 cm and the inverted-L wire length is changed to approximately
7.1 cm, the antenna exhibits a 45-� resistance at 1370.3 MHz. The bandwidth of the
antenna also increases from 1.6% to approximately 2.9% because the antenna is taller
and occupies more overall volume. Four-arm antenna designs based on these principles
are also presented in Ref. 31.

10.8 OPTIMIZING BANDWIDTH

In the previous section, several techniques were described for efficiently impedance
matching the small antenna to a 50-� characteristic impedance. Having accomplished an
efficient impedance match, the remaining challenge in the design of a small antenna is to
optimize its operating bandwidth. For the small antenna that exhibits a single impedance
resonance, the maximum achievable bandwidth is limited by the fundamental bounds on
Q defined in Eqs. (10.14) and (10.15). To maximize the operating bandwidth within the
limits of Eqs. (10.14) and (10.15), the antenna must occupy as much of the spherical
volume defined by ka as possible. Additionally, it is advantageous to keep as much
of the electric current on the outside of the ka sphere as possible. Ideally, we seek
to minimize the reactive fields within the volume of the ka sphere. We focus here on
efficient antennas; however, it is well known that increased operating bandwidth can be
achieved if the antenna is purposely (or inadvertently) made lossy.
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A single impedance resonance antenna that accomplishes these objectives is the
four-arm folded spherical helix described in Refs. 28 and 29. The antenna and its VSWR
are depicted in Figure 10.29. It was designed to operate at 300 MHz and has an overall
height of 8.25 cm (ka ≈ 0.26). It exhibits a Q that is within approximately 1.5 times
the lower bound defined by Eq. (10.14). Even though the antenna has a Q that closely
approaches the lower bound, it exhibits a very narrow operating bandwidth. As the value
of ka decreases, the operating bandwidth is fundamentally limited by the significantly
increasing value of Q lb. For an antenna exhibiting a single resonance, a common option
for increasing bandwidth is to increase the loss within the antenna structure.

Recent work in optimizing the bandwidth of small antennas has focused on designing
antennas that exhibit multiple impedance resonances within their defined operating band-
width [32–35]. In Refs. 34 and 35, Stuart and Tran describe multiarm coupled resonator
antennas that consist of a single driven arm that is electromagnetically coupled to one or
several closely spaced duplicate arms. This design approach is of interest because anten-
nas of this type are capable of exhibiting closely spaced multiple impedance resonances
within their defined operating bandwidth. These designs are also of interest because
they easily lend themselves to planar implementations, as shown in Figure 10.30, which
depicts a two-arm planar, matched version of the multiarm spherical resonator design.

The two-arm planar resonator antenna shown in Figure 10.30 has a radius of approx-
imately 10 cm and was designed to operate near 300 MHz. The asymmetry between the
driven and coupled arms was implemented so that the antenna would be resonant and
matched without the incorporation of lumped circuit elements within the antenna struc-
ture. Smaller antenna sizes can be achieved by increasing the number of coupled arms
and by fabricating the antenna on dielectric boards [34, 35]. The impedance and a typi-
cal radiation pattern of the two-arm planar resonator are presented in Figure 10.31. The
multiple impedance resonances exhibited by the antenna are evident in Figure 10.31a.
The antenna first exhibits a 2:1 VSWR at a frequency of 292 MHz, where the value
of ka ≈ 0.61. The radiation pattern of the antenna exhibits both vertical and horizontal
polarization since both the vertical and horizontal currents are strong within the structure.
There is currently a substantial level of effort by Stuart and others seeking to optimize the
impedance and radiation patterns of coupled resonator designs at smaller values of ka .

Figure 10.29 (a) Depiction of the four-arm folded spherical helix designed for 300 MHz with a
value of ka = 0.263. (b) VSWR of the four-arm folded spherical helix antenna.

(a) (b)
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Feed Point

Driven ArmCoupled Arm

Figure 10.30 Depiction of the matched two-arm, planar spherical resonator antenna.

(a) (b)

Figure 10.31 (a) Impedance of the planar two-arm resonator of Figure 10.30. (b) Radiation
pattern of the two-arm resonator antenna of Figure 10.30.

The concept of increasing the operating bandwidth of a small antenna by introducing
multiple impedance resonances is not a new concept. One of the most famous small
antenna designs that exhibits multiple resonance behavior is the Goubau antenna [36–38],
shown by a Microwave Studio model of the structure in Figure 10.32. The antenna has
an overall height of 4.3 cm and a top-disk diameter of 12.3 cm. The Goubau antenna was
fabricated by the author and was measured to have a VSWR, shown in Figure 10.33a, that
is nearly less than 2:1 over a frequency range of 466–916 MHz, a 1.97:1 bandwidth ratio.
The antenna’s impedance, illustrating the multiple impedance resonances, is presented in
Figure 10.33b. The Goubau antenna first exhibits a VSWR equal to 2:1 at a frequency
of 466 MHz, where the value of ka ≈ 0.733. No further optimization of the Goubau
antenna’s performance was performed at the time of this writing.
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Figure 10.32 Depiction of the Goubau antenna having an overall height of 4.3 cm and a top-disk
diameter of 12.3 cm.

(a) (b)

Figure 10.33 (a) Measured VSWR of the Goubau antenna. (b) Measured impedance of the
Goubau antenna.

There are two critical issues associated with designing small wideband antennas. First
is achieving a good VSWR and high radiation efficiency at the lowest frequency pos-
sible. The second is maintaining omnidirectional monopole-like patterns at the highest
frequency possible. The Goubau antenna is efficient at the lower operating frequen-
cies, where it exhibits a monopole-like omnidirectional radiation pattern as shown in
Figure 10.34a, which presents the radiation pattern calculated at 470 MHz. This pattern
is computed assuming the Goubau antenna operates over an infinite ground plane. The
Goubau antenna exhibits monopole-like radiation patterns over the entire bandwidth. The
radiation pattern at 920 MHz is presented in Figure 10.34b. It exhibits some asymmetry
in the azimuth plane.

One disadvantage of the Goubau antenna is that its VSWR properties are very sensitive
to the lengths of the tuning wires that are visible in Figure 10.32 just below the top plate.
Small variations in wire length dramatically change the VSWR.
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Figure 10.34 (a) Computed radiation pattern of the Goubau antenna at (a) 470 MHz and (b) 920
MHz. These patterns were computed with the Goubau antenna mounted over an infinite ground
plane.

It is possible to design reasonably small antennas with wider operating bandwidths,
and a substantial amount of work is currently underway in this area. In designing a small
wideband antenna, it is important that the antenna structure be circularly symmetric
about the feed point. Ideally, the feed point should be located at the center of the antenna
and the structure should have the features of a body of revolution. This aids in ensuring
that the radiation patterns at the upper end of the operating band are symmetric and
ideally monopole-like.

For example, consider the antenna depicted in Figure 10.35. This antenna was designed
with the intent of having much simpler construction than the Goubau antenna and a wider
operating bandwidth [32, 33]. The antenna is essentially a disk-loaded folded monopole
with impedance matching components of capacitance and inductance built into the feed
point area of the antenna. The presence of the top disk aids in lowering the operating
frequency and the folded arm aids in increasing the radiation resistance to a higher value.
Impedance matching is achieved by adding parallel capacitance and series inductance

Figure 10.35 Depiction of a wideband antenna designed using a top disk and folded monopole
section. Impedance matching is incorporated directly within the structure of the antenna.
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directly within the feed point of the antenna. The parallel capacitance is implemented
by the width, w , of the feed arm and its spacing, s , above the ground plane. The series
inductance is added by introducing slots in the feed arm as shown. The series inductance
is controlled by the length, l , of the slots. The antenna has the exact overall dimensions of
the Goubau antenna. Its impedance and VSWR are presented in Figure 10.36. The antenna
exhibits numerous resonances within its operating band and exhibits a VSWR less than
2:1 over a 3:1 frequency ratio, covering approximately 550–1635 MHz. At its lowest
operating frequency, the value of ka is 0.865, a value higher than that of the Goubau
antenna. The disadvantage of the antenna is that it is not symmetric about the feed point
and, as a result, it should be expected to exhibit asymmetric radiation patterns, particularly
at the upper end of the frequency band. One of the issues that becomes significant with
these antennas at the upper end of the operating band is the current flow around the
outer edge of the top disk. As the wavelength becomes smaller, details of the antenna
geometry and the corresponding flow of current become more significant in determining
the antenna’s performance. The radiation patterns of this antenna at the lower and upper
ends of the operating band are depicted in Figure 10.37. The significant asymmetries in
the radiation pattern that occur at the higher frequencies are clearly evident.

(a) (b)

Figure 10.36 (a) Impedance of the wideband antenna depicted in Figure 10.35. (b) VSWR of
the wideband antenna depicted in Figure 10.35.
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Figure 10.37 Radiation pattern of the wideband antenna at (a) 500 MHz and (b) 1600 MHz.
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To illustrate the advantage of using a geometry that is symmetric about a feed point
located at the center of the antenna, another disk-loaded folded monopole design is
considered and is shown in Figure 10.38. The antenna has the same dimensions as the
Goubau antenna, being 4.3 cm tall and having a disk diameter of 12.3 cm. The top
disk is supported by a crossed bow-tie like structure with wide planar sections closely
approaching ground to introduce a variable capacitance. There are four cylindrical rods
connecting the top disk to ground, which act like a multiarm folded monopole. The
return loss and radiation patterns of the antenna are presented in Figures 10.39 and 10.40,
respectively. While the antenna does not operate at as low a frequency as the Goubau
antenna, it does have a slightly wider bandwidth.

The antenna depicted in Figure 10.38 exhibits a 2:1 VSWR over a 2.18:1 frequency
ratio and it has symmetric radiation patterns over the entire operating bandwidth. Near
the upper end of the operating band, the pattern is symmetric but it does exhibit some
variation in the azimuth plane. For many applications the azimuth variation would be
acceptable.

The challenges in the design of small wideband antennas of this type are achieving
low VSWR at low frequencies and monopole-like radiation patterns at the upper end of
the operating bandwidth. Many of the techniques used to accomplish one of these goals

Figure 10.38 Depiction of a wideband antenna designed with a symmetric structure. The antenna
has the same dimensions as the Goubau antenna.

Figure 10.39 Return loss of the wideband antenna depicted in Figure 10.38.
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Figure 10.40 Radiation patterns of the wideband antenna depicted in Figure 10.38 at (a) 500
MHz, (b) 1000 MHz, and (c) 1500 MHz.

limits the achievement of the other. The best design approach is to locate the antenna feed
point at the center of the structure and make the structure circularly symmetric about the
feed point. Generally, as the lowest operating frequency decreases, so does the achievable
bandwidth. This is currently a significant area of research and results better than those
illustrated here have been achieved. Most recently, designs developed by Ravipati and
Reddy [39] have demonstrated substantial increases in bandwidth.

10.9 FRACTAL ANTENNAS

Fractal antennas have been a subject of interest and some controversy since they were
first introduced to the antenna community by Cohen in 1996 [40–42]. Cohen introduced
the concept of fractal antennas with a family of small Minkowski island fractal loops.
The question considered here is not whether fractal antennas work, since they generally
work reasonably well. Rather, the questions considered here are: Are their performance
properties unique? And more specifically, are their performance properties uniquely a
function of the details within their fractal geometry? As is the case with many papers
describing new antenna designs, when the performance properties of fractal antennas are
described, there is often little or no performance comparisons with other antennas of the
same size, volume, wire length, and so on. Early work speculated that fractal antennas
might offer performance previously unattainable with other small antenna designs [43]
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and that the multiband behavior of fractal antennas was uniquely a function of their
self-similar fractal geometry [44]. Recently, in the antenna literature, the term fractal
has been replaced with the term prefractal presumably to qualify the fact that the fractal
geometry of any fractal antenna cannot be taken to an infinite fractal shape. For example,
very often in the design of fractal wire antennas, physical limitations associated with finite
conductor diameter and linear segment length limit the number of fractal iterations that
can be implemented. Here, we briefly discuss the performance properties of several small
and multiband fractal antennas.

What is a fractal antenna? A fractal antenna is one where the antenna geometry is
created through the successive iteration of a generator shape to a simple basis shape.
For the Koch fractal monopole antenna depicted in Figure 10.41a, the basis geometry is
any straight-wire segment within the geometry and the generator geometry is created by
dividing this straight-wire segment into thirds and then forming a triangle in the center
that has linear segment lengths equal to one-third the length of the original straight-wire
segment. This basis-generator geometric conversion process is shown in Figure 10.41b,
illustrating the transition from a straight-wire segment to the first iteration of the Koch
fractal monopole [43].

Characteristics defining the fractal antenna include self-similarity , where small regions
of the geometry duplicate the overall geometry on a reduced scale. Another characteristic
is self-affinity , where small regions of the geometry are not identical to the overall geom-
etry but are skewed or distorted and may have differing scale factors. Mathematically,
the fractal geometry is often defined by its fractal dimension . For a self-similar fractal,
the fractal dimension is given by the expression [45]

DS = ln(N)

− ln(γ )
(10.24)

where N is the number of copies of the whole object and γ is a scale factor of each
copy. The fractal dimension is generally interpreted as a measure of the space-filling
properties and complexity of the fractal shape.

(a) (b)

Feed Point
Feed Point Feed Point

Figure 10.41 (a) Depiction of the Koch fractal monopole. (b) Depiction of the translation between
the basis geometry and the generator geometry. This is the creation of the first iteration of the
Koch fractal monopole.
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10.9.1 Small Fractal Wire Antennas

In previous sections, it has been demonstrated that wire geometry and, specifically, the
wire layout have a significant impact on determining the small antenna’s resonant fre-
quency. Features like the current vector alignment allow one to easily determine how
well one geometry compares relative to another. For example, with the inductively loaded
monopole geometries, the normal mode helix generally exhibits the lowest resonant fre-
quency for a given total wire length because it has the most self-inductance. However,
once the resonant frequency has been established, antennas of the same basic design
methodology exhibit nearly the same resonant performance properties independent of the
antenna’s total wire length or geometry. In this section, it is demonstrated that small
fractals behave in a similar manner and that their resonant performance properties are
not uniquely defined by the details of the fractal geometry. Many of the overall results
and conclusions in this section were derived from work presented in Refs. 18–19, and
46–50.

10.9.1.1 Hilbert Curve Fractal Dipole The Hilbert curve fractal dipole [51] is
a small planar antenna that was presumed to exhibit a lower resonant frequency than
any other antenna of the same overall occupied area. The Hilbert curve fractal dipole is
shown in Figure 10.42. The arrows in the antenna structure (Figure 10.42b) indicate the
current vector alignment. The antenna has a total dipole wire length of 1.2 m compressed
into a square area of 7 cm× 7 cm. The antenna has a resonant frequency of 267 MHz.
Radiation pattern properties were not studied in Ref. 51.

It was demonstrated in previous sections that achievement of a lower resonant fre-
quency is directly related to increasing the total wire length and the wire layout as
viewed from the perspective of the current vector alignment. From a resonant frequency
perspective, the objective for a given wire length is to introduce as much self-inductance
as possible. Viewing the current vector alignment in the Hilbert curve fractal dipole,
it is evident that everywhere the parallel sections of wire closely couple, their current
vectors oppose. This indicates that, for a given wire length, the Hilbert geometry is not a
suitable candidate for achieving maximum inductance and therefore the lowest resonant
frequency.

(a) (b)

Figure 10.42 (a) Depiction of the Hilbert curve fractal dipole. (b) Depiction of the current vector
alignment within the Hilbert curve fractal dipole.



518 SMALL AND FRACTAL ANTENNAS

Given the option of any planar geometry to achieve maximum inductance, one
would likely wind a spiral-like inductor, as illustrated by the antenna geometry shown
in Figure 10.43a [14]. The current vector alignment for this geometry is shown in
Figure 10.43b. In this geometry, wherever parallel sections of wire closely couple, their
current vectors reinforce, indicating that more self-inductance and a lower resonant
frequency can be achieved. The antenna shown in Figure 10.43a exhibits a resonant
frequency of 155 MHz. Understanding the relationship between total wire length and
resonant frequency, it is obvious that the total wire length in this antenna can be reduced
to increase the resonant frequency to 267 MHz. A geometry accomplishing this is
depicted in Figure 10.44. The antenna’s total wire length is 61.4 cm. This antenna has a
resonant resistance of 1.9 �, whereas the Hilbert curve fractal antenna has a resonant
resistance of approximately 1.2 �. In a 50-� system, these resistances may be viewed
as being essentially identical. From the perspective of achieving the lowest resonant
frequency, the Hilbert curve fractal geometry is at a significant disadvantage because of
the adverse coupling between closely spaced wire sections.

(a) (b)

Figure 10.43 (a) Depiction of a spiral wound inductor-like antenna having the same total wire
length as the Hilbert curve fractal dipole antenna. (b) Depiction of the current vector alignment
within the spiral wound inductor-like antenna.

Figure 10.44 Depiction of a spiral wound inductor-like antenna having the same resonant fre-
quency as the Hilbert curve fractal dipole. This antenna has a total wire length of 61.4 cm versus
the Hilbert curve’s 120 cm.
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10.9.1.2 Koch Fractal Monopole The Koch fractal monopole antenna [43] was
introduced as a small antenna design that might offer performance properties in a small
size that were previously unattainable by other small antenna designs. However, like
much of the work on fractal antennas, the Koch fractal monopole was not compared
against traditional designs like the meander line monopole and the normal mode helix.
With increasing fractal iteration (see Figure 10.41) there is an increase in total wire
length within the structure and it would be expected that there would be a corresponding
decrease in resonant frequency, much like that which occurs with the normal mode
helix and meander line monopoles. To understand the advantages or disadvantages of the
Koch fractal geometry in designing monopole antennas, it is necessary to compare its
performance to that of other geometries as a function of total wire length and resonant
frequency [18, 19, 48].

Here, we compare the Koch fractal monopole to a normal mode helix and meander line
monopole—first, having the same total wire length, and then second, having the same
resonant frequency. The three antennas are shown in Figure 10.45. The Koch fractal
monopole shown in Figure 10.45a is the third fractal iteration. The monopole height of
these antennas is 6 cm. All of the antennas have the same conductor diameter.

The first comparison made between the antennas is a comparison of their resonant
frequencies as a function of total wire length. While the antenna height is kept fixed
at 6 cm, the total wire length is varied from 6 to 25.3 cm. The total wire length used
in this comparison is dictated by the fractal iteration. With increasing fractal iteration,
the amount of wire length in the structure is constrained by the details of the fractal
geometry. This is one disadvantage of using fractal geometry in the design of a wire
antenna. The total wire lengths used in this comparison are 6, 8, 10.67, 14.22, 18.96, and
25.3 cm, corresponding to the first through the fifth fractal iteration. The total wire length

(a) (b) (c)

Figure 10.45 (a) Depiction of the third iteration of the Koch fractal monopole. (b) Depiction of
the normal mode helix. (c) Depiction of the meander line monopole. All of the antennas have the
same overall height and the same conductor diameter.
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Figure 10.46 A comparison of the resonant frequencies of the Koch fractal monopole, the normal
mode helix, and the meander line monopole antenna, where all have the same height, total wire
length, and conductor diameter.

in the normal mode helix is adjusted by simply changing the number of turns. The total
wire length in the meander line monopole antenna is adjusted by increasing the number
of meander sections. A comparison of resonant frequency versus fractal iteration or total
wire length is presented in Figure 10.46. It is immediately evident that the normal mode
exhibits the lowest resonant frequency for a given wire length. For any given wire length
it is the best inductor. If the current vector alignment on the Koch fractal monopole is
considered, it becomes evident that this fractal geometry, much like the Hilbert curve, is
not an effective inductor.

The next comparison made is that where all three of the antennas are made to have
the same resonant frequency. This is accomplished by adjusting the total wire length in
the normal mode helix and meander line monopole until they are resonant at the same
frequency as the third iteration of the Koch fractal monopole. Both of these antennas
have less total wire length than the Koch fractal when they are made to be resonant at
the same frequency. In this case the resonant frequency is 745.3 MHz. A comparison of
the three antennas’ resonant properties is presented in Table 10.6. As evident from the
results presented in Table 10.6, when all of these antennas are made to be resonant at the
same frequency, they essentially exhibit the same resonant performance characteristics.
There is no unique advantage to using the Koch fractal geometry in the design of a small
wire antenna.

10.9.1.3 Fractal Tree Dipole The final fractal antenna considered in this section is
the fractal tree antenna [52], a dipole version of which is shown in Figure 10.47a (this is
the fourth iteration of a four-branch fractal tree). The fractal tree antenna is created much
like any fractal antenna, through a successive iteration of applying a geometric generator
to a basis geometry, as illustrated in Figure 10.47b, which shows the first iteration of
a four-branch fractal tree dipole. Looking at the geometry of the fractal tree shown in
Figure 10.47a, it is immediately evident that with increasing fractal iteration, the antenna
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TABLE 10.6 Performance Comparison of the Resonant Performance Properties of the Koch
Fractal Monopole, the Normal Mode Helix and the Meander Line Monopole When All Are
Made to Be Resonant at 745.3 MHz

Overall Resonant
Height Total Wire Resistance 2:1 VSWR

Antenna (cm) Length (cm) (�) Bandwidth (%)

Koch fractal monopole 6 14.22 15.4 3.5
Meander line monopole 6 12.3 15.6 3.5
Normal mode helix 6 11.5 15.8 3.5

(a) (b)

Figure 10.47 (a) The fourth iteration of a four-branch fractal tree dipole antenna. (b) The first
iteration of the four-branch fractal tree dipole antenna.

structure becomes increasingly more complex and will eventually reach a point where
the physical implementation of the antenna is limited by the constraints imposed by the
finite wire diameter.

The fractal tree antenna shown in Figure 10.47 has the appearance of being much
like an end-loaded dipole, similar to the capacitive-loaded monopoles described in
Section 10.6.3. This being the case, the performance properties of the fractal tree
antenna are compared against other top-loaded antennas to see if there are unique
advantages to using the fractal tree geometry [53]. The antennas chosen for comparison
to the fractal tree antennas are the spiral top-loaded dipole, the helix top-loaded dipole,
and the wire-grid top-loaded dipole, all depicted in Figure 10.48. These antennas are
designed such that they have the same height and are made to be resonant at the same
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(a) (b) (c)

Figure 10.48 (a) The planar spiral top-loaded dipole antenna, (b) the helical top-loaded dipole
antenna, and (c) the wire-grid top-loaded dipole antenna.

frequency as the fractal tree antenna they are compared against. The relative comparison
is made to determine if the fractal tree dipole exhibits better resonant performance and
better multiband performance.

Resonant performance comparisons are demonstrated using the antenna’s VSWR prop-
erties over a range of frequencies where the antennas are resonant and exhibit low VSWR
in a 50-� system. The fractal trees used in the comparison are the first iteration of the
four-branch fractal tree (Figure 10.47b), the third iteration of the four-branch fractal
tree (not shown), and the fourth iteration of the four-branch fractal tree (Figure 10.47a).
VSWR comparisons of the planar spiral and helix top-loaded antennas are made against
the first iteration of the four-branch fractal tree and the third iteration of the four-branch
fractal tree and are shown in Figure 10.49. A VSWR comparison of the wire-grid
top-loaded antenna is made against the fourth iteration of the four-branch fractal tree
at the lowest resonant frequency and is shown in Figure 10.50. Examining the multiband
and resonant VSWR properties of these antennas, it is evident that there is no perfor-
mance advantage to using the fractal tree geometry, as the antennas behave in a manner
consistent with other top-loaded antennas. The complexity of the fractal tree construction
represents a significant disadvantage.

10.9.2 Multiband Fractal Antennas

Consideration of multiband fractal antennas is somewhat outside the scope of the previous
discussions on small antennas. However, it is a necessary discussion to conclude the
section on fractal antennas. There has been a substantial level of work performed in the
area of multiband fractal antenna design and a detailed discussion of the topic is beyond
the scope of this section. However, it is important to understand and form an initial
perspective on whether or not the details of multiband fractal antenna geometry are the
significant factors in establishing the multiband behavior of the antenna. This discussion
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(a)

(b)

Figure 10.49 (a) VSWR comparison of the planar spiral and helical top-loaded antennas and the
first iteration of the four branch fractal tree antenna. (b) VSWR comparison of the planar spiral
and helical top-loaded antennas and the third iteration of the four branch fractal tree antenna.

focuses on one of the most recognizable multiband fractal antennas, the Sierpinski gasket
[44, 54]. Here, details of the antenn’a fractal geometry are examined to determine whether
or not they significantly contribute to the antenna’s multiband behavior [55, 56].

The first and fourth iterations of the Sierpinski gasket monopole antenna are depicted
in Figure 10.51. These antennas have an overall height of 15.24 cm. The measured
multiband return loss of the fourth iteration of this antenna over a frequency range of 50
MHz to 12 GHz is presented in Figure 10.52. The details of the multiband behavior of
this antenna (the frequencies of corresponding minimum VSWR) evolve with successive
fractal iteration. This implies that specific details of the antenna’s geometry directly
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Figure 10.50 VSWR comparison of the wire-grid top-loaded antenna and the fourth iteration of
the four branch fractal tree. This comparison is made at the lowest resonant frequency of the fractal
tree antenna.

(a) (b)

Figure 10.51 (a) The first iteration and (b) the fourth iteration of the Sierpinski gasket monopole
antenna.

contribute to its multiband behavior. The question to consider is whether all or some
portion of the antenna’s fractal geometry is responsible for this multiband behavior. This
question is easily answered by removing details in the fractal geometry [56].

If the details of the fractal geometry are responsible for establishing its multiband
behavior, then removing specific details or all of the details of the fractal geometry
will significantly alter the antenna’s multiband behavior. In fact, all of the details of
the Sierpinski gasket’s fractal geometry can be removed, as shown in Figure 10.53 and
the multiband behavior of the antenna is not significantly affected, as illustrated by the
measured return loss presented in Figure 10.54. This demonstrates that the details of
the fractal geometry are not responsible for its multiband behavior. The details of the
Sierpinski gasket’s geometry that significantly contribute to its multiband behavior are
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Figure 10.52 Measured return loss of the fourth iteration of the Sierpinski gasket over a frequency
range of 50 MHz to 12 GHz.

Aspects of geometry
contributing to the
antenna's multiband
behavior

Figure 10.53 The fourth iteration of the Sierpinski gasket monopole antenna with the major
aspects of its fractal geometry removed from the antenna structure.

the narrow sections of conductor created by the lower sections of the central triangles, as
pointed out in Figure 10.53. At the specific operating bands, there is a high concentration
of current at these points within the antenna geometry. This concentration of current is
the primary factor in establishing the antenna multiband behavior.

This being the case for the Sierpinski gasket, a very well known multiband fractal
antenna, it raises the question for all multiband fractal antennas: What aspects of the
antenna’s geometry are responsible for its multiband behavior? To determine the signifi-
cance of the fractal geometry in each case, similar exercises in removing or altering the
details of the fractal geometry must be performed.
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Figure 10.54 Measured return loss of the modified Sierpinski gasket over a frequency range of
50 MHz to 12 GHz.
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CHAPTER 11

Arrays and Smart Antennas

GEORGE V. TSOULOS and CHRISTOS G. CHRISTODOULOU

11.1 INTRODUCTION

Over the last decade the demand for service provision by wireless communications has
risen beyond all expectations. As a result, new improved systems emerged in order to
cope with this situation. Global system mobile, (GSM) evolved to general packet radio
service (GPRS) and enhanced data rates for GSM evolution (EDGE) and “narrowband”
CDMA to wideband code division multiple access (CDMA). Nevertheless, each new
system now faces different challenges:

• GPRS consumes GSM user capacity as slots are used to support higher bit rates.
• EDGE faces a similar challenge with GPRS; plus it requires higher SINR to support

higher coding schemes (i.e., it also has range problems).
• WCDMA performance depends on interference and hence coverage and capacity

are interrelated. High capacity leads to lower range and vice versa.

In order to cope with such system-specific problems but also provide the means for
a more general solution to the spectral efficiency problem, spatial filtering has emerged
as a promising idea. Spatial filtering can be achieved through adaptive or smart antennas
and as a result the area has seriously attracted the interest of both academia and industry
over the last decade.

This chapter presents an overview of smart antenna systems for wireless communica-
tions. First, it provides the reader with the necessary background on antenna arrays. Then
it gives a brief overview for the different options in terms of modeling the propagation
characteristics of the radio channel, with particular emphasis on the spatial dimension.
These topics are followed by a description of the different smart antenna methods and
their characteristics, along with a description of the key algorithms that give “intelli-
gence” to the system. The potential advantages that can be achieved with the different
smart antenna methods, along with a discussion of some implementation and system
issues that need to be considered when a smart antenna is integrated in a specific wire-
less system, are then discussed. Finally, the chapter closes with a brief discussion on smart
antennas at both ends of the radio link, that is, MIMO (multiple-input multiple-output)
systems.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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11.2 ANTENNA ARRAYS

Multiple antennas can be arranged in space, in various geometrical configurations, to yield
highly directive patterns [1–5]. These antenna configurations are called “arrays.” In an
array antenna, the fields from the individual elements add constructively in some direc-
tions and destructively (cancel) in others. For purposes of analysis, arrays are assumed
to consist of identical elements, although it is possible to create an array with elements
such that each has a different radiation pattern.

The major advantage of antenna arrays over a single antenna element is their elec-
tronic scanning capability; that is, the major lobe can be steered toward any direction by
changing the phase of the excitation current at each array element (phased array anten-
nas). Furthermore, by also controlling the magnitude of the excitation current, a large
variety of radiation patterns and sidelobe level characteristics can be produced. Adap-
tive antennas (also called “smart antennas” in mobile communication applications) go a
step further than phased arrays and can direct their main lobe (with increased gain) in a
desired direction (e.g., a mobile user in a cellular communication system) and nulls in
the directions of interference or jammers.

There are five main parameters that affect the overall performance of an antenna array:

1. Geometry (e.g., linear, circular, or planar arrangement of the radiating elements)
2. Distance of separation between adjacent elements
3. Amplitude current excitation of each individual element

4. Phase excitation of each individual element
5. Radiation pattern of each individual element

Figure 11.1 shows an example of a two-dimensional array (planar array), where the
individual elements consist of microstrip antennas.

11.2.1 Array Factor

Let us assume first a simple scenario of an antenna array with two infinitesimal horizontal
dipoles in free space, positioned as shown in Figure 11.2. The dipole located at (0, 0,

Figure 11.1 Planar array configuration: 5× 5 microstrip array.
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Figure 11.2 Geometry of two-element array separated by a distance d .

d/2) carries a current I0∠(ξ/2) and the one at (0, 0, −d/2) a current I0∠(ξ/2) where
ξ is the phase difference added to the two dipoles externally through a phase shifter.
The total electric field at the observation point O is given as the vectorial summation of
the fields due to the two individual antennas [1] (without considering mutual coupling
effects):

Etotal = E1 + E2 = âθ
jηkI0

4π
l

(
e−j (kr1−ξ/2)

r1
| cos θ1| + e−j (kr2+ξ/2)

r2
| cos θ2|

)
(11.1)

In the far field r1, r2, and r are parallel as shown in Figure 11.3, so θ1 ≈ θ2 ≈ θ and
r1 ≈ r2 ≈ r for amplitude variations and r1 ≈ r − (d/2) cos θ and r2 ≈ r + (d/2) cos θ

 r2

 r

q

q

q

y
d

z
r1

Figure 11.3 Far-field geometry of two dipoles.
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for phase variations. Hence Eq. (11.1) can be rewritten

Etotal = E1 + E2 = âθ
jηkI0

4πr
le−jkr | cos θ |2 cos

[ 1
2 (kd cos θ + ξ)

]
(11.2)

Looking at Eqs. (11.1) and (11.2) one can observe that the total field is equal to the field
of the single element (element factor) located at the origin, multiplied by an array factor
(AF) given by

AF = 2 cos
[ 1

2 (kd cos θ + ξ)
]

(11.3)

Generally, the far-field pattern of an array is given by the multiplication pattern of the
single element and the array factor:

Total Pattern = Element Factor× Array Factor (11.4)

The array factor is a function of the following parameters:

1. The geometrical arrangement of the radiating elements comprising the array

2. The current excitation of the elements

3. The number of elements

4. The distance of separation d of adjacent elements

5. Frequency (or wavelength) of operation

Example 1 Find the total pattern of two identical horizontal dipoles shown in
Figure 11.3, with d = λ/4 and ξ = 0.

Consider the normalized array factor of Eq. (11.3); that is,

AFn = cos
[ 1

2 (kd cos θ + ξ)
]

(11.5)

If we substitute d and ξ , the array factor becomes AFn = cos[(π/4) cos θ ]. The
final (total) pattern, using the multiplication pattern procedure, becomes Etotal =
| cos θ | cos

[
(π/4) cos θ

]
. Note that the array factor does not introduce any nulls. The

only null that occurs is the one due to the element factor (horizontal dipole) at θ = π/2,
as shown in Figure 11.4.
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Figure 11.4 Element factor, array factor, and total pattern for a two-element array of infinitesimal
horizontal dipoles with d = λ/4 and ξ = 0.
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If we change ξ to ξ = π/2, the array factor changes to AFn = cos
[
(π/4)(cos θ + 1)

]
and the total pattern to Etotal = | cos θ | cos[(π/4)(cos θ + 1)]. This change in the exter-
nally applied phase introduces an additional null at θ = 0◦, as shown in Figure 11.5.

For a phase of ξ = −π/2, the total pattern is Etotal = | cos θ | cos[(π/4)(cos θ − 1)]
and an additional null is introduced at θ = 180◦, as shown in Figure 11.6.

11.2.2 Uniform N-Element Linear Array

Consider now an N -element array of isotropic radiators shown in Figure 11.7. It is a linear
array since all elements of the array are positioned along a single line and it is called
uniform because each identical element is fed with a current of the same magnitude but
with a progressive phase shift of ξ . The distance of separation between adjacent elements
is d.

In this case the array factor can be expressed as the sum of all single-element contri-
butions:

AF = 1+ ejψ + ej2ψ + ej3ψ + · · · + ej (N−1)ψ (11.6)

where ψ = kd cos θ + ξ . Equation (11.6) is a geometric series that can be expressed in
compact form:

AF = sin(Nψ/2)

sin(ψ/2)
(11.7)
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Figure 11.5 Element factor, array factor, and total pattern for a two-element array of infinite-
simal horizontal dipoles with d = π/4 and ξ = π/2.
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Figure 11.6 Element factor, array factor, and total pattern for a two-element array of infinitesimal
horizontal dipoles with d = π/4 and ξ = −π/2.
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Figure 11.7 Geometrical configuration of N isotropic elements along the z-axis, separated by a
distance d and fed with a progressive phase ξ .

Examination of Eq. (11.7) reveals the following points about the array factor of a uniform
linear array:

1. The principal maximum (major lobe) occurs when, ψ = 0; that is,

kd cos θmajor + ξ = 0 or θmajor = cos−1 (−λξ/2πd) .

2. The principal maximum (major lobe) occurs when ψ/2 = ±mπ ; that is,

kd cos θmajor + ξ = ±2mπ

or

θmajor = cos−1 [(λ/2πd)(−ξ ± 2mπ)
]
, m = 0, 1, 2, . . .

3. The nulls occur when sin(Nψ/2) = 0; that is, Nψ/2 = ±nπ for n = 1, 2, 3, . . .
and n �= N, 2N, . . . .

Figure 11.8 shows an example of a linear array of eight microstrip antennas mounted on
a ground plane.

Figure 11.8 A linear array antenna comprised of eight identical microstrip elements.
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If the aim is to steer the main beam at θmajor = 90◦ (broadside array), the progressive
phase shift should be equal to zero, provided that d �= nλ for n = 1, 2, 3, . . . . If we want
the major lobe to appear at θmajor = 0◦ or θmajor = 180◦ (end fire array), then (1) for
θmajor = 0◦, the progressive phase shift should be ξ = −kd; and (2) for θmajor = 180◦,
ξ = kd.

Example 2 To illustrate the procedure for designing uniform array antennas and to
introduce the concept of “grating lobes,” a 10-element uniform array with ξ = 0 and two
different distances of separation d (d = π/4 and d = λ) are considered. Since ξ = 0 we
expect the major lobe to appear at θ = 90◦. However, for d ≥ λ, two more maxima appear
at θ = 0◦ and θ = 180◦ (Figure 11.9). These two extra unexpected lobes are referred to
as “grating lobes.” These lobes are undesired lobes that occur due to the constructive
interference of the individual element fields. To avoid grating lobes d should always be
less than λ.

11.2.3 Planar Arrays

Unlike linear arrays that can only scan the main beam in one polar plane (φ or θ ), planar
arrays scan the main beam along both φ and θ . Planar arrays offer more gain and lower
sidelobes than linear arrays, at the expense of using more elements. The design principles
for planar arrays are similar to those presented earlier for the linear arrays. Since the
elements are placed in two dimensions (see Figure 11.10), the array factor of a planar
array can be expressed as the multiplication of the array factors of two linear arrays: one
along the x-axis and one along the y-axis [1]:

AFplanar = (AFx) · (AFy) (11.8)
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Figure 11.9 Array factor patterns for a 10-element, uniform broadside array with ξ = 0.
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Figure 11.10 Geometry of a rectangular M ×N planar array with interelement distance d.

or

AF =
(

sin(Nψx/2)

N sin(ψx/2)

)(
sin(Mψy/2)

M sin(ψy/2)

)
(11.9)

where

ψx = kdx sin θ cos φ + ξx

ψy = kdy sin θ sinφ + ξy

Figure 11.11 shows an example for the radiation pattern produced by an 11 × 11 planar
array with λ/2 spacing and the major lobe steered towards (20◦, 30◦).

By using a progressive phase shift applied to the elements of the array we can scan
the main beam in certain angles (phased array), but it is also possible to use different

(20°, 30°)

q
f

Figure 11.11 Example of radiation pattern from an 11× 11 planar array.
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Figure 11.12 Planar M ×N array scanning and tracking multiple targets simultaneously.

excitation schemes for the individual elements to track multiple sources or targets along
θ and φ, as shown in Figure 11.12.

11.2.4 Circular Arrays

In a circular array configuration, the elements are placed in a circle, as shown in
Figure 11.13. The array factor in this case is given by [1]

AF(θ, φ) =
N∑

n=1

Ine
jka[sin θ cos(φ−φn)−sin θ0 cos(φ0−φn)] (11.10)

where φ0 and θ0 are the angles of the main beam, a is the radius of the circular array,
and In are the excitation coefficients of the elements.

Figure 11.14 shows an example radiation pattern produced with a 15-element circular
array, with λ/2 spacing.

Z
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q

…N − 1
N
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r

Figure 11.13 Geometry of an N-element circular array.
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f

q

Figure 11.14 Example of radiation pattern from a 15-element circular array with main lobe at
(0◦, 0◦).

11.2.5 Nonuniform Arrays

Nonuniform arrays are arrays whose elements can have variable excitations. There are
several ways of exciting the elements of an array to achieve certain goals. For example,
one can use the Schelkunoff zero placement method [1, 3, 5] to place nulls in cer-
tain directions in the radiation pattern. Another well known technique is the binomial
array approach, which one can use to achieve zero sidelobe levels when the interele-
ment spacing is λ/2. However, this will also yield a larger beamwidth. Finally, the
one technique that offers a compromise between the uniform and binomial arrays is the
Dolph–Chebyshev array. Here we describe both the binomial and Chebyshev design
methods.

11.2.5.1 Binomial Arrays Consider the array factor for uniform arrays given by
Eq. (11.6):

AF = 1+ ejψ + ej2ψ + ej3ψ + · · · + ej (N−1)ψ

In the case of the binomial array with N elements, one can show [3, 5] that the array
factor with nonuniform excitation coefficients can be expressed as

AF = (1+ ejψ)N−1 = 1+ (N − 1)eiψ + (N − 1)(N − 2)

2!
ej2ψ

+ (N − 1)(N − 2)(N − 3)

3!
ej3ψ + · · · (11.11)

From Eq. (11.11), it is evident that the current coefficients of the resulting N -element
array take the form of a binomial series and that is why this array is known as a binomial
array . Table 11.1 shows some of the excitation coefficients for various N values.
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TABLE 11.1 Pascal’s Triangle and the Binomial Expan-
sion Coefficients

1
1 1

1 2 1
1 3 3 1

1 4 6 4 1
1 5 10 10 5 1

1 6 15 20 15 6 1
1 7 21 35 35 21 7 1

1 8 28 56 70 56 28 8 1
1 9 36 84 126 126 84 36 9 1

N = 1
N = 2
N = 3
N = 4
N = 5
N = 6
N = 7
N = 8
N = 9
N = 10

Advantages

• The binomial array has very low sidelobes.
• You can actually get the sidelobes equal to zero if d = λ/2.

Disadvantages

• They exhibit larger beamwidth compared to the uniform array.
• There are wide variations between the amplitudes of the different elements.
• There are low efficiencies.
• It is difficult to implement in practice since the electronics required to create the

wide variation in magnitudes becomes complex and costly.

11.2.5.2 Dolph–Chebyshev Method It is a compromise between the uniform and
binomial arrays. The idea is that for a given sidelobe level you can design an array with
the narrowest beam, or vice versa.

In this case the array factor of P elements can be expressed in terms of cosine terms
[1, 3, 5]:

(AF)P =
M∑
n=1

an cos[(2n− 1)u], forP = 2M (even number) (11.12)

where u = (πd/λ) cos θ

(AF)P =
M+1∑
n=1

an cos[2(n− 1)u], forP = 2M + 1 (odd number) (11.13)

Table 11.2 shows the relationship between the various Chebyshev polynomials and
the cosine terms that appears in Eqs. (11.12) and (11.13).

Design Procedure For a given sidelobe ratio R0 (in dB) and the number of elements
find the excitation coefficients.

Step 1: Replace each cos(mu) term in the array factor by its expansion in terms of
powers of cos(u).
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TABLE 11.2 Chebyshev Polynomials in Terms of Cosine Terms

cos 0u = 1 cos 0u = 1 = T0(x)

cos 1u = cos u cos 1u = x = T1(x)

cos 2u = 2 cos2 −1 cos 2u = 2x2 − 1 = T2(x)

cos 3u = 4 cos3 u− 3 cos u cos 3u = 4x3 − 3x = T3(x)

cos 4u = 8 cos4 u− 8 cos2 u+ 1 cos 4u = 8x4 − 8x2 + 1 = T4(x)

cos 5u = 16 cos5 u− 20 cos3 u+ 5 cos u cos 5u = 16x5 − 20x3 + 5x = T5(x)

cos 6u = 32 cos6 u− 48 cos4 u+ 18 cos2 u− 1 cos 6u = 32x6 − 48x4 + 18x2 − 1 = T6(x)

cos 7u = 64 cos7 u− 112 cos5 u+ 56 cos3 u cos 7u = 64x7 − 112x5 + 56x3 − 7x = T7(x)

−7 cos u
cos 8u = 128 cos8 u− 256 cos6 u+ 160 cos4 u cos 8u = 128x8 − 256x6 + 160x4 − 32x2

−32 cos2 u+ 1 +1 = T8(x)

cos 9u = 256 cos9 u− 576 cos7 u+ 432 cos5 u cos 9u = 256x9 − 576x7 + 432x5 − 120x3

−120 cos3 u+ 9 cos u +9x = T9(x)

Step 2: Express the sidelobe ratio R0

Height of major lobe

Height of first sidelobe
= H0

H1
= R0 (dB)

as a voltage ratio using
R0
∣∣
Voltage = 10R0/20 (11.14)

Step 3: Use R0 (voltage ratio) to determine the normalization number z0 from

R0
∣∣
Voltage = TP−1(z0) = cosh[(P − 1) cosh−1(z0)] (11.15)

which yields

z0 = cosh

(
cosh−1 R0

P − 1

)
(11.16)

Step 4: Substitute cos(u) = z/z0 in the array factor of Step 1. The idea of using z0 in
the array factor is to normalize the sidelobes to the value of 1.

Step 5: Equate the array factor of Step 5 to the TP−1(z) Chebyshev polynomial. By equat-
ing the array factor and the Chebyshev polynomial we can determine the excitation
coefficients.

Example Design a five-element Dolph–Chebyshev array that will yield sidelobes 20 dB
below the main beam. Let d = λ/2.

Using Eq. (11.13) we have

(AF)P =
M+1∑
n=1

an cos[2(n− 1)u]

with M = 2 and P = 5.
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Step 1: Write the array factor in terms of powers of cos u:

(AF)P =
M+1∑
n=1

an cos[2(n− 1)u] = a1 cos 0u+ a2 cos 2u+ a3 cos 4u

= a1 + a2(2 cos2 u− 1)+ a3(8 cos4 u− 8 cos2 u+ 1)

= (a1 − a2 + a3)+ (2a2 − 8a3) cos2 u+ 8a3 cos4 u (11.17)

Step 2:
20dB = 20 log10 R0 ⇒ R0

∣∣
V
= 10R0/20 = 101 = 10

Step 3:

z0 = cosh

(
cosh−1 R0

P − 1

)
= cosh

(
cosh−1 10

4

)
= 1.293

Step 4:

(AF)5 = a1 + a2

[
2

(
z

z0

)2

− 1

]
+ a3

[
8

(
z

z0

)4

− 8

(
z

z0

)2

+ 1

]

= (a1 − a2 + a3)+ (2a2 − 8a3)

(
z

z0

)2

+ 8a3

(
z

z0

)4

Step 5:

(AF)5 = (a1 − a2 + a3)+ (2a2 − 8a3)

(
z

z0

)2

+ 8a3

(
z

z0

)4

= T4(x) = 8z4 − 8z2 + 1 (11.18)

Hence
a1 = 2.698, a2 = 4.493, and a3 = 2.795

Directivity The directivity for a large Dolph–Chebyshev array with sidelobes between
−20 and −60 dB, and for a direction near broadside, is given by [1]

D0 =
2R2

0

1+ (R2
0 − 1)f λ

L+d

(11.19)

where L is the length of the array and f is the broadening factor given by [1]

f = 1+ 0.636

{
2

R0
cosh

[√
(cosh−1 R0)− π2

]}2

(11.20)

Figures 11.15 and 11.16 depict the broadening factor and directivity for Dolph–
Chebyshev arrays, respectively.
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Figure 11.15 Beam broadening factor for Chebyshev arrays. (From R. S. Elliott, Beamwidth and
directivity of large scanning arrays, Part 1, Microwave J ., Vol. 6, pp. 53–60, December 1963.)
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Figure 11.16 Directivity of Chebyshev arrays. (From R. S. Elliott, Beamwidth and directivity of
large scanning arrays, Part 1, Microwave J ., Vol. 6, pp. 53–60, December 1963.)

11.3 PROPAGATION MODELS FOR SMART ANTENNA ANALYSIS

There are a plethora of radio wave propagation models, with varying complexity and
accuracy. The right choice depends on system and operational parameters like the specific
environment, simulation run time, achieved accuracy, cost, and ease of use. Gener-
ally, experience has shown that for nonsite-specific scenarios, sufficient accuracy can be
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achieved at reasonable simulation times, with stochastic models. For site-specific scenar-
ios, more complex deterministic (ray tracing) models, which employ realistic information
for the environment under consideration (geographical databases), are required to provide
reasonable accuracy, but at the cost of increased computational complexity and hence
simulation times.

Table 11.3 provides a brief overview of the most representative propagation mod-
els that include spatial information for smart antenna analysis, along with some key
references. For more information, Refs. 6 and 7 and the references therein are cited.

Ray tracing techniques, in particular, although computationally complex, can provide
accurate site-specific information for the three-dimensional (3D) impulse response of the
radio channel. This modeling approach has evolved from “point-to-point” analysis to
“multipoint-to-multipoint” scenarios and hence is a valuable tool for smart antenna (and
MIMO) system analysis. An example for the produced results from a ray tracing model
is shown in Figure 11.17. Figures 11.17a and 11.17b show the area under study, a typical
large cell operational environment, along with the multipath between a base station (BS)
and a mobile station (MS) position, in 2D and 3D, respectively. Figures 11.17c and 11.17d
show the angle of arrival (in azimuth) versus power for each of the multipath rays, at the
BS and MS, respectively. The spatial characteristics of the radio channel differ between
the two ends; they are generally more uniform at the MS while they are more directive at
the BS. Figures 11.17e and 11.17f show the angle of arrival (in elevation) versus power
for each of the multipath rays, at the BS and MS, respectively. Similar behavior between

TABLE 11.3 Spatiotemporal Propagation Models for Smart Antenna Analysis

Model Brief Description

Ring of scatterers (Lee’s
model)

Effective scatterers are uniformly spaced on a circular ring around
the mobile [8]

Discrete uniform distribution
(macrocell)

Scatterers are evenly located within a narrow beamwidth centered
around the direction of the mobile [9]

Geometrically based
single-bounce (GBSB)
circular model (macrocell)

Scatterers are uniformly placed within a disk of radius R, around
the mobile [10, 11]

Geometrically based
single-bounce elliptical
model (microcells)

Same concept with the previous model (GBSB) but now scatterers
are uniformly distributed within an ellipse [12]

Gaussian wide sense
stationary uncorrelated
scattering (GWSSUS)
model

Scatterers are grouped in clusters and time delay–angle spread
differences within clusters are not resolvable within the signal’s
bandwidth (narrowband assumptions) [13, 14]

Combined GBSB and
GWSSUS

Combination of the geometrically based single bounce and the
Gaussian wide sense stationary uncorrelated scattering models,
further enhanced to handle nonstationary scenarios [15–17]

Modified Saleh–Valenzuella
(indoor)

Extended indoor model based on measurements and the
assumption that time and angle are statistically independent [18]

Measurement based
models—statistical

Statistical description of propagation characteristics based on
measurements [19–21]

Ray tracing Deterministic models that combine geometrical optics, uniform
theory of diffraction, and scattering models with geographical
information of the environment [22–24]
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Figure 11.17 Map of the (a) 2D and (b) 3D environment and multipath example. Example of
ray tracing 3D impulse response: angle of arrival—AoA (azimuth)—versus power at the (c) BS
and (d) MS. AoA (elevation) versus power at the (e) BS and (f) MS. (g) Time of arrival (ToA)
versus power.
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Figure 11.17 (continued )

the ends is shown here, with the multipath rays confined within a small angular spread,
although there are cases where ground reflections can increase the elevation angular
spread. Figure 11.17g shows the time of arrival versus power for the multipath rays.

11.4 SMART ANTENNAS

11.4.1 Beam-Forming Basics

The term beam forming relates to the capability of the antenna array to focus energy
toward a specific direction in space and nulls in the undesired directions. For this reason,
beam forming is often referred to as spatial filtering. Just spatial filtering or beam forming
was the first approach to carrying out space–time processing of data sampled at antenna
arrays.

The Bartlett (conventional ) beam former was the first to emerge during World War II
[25]. Later, adaptive beam formers and classical time-delay estimation techniques were
applied to enhance the ability to resolve closely spaced signal sources [26, 27]. From
a statistical point of view, the classical techniques can be seen as spatial extensions of
the spectral Wiener (or matched ) filtering method [28]. However, the conventional beam
former has some fundamental limitations connected to the physical size of the array,
the available data collection time, and the signal-to-noise ratio (SNR). Some aspects of
analog and digital beam forming are introduced next.

11.4.1.1 Analog Beam Forming Figure 11.18 depicts a radiofrequency (RF) beam-
former example for creating only one beam at the output [29]. In practice, RF beam
formers can employ microwave waveguides, microstrip structures, transmission lines, or
printed microwave circuits.

Multiple-beam beam formers are more complex configurations, based mathematically
on the beam-forming matrix (the Butler matrix is the most well known and widely used
matrix [30, 31]). Figure 11.19a shows a Butler beam-forming matrix for a four-element
antenna array. This matrix utilizes two 45◦ fixed-phase shifters and four 90◦ phase-lag
hybrid junctions (Figure 11.19b). Typically, the number of beams is equal to the number
of antenna elements in the arrays.
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Figure 11.18 Architecture of a simple, on-beam RF beam former.

(a)

(b)

Figure 11.19 (a) A Butler beam-forming matrix for a four-element antenna array, and (b) its
phasing scheme.
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By tracing the signal from the four ports to the array elements, one can show that
the phase distribution at the antenna aperture corresponds to the individual ports of the
four-port Butler matrix. Figure 11.20 depicts the radiation pattern from a four-element
antenna array with elements spaced at λ/2 using a Butler matrix feed structure. Although
these four beams are overlapping, they are mutually orthogonal [32].

Although the Butler matrix was developed before the fast Fourier transform (FFT),
they are completely equivalent. The Butler matrix is used with analog beam forming,
whereas the FFT is used in digital beam forming [33].

11.4.1.2 Digital Beam Forming Digital beam forming is achieved by converting
the incident RF signal at each antenna element into two streams of binary complex
baseband signals that represent the in-phase component (I) and the 90◦ phase shifted or
quadrature component (Q). These weighted signals, from each element, are sampled and
stored, and beams are then formed summing the appropriate samples [34]. Depending on
the choice of weights, one can use this technique to realize a multibeam antenna array
for a switched or an adaptive system. Processing speed and cost have been problems
traditionally, but today, inexpensive digital processors, such as field programmable gate
arrays (FPGAs), and advanced digital signal processing (DSP) techniques have made the
use of smart antennas a reality in wireless communication systems.

A simple structure where a processor can be inserted into an antenna array to achieve
beam forming is shown in Figure 11.21 [35]. Let us assume that this array has M elements
(sensors). The output yn(θ), (t = nT ) is given by the sum of the sampled baseband data
at M sensors or

yn(θ) =
m−1∑
m=0

w∗
m xm(n) (11.21)

where xm is the signal from the mth element of the array, w∗
m is the weight applied to

the antenna element m, and ∗ denotes the complex conjugate operation. Equation (11.21)
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Figure 11.20 Computation of the antenna pattern corresponding to the beam former in Figure
11.19. (From Ref. 32.)
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Figure 11.21 Simple digital beam-former architecture.

can be also written
yn(θ) = wH · x(n) (11.22)

where H represents the Hermitian transpose. The nth sample of the output yn(θ) is given
by the array snapshot multiplied by a set of weights chosen to form a beam in a desired
direction θ .

For generating an arbitrary number of simultaneous beams from an M antenna element
array, we can use the arrangement shown in Figure 11.22. Here, each beam former
generates a separate beam by applying independent weights to the array signals [36],
that is,

y(θi) =
M−1∑
m=0

wi∗
m xm (11.23)

where y(θi) is the output of the beam former for a beam in direction θi , xm is a sam-
ple from the mth array element, and wi

m are the weights required to form a beam in
direction θi .
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Figure 11.22 A simple beam former capable of generating an arbitrary number of beams.
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It should be mentioned here that by choosing the appropriate weight vectors, beam
steering, adaptive nulling , and beam shaping can be achieved, as will be described next.

Example 3 (Beam Steering) Let us use a two-element array antenna to steer the
main beam in the direction of a desired signal and a null in the direction of an inter-
ference. Let the two antenna elements be separated by a distance of d = λ/2, as shown
in Figure 11.23. Also, let us assume that the desired signal arrives at θ1 = 0◦ and the
interfering signal at θ2 = π

6 Both signals use the same carrier frequency f .
The incoming desired signal, given by sd = Vde

j2πf t , is received by the two elements
with the same phase. The output yd for the desired signal is a linear combination of the
incoming desired signal and the two corresponding weight coefficients, w1 at the first
element and w2 at the second element, or

yd = Vde
j2πf t (w1 +w2) (11.24)

Simultaneously, the interfering signal sI(t) = VIe
j2πf t is received by the first and second

antenna elements with a phase shift of φ = kd sin(π/6) = 2π(λ/2)( 1
2/λ) = π/2 Thus

the array output for the interfering signal equals [37]

yI = VIe
j2πf tw1 + VIe

j2πf t+π/2w2 (11.25)

To guarantee that the desired signal appears at the output, the following conditions must
be satisfied:

Re[w1]+ Re[w2] = 1 and Im[w1]+ Im[w2] = 0 (11.26)

At the same time, to minimize (or eliminate) the effect of the interfering signal, without
affecting the desired signal, one must enforce the condition that the array output for the

Sd (t) = Vde j2pft SI(t) = VIe
j2pft

p/6

1

W1 W2

2

y

Σ

Figure 11.23 An adaptive array of two elements.
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interference response must be zero or

Re[w1]+ Re[jw2] = 0 and Im[w1]+ Im[jw2] = 0 (11.27)

Expressions (11.26) and (11.27) are then solved simultaneously to yield

w1 = 1
2 − j ( 1

2 ) and w2 = 1
2 + j ( 1

2 ) (11.28)

Using these two weights, the two-element array will accept the desired signal while
simultaneously it will eliminate the interfering signal. In this example we assumed prior
knowledge of the direction of arrival for the interfering and desired signals. Since this is
not the case in practice, adaptive arrays can actually be used to determine the angle of
arrival (AoA) of a desired signal before it is used for beam steering [38].

11.4.2 Smart Antenna Methods

11.4.2.1 Switched Beams: Adaptive Antennas Smart antenna systems are usu-
ally categorized as either switched beam or adaptive antenna array systems. Although
both systems attempt to increase gain in the direction of the user, only the adaptive array
system can offer optimal gain since it can actively identify and track both the desired
and the interfering signals. It is the adaptive system’s active interference capability that
offers substantial performance advantages and flexibility over the more passive switched
beam approach [39]. The switched beam method can be considered as an extension of
traditional cellular sectorization, where a typical cell is composed of three 120◦ sectors.
The switched beam approach can further subdivide each sector into several sub sectors
(see Figure 11.24). As a result, the output from a switched beam is a grid of orthogonal
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Figure 11.24 Example of switched beams: grid of eight beams produced by a six-element linear
array per sector.
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beams, where each beam has a maximum toward some direction and minima toward
the directions of all other beams. The best beam from the grid is selected based on an
algorithm that employs maximum power or SINR as criteria. Due to the fixed point-
ing direction nature of the switched beam approach, it introduces cusping loss between
beams, offers limited interference suppression, and is sensitive to false beam locking due
to interference, shadowing, and wide angular spread.

The switched beam technique can be extended to achieve dynamic sectorization by
optimizing sector coverage as a function of traffic requirements. Figure 11.25b shows an
example of such a scenario where a narrower sector has been created from 60◦ to 120◦ by
choosing the appropriate beams in order to support the increased traffic in this area (see
Figure 11.25a), while the other two sectors have been widened accordingly. The result
is to balance the load throughout the whole cell, hence improving the overall capacity.
This technique gives reasonable benefits for nonuniform traffic scenarios (in practice,
traffic during a day is highly time variant, e.g., high traffic demands in highways during
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Figure 11.25 Dynamic sectorization example: (a) loading before and after dynamic sectorization
and (b) dynamic sectorization layout.
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morning–afternoon rush hours but lower during office hours and high traffic demands in
office areas during office hours but low in the afternoon–night).

Adaptive antennas take a different approach. By adjusting to an RF environment as it
changes, they can dynamically alter the signal patterns to optimize the performance of the
wireless system. The adaptive approach continuously updates its beam response based on
changes in both the desired and interfering signals. The ability to track users with main
lobes and interferers with nulls ensures that the link budget is constantly maximized.
Figure 11.26 shows the architecture of a basic adaptive array antenna. By continuously
adjusting the complex weights of the array with sophisticated signal processing (the
weight controller is the “brain” of the technique or where the intelligence comes from),
beam steering as well as desired or interfering user location and/or SINR optimization
can be achieved.

Figure 11.27 illustrates an example for the beam pattern response that each smart
antenna method might choose in a scenario involving one desired signal and two

Antenna Array

Weight
Controller

Digital
Beamformer

Calibration
Unit

Radio Unit

(TX/RX
modules,
ADC/DAC)

Figure 11.26 Basic architecture of an adaptive array antenna.

1st co-channel interferer

2nd co-channel interferer

desired signal

Switched-beam array Adaptive array

Figure 11.27 Smart antenna response: switched beam system is on the left and the adaptive
antenna system on the right.



11.4 SMART ANTENNAS 555

co-channel interferers. The switched beam system is depicted on the left, while the
adaptive antenna system on the right. Both systems direct their major lobes in the
general direction of the signal of interest. The switched beam has to choose the “best”
beam from a grid of beams with fixed directions while the adaptive system chooses a
more accurate placement, hence providing greater signal enhancement. Similarly, the
interfering signals are reduced due to the lower gain outside the main lobe of the chosen
radiation pattern for the switched beam method, while again, in the adaptive antenna
system, the interfering signals experience maximum suppression.

11.4.2.2 Smart Antenna Network Implementations Different network imple-
mentations of smart antennas include spatial filtering for interference reduction (SFIR)
and space division multiple access (SDMA) (see Figure 11.28). When a smart antenna is
deployed in a network for SFIR, the goal is to support one user in each of the co-channel
cells and through interference reduction in the spatial domain, to achieve a lower reuse
pattern (and hence increase capacity). SDMA, on the other hand, is deployed by exploit-
ing the spatial separation of the users, so that multiple users can operate simultaneously
within the same cell (same time and frequency channel). This concept can be seen as
a dynamic (as opposed to fixed) sectorization approach, where each mobile defines its
own sector as it moves.

The major advantages and disadvantages of these techniques are summarized in
Table 11.4 [39]

TABLE 11.4 Advantages and Disadvantages of SDMA and SFIR

Implementation Advantages Disadvantages

SDMA • No need for revised frequency
planning to exploit capacity gain

• Limited cell deployment for local
capacity improvement

• Requires discrimination between
intracell SDMA users

• More complex radio resource
management (angle and power)

SFIR • No need for major air interface
changes

• Minor changes to the radio
resource management

• Relies on intelligent intracell
handover

• Large deployments necessary to
exploit the full capacity
potentials

Desired 2

Desired 1

Interference

Desired

Interference

Figure 11.28 SFIR and SDMA concepts.
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11.5 SMART ANTENNA ALGORITHMS

11.5.1 Adaptive Beam Forming

Howells was the first to implement an adaptive sidelobe canceler (SLC) at intermediate
frequency (IF), [40] (see Figure 11.29). This was the first adaptive antenna system that
was capable of placing nulls in the direction of interfering signals. His system was a
combination of an antenna array with a high gain main-beam “dish” antenna. The dish
antenna had a weight of w0, whereas the surrounding linear array elements were assigned
weights wm,m = 1, 2, . . . ,M − 1.

Applebaum developed the well-known Howells–Applebaum algorithm [27], which
was the starting point on how to control the weights of the adaptive beam former to
maximize the SNR at the array output. For the analog SLC multibeam antenna loop,
Applebaum expressed a differential adaptive processing equation, given by

T
dwi

dt
+ wi = G

(
pi − x∗i (t)

M−1∑
m=0

wm xm(t)

)
(11.29)

where T is the smoothing filter time constant, G is the amplifier gain, wi is the i th
weight at the i th element output, xi(t) is a signal from the i th antenna element, and pi

is the cross correlation between xi(t) and the output of the main dish antenna channel
(reference signal).

The above equation can be expressed in a matrix form:

w = μR−1p (11.30)

where μ is a scalar used for convergence purposes of the algorithm and R is the M ×M

covariance matrix R = E[x(n)xH (n)]. Here it is assumed that the correlation matrix is
nonsingular so its inverse exists (it is true when noise is present). This matrix is formed

Dish Antenna Array elements

L.O. L.O. L.O. L.O.

Band
Pass
Filter

W0

W1

W2
WM−1

Output

Figure 11.29 Adaptive sidelobe canceler.
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from the expected values of the array signal correlation. The above solution is the optimal
antenna array weight vector in the MMSE (minimum mean square error) sense [28].

The mean output power from this optimum processor is

P = wH Rw (11.31)

11.5.1.1 Sample Matrix Inversion (SMI) Algorithm Reed developed the sample
matrix inversion (SMI) technique for a fast adaptive beam-forming scheme [41, 42]. This
algorithm provides estimates for the array weights by replacing the correlation matrix R̂
an estimate from multiple snapshots (N ) of the array signal:

R̂ = 1

N

N∑
n=1

x(n) xH (n) (11.32)

The estimate of R can be updated when new samples arrive:

R̂(n+ 1) = nR̂(n)+ x(n+ 1)xH (n+ 1)

n+ 1
(11.33)

11.5.1.2 Least Mean Squares (LMS) Algorithm Widrow developed the least
squares or LMS algorithm , which is the most commonly used adaptive algorithm [26].
The LMS algorithm updates the weights at each iteration by estimating the gradient of the
quadratic surface and then moving the weights in the negative direction of the gradient
by a constant, which is referred to as “step” [43]:

∇ (
E
(
e(n)2)) = −e∗(n) · x(n) (11.34)

w(n+ 1) = w(n)− step ·∇ (
E
(
e(n)2)) (11.35)

From these two equations it can be seen that

w(n+ 1) = w(n)+ step · [e∗(n) · x(n)] (11.36)

When the step size is smaller than the maximum eigenvalue of the correlation matrix
R, the algorithm is stable and the mean values of the estimated weights converge to
the optimal weights. Since the sum of the eigenvalues of R is its trace, the step size is
usually chosen as

0 < step <
1

Trace(R)
(11.37)

Clearly, the LMS algorithm does not require prior knowledge of the signal statistics
(i.e., R and p). The LMS algorithm amounts to approximating the expected value by
the product of the observation vector and the estimation error, a technique known as
stochastic approximation . Because the filter coefficients depend on new observations
and are continuously updated via the estimate of the gradient, the LMS filter coefficients
do not converge to a stable set of values even when the observation is stationary. Rather,
after an initial transient response to the set of observations, the coefficients settle toward
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a set of values and vary randomly to some degree. The variance of the filter’s coefficients
is related to the adaptation parameter “step,” but in the opposite way to the settling time.
A small value for the “step” results in slow convergence of the filter coefficients and their
long-term values do not vary greatly about the optimal values. Hence the value for the
parameter “step” depends on the trade-off between convergence rate and misadjustment
(misadjustment is the ratio of the excess squared error to the minimum squared error and
is a measure of how closely the adaptive process tracks the optimum Wiener solution).

The LMS algorithm is the least computationally complex weight adaptation algorithm.
However, the rate of convergence to the optimum weights depends on the eigenvalues
of the correlation matrix R, that is, the power of the desired and interfering signals.

Although both Applebaum’s maximum SNR algorithm and Widrow’s LMS error algo-
rithm were discovered independently using different approaches, they are basically very
similar and in the case of stationary signals they both converge to the optimum Wiener
solution.

The LMS algorithm is a simple adaptive algorithm, but with data-dependent behavior.
The influence of the data mean power on the convergence time and the final misadjust-
ment can be removed by normalization of the step size by the data mean power estimate,
which effectively leads to the normalized LMS (NLMS) algorithm.

11.5.1.3 Recursive Least Squares (RLS) Algorithm In Ref. 43 it is shown that
the weights can be calculated in a recursive manner:

w(n+ 1) = w(n)+ R−1(n)e∗(n+ 1)x(n+ 1)

λ+ xH (n+ 1)R−1(n)x(n+ 1)
(11.38)

R−1(n+ 1) = 1

λ

[
R−1(n)− R−1(n)x(n+ 1)xH (n+ 1)R−1(n)

λ+ xH (n+ 1)R−1(n)x(n+ 1)

]
(11.39)

R−1(0) = δ−1I (11.40)

where δ is a small positive constant. The forgetting factor λ depends on the fading rate
of the channel and the best value is close to 1. The RLS algorithm is extremely fast
compared to the LMS algorithm (it generally needs about 2M iterations, with M the
number of antenna elements) and does not suffer from poor convergence in variance
(inconsistency) as with the LMS, but requires several matrix multiplications at each
iteration (i.e., has greater computational complexity).

The RLS algorithm is susceptible to round-off noise in an implementation of the
algorithm with finite precision arithmetic. The major problem with round-off errors occurs
in the updating of R−1(n). To avoid this problem a decomposition of the correlation
matrix or its inverse may be performed. The resulting algorithm is then dependent on the
data vector and not the squared data vector (as in the correlation matrix), consequently
reducing the effect of the round-off errors [28, 43, 44]:

R−1(n) = A(n)AH (n) (11.41)

Thus A(n) instead of R(n) can be updated:

A(n+ 1) = 1√
λ

[
A(n)− γA(n)AH (n)x(n)xH (n)A(n)

]
(11.42)
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The initial value for the A(k) matrix is chosen again as for the RLS algorithm:

A−1(0) = δ−1I (11.43)

and γ is a parameter that is calculated from the element signal vector and the correlation
matrix.

11.5.2 Direction Finding Methods

Direction finding methods have been studied extensively in the literature. The problem of
direction estimation is significantly simplified if it is assumed that each source transmits
in such a way that one plane wave arrives at a receiving antenna array from a specific
direction (estimation of point sources). Here, only some of these algorithms are presented,
the most widely used for smart antenna applications in wireless communication systems.

11.5.2.1 Conventional Beam Forming (CBF) This method (also referred to as
delay and sum or Fourier method) is possibly the simplest technique for direction finding
[45]. The output power from the conventional beam former as a function of the angle of
arrival (spatial power spectrum) is given by

PCBF = aH (φ)Ra(φ)
aH (φ)a(φ)

(11.44)

where a(φ) is the steering vector.
If a signal is received from the array from a direction φ0, then the output power of the

conventional beam former is maximized when w = a(φ0). Therefore, in order to produce
the spatial power spectrum with a conventional beam former, we need to estimate the
correlation matrix of the received signal and calculate the steering vector for all the
angles of interest. Generally, it is a simple and hence robust technique but suffers from
poor resolution.

11.5.2.2 Minimum Variance Distortionless Response (MVDR) The MVDR
method (also referred to as maximum likelihood of spectrum estimation or Capon’s
method [46]) employs array weights that minimize the mean output power subject to
maintaining constant gain in the desired direction. Using a Lagrange multiplier, the
weights that satisfy this constrained optimization problem are

w = R−1a(φ)
aH (φ)R−1a(φ)

(11.45)

This can also be related to classical adaptive antenna array terminology by recognizing
that such weights produce the optimum adaptive antenna response.

The expression for the spatial power spectrum is given by

PMVDR = 1

aH (φ)R−1a(φ)
(11.46)

The MVDR method is more complex than the conventional beam former but offers
improved resolution at the cost of lower noise reduction.
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11.5.2.3 Maximum Entropy (ME) The ME method (or Burg method [47]) cal-
culates the spatial power spectrum so that its Fourier transform equals the measured
autocorrelation subject to the constraint that its entropy is maximized. It has been shown
by Gabriel [48] to be equivalent to an LMS error linear prediction. Also, Gabriel [48]
showed that the linear prediction filter is identical in configuration to the Applebaum
sidelobe canceler, and hence the expression for the spatial power spectrum is given by

PME(φ) = 1

aH (φ)wwHa(φ)
(11.47)

where w = μR−1c, μ is a scalar, and c is the quiescent weight steering vector, which
for the Applebaum sidelobe canceler is [1 0 · · · 0]T . ME offers better resolution
than the MVDR algorithm.

11.5.2.4 Eigenstructure Methods These methods exploit the eigenstructure of
the array correlation matrix in order to achieve better resolution for the angle of arrival
estimation. The space spanned by the eigenvectors of the array correlation matrix can be
split into two orthogonal subspaces: the signal (associated with the larger eigenvalues)
and noise (associated with the smaller eigenvalues) subspaces:

R =
M∑
i=1

λieie
H
i = ES�SEH

S + σ 2ENEH
N (11.48)

where Es and EN represent the signal and noise eigenvectors, respectively, and �s are
the signal eigenvalues.

Since the steering vectors associated with the desired directions are orthogonal to
the noise subspace, they are contained in the signal subspace. As a result, such methods
search in principle for directions where the corresponding steering vectors are orthogonal
to the noise subspace.

Multiple Signal Classification (MUSIC) MUSIC estimates the noise subspace EN ,
either by eigenvalue decomposition of the array correlation matrix or singular value
decomposition of the data matrix (several snapshots) [49]. The MUSIC spatial power
spectrum is given by

PMUSIC(φ) = 1

aH (φ)ENEH
N a(φ)

(11.49)

In this spatial power spectrum, peaks occur in directions where the steering vector is
orthogonal to the noise subspace. This is demonstrated in Figure 11.30, where it can be
seen that the MUSIC algorithm can resolve two closely spaced signals.

The MUSIC algorithm offers high resolution (see Table 11.5) but has certain problems
in some situations:

1. It is difficult in practical situations to estimate the real number of sources and
hence separate noise and signal eigenvectors. This is due to the fact that in theory all
noise eigenvectors should correspond to the same eigenvalues, which is not true in real
environments (see Figure 11.31). Practical measures to solve such problems could include
adaptive “windowing” of the eigenvalue profile.
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Figure 11.30 Spatial power spectrum for the MUSIC algorithm. Two signals with 20-dB SNR
arriving at an eight-element array from 20◦ and 25◦.

TABLE 11.5 Electrical Angle Separation (Resolution �r) for Conventional Beam Forming,
MVDR, and MUSIC Methodsa

CBF MVDR [50] MUSIC [51]

2π

M
8.71

√
1

M5SNR
�r :

2880(M − 2)

NM4�r

⎡⎣1+
√
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r

60(M − 1)
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Figure 11.31 Eigenvalues measured at an eight-element antenna array, from field trials in an
urban operational scenario.
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2. In the presence of highly correlated signals (e.g., due to multipath), MUSIC fails
(singularity problems). Nevertheless, in most wireless scenarios, clustering of the multi-
path [52] results in lower correlation. Furthermore, spatial smoothing or multidimensional
searches are employed to decorrelate the signals (presented in the following).

3. MUSIC requires accurate calibration. Generally, calibration is required for digital
beam-forming systems where each channel contains a separate transceiver, each of which
must be amplitude and phase matched over the entire signal bandwidth. Any distortions
introduced will effectively preclude precise pattern control and hence significantly reduce
the overall benefit offered.

The accuracy required from the calibration process is mainly driven by the effects of
the element mismatches on the adaptive signal processing. For algorithms such as selec-
tion diversity, which rely on power measurements, it is only necessary to ensure that
any gain mismatches introduced in the receive chains do not bias the power measure-
ments made across the array—and hence the selection decision. For switched beams the
distortion of the beam pattern resulting from the element mismatch must be considered.
For super-resolution algorithms, such as the MUSIC algorithm, which are susceptible to
array mismatch errors, the calibration requirements are significantly more demanding.
In this case the quality of the calibration will be evident from the noise floor of the
MUSIC spectrum, which is an indicator of the null depth that is achieved in the field.
Field trials [53] demonstrated the need for accurate calibration. The tests were performed
for a range of environmental conditions and showed that the gross fixed offset distortion
across an eight-element antenna array varied over almost 2 dB and 180◦ across the dif-
ferent elements, and that the worst dynamic offset about the mean was 4.1 dB in terms
of amplitude and 35◦ in terms of phase variations.

4. With low SNR and number of samples, the MUSIC resolution degrades. To improve
the situation, schemes like the Min-Norm (MN) are employed. The MN method [54]
employs a weight vector that is of the minimum norm, has the first element equal to
unity, and is contained in the noise subspace. This gives the following expression for the
spatial power spectrum:

PMN(φ) = 1∣∣aH (φ)ENEH
N e1

∣∣2 (11.50)

Several modifications of the standard MUSIC method have been proposed in an
attempt to improve its performance and reduce computational complexity:

• For a uniform linear array, Barabell [55] proposed Root MUSIC, which calculates
the roots of an appropriate polynomial for the AoA search, instead of MUSIC’s
spectral peak identification. Root MUSIC offers better resolution but is limited to
uniform linear arrays only.

• Cyclic MUSIC [56] uses the spectral coherence properties of the signal to improve
the standard MUSIC.

• Beam space MUSIC [57, 58] passes the input array data through a beam for-
mer before MUSIC processing, hence achieving reduced computation, improved
resolution, and reduced sensitivity to errors (beam space processing is described
next).
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Estimation of Signal Parameters Via Rotational Invariance Techniques (ESPRIT)
The ESPRIT method exploits the shift structure that is generated if the array can be
divided into two identical arrays displaced by a known translation distance � [59].
An estimate of the input covariance matrix from the measurements of the total array
output (received signal vector at the two subarrays) is then eigendecomposed and, using
the multiplicity of the smallest eigenvalue, the number of signals is estimated (dest).
Based on that and the previous eigendecomposition, the signal subspace is estimated and
decomposed into two subarray matrices, which are eigendecomposed as E�EH · E is
then partitioned into dest × dest submatrices:

E =
[

E11 E12

E21 E22

]
(11.51)

The ith direction of arrival (DoAi) is estimated as

DoAi = sin−1
(

arg(λi)

2π�

)
(11.52)

where λi is the ith eigenvalue of the matrix:

�TLS = −E12 E−1
22 (11.53)

The total least squares (TLS) criterion is described above since, due to the problem’s
nature (two equally noisy matrices), TLS gives better results.

ESPRIT reduces the computational and storage requirements compared with MUSIC,
does not involve exhaustive search through all possible steering vectors to estimate the
direction of arrival, and does not require precise knowledge of the array manifold vectors
(low calibration requirements). One disadvantage is that, since it requires two identical
subarrays, it experiences higher estimation errors compared with other methods that
exploit the full array and not only the translation (e.g., stochastic maximum likelihood
and subspace fitting).

11.5.2.5 Beam Space Processing The idea behind this method is to preprocess
the received data so that only a spatial sector is chosen to be analyzed. This spatial
prefiltering of the received data results in computational gain, since the analysis is now
performed only for the focused sector. A simple choice to achieve this (apart from
knowing broadly where signals come from) is to employ conventional beam forming with
steering vectors for a set of chosen directions or spanning a sector with some predefined
angular resolution. Several algorithms with high computational complexity (like MUSIC
and ESPRIT) have been used with beam space preprocessing. As an example, beam
space MUSIC has better resolution and less sensitivity but worse variance than element
space MUSIC [60].

11.5.2.6 Algorithms for Estimating the Wireless Channel Although knowl-
edge of the direction of arrival of the desired signal, as outlined above, is useful, in
wireless communication applications there are other channel characteristics, like time
and frequency spread, that play an important role in the performance of a wireless com-
munication system. For this reason there are many algorithms presented in the literature
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that perform joint angle and time-delay estimation. The JADE (joint angle and delay esti-
mation) [61] algorithm is based on fitting a parameterized model of the channel matrix
to an unstructured estimate of the channel.

In the next section the SAGE algorithm is briefly discussed.

SAGE (Space-Alternating Generalized Expectation Maximization) This algorithm
employs the technique of expectation and maximization in order to optimize the maximum
likelihood function, with the parameters of time, direction of arrival, and the Doppler
frequency [62]. Essentially, the algorithm splits the problem and solves it for each wave
and then performs multiple iterations between the local solutions until a global optimum
is found. Assuming that b(t) is the transmitted signal, and the unknowns associated with
each path are δi = [τi, φi, νi, ρi] (time, angle, speed, wave complex amplitude), E is the
energy of the transmitted signal, and p is the number of waves arriving at the array,
SAGE does the following calculations:

Ri(τ, φ, νi) =
∑
t

b∗(t − τi)e
j2πνi taH (φi )̂xi (t; δ̂)

x̂i (t; δ̂) = x̂ −
p∑

i′=1,i′ �=i

s(t; δ̂i′)

τ̂ ′i = arg max
τi

∣∣Ri(τi, φ̂i , ν̂i )
∣∣

φ̂′i = arg max
φi

∣∣Ri(̂τ
′
i , φi, ν̂i )

∣∣ (11.54)

ν̂′i = arg max
νi

∣∣Ri(̂τ
′
i , φ̂

′
i , νi)

∣∣
ρ̂′i =

Ri(̂τ
′
i , φ̂

′
i , ν̂

′
i )∥∥a(φ̂′i )∥∥2

E

Although the general optimization problem is quite complicated, it can be shown that all
that SAGE does is to estimate the delay of a path based on the correlation peak between
the transmitted signal and the path signal xi (t) [63]. For the azimuth estimation, SAGE
employs simple beam forming and for the Doppler frequency it employs a Doppler
correction.

11.5.2.7 Detection of Number of Sources Since detection of the number of
sources/signals arriving at the antenna array is important for most super-resolution direc-
tion finding methods, several techniques have been proposed to achieve this goal. Two
of the most widely used are based on the Akaike information theoretic criteria (AIC) and
the minimum descriptive length (MDL) criteria [64].

In the AIC method, the number of sources is the value k ∈ {0, 1, . . . ,M − 1}, which
minimizes the following criterion:

AIC(k) = − log

⎡⎢⎢⎢⎣
M∏

i=k+1
λ

1/(M−k)

i

1
M−k

M∑
i=k+1

λi

⎤⎥⎥⎥⎦
(M−k)N

+ k(2M − k) (11.55)
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In the MDL method the number of sources is the value k ∈ {0, 1, . . . ,M − 1}, which
minimizes the following criterion:

MDL(k) = − log

⎡⎢⎢⎢⎣
M∏

i=k+1
λ

1/(M−k)

i

1
M−k

M∑
i=k+1

λi

⎤⎥⎥⎥⎦
(M−k)N

+ 1
2k(2M − k) logN (11.56)

In Ref. 64 it was shown that the MDL criterion is more consistent while the AIC tends
to overestimate the number of sources.

11.5.2.8 Spatial Smoothing Techniques The principle behind this technique is
to preprocess the received data by splitting the array into subarrays (in the forward and/or
backward directions, see Figure 11.32) and then forming the array correlation matrix by
averaging all the subarray correlation matrices [65]. If the antenna array is split into
L subarrays both in the forward and backward directions, then the forward only (Rf)
and backward only (Rb) spatially smoothed correlation matrices are the mean of the
forward/backward subarray correlation matrices, respectively:

Rf = 1

L

L∑
l=1

Rf
l (11.57)

Rb = 1

L

L∑
l=1

Rb
l (11.58)

If L ≥ M (the number of subarrays is greater than or equal to the number of signals),
then either of the modified correlation matrices will be nonsingular regardless of the
coherence of the signals. The maximum number of sources that can be estimated now
is half the number of array elements (normally an M-element array can resolve up to
M − 1 uncorrelated sources). In order to increase the available degrees of freedom, both
the forward and the backward subarray smoothing techniques can be used:

Rfb = 1
2

(
Rf + Rb

)
(11.59)

In this case the array can resolve up to 2M/3 sources.
Table 11.6 [39] summarizes the most important advantages and disadvantages of the

three major methods discussed.

11.6 SMART ANTENNA ADVANTAGES

11.6.1 Coverage Extension

Smart antennas [39] can increase network coverage by exploiting the antenna array
directivity (assuming low angular spread). Since the gain G (assuming 100% antenna
efficiency and no mutual coupling) with an M-element antenna array is

G ≈ 10 log10 M (11.60)
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Figure 11.32 Subarray spatial smoothing.

TABLE 11.6 Major Advantages and Disadvantages of Different Smart Antenna Approaches

Method Advantages Disadvantages

Switched beams • Easily deployed
• Tracking at beam switching rate

• Cusping loss
• Lower overall SINR gain
• False locking (due to

shadowing, interference, and
wide angular spread)

Direction finding • Tracking at angular change rate
• No reference signal required
• Easier downlink beam forming

• Lower overall SINR gain
• Usually needs good calibration
• Concept not applicable to small

cell NLOS environments

Optimum combining • Optimum SINR gain
• No need for accurate

calibration
• Acceptable performance with

MMSE approach

• Difficult downlink beam
forming with FDD and fast
TDD

• Needs good reference signal for
optimum performance

• Requires high update rates

it can be exploited to extend range (from r1 to r2):

�R = r2

r1
= M1/n (11.61)

assuming a single slope path-loss model with exponent n, or

�R = M0.3 (11.62)

with the typical Hata path-loss model.
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Figure 11.33 Range increase as a function of the number of antenna array elements.

It follows that range extension gives an area improvement factor and hence the number
of base stations required to cover a given area is improved by a factor of M2/n (single
slope path-loss model).

Figure 11.33 shows that with eight antenna elements the range increases by a factor
of 1.5 to almost 3 (n = 5 to n = 2), or the number of base stations is decreased by a
factor of 2.3 to 8. It follows from the analysis that smaller path loss exponents offer
higher improvement factors; that is, the improvements are better in line of sight (LOS)
rather than nonline of sight (NLOS) scenarios.

The full range extension offered by the smart antenna can be exploited when the
angular spread of the signal is less than the antenna array beamwidth (otherwise the
desired signal is reduced). This is obviously a greater problem for switched beams since
adaptive antennas can also provide diversity gain, which is higher for high angular spread
(spatial diversity) [66].

11.6.2 Capacity

Controlling the transmitted and received power with a smart antenna effectively allows
for interference reduction (improving the SINR) and hence more users can now share
(SFIR) or reuse (SDMA) the available resources. The following section presents some
capacity case studies that demonstrate this behavior.

11.6.2.1 Capacity Case Studies

FDMA–TDMA System with Switched Beams Following the analysis in, Ref. 67,
the overall outage probability for the scenario with one tier of interfering cells can be
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Figure 11.34 Spectral efficiency with an adaptive multibeam antenna.

calculated as

P (sw ≤ pRsI , NB) =
∑
CCI

P (sw ≤ pRsI /cci) · (6− cci)

(
LF

NB

)cci (
1− LF

NB

)6-cci

(11.63)
where NB is the number of beams, LF is the loading factor, sw is the wanted signal,
si is the interfering signal, pr is some protection ratio, and P (sw ≤ pRsI /cci) is the
conditional outage probability, that is, the probability of co-channel interference (CCI)
given that there are cci active interfering cells,(

k

l

)
= k!

l! · (k − l)!

and the omnidirectional case is given for NB = 1.
In Ref. 67 it was also shown that the ratio of the achieved spectral efficiencies

with/without smart antennas is inversely proportional to the achieved cluster sizes. Based
on the above, the cluster size can be calculated for given shadow fading and loading con-
ditions for an outage criterion. The example plot shown in Figure 11.34 considers 6-dB
shadow fading, 100% loading, and 1% outage. The values of 8 and 20 dB were used for
the protection ratio, in order to cover a variety of modulation schemes.

It can be seen from Figure 11.34 that the introduction of an adaptive multibeam antenna
capable of forming 24 beams (8 beams per sector, as in Figure 11.24) will result in an
eight- to tenfold increase in the spectral efficiency (depending on the chosen modulation).
It has to be mentioned here that this result represents rather a lower bound for the spectral
efficiency, due to the fact that the worst case of cell loading was considered (100%).

Macrocells with CDMA The performance achieved with adaptive antennas in large
cell CDMA networks has been studied extensively in the literature [68–71]. A slightly
different approach for the calculation of the performance of CDMA with smart antennas
(could be characterized as network-based analysis) was proposed in Refs. 72–74. In Refs.
73 and 74, a method based on the radiation pattern characteristics was analyzed. There,
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the underlying idea was the fact that the characteristics of the produced adaptive antenna
pattern response (and, as a consequence, the performance of the system) are affected
from parameters such as scattering of the environment, mutual coupling of the array
elements, and other mismatches. If these effects are ignored, the estimated performance
will be overly optimistic.

In Refs. 73 and 74, the BER probability was calculated from the equation

Pb = Q
(√

3 · SF · SIRomni ·GAA

)
(11.64)

where SF is the spreading factor, SIRomni is the signal-to-interference ratio with an
omnidirectional antenna, and GAA is the gain with adaptive antennas, calculated using
the approximate interference model for uniform distribution of users from Ref. 75 and a
radiation pattern that is approximated as a stepped function with the ideal or effective†

beamwidth and average sidelobe level:

GAA =

⎧⎪⎪⎨⎪⎪⎩
1

k
, central cell

1

k

5D

3D + 2
, all cells

(11.65)

where “central cell” and “all cells” refer to how many base stations employ smart antennas
(four tiers are assumed for the latter scenario), D is the directivity of the radiation pattern,
and

k = BW

2π
+ SLL

(
1− BW

2π

)
(11.66)

with BW and SLL the ideal or effective beamwidth and sidelobe level, respectively.
A Monte Carlo simulation was also developed in Refs. 73 and 74 to verify the results

of the above model. The difference between the simulation results and the above model
was shown to be less than 0.035 dB for a wide range of beamwidth and sidelobe level
values.

Figure 11.35 shows a plot of the SIR gain as a function of the achieved beamwidth
and average sidelobe level, when the smart antenna is deployed only at the central cell.
When the effective beamwidth is 10◦ to 40◦ and the effective average sidelobe level is
−10 to −20 dB, the results show that spatial filtering can offer gains between 7 and
14 dB.

Macrocells with WCDMA Table 11.7 shows some basic operational characteristics of
the UMTS WCDMA system (see Ref. 76 for more details). In order to perform realistic
simulations with adaptive antennas, the problem of accurate radio channel characteriza-
tion (space and time) for the operational environments under study needs to be resolved.
One possible way to do this, as mentioned in Section 11.3, is with ray tracing propagation
modeling. The advantage of this technique is that it offers the necessary 3D (site-specific)
impulse response of the radio channel with a high degree of accuracy (see Figure 11.18).

By employing such a technique for propagation modeling for a 4-km2 3D geograph-
ical database in conjunction with WCDMA and smart antennas for a typical large cell

†The word effective is used in order to imply that the value for a parameter takes into account scattering and
signal mismatching effects.
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Figure 11.35 SIR gain as a function of beamwidth and sidelobe level.

TABLE 11.7 Basic Characteristics of the UMTS WCDMA System

Multiple access method DS-CDMA
Duplexing method Frequency division duplex (FDD)
Chip rate 3.84 Mcps
Frame length 10 ms
Number of slots/frame 15
Multirate concept Variable spreading factor and multicode
User data rate 12.2, 64, 144, and 384 kbps
Interleaving Interframe/intraframe
Spreading factor 4 to 256
Modulation Dual channel QPSK with complex scrambling
Handover Intra–interfrequency, soft–softer
Power control Open loop and fast closed loop
Diversity Multipath diversity with RAKE, antenna diversity
Adaptive antenna support Connection dedicated pilot bits on UL and DL

scenario, the performances of several adaptive algorithms (conventional and switched
beam forming with/without diversity, beam space optimum combining with the largest
eigenvalue) were studied in terms of the achieved SIR gain, as shown in Figure 11.36
[77].

For the scenario of a voice loaded system and 99% probability, Figure 11.36 shows
that the switched beam version with 13 beams (SB 13 beams) is better than the 9-beam
version (∼1 dB), the conventional beam forming (CBF) method is slightly better than
the two switched beam versions, and the best performance is achieved with the beam
space optimum combining (BSOPC) algorithm.

The analysis also showed that although the relatively simple switched beams method
can offer acceptable gains, higher gains can be achieved with adaptive beam forming (i.e.,
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Figure 11.36 Adaptive antenna gain for different algorithms for voice loaded system.

steering the main lobe to the direction of maximum energy). Furthermore, selection and
subsequent beam-diversity combining produces better gains; but one should bear in mind
in this case the conflicting requirements of desired signal maximization and interference
reduction.

For different mixed service requirements it was seen that, for the algorithms examined,
the higher the desired user bit rate, the higher the output gain, while the higher the
interferer’s bit rate, the more the output gain reduction.

11.6.3 More Efficient Power Control: Smart Handover

A smart antenna can offer diversity gain and hence fading of the radio signal can be
reduced, leading to better performance of the power control technique. Furthermore, if
user location information is combined with the handover mechanism, “soft/softer” and
“hard” handovers can now become “smart handovers.”

Even more, if handover between cells of different layers in a hierarchical cell struc-
ture needs to be supported on the same carrier in order to increase spectral efficiency,
spatial filtering with smart antennas can be employed to provide the necessary RF power
balancing between the different cells [78]. Nevertheless, more complex radio resource
management is necessary in this case, to handle near–far situations between the different
cell layers.

11.6.4 Better QoS

In noise or interference limited environments, the gain that can be achieved with an
antenna array can be exchanged for signal quality enhancement (i.e., lower BER). This
is demonstrated in Figures 11.37 and 11.38. Figure 11.37 considers the probability of
detection (PD) for the case when a matched filter is employed for each antenna array
element. From Ref. 45,

PD = Q
(
Q−1(PF)−

√
M · SNR

)
(11.67)

where Q(·) is the Q function, PF is the threshold probability of false alarm, M is the
number of elements, and SNR is the signal-to-noise ratio.

From Figure 11.37 it can be seen that the detection performance (and hence QoS) can
be significantly enhanced with an antenna array. For example, with 0-dB SNR there is
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Figure 11.37 Probability of detection for matched filtering with different antenna array elements.

8% probability of detection with a single element, 16% with two elements, 34% with
four, 52% with six, 66% with eight, and 77% with ten.

Considering the large cell scenario for DS-CDMA discussed in Section 11.6.2.1,
Figure 11.38 shows results for the achieved BER as a function of beamwidth and sidelobe
level produced by the smart antenna radiation pattern. It can be seen that for beamwidth
and sidelobe levels between 10◦ and 40◦, and −10 and −20 dB, respectively, consider-
able BER gain can be achieved. If the smart antenna can achieve 30◦ beamwidth, then an
improvement of 1–3 orders of magnitude for the BER can be accomplished with average
sidelobe levels between −10 and −20 dB.
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Figure 11.38 BER as a function of the “effective” beamwidth and sidelobe level.
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11.6.5 Lower Transmitted Power

Wireless standards usually introduce limitations on the maximum EIRP (effective
isotropic radiated power). This effectively means that in some situations the smart
antenna array gain cannot be exploited for coverage extension. As a result, it is possible
to exchange the antenna array gain in order to reduce the maximum output power of
the base station and subsequently of the power amplifiers (PAs). With an M-element
antenna array, the reduction is a factor of M−2 for the PAs and M−1 for the total
transmitted power. Eight antenna elements will reduce the total transmitted power by
9 dB, while the output of each PA will be reduced by 18 dB. Obviously, if one (rather
than M) PA is employed, the power reduction for the PA and the total base station
output power will be the same.

In a similar context, recent public worry for health issues arising from exposure to
electromagnetic radiation (we are not concerned here if it is reasonable or not) means
that if reduction of the emitted power by the handset could be achieved somehow, it
would be highly desirable. This handset reduction can be achieved if the base station
(smart antenna) array gain is exploited to accordingly reduce the power transmitted by
the mobile. This power reduction is also useful because it relaxes the battery require-
ments, and hence talk times or handset size and weight can be increased or decreased,
respectively.

11.6.6 Ability to Support User Location Services

There are a number of added value services that can be provided more efficiently if the
user location capabilities of smart antennas are exploited:

• Emergency call location: The FCC has recently passed to Phase II E911 require-
ments. Based on that, wireless carriers are required to provide automatic location
identification (ALI) for at least 95% of their subscribers, with location accuracy of
100 m for 67% of calls and 150/300 m for 95% of calls (the latter depending on
handset/network implementation).

• Location based billing: This will provide the operator with the ability to control
its network usage. Furthermore, this method enables tariff plans to be tailored to
individual user needs, for example, by providing low cost zones when the user is
in a preferred zone.

• On-demand location-specific services: These could include roadside assistance,
real-time traffic updates, tourist information, and electronic yellow pages (e.g.,
with local entertainment and dining information).

• Location and subsequent navigation of a vehicle with possible extensions to package
monitoring and stolen vehicle recovery.

11.7 SMART ANTENNA IMPLEMENTATION AND SYSTEM ISSUES

Up to now the discussion on smart antennas has focused mostly on algorithmic and
performance issues. Nevertheless, there are a number of other factors that affect both the
implementation and the deployment of smart antennas. The following sections discuss
some of these issues.
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11.7.1 Implementation Issues

• Antennas. These will be different for different environments, since performance of
smart antennas depends on the spatial characteristics of the operational environ-
ment. Zoning issues will probably limit the number of elements to four to eight,
depending on interelement distance. Polarization is also important, since it can be
employed for diversity and/or extending the number of elements. Aesthetic design
for real-world deployments must become an integral part of network development,
especially since appearance is strongly connected to health hazards perceptions.
Also, mutual coupling and element failure problems should be taken into account.

• RF Front-Ends. These can be wideband and possibly combined with software radio
for reconfigurability and maximum flexibility.

• Calibration. This needs to be regular and must be transparent. Different smart
antenna implementations require different levels of accuracy.

• Digital Beam Former. It forms multiple beams by finding the inner product of the
set of received samples from the array elements and the set of weights produced by
the weight controller. Speed requirements depend on the number of elements and
the bandwidth. A system with 10-MHz bandwidth and 8 or 12 antenna elements
requires 300 or 500 MOPS (millions of operations per second), while the same
antenna with a 25-MHz system would require around 1 GOPS.

• Weight Controller. This generates a weight vector corresponding to the operational
requirements. The computational load varies greatly with the employed algorithm
and the required update rate. This effectively means that optimum combining tech-
niques introduce high update rates (fading rate), while direction finding algorithms
and switched beams require updates of the order of angular/beam change.

• A/D and D/A Converters. They determine the dynamic range of the system. Also,
the sensitivity loss due to quantization distortion from limited word lengths affects
the null depth and the sidelobe levels of the produced radiation pattern.

• Intermodulation Distortion. An important issue is the spurious free dynamic range
over which all generated signals or intermodulation products are maintained below
some threshold level. The use of DBF techniques poses linearity demands since
any distortion in the up/downconversion chains will distort the produced radiation
pattern and hence the overall performance of the smart antenna. Tsoulos et al.
[53] demonstrated with field trials that as the level of distortion from nonlinearities
increases, the sidelobe level increases (5–12-dB null depth reduction) and the null
directions shift.

11.7.2 System Issues

• Control Channels. They are omnidirectional, and hence there is a problem in terms
of range extension. Techniques that could offer additional gain to balance this
asymmetry include revolving beams or increased sectorization (e.g., with different
scrambling codes for each sector).

• Initial Access and Handover. Initial access is based on the omnidirectional ran-
dom access channel. With smart antennas the capacity increase will lead to a CIR
reduction and hence DoA estimation will be problematic. The handover process has
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similar problems since the new cell has no information for the user location. Fur-
thermore, soft handover will be problematic if no constraint is introduced, because
up to 6 BSs may need to keep tracking all possible MSs. New radio resource man-
agement methods that take into account the user location information and limit the
available links to two or three, are now necessary. More generally, the radio resource
management needs to take into account the interference environment and the smart
antenna capabilities (i.e., include the spatial dimension in the optimization process).

• Dynamic Channel Allocation. In order to avoid collisions the employed algorithm
needs to also consider location information.

• Discontinuous Transmission. In some cases (e.g., downlink beam forming based
on uplink information) discontinuous transmission should be reduced (e.g., dummy
bursts) in order to avoid erroneous estimates due to long periods of silence.

• Reference Signals. We need more training sequences for GSM systems with
SDMA, and with better cross-correlation properties. For CDMA/WCDMA systems,
there is a potential hard blocking with one scrambling code and hence deployment
of an additional is required (reduced orthogonality due to the second scrambling
code will introduce some loss but only marginal compared with the additional
capacity gain [79]).

• Downlink Beam Forming for FDD. In frequency division duplex (FDD) systems,
the downlink fading characteristics are independent of the uplink characteristics due
to the frequency difference between the two bands. In time division duplex (TDD)
systems the two links can be considered reciprocal provided that the channel char-
acteristics have not changed considerably between the receive–transmit slots. Under
this condition, the weights calculated by the adaptive antenna for the uplink can
be used for the downlink. For current FDD systems (e.g., GSM, DCS1800, IS-95,
WCDMA), the processing performed in the uplink cannot be exploited directly in
the downlink. There are several approaches proposed in the literature which attempt
to solve the downlink problem:
• Dedicated pilot (WCDMA)
• Feedback from the mobile
• Beam forming with respect to angle

• Network Dimensioning and Planning. The introduction of smart antennas makes
things worse for the planning and optimization of a wireless communication net-
work, due to the need to consider an additional parameter—space. Smart antenna
implementation, antenna array configuration, spatial characteristics of the radio
channel, desired and interfering traffic and control signals (intra/intercell), uplink
and downlink for the different services, and radio resource management algorithms
with smart antennas are some of the additional issues that need to be considered.
Nevertheless, it is rather obvious that this kind of overall optimization, although
desirable, soon becomes an extremely complex task. If accuracy is traded off for
reduced complexity, then the following two approaches could be used: (1) look-up
table for the SINR gain that a certain smart antenna can achieve in different oper-
ational environments and conditions for each service; and (2) the method proposed
in Refs. 72–74, where the performance of a smart antenna is analyzed based on two
parameters—the effective beamwidth and average sidelobe level of the produced
radiation pattern (both depend on the chosen antenna array characteristics and the
environment).
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Figure 11.39 MIMO system architecture.

11.8 DISCUSSION: MIMO SYSTEMS

As discussed earlier in this chapter, smart antennas refer to processing of data at one end
of the radio link—either at the base station or the mobile (typically at the base station
where space, processing power, and power consumption are more readily available).
When multiple antennas are used at both ends of the radio link, MIMO (multiple-input
multiple-output) systems emerge [80–82]. The underlying idea is that on transmission
and reception from multiple antennas, the signals are combined appropriately so that
the quality (BER) or data rate (bps) is improved. The way to achieve this is through
processing an M× N channel matrix that is created from the M transmit and N receive
antenna elements (Figure 11.39).

Example 4 A simple intuitive example in order to understand the MIMO concept is
spatial multiplexing [82]. Assume a 2× 2 system. A high bit rate data stream is split
into two streams and transmitted through the two antennas. Upon reception from the two
antennas at the other end, the signals are separated and estimated (exploiting knowledge
of the radio channel provided by pilot signals). Effectively, this is achieved by solving
a linear system with two unknowns. The separation is possible only if the equations are
independent, a condition that is satisfied in rich multipath scenarios.

It was shown in Refs. 80–82 that the capacity (bps/hertz) achieved with an M× N
MIMO system (channel matrix with random independent elements) is given by

C = log2

[
det

(
IM + SNR

N
HH∗

)]
(11.68)

where the SNR refers to the average SNR at any receive antenna. For a large number
of antennas, the average capacity increases linearly with M(M = N). This is a very
significant result since it implies limitless capacity, if the additional cost of multiple RF
chains can be afforded. In practice, capacity is shown to increase linearly with the smaller
number of antennas (min(M,N)) and will be limited by radio channel characteristics and
the chosen transmission algorithm.
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CHAPTER 12

Wideband Arrays

WILLIAM F. CROSWELL, TIM DURHAM, MARK JONES, DANIEL SCHAUBERT, PAUL
FRIEDERICH, and JAMES G. MALONEY

12.1 INTRODUCTION

The purpose of this chapter on wideband arrays is to introduce the antenna design com-
munity to a new method of array design. The traditional method of wideband array
design is to first design an antenna element that has, for example, an impedance and gain
bandwidth of 5:1 or 10:1. Then one tries to choose an array lattice that is devoid of major
grating and surface wave effects over the operating bandwidth and scan volume. Another
traditional design goal is to minimize interelement coupling. One soon determines that
the radiation pattern of an array composed of wideband elements often exhibits grating
and surface wave modes which can result in scan blindness at certain angles.

Three independent groups of people have been investigating wideband array technol-
ogy over the last decade. Breaking with the conventional array methodology, each group
independently discovered that tightly coupled elements were necessary to achieve wide
bandwidth performance. This assessment by the three groups was based upon exten-
sive analysis using well-validated numerical methods such as the finite difference time
domain, (FDTD), method of moments (MOM), and the finite element method (FEM).

Several fundamental rules were established by each group independently, such as:

� The unit cell which contains the basic antenna element must be no larger than 0.5
wavelengths at the highest frequency. For a 10:1 bandwidth, this means the unit
cell is .05 wavelengths at the lowest frequency. If the unit cell is larger than 0.5
wavelengths, grating lobes and surface wave lobes can occur in the frequency band
and scan volume of interest.

� The maximum theoretical gain of the unit cell is 4πA/λ2, where A is the area of
the unit cell.

� For planar arrays, the distance from the aperture layer to the groundplane is deter-
mined by the lowest frequency of operation.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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The approach developed at Harris Corporation, known as the current sheet array
(CSA), consists of dipole elements capacitively coupled at their end points placed over a
groundplane. The element layer can be embedded in multiple layers of dielectric which
serve to improve the impedance match over scan. This resulted from a fundamentally
different perspective in which mutual coupling is intentionally introduced in a controlled
manner between the elements. The initial concept was developed by Dr. Ben Munk based
on his extensive study of periodic structures over several decades. Numerous current sheet
array breadboards have been built and tested that demonstrate bandwidths approaching
a decade, validating the theoretical predictions.

Extensive studies of wideband arrays of Vivaldi elements have been conducted by Dr.
Daniel Schaubert at the University of Massachusetts. This research has produced Vivaldi
array designs having VSWR <2:1 over bandwidths of at least 10:1 and nearly ideal active
element patterns for angles out to 60◦. A balun is incorporated into the antenna structure,
which allows printed transmission lines such as microstrip and stripline to be used to feed
the elements. It is now understood that a successful array design for wide bandwidth and
electronic scanning using Vivaldi elements depends strongly on management of coupling
between array elements. A result of using coupling between elements is that finite array
size affects elements near the array edges more than in conventional array designs.

Georgia Tech Research Institute (GTRI) began investigating wideband planar arrays at
approximately the same time as the previously discussed research. Their approach treats
the aperture as a blank canvas and uses optimization routines to synthesize elements,
which can be located on multiple layers. The results of the numerical optimization is
a class of antennas known as fragmented apertures due to the complex distribution of
conducting regions over the unit cell. An important aspect of the design is that the
elements are connected across the unit cell boundaries. The fragmented aperture is located
above multiple resistive cards and dielectric layers which are used to create a wideband
backplane. Measured results of embedded-element breadboards have shown bandwidths
of 33:1.

12.2 CURRENT SHEET ARRAY

12.2.1 Introduction

The design of wideband phased arrays with operational bandwidths approaching a decade
or more is a challenging area of current research. The use of these arrays would result
in benefits such as the ability to use a single array for wideband or widely separated
signals and the ability to share a common aperture for multiple functions. Since fewer
openings would be required in a host platform needing to communicate on widely spaced
frequency bands, the use of wideband arrays could reduce integration cost and also ease
other system-level requirements.

Significant analytical and empirical effort is usually required in order to design wide-
band arrays. This is in part due to mutual coupling between array elements, which
complicates the array design. Mutual coupling results when array elements located in
close proximity interact in a manner that alters the impedance and radiation character-
istics of the elements. Because of the difficulty associated with predicting these effects,
mutual coupling is traditionally considered an obstacle to array design. Mutual coupling
typically tends to make the active element pattern more directive than the ideal element
pattern and therefore increases the scan rolloff of the array.
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Fortunately, an analysis approach based on Floquet’s theorem (i.e., periodic boundary
or “unit cell” approach) can be applied to large array design in order to simplify the
prediction of array parameters such as active impedance and active element patterns. This
method assumes that the array size is infinite and therefore does not include edge effects,
but it inherently includes all mutual coupling between array elements. This approach
can generally be used for arrays larger than five wavelengths at the lowest frequency of
operation [1].

A relatively recent development in the field of wideband arrays is described in the
following sections, which provides new degrees of freedom to the array designer by
applying a fundamentally different approach. This new methodology leverages from
extensive knowledge of the behavior of the passive wideband periodic structures known
as frequency selective surfaces. In this approach, some of the limitations present in
traditional array design are no longer obstacles to achieving wideband operation.

12.2.2 Limitations of Conventional Wideband Array Design

The conventional approach to wideband array design is to start from an element designed
in isolation and attempt to make it function over the desired bandwidth in the array
environment. This often yields unsatisfactory results since mutual coupling changes the
element performance from the isolated response. Furthermore, uncontrolled mutual cou-
pling between array elements can produce deleterious effects such as an array blindness
when the array beam is scanned away from broadside. An overview of mutual coupling
effects in arrays can be found in phased array texts [2].

In the conventional approach, the array designer must balance avoiding undesired
mutual coupling effects with eliminating grating lobes due to the element spacing at the
high end of the frequency band. This limits the array bandwidth when designing with
traditional elements. Elements that are typically used in wideband arrays also tend to be
deep and not amenable to conformal applications. These limitations have prevented array
designers from providing array systems that are wideband, planar, and free from grating
lobes over a large scan volume.

12.2.3 Current Sheet Array Concept

A fundamentally different approach to the design of wideband arrays has been developed
in which mutual coupling is intentionally introduced in a controlled manner between the
elements. This methodology treats the array aperture as a periodic surface and largely
ignores isolated element performance, so that the performance of elements within the
array environment is assured. The same approach is used to design periodic, highly
coupled structures such as a frequency selective surface (FSS) [3].

In 1999, Harris Corporation sought to develop a decade-bandwidth scanning array for
a variety of applications. Harris approached Dr. Ben Munk of The Ohio State Univer-
sity Electroscience Laboratory for concepts for a nominal 9:1 bandwidth phased array
targeted for 2–18 GHz operation. Dr. Munk drew upon his experience in wideband
periodic structures to develop an initial design concept in which electrically small dipole
elements above a ground plane are capacitively coupled at their end points. This approach
was termed the “current sheet array” (CSA) since it achieves something very similar to
Wheeler’s theoretical current sheet concept [4].

Dr. Munk and his associates had discovered that a closely spaced overlapping dipole
array exhibits a wide bandwidth when employed as an FSS. This was recognized to be
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due to the inherent capacitance between the overlapping portions of the elements [3, 5].
This led to the realization that the same effect can be achieved in a controlled manner by
introducing capacitance between the ends of the dipoles, as shown in Figure 12.1. In fact,
an array of dipoles with small element spacings above a ground plane can be designed to
have a 2:1 VSWR bandwidth of around 4:1. Investigations of similar dipole geometries
performed at Harris in the early 1990s had found that approximately the same bandwidth
can be obtained from finite dipole arrays. Previous work by Dr. Munk had proved that
the impedance variation with scan angle could be minimized by using closely spaced
elements [6].

The question then became how to achieve an even greater bandwidth from this capaci-
tively coupled dipole configuration. By studying the behavior of the equivalent circuits of
the array and ground plane combination, it was observed that placing a single dielectric
layer over the array yielded even greater bandwidth. The investigation was continued
using numerical analysis techniques to augment the equivalent circuit analysis used up
to this point. The periodic moment method (PMM) code used for this numerical analysis
was originally developed to predict scattering from infinite periodic arrays of wire and
slot elements embedded in multiple dielectric layers. It was later extended to calculate
input impedance for active arrays of wire elements [7].

The result of performing extensive calculations using PMM was that a capacitively
coupled array of dipole elements embedded in a carefully chosen dielectric profile can
provide wideband performance. Figure 12.2 shows the dielectric structure for a typical
example. Note that thin dielectric layers are placed around the array, and there are two
dielectric slabs above the array to further improve the wideband match. Figure 12.3
shows the input impedance computed by PMM for this array in series with a short
transmission-line matching section. This design exhibits a VSWR below 2:1 over an
approximately 7:1 bandwidth. Subsequent development of CSA test articles at Harris has
demonstrated that the usable bandwidth approaches a decade.

There are numerous benefits of this new approach to wideband array design. The
controlled interelement coupling, dielectric profile, and avoidance of resonant behavior
eliminate the rapid variations in impedance and yield a bandwidth approaching a decade.

Dx

Dy

C

Figure 12.1 Schematic circuit model of current sheet array.
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Figure 12.2 Dielectric profile of example current sheet array.
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Figure 12.3 Predicted impedance of the example current sheet array in series with a short match-
ing transmission-line section.

The CSA elements are nominally sized for operation at the highest frequency of interest,
with a square array lattice near one-half wavelength at the high end of the band. This
small element spacing eliminates in-band grating lobes and provides a large potential scan
volume. The CSA is a very thin planar aperture with a thickness typically on the order of
λ/10 at the lowest frequency. The exact thickness at the low end of the operating band
is determined by the maximum allowable impedance mismatch and is dependent on the
specific requirements. This makes it suitable for applications requiring conformal or low
profile installations. Two orthogonal arrays can be used to provide dual polarization with
very good cross-polarization isolation. The phase center of the array does not vary with
frequency, which is an important feature in applications such as an array-fed reflector.
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Industry-standard full-wave electromagnetic analysis tools such as Ansoft HFSS and CST
Microwave Studio can be utilized for design purposes and performance predictions.

12.2.4 CSA Design Principles

As stated earlier, the performance of an isolated element cannot be used to predict
performance of an array since mutual coupling can rarely be neglected. Therefore mutual
coupling is utilized as a fundamental design parameter in the CSA approach and the
methodology is focused on the aperture rather than on the isolated elements. Features
and dimensions that create undamped resonances are avoided. Away from resonance,
the impedance properties of elements of a wideband array design vary relatively slowly
with frequency. These gradual variations can be played off each other to provide an
overall uniform impedance match across a very wide bandwidth. It is important to note
that the bandwidth of the combination can be greater than the bandwidth of any of the
individual constituent elements. The CSA addresses impedance matching by deliberately
introducing design elements to counteract the natural resonant behavior of dipole arrays.
Implementation of the CSA has required a considerable amount of both empirical and
analytic effort to determine the practical constraints on the design.

The principal features of the CSA design are a periodic lattice selected to avoid grating
lobes, a ground-plane spacing selected to avoid the half wavelength radiation null at the
upper end of the band, and a dielectric profile and interelement coupling selected using
wideband matching techniques. The design is not a linear process with each parameter
fixed in turn. Instead, all of the features must be chosen to be compatible. Understanding
the interactions between these aspects of the design is a crucial part of obtaining wideband
performance. Reducing the CSA to practice introduces several additional features that are
also critical to obtaining good performance, such as finite array size, the feed structure,
and physical implementation of the element coupling.

The lattice spacing of the array can be varied somewhat, but it is bounded by an
extremely important constraint. If the lattice spacing exceeds a half-wavelength, grating
lobes can enter real space for wide scan angles. This constraint turns out in practice to
be a determining factor in the overall design. Many factors in implementation become
more difficult as the elements become physically smaller. This places a practical limit
on the upper frequency of operation.

12.2.5 Wideband Impedance Matching

The theoretical basis for the wideband impedance matching techniques used in the CSA
design can be found in the text by Munk [8]. A brief summary of the basic principles
is given below to provide an understanding of the equivalent circuit and the relevant
impedance terms that contribute to the active impedance of the array. Certain assumptions
are made in the basic theoretical development of this equivalent circuit model in order
to reduce the complexity of the problem. Among these are that the elements are single
polarized, the planar array is infinite in two directions, and the element spacing is such
that no grating lobes exist in free space. The original analysis is conducted for a single
scan angle, which is assumed to be broadside. The scan dependence of the ideal current
sheet as theorized by Wheeler is known for the two principal planes. The proper use of
dielectric layers has been shown for other periodic structures to compensate for these
basic changes in array impedance with scan angle.
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The fundamental behavior of a periodic structure can be represented as a plane wave
spectral decomposition. This yields an equation with the same functional form as the
transmission-line equations, and the equivalent circuit model for a periodic structure
is derived from the congruence of the equations. Figure 12.4 shows an example array
geometry and the equivalent circuit. The actual dielectric profile for a CSA design can
be different from this example, but this profile shows the basic impedance matching
techniques used in the theoretical design. The impedance at the antenna terminals is
ZA = jXA1 + Z−

1 ‖Z+
1 , where the phased array in free space would have a terminal

impedance ZA0 = RA0 + jXA0, and in an infinite dielectric medium would have a ter-
minal impedance ZA1 = RA1 + jXA1.

As shown in Figure 12.5, the impedance of the ground plane viewed from the array
position varies rapidly with frequency. At the reference frequency f0, the array is λ/4
away from the ground plane, and Z+

1 is infinite. As shown in Figure 12.6, the impedance
of free space viewed through the dielectric layer also varies with frequency but remains on
the circle passing through the center of the Smith chart and through the real impedance
Z−

1 = (2RA1)
2/2RA0 at f0, the frequency where the dielectric thickness is λ/4. Note

that the impedances are referenced to 2RA0, the center of the Smith chart. The parallel
combination of Z−

1 and Z+
1 is found by adding the pure susceptance of Y+1 to the complex

admittance Y−1 . As shown in Figure 12.7, this is easily performed on an admittance Smith
chart by taking each point on the Z−

1 curve and moving along the circle passing through
that point and the Smith chart origin a distance equal to the value of Z+

1 for that frequency.
Finally, the antenna terminal impedance is found as shown in Figure 12.8 by adding the
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Figure 12.4 Example array geometry and equivalent circuit.
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Figure 12.5 Impedance of the array ground plane versus frequency as viewed from the array
terminals.
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Figure 12.6 Impedance of free space versus frequency as viewed from the array terminals.
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Figure 12.7 Impedance of the parallel combination of Z−
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reactive component jXA to Z−
1 ‖Z+

1 to yield ZA. Since jXA is negative for f < f0 and
positive for f >f0, the outer points of the Z−

1 ‖Z+
1 locus are drawn in toward the real

axis, yielding a lower VSWR. This final Smith chart shows ZA and how the combination
has the potential to achieve a wideband match.

Dr. Munk’s extensive experience with wideband FSS design indicated that an array of
short, coupled dipoles is amenable to wideband matching. Recall that a half-wave dipole
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Figure 12.8 Final array terminal impedance versus frequency.
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has a feed-point impedance that is purely resistive at the reference frequency. This is
because the inductance due to the wire is balanced at that frequency by the terminal
capacitance. A shorter dipole has less inductance; thus in order to maintain the condition
of zero reactance at the reference frequency, the terminal capacitance must increase. This
explains why capacitive rather than inductive coupling is needed between the ends of the
dipole elements.

12.2.6 CSA Implementation

The promise of this concept spurred an intensive effort at Harris to implement the ideal-
ized current sheet array in hardware in order to validate the predicted performance. An
early experimental article was a single-polarized 12-in.× 18-in. array, which achieved
wideband gain performance similar to predictions and validated the theoretical basis of
the CSA. The capacitive coupling between the elements was obtained using an interdigital
capacitor as shown in Figure 12.9. Since the balanced feed of the dipole elements requires
a balun, commercially available 0◦/180◦ hybrids were used to provide the 180◦ phase
shift between the element arms. Only one element was excited with the remaining ele-
ments resistively terminated with 100-� chip resistors. The measured embedded-element
VSWR was below 3:1 from 3 to 18 GHz. This first experiment proved the fundamental
promise of the wideband matching approach.

Subsequent development at Harris has substantially refined the CSA concept. This
optimization has resulted in dual-polarized designs having an operational bandwidth of
9:1. Figure 12.10 shows a dual-polarized breadboard that operates over 2–18 GHz, and
Figure 12.11 shows the feed network used for this breadboard. The aperture size is
22 in.× 22 in. with a total of 2664 elements, of which only 64 dual-polarized elements
located in the center of the array are connectorized. The remaining elements are termi-
nated using 100-� chip resistors. The large array size demonstrated that an array of this
size could be manufactured as a single unit. One or two rows of resistively terminated
elements must be placed around the perimeter of the active region in order to minimize
edge effects. The total resulting edge termination region for the CSA to operate efficiently
is similar to that of an array of conventional elements.

Figure 12.9 An early single-polarization CSA breadboard.
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Figure 12.10 Dual-polarization 2–18-GHz CSA breadboard.

Figure 12.11 Feed network for dual-polarization 2–18-GHz CSA breadboard.

The measured gain of the 8× 8 array is shown in Figure 12.12. Since the CSA is an
aperture antenna, the maximum theoretical directivity is calculated using the well known
equation

Dmax = 4πA

λ2
cos(θ)

where A is the physical area of the active region of the array and θ is the scan angle
away from broadside. The low end of the frequency band is determined by the ability to
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Figure 12.12 Measured gain of 8× 8 CSA active region.

match the element as the distance to the ground plane becomes smaller, and the high end
of the frequency band is limited by the frequency at which the element spacing becomes
greater than one-half wavelength. There will also be a radiation null at broadside when
the element spacing above the ground plane is one-half wavelength. Multiple design
iterations have shown that bandwidth can be traded for efficiency depending on the
specific application and requirements.

Measured embedded-element impedance and embedded-element VSWR of a typical
element in this array are shown in Figure 12.13. Measurements were referenced to the
difference port of the commercially available 0◦/180◦ hybrid used to feed the array
elements. The resistive component of the complex impedance is fairly constant and near
50 � over the operating band, while the reactive component is constant and near 0 �

over the operating band. Note that an impedance of 50 � referenced to the hybrid port
corresponds to an impedance of 100 � across the antenna terminals, since there is a
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Figure 12.13 Measured embedded-element impedance and VSWR of a centrally located element
of 8× 8 active region.
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virtual ground at the center of the feed point. This relationship has been verified using a
measurement technique described in the literature [9].

This breadboard exhibited well behaved radiation patterns at normal incidence and
at scan. The element spacing of this particular design was limited by manufacturing
considerations. This limited the scan volume at the high end of the band. Several patterns
of the 64-element array at broadside and also at 35◦ scan are shown in Figures 12.14
and 12.15. The beam scanning was accomplished using true time delays. Other CSA
designs have been shown to scan over a 50◦ scan volume without grating lobes and
pattern distortions up to the highest operating frequency.

Measurements of the CSA have consistently demonstrated very low cross-polarization
levels. This is due to the inherent isolation of the orthogonal elements and to the use
of a symmetric and controlled feed structure that eliminates common-mode currents.
Figure 12.16 shows mutual coupling measurements for various elements of a 4× 4 array
from 2 to 18 GHz. Note that the cross-polarization isolation is greater than approximately
40 dB over the entire operating band. The most significant coupling across the aperture
appears between adjacent elements, which are intentionally coupled using capacitors in
the line of the element. Coupling decreases rapidly between adjacent rows of elements.

12.2.7 Robust Element Feed

As mentioned earlier, the CSA elements require a balanced line feed just as any other
dipole element. For each dipole element, two coaxial cables are fed through the ground
plane and lower foam layer up to the thin substrate layer containing the printed elements.
The center conductor of the cables passes through the thin substrate layer and is connected
to the dipole as shown in Figure 12.17. The cables are connected to a commercially
available 0◦/180◦ hybrid power combiner that serves as a balun.
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Figure 12.14 Broadside pattern of 8× 8 CSA at 2 and 18 GHz.
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(a) H-plane scan, 8 GHz

(b) E-plane scan, 8 GHz

(c) H-plane scan, 16GHz 

(d) E-plane scan, 16 GHz

Figure 12.15 Scanned beam pattern of 8× 8 CSA at 8 and 16 GHz.

Breadboard tests revealed that a critical aspect of this feed is the proper ground-
ing of the two coaxial cables feeding up through the foam to the dipole elements. If
these cables are not properly grounded, common-mode currents cause anomalies in the
mutual coupling and surface waves, which appear in the radiation patterns, especially the
cross-polarization patterns.

The solution to the common-mode currents traveling on the feed lines was the devel-
opment of the feed organizer [9] shown in Figure 12.18. This simple device provides an
electrical connection between the outer ground conductors of the coaxial cables as well
as to the array ground plane. Feed organizers and cables are assembled separately from
the array and inserted later in the manufacturing process. The use of machined parts to
route the feed cables to etched components enables very repeatable antenna performance.

12.2.8 Beam-Former Development

All phased arrays require a beam former to combine the active element patterns into a
useful beam. Commercially available components can be used to feed the array, but this
results in a total height much greater than the antenna aperture itself. The total height
from the ground plane to the CSA element layer is nominally λ/10 at the low end of the
band. Custom components are required in order to exploit the inherently thin nature of
the CSA aperture.

The small element spacing of the CSA provides a large scan volume but also limits the
available area behind each element, where feed electronics can be located. Considerable
effort has been placed on providing a balanced feed to each dipole element. A monolithic
microwave integrated circuit (MMIC) has been developed that combines a balun, low
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Figure 12.17 CSA element feed using coaxial lines and hybrid.
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Figure 12.18 CSA feed organizer developed to eliminate common-mode feed currents.

noise amplifier, and time delay unit. Measured results show that this device has the
required bandwidth to operate over the entire CSA frequency range. This active balun
can provide the building block for a very thin 2–18-GHz phased array.

12.2.9 Electromagnetic Analysis

Numerous electromagnetic analysis software tools have been used to predict the wideband
performance of the CSA and to provide insight into its operation. The fundamental
wideband nature of capacitively coupled dipoles on dielectric layers was confirmed using
PMM, which is a moment-method wire code for infinite arrays. Early breadboards were
based on designs optimized using this tool and good agreement was obtained between
PMM analysis and gain measurements. The primary limitations of PMM are that it uses
a voltage gap feed and a bulk coupling capacitor to connect the elements.

Other commercially available electromagnetic design tools such as Ansoft HFSS,
Zeland IE3D, MicroStripes, and CST Microwave Studio have been used to complement
PMM analysis with detailed three-dimensional (3D) models of the CSA for finite and
infinite arrays. The use of these tools enable nonidealized factors such as finite element
width, capacitor implementation, and feed details to be included in the performance
predictions. It has been found that single-polarization models are sufficient to predict
broadside performance of the antenna due to extremely high cross-polarization isolation.
The level of agreement between these EM solvers and measurement of an early CSA
breadboard is shown in Figure 12.19. Computer analysis has consistently shown that the
embedded-and active-element impedances are similar for the CSA.

12.2.10 Small, Finite Low Frequency Arrays

After the design was proven to operate over the 2–18-GHz band, the CSA was
frequency-scaled to operate in the VHF/UHF band. An array was designed for
110–1000 MHz to fit inside an 18-in. × 36-in. × 16-in. metal cavity. This electrically
small array, shown in Figure 12.20, consisted of 18 dual-polarized radiating elements
arranged in a 3× 6 array and required a new edge termination technique in which the
resistively terminated elements were located on the vertical side walls. These terminated
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Figure 12.19 Predicted VSWR using infinite and finite arrays compared with measurements for
an embedded element in a 28× 28 CSA.

Figure 12.20 CSA breadboard designed for 110-MHz to 1-GHz operation.

elements did not contribute to the radiating aperture since ferrite absorbing tiles were
placed on the cavity walls down to the antenna ground plane.

This array also utilized commercially available components for the beam-former
assembly. For small, low frequency arrays such as this, the beam-former design is not
a difficult task due to the increased volume beneath the unit cell and the small number
of antenna elements. The elements parallel to the 36-in. cavity dimension are desig-
nated as H-pol and the elements parallel to the 18-in. cavity dimension are designated
as V-pol. The overall thickness of this array was approximately 10 inches including the
beam-former network.

The measured H-pol array gain at broadside compared to the theoretical maximum
directivity of the planar aperture is shown in Figure 12.21. Note that the antenna effi-
ciency varies from 30% to 50% over the 100-MHz to 1-GHz band. The low frequency
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performance is limited by the size of the cavity, which acts as a waveguide below cut-
off for frequencies below 150 MHz. Measured patterns for the H-pol array, shown in
Figures 12.22 and 12.23, show well behaved performance across the band. The VSWR
for the H-pol and V-pol arrays, shown in Figure 12.24, is below 3:1 across the band.

To determine the limits of the CSA concept, an even smaller breadboard was con-
structed consisting of four radiating elements with a total size of 12 in. × 12 in. × 6 in.
This breadboard, shown in Figure 12.25, utilizes the same element design as the above
array but is reduced to only four radiating elements in a 2× 2 configuration. The five
visible sides are conventional thin substrates with the interior volume occupied by a low
density, lightweight foam. The weight of this breadboard is approximately 10 pounds,
which is primarily determined by the beam-former components and mounting hardware.
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Figure 12.21 Measured broadside gain of the H-pol array compared to the theoretical maximum
gain.
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Figure 12.23 Measured E -plane antenna patterns for H-pol array.

H-PolV-Pol

Figure 12.24 Measured VSWR of the V-pol and H-pol arrays.

The gain of this breadboard is shown in Figure 12.26 and shows an operating band-
width of 150 MHz to 1 GHz, which is remarkable for an array of this size. The measured
VSWR is shown in Figure 12.27. The small finite CSA arrays radiate largely from the top
surface. The nonradiating vertical elements provide a direct connection for the currents
to terminate into the ground plane. This method of edge termination is a result of the
intentional mutual coupling used in the CSA approach and is not possible in conventional
arrays.
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Figure 12.25 A 2× 2 CSA breadboard designed for 150 MHz to 1 GHz.

150

15
2x2 CSA
Theoretical Max

250 350 450 550
f (MHz)

650 750 850 950

10

5

M
ea

su
re

d 
G

al
n 

(d
B

i)

0

−5

−10

−15

−20

Figure 12.26 Measured broadside gain of the 2× 2 CSA compared to the theoretical maximum
gain.

12.2.11 Summary

A fundamentally different approach to wideband array design has been introduced and
extensively validated with measured hardware. Conventional array design attempts to
minimize mutual coupling between elements designed in isolation. This approach inten-
tionally couples the array elements to provide wideband operation and also results in a
low profile array due to the use of printed dipole elements. The dielectric layers placed
above the array to enhance bandwidth can also serve as a radome to protect the elements.

The CSA was initially conceived to solve a 9:1 bandwidth problem. The design has
proved to be scalable across frequency. Lower frequency versions have demonstrated a
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Figure 12.27 Measured VSWR of the 2× 2 CSA.

usable bandwidth of a decade. One of the remarkable features of the CSA is its ability to
maintain performance for finite arrays as small as 2× 2 active elements. Since the initial
conceptual description of the CSA, more than 20 breadboards have been constructed and
measured covering frequencies ranging from 100 MHz to 18 GHz. The development of
this technology has fundamentally altered the design approach for achieving wideband
performance using a planar phased array.

12.3 VIVALDI ANTENNA ARRAYS

Current designs of Vivaldi antenna arrays can yield VSWR < 2 for bandwidths of 10:1
or more. Nearly ideal element patterns (∼cos θ ) are obtained in all scan planes for θ

as great as 50◦–60◦. Properly designed and fabricated Vivaldi antenna arrays do not
require lossy materials to achieve this performance or to suppress anomalous behavior.
Furthermore, the Vivaldi antenna incorporates a balun into its basic structure, making
it compatible with commonly used printed transmission lines, such as microstrip and
stripline.

Throughout their development, Vivaldi-like antennas have been referred to by many
names: notch or flared notch, tapered slot antenna (TSA), endfire slotline antennas, and
variations of these names. The name Vivaldi was associated with an exponentially flared
slotline antenna by Gibson in his 1979 paper [11]. Since that time, the name has come
to be associated with any endfire TSA that resembles Gibson’s original structure. Lewis
et al. [12] suggested wide bandwidth operation of Vivaldi-like antennas in an array
environment.

Development of operational Vivaldi antenna arrays progressed very slowly until the
1990s, when computer capabilities and numerical analysis techniques were able to accu-
rately characterize realistic antenna structures in large array environments. Use of periodic
boundary conditions provided full-wave treatment of the critical coupling effects between
densely packed elements of the array [13–16]; more than 100 elements per square wave-
length at the lower operating frequencies. It is now understood that a successful array
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design for wide bandwidth and electronic scanning depends strongly on modeling and
management of coupling between elements of the array.

12.3.1 Background

When used as single antennas, TSAs usually are a few wavelengths long and the slot
opens to a width of one wavelength or more. The antenna behaves like an endfire traveling
wave radiator [17]. Small arrays operating over a few percent bandwidth were found to be
useful for millimeter wave spatial power combining [18]. Vivaldi antennas do not include
any resonant structures, so manufacturing tolerances do not have a strong influence on
the operating frequency or radiation of the antennas. Recent interest in imaging radio
telescopes has spurred studies of wideband Vivaldi arrays in the focal plane of large
reflectors [19].

12.3.1.1 Some Examples Large aperture arrays that must operate simultaneously
over wide bandwidths or at widely separated frequency bands with electronic scanning
demand performance that can be provided by Vivaldi antenna arrays. Some examples
of Vivaldi antenna arrays that have been fabricated are shown in Figure 12.28. Most
Vivaldi antenna arrays are planar structures, but conformal arrays have been designed.
Single- and dual-polarized arrays with singly and doubly curved aperture surfaces can
be designed to work satisfactorily for sufficiently large radii of curvature.

(a)

(b) (c)

Figure 12.28 Vivaldi antenna arrays: (a) 16× 15 single-polarized array, (b) 8× 32× 2 dual-
polarized array, and (c) 9× 8× 2 dual-polarized array. (Photographs (a) and (c) courtesy of Uni-
versity of Massachusetts Center for Advanced Sensor and Communication Antennas; photograph
(b) courtesy of L-3 Randtron Antenna Systems.)
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Antenna arrays operating as apertures (as opposed to focal plane feeds for reflectors or
lenses) must be at least a few wavelengths in size to produce useful beamwidths. Since
array element spacing is slightly less than 0.5 wavelength at the highest frequency of
operation, useful arrays covering two or more octaves will contain 30 or more elements
along any direction for which beam forming and beam scanning are desired. If the number
of elements in any linear direction is less than 15–20, the performance of individual
elements and of the entire array can be affected by the truncation, especially at the lower
frequencies of the operating band.

12.3.1.2 Polarization Considerations Vivaldi antenna elements radiate fields that
are predominantly linearly polarized with the electric field vector at bore sight parallel
to the plane of the Vivaldi antenna. In the principal planes, the cross polarization is quite
small and is created by fabrication tolerances for stripline-fed antennas. Microstrip-fed
antennas are not symmetrical, so they typically have higher cross-polarized radiation in
the principal planes. Vivaldi antennas are known to produce elliptical polarization in the
intercardinal planes [20], with the lowest axial ratio typically observed in the diagonal
plane. Figure 12.29 shows the ratio |Ey/Ex | in the diagonal plane of a large Vivaldi
antenna array (an infinite array is used for this simulation). The VSWR of the array
is mostly less than 2:1 over the frequency range and scan angles shown. The cross
polarization is mostly below −20 dB up to 30◦ from broadside, but degrades to −15
dB or worse for scan angles greater than 45◦ in the diagonal plane. McGrath et al. [21]
found that the cross-polarized radiation is higher in the diagonal plane of single-polarized
Vivaldi arrays than dual-polarized arrays.

The most common array configuration to obtain dual polarization is the “egg crate”
arrangement with Vivaldi antennas on the four sides of a square unit cell, Figure 12.30a.
In this arrangement, the phase centers of the horizontally and vertically polarized elements
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Figure 12.29 Ratio of Ey to Ex for scan in the diagonal plane of an infinite, dual-polarized Vivaldi
array when only the x -polarized elements are excited (y-polarized elements are terminated). Scan
angles of 15◦, 30◦, and 45◦ from broadside are shown.
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Vertical polarization Horizontal polarization

(a)

(b)

Vertical Polarization

Horizontal Polarization

Figure 12.30 Two ways to obtain dual polarization. (a) Each unit cell of the array is comprised
of one horizontally polarized radiator and one vertically polarized radiator. The phase centers for
H and V polarization are not coincident. (b) Each unit cell is comprised of a pair of horizontally
polarized radiators and a pair of vertically polarized radiators. The two horizontally (vertically)
polarized elements are fed in phase from a single input connection. The phase centers are more
nearly coincident, but the smaller radiator size limits bandwidth.

are not coincident, which may necessitate a more complicated feed network to achieve
dual-polarized scanning. An alternative configuration to achieve dual-polarized radiation
is shown in Figure 12.30b.

12.3.2 Design and Fabrication Considerations

Vivaldi antenna arrays are usually constructed with printed circuit techniques, employ-
ing stripline or microstrip input to the elements; see Figure 12.31. The Vivaldi antenna
includes as part of each element a balun transition to feed the slotline in the required
balanced mode. No external balun is required to operate with unbalanced transmission
lines that are typically used for microwave feed networks. If desired, a balanced connec-
tion directly to the Vivaldi antenna element at the narrow portion of the slotline yields
performance similar to that illustrated in these sections.
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Figure 12.31 Exploded views of Vivaldi antenna elements: (a) stripline-fed antenna, (b)
microstrip-fed antenna, and (c) photo of a stripline-fed antenna with coaxial connector. This ele-
ment operates at 3–12 GHz in a large array.

12.3.2.1 Baluns for Vivaldi Antennas The most common balun structure used
with Vivaldi antennas is adapted from Knorr’s microstrip-to-slot transition [22]. A
six-port balun also has been used by Kragalott et al. [23]. Figure 12.32 shows these
two types of baluns. The stripline radial stub in Figure 12.32a can be replaced by a
via connecting the stripline directly to the ground planes, but the reactance variation
of the radial stub has been found to be beneficial for impedance matching over wide
bandwidths.

12.3.2.2 Continuous Electrical Contact Gaps between the elements of Vivaldi
antenna arrays cause undesirable resonances that disrupt the wideband performance of
the arrays; see Figure 12.33. Impedance anomalies can occur also when a large array is
comprised of subarrays, each subarray having contiguous elements but gaps between the
subarrays [24]. Elements near the edges of the subarrays are affected more by the gaps
than elements in the interior of the subarrays.

Single-polarized arrays should be fabricated with continuous metallization on each
row of the array, and dual-polarized arrays should have electrical contact at all junctions
of orthogonal antennas. This requirement makes it difficult to build wideband Vivaldi
antenna arrays in a modular fashion, that is, with field replaceable modules comprised
of one element and a T/R module. Rather, the Vivaldi antenna aperture must be a single
unit or must have reliable means to maintain electrical continuity element-to-element.
Partitioning the aperture into subarrays of connected elements, where the subarrays are
not in direct contact, is an alternative to element-by-element modularity but, as noted
previously, this also causes anomalies in the array performance.

The balanced antipodal Vivaldi antenna (BAVA) [25] is a variation of the traditional
Vivaldi antenna that is inherently separated from its neighbors. When used in large
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Figure 12.32 Two types of baluns that have been used successfully for stripline-fed and
microstrip-fed Vivaldi antennas.

arrays, it also suffers from bandwidth-limiting resonances [26]. However, recent work
has extended the useful bandwidth of BAVA arrays to nearly two octaves [27].

12.3.2.3 Element Spacing To achieve wide scan without grating lobes, array ele-
ment spacing must not exceed 0.5λhi, where λhi is the wavelength at the highest frequency
of operation. Also, grating lobe theory suggests that scan performance is improved by
reducing element spacing as much as possible. However, feed network complexity and
T/R module count increase when element spacing decreases. Experience has shown that
element spacing should not be greater than approximately 0.45λhi. For large element spac-
ings, the air-filled region between the elements supports waveguide modes that cause
severe impedance anomalies. In addition, a parallel plate mode is responsible for one
type of anomaly in single-polarized arrays with spacing greater than 0.5λ [28]. Modes
of a square waveguide account for some of the anomalies in dual-polarized arrays with
spacing greater than 0.5λhi.

12.3.2.4 Vias to Suppress Resonance in Dielectric The dielectric-filled region
between the conducting ground planes of stripline-fed Vivaldi antenna elements can
support the dominant mode of a parallel plate or rectangular waveguide and this mode
can be excited in dual-polarized arrays or by H -plane scan of single-polarized arrays.
However, it is easy to suppress this mode by vias [29].

12.3.2.5 Size and Weight Vivaldi antennas radiate preferentially in the endfire
direction, necessitating a finite depth for the antenna array. This depth has been a disad-
vantage of Vivaldi antenna arrays, but alternative array configurations that can provide
wide bandwidth and wide scanning while occupying less volume have not yet reached
similar levels of development and implementation. A dual-polarized Vivaldi array has
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achieved the performance shown in Figure 12.34 with a total depth of 0.23 wavelength
at the lowest operating frequency.

When comparing alternatives for wide bandwidth antenna arrays, it is important to
consider the total volume, weight, and complexity of the array. Vivaldi antenna arrays
have the balun integrated into the radiating element; there is no need for additional
circuitry that may add weight, volume, and loss to the array.

The weight of a Vivaldi antenna array is dominated by the dielectric substrate that
comprises the elements. (Antenna mounting structures are not included in this estimate.
The egg-crate structure of the dual-polarized array is very strong and requires little
or no element-by-element support over moderately large distances.) The total length
of a typical Vivaldi antenna array element operating over approximately three octaves
is 4 times its width, which is approximately 0.45 wavelength at the highest operating
frequency. Furthermore, the substrate thickness needed for good antenna performance
is approximately 0.1 times the antenna width. Therefore the total volume of dielectric
substrate in a Vivaldi antenna element is 0.03λ3

hi − 0.04λ3
hi. This can be used to estimate

the weight of a Vivaldi antenna array before completing a detailed design.
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Figure 12.34 VSWR predicted (for infinite array) and measured (for central element in 8 × 8× 2
array) for dual-polarized array; array depth = 0.23λ at lowest frequency; broadside beam. Peaks of
measured VSWR near 0.8 GHz are likely due to truncation effects as discussed in Section 12.3.4.
(From Ref. 30 with permission.)

12.3.3 Electrical Design in Infinite Arrays

Figure 12.35 shows the parameters that define the Vivaldi antenna element and array.
All of these parameters influence antenna performance, but some general guidelines can
be used to minimize the parameter space that must be searched to obtain a good design.

1. Element spacings a and b should be approximately 0.45λhi.

2. Longer elements usually work better at low frequencies, yielding greater band-
width.

3. Substrate thickness approximately 0.1 times element width usually yields good
results.

4. The exponential opening rate, Ra , and cavity size, D sl, strongly influence antenna
performance.

Vivaldi array design requires full-wave numerical simulation of many geometries to
obtain satisfactory performance over wide bandwidth and scan angles. Vivaldi antenna
arrays that utilize the Knorr balun [22] as indicated in Figure 12.35 generally have input
impedances that resemble the plots in Figure 12.36. The lower operating frequencies are
limited by low input resistance and large variation of the reactance from capacitive at
low frequencies to an inductive peak that must be controlled for good impedance match
at low frequencies. Larger cavity sizes, D sl, increase the antenna resistance at the lowest
frequencies, but overly large cavities produce an undesirable overshoot as the resistance
rises at lower frequencies and also causes large reactance. Higher permittivity substrates
usually result in lower operating frequencies but can adversely affect high frequency
performance [31].



608 WIDEBAND ARRAYS

Feed

d

t

a b

Metallic
Posts

(a)

a a

d

t

Feeds

Metallic Posts

y

z

x

(b)

(c)

Ws

DSl

LG

d

Ha

y=eRaZ
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The exponential flare of the Vivaldi slot is defined by y = C1e
RaZ + C2. Larger open-

ing rates, Ra , improve low-frequency resistance but increase the variations of resistance
and reactance throughout the operating band. Thus a compromise is usually required
when choosing D sl and Ra for wide bandwidth operation.

Like all phased arrays, the impedance of Vivaldi antenna arrays changes with scan
angle. Simulated VSWR for three scan angles of a particular array design are shown in
Figure 12.37. This array operates well over a bandwidth of two octaves for scan angles
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Figure 12.36 Variation of active input impedance. Vivaldi element in single-polarized infinite
array. (a) Effect of exponential opening rate. (b) Effect of slotline cavity size. (From Ref. 33 with
permission.)

to 45◦. Using the standard formula F(θ, φ) = [1− |�(θ, φ)|2] cos θ , the element pattern
can be evaluated from the infinite array reflection coefficient. Measured element gain for
a central element of a single-polarized array is shown in Figure 12.38.

Design curves for a dual-polarized array resemble those of a single-polarized array;
see Figure 12.39. The antenna designer can analyze a few element designs in an infinite
array by using a full-wave electromagnetic simulator and then use these plots to guide
element optimization for desired performance. The performance of a particular array
designed in this fashion is shown in Figure 12.40.

12.3.4 Truncation Effects in Vivaldi Antenna Arrays

Since Vivaldi antenna arrays utilize coupling between neighboring elements to achieve
wide bandwidth performance, truncation of the array to finite size affects elements near
the array edges. Holter and Steyskal [32] explored the extent of truncation effects by
analyzing finite arrays of various sizes and observing the input impedance as a function
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Figure 12.28a. Truncation effects are evident in these measurements. Element spacing is λ/2 at
12 GHz; 16 elements = 20 cm. (From Ref. 33 with permission.)

of element distance from the array edge. They show that the element impedance approx-
imately converges to the value in an infinite array for elements that are at least two
wavelengths from the array edge. This conclusion is consistent with the rule of thumb
often applied to narrow bandwidth arrays, where truncation effects are significant for the
outer 3–4 rows of the array. At the upper edge of their operating bandwidth, Vivaldi
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impedance of infinite array at broadside scan. Dual-polarized, stripline-fed elements. Anomaly
near 5.3 GHz limits upper operating frequency. (From Ref. 38, copyright © 2000 IEEE.)

arrays have element spacing approximately λ/2 and the truncation effects are limited to
(approximately) the outer 3–4 elements. However, truncation effects at the lower end of
the operating band, where element spacing may be 0.1λ or less, are significant 10–15
elements from the array edge.

Truncation effects in small arrays can cause severe mismatch of some array elements
over portions of the desired operating band. Figure 12.41 shows the VSWR of two
columns in an 8× 8 array of Vivaldi antennas. The strong anomaly in the middle of
the operating band occurs for a few of the interior elements, but not for edge elements,
nor for most other interior elements. Redesign of the element geometry can reduce or
eliminate this midband anomaly.

12.4 FRAGMENTED ARRAY ANTENNAS

12.4.1 Introduction

Students of antenna design are taught that one can estimate the gain of an array antenna
by multiplying the pattern of a single element by the array factor. This simplistic formula
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Ref. 38, copyright © 2000 IEEE.) (b) Element dimensions in centimeters.

ignores mutual coupling between elements, which has traditionally bedeviled designers
of phased arrays by introducing areas of scan blindness (combinations of frequency and
scan angle for which the array is poorly matched). As the sophistication of numerical
modeling codes has increased in concert with the availability of inexpensive parallel
computing power, antenna designers have developed the ability to include the effects
of mutual coupling in performance predictions. This in turn suggests the possibility of
exploiting mutual coupling rather than avoiding it.

As GTRI was addressing this question in the mid-1990s, work was also being done
on single feed planar antennas to maximize both gain and bandwidth. Consideration of
canonical broadband antenna types such as spirals or bow ties (Figure 12.42) suggested
that these radiating structures fail to achieve the theoretical limits of gain over a broad
bandwidth (diffraction limited gain, approximated by 2πA/λ2 for a uniform current
sheet without a ground plane radiating into both hemispheres). The question naturally
arises: Are there other radiating structures that can improve the performance of traditional
broadband antennas? Based on these considerations, GTRI decided to treat the allocated
aperture as a blank canvas, using optimization routines to determine placement of con-
ducting structures to most efficiently radiate energy over the broadest bandwidth. The
result is a class of antennas we have dubbed “fragmented apertures,” due to the typically
complex distribution of conducting regions over the surface. Although the names sound
similar, fragmented apertures are not fractal antennas and are not based on replication of
geometry at multiple scales [35, 36].

Figure 12.43 shows several examples of early fragmented aperture antenna designs.
These examples indicate the trade space of bandwidth versus realized gain for single
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Figure 12.43 Early development of fragmented apertures focused on the relationship between
gain and bandwidth for single feed antennas. The plot shows four early designs for antennas
spanning up to 3 wavelengths.

element planar antennas. Note, in particular, that the 3λ square design has achieved
realized gain (gain with mismatch) of better than 16 dBi.

The fragmented aperture design approach extended naturally into efforts to extend
the instantaneous bandwidth of practical array antenna elements. The insight that led to
a breakthrough in achievable bandwidths was the recognition that dc electrical con-
nection between elements was actually useful and should be exploited. Subsequent
multiple-octave array designs consistently featured these connections, which support con-
tinuous current paths that span multiple elements. For example, in an array with an 8:1
bandwidth, the radiated wavelength changes from approximately the width of two ele-
ments at the highest frequency to 16 elements at the lowest. With the connected array,
continuous conducting paths of sufficient length to support the necessary currents are
present on the aperture.

As an experiment to demonstrate the importance of connected arrays, the 6-cm ele-
ments of Figure 12.44 were designed to operate from 0.25 to 2.5 GHz in an array with
no ground plane. The aperture limited gain was thus approximately 2πA/λ2, since the
apertures radiate equally in both hemispheres. The first element design was optimized
with electrical connections between elements permitted, that is, a connected array. The
second element was optimized with a boundary enforced around each element to pre-
vent conducting pathways between elements. The realized gain achieved by an 8× 8
finite array of each element design is shown in the figure. Because of the continuous
current paths across element boundaries, the connected design is able to maintain a good
impedance match over the full 8:1 bandwidth and thus achieves superior performance.

Another key feature of the connected geometry is that the overall size of the array
becomes a limiting factor on the lowest operating frequency. When the previous con-
nected design was modeled in arrays of various sizes (again without a ground plane), the
resulting performance was proportional to array size, as shown in Figure 12.45. Arrays
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Figure 12.44 This design experiment compared performance of two 8× 8 arrays using the ele-
ments pictured on the left. The first was optimized with the constraint that the elements not be
electrically connected; the second was optimized with no such constraint. The connected array
achieved much broader bandwidth.

of 2× 2, 4× 4, 8× 8, and 16× 16 elements were simulated. For all cases, the upper
frequency limit remained relatively constant, being limited by the element lattice spacing
and resulting grating lobe formation. The low frequency limit, on the other hand, was
approximately proportional to the overall array dimension.

To confirm the validity of these simulations, a fragmented array with 3-cm elements
was designed and measured in 1999. The quantity modeled and measured was the embed-
ded element realized gain (EERG), where one central element was active and others were
terminated in matched resistive loads. This quantity measures the performance of an ele-
ment in the array environment. An angle pattern cut of the EERG can be used to predict
the scan performance of an array of these elements. This highlights the performance
of the radiator without the need for expensive beam-forming networks. As can be seen
from Figure 12.46, the array achieves near aperture-limited gain at broadside over a 10:1
bandwidth, with excellent model-measurement agreement.

12.4.2 Wideband Backplanes: Planar 10:1 Arrays

Early explorations of the fragmented arrays (2000 and earlier) focused on basic ques-
tions of element connections, bandwidth limits, and natural impedance values [37]. These
investigations typically either used no ground plane behind the radiating surface or
accepted the limitations of simple ground planes. Ideally, a ground plane should be
located λ/4 behind the broadside radiating surface of a planar antenna. Notionally, the
backward-radiated energy travels a path length with a phase progression of 180◦ that,
together with the 180◦ phase inversion at the perfect electrical conductor (PEC) surface
of the ground plane, causes the reflected energy to arrive in phase with the forward
going radiation. Wideband antennas pose a difficulty, however, since λ varies widely
over the operating bandwidth. In fact, when the ground plane is λ/2 behind the radiating
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Figure 12.46 Embedded element realized gain for a central element of a 10× 17 array with 3-cm
square unit cells.

surface (or an integer multiple of λ/2) the backward going radiation is reflected and
arrives exactly out of phase with the forward radiation. This situation is illustrated in
Figure 12.47, which shows the results of a simulation of a fragmented aperture radiator
placed 2.5 cm in front of a PEC ground plane. The broadside gain is normalized to
the area gain for this antenna. Without the ground plane, the radiator is well matched
across the band, but because it is radiating in both directions the forward radiation only
approaches −3 dB, represented by the dashed line in the plot. With the ground plane,
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Figure 12.47 When a broadband radiating sheet is placed in front of a simple PEC ground plane,
the resulting gain pattern will suffer nulls at frequencies where the separation distance is an integer
multiple of a half-wavelength (in this case, 6 GHz for a 2.5-cm separation).

the gain approaches the maximum around 3 GHz, where the 2.5 cm represents a quar-
ter of the free-space wavelength and the ground plane provides almost a 3-dB increase
in broadside gain. At 6 GHz, however, the ground plane is a half-wavelength behind
the radiating surface and the gain suffers a deep null. The null will be repeated every
multiple of λ/2 (12 GHz, 18 GHz, etc.) Practical experience indicates that fragmented
aperture designs can be extended to approximately 8:1 bandwidths before the half-wave
null impact must be addressed.

The problem is made more complicated if the array is intended to scan over any
significant volume, because the null frequency is dependent on the scan angle, as illus-
trated in Figure 12.48. As the scan angle moves away from broadside the null frequency
increases. The contour plot in the figure shows this trend.
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Figure 12.48 For normal incidence (or when a phased array is scanned to broadside) pattern nulls
will occur when the ground plane is at a half-wavelength separation. At scan angles off normal,
the null will occur at higher frequencies. This geometry is illustrated in the diagram on the left.
The contour plot on the right shows the relationship between field intensity at the radiating surface
and frequency and angle for a 2.5-cm separation.
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Since the problem can be attributed to backward radiated energy, one is tempted to
address it with absorbing solutions. Interestingly, the Salisbury screen absorbing structure
has the desirable characteristic that its tuned absorption frequency increases with inci-
dence angle, exactly analogous to the scan angle–frequency dependence of the half-wave
null. This was the inspiration for the “broadband screen” backplane, which GTRI devel-
oped to extend the frequency performance of fragmented apertures over a ground plane.
As an example, Figure 12.49 shows the performance of a typical planar fragmented
aperture over a classical Salisbury screen, that is, a 377-ohm R-card positioned λ/4 in
front of a ground plane. The backplane is most absorptive at exactly the frequency/angle
combinations where the half-wave null occurs (and in fact at every odd multiple of
half-wavelengths).

Figure 12.50 shows the normalized realized gain at broadside with the first generation
broadband screen backplane. Now the aperture has recovered enough gain at the problem
frequency to achieve near 50% efficiency. However, we can do better. For overall antenna
performance, the impedance value, position, and even the number of R-card layers may
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Figure 12.49 Here the radiating surface is located 2.5 cm in front of the PEC ground plane, but a
377-ohm/square R-card layer is placed halfway between the radiator and ground plane, eliminating
the deep null at λ/2.
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Figure 12.50 This plot of the normalized realized gain at broadside for the configuration of
Figure 12.49 shows that the deep null at 6 GHz has been improved to only 3-dB insertion loss.
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be considered as free variables in the design. For example, if the 377-ohm R-card is
replaced with a 225-ohm card, realized gain is maintained within 2 dB of the aperture
limit across the operating band of the antenna.

Figure 12.51 pictures a 10:1 design that was developed as a proof of concept using a
single R-card broadband screen. The array demonstrated better than 50% efficiency over
the operating band of 1–10 GHz. The plot in the right half of the figure shows normalized
predictions of realized gain or, equivalently, insertion loss. The top curve (normalized
gain) shows the effects of resistive loss. The bottom curve (normalized realized gain)
shows the combined effects of resistive and mismatch loss. Thus the distance between
the two curves is a measure of the impedance match for this design.

With a simple conducting ground plane behind a planar radiating surface, a standing
wave occurs when the separation distance is one-half wavelength (or an integer number
of half-wavelengths), which places a field null at the radiating surface. The resulting
impedance mismatch is the cause of the deep dropout in the gain curve. In addition to
the energy they dissipate, R-cards inserted in the backplane stack introduce additional
reflection boundaries that “break up” or redistribute the standing wave to avoid field
cancellation at the radiating surface. As the operating bandwidth of the array spans more
octaves, a simple ground plane introduces more half-wave nulls and the problem of
defeating the standing wave becomes more complicated. Figure 12.52 shows an example
of a radiating surface located 3 inches in front of a simple conducting ground plane. The
resulting standing wave produces interference nulls approximately every 2 GHz. When
the empty cavity is replaced by an optimized broadband screen with six R-card layers
in the backplane stack, the standing wave nulls are eliminated. Figure 12.53 compares
the performance of the empty cavity with the broadband screen over frequency and scan
angle. The nulls are effectively controlled to scan angles of 60◦ or more.

12.4.3 Multilayer Radiators: 33:1 Bandwidth Arrays

A broadband screen backplane can control half-wave nulls, but it uses a loss mechanism
to do so. While it is not necessary to attenuate all of the backward radiated energy, some
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Figure 12.51 The first array built using the broadband screen backplane was this 10:1 design.
Efficiency was better than 50% (<3-dB insertion loss) from 1 to 10 GHz.
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Figure 12.53 Contour plots comparing the configurations of Figure 12.52 over a range of scan
angles.

loss is inevitable with this approach. It would be better to radiate energy only into the
forward hemisphere and eliminate the possibility of backward-radiated energy reflecting
off a ground plane to add out of phase with the forward directed radiation. As a thought
experiment, consider the ideal planar radiator with no thickness in Figure 12.54. Notion-
ally, radiation must occur equally into both hemispheres since nothing distinguishes one
side from the other. However, if the radiating layer has some thickness, then asymmetries
may be introduced that cause the surface to radiate preferentially in one direction, as in
the second antenna of Figure 12.54. For example, if 90% of the energy is made to radi-
ate into the forward hemisphere, then even if the backward-radiated energy is reflected
and returns 180◦ out of phase, it will only reduce the transmitted power to 80% of the
maximum value.

This principle may be exploited by using multiple radiating layers in front of the
ground plane. The radiating layers may be actively driven, or they may be parasitic,
analogous to the directors in a Yagi–Uda antenna. In Figure 12.55, two radiating layers
approximately 8 mm apart with no ground plane were optimized using the fragmented
aperture design process. The design goal was to maximize gain in the forward hemisphere.



12.4 FRAGMENTED ARRAY ANTENNAS 621

A(f) A(f) B(f) A(f)

90%10%

10%
d

Best case: 100%
Worst case: 80%

d

d

Figure 12.54 Thought experiment demonstrating the benefit of preferentially radiating in one
direction to mitigate ground plane nulls. This is possible with asymmetric radiation, which can be
achieved with a radiator thickness > 0.

Dual planar
fragmented

radiators

0 2 4 6 8 10

Configuration:

7.6 mm
(0.3 in.) −15

−10

−5

0

Frequency (GHz)

N
or

m
al

iz
ed

 r
ea

liz
ed

 g
ai

n 
(d

B
)

Forward-radiated power

Backward-radiated power

Uniform aperture limit

F/B ratio

Figure 12.55 Idealized design with simultaneously optimized radiating layers. The design goal
was to maximize front-to-back ratio.

The plot shows the normalized forward-going and backward-going radiation, demonstrat-
ing good preferential radiation, or front-to-back ratio (F/B), over the upper octave of
the design region (1–10 GHz). As the wavelength gets longer, the electrical separation
between radiating layers becomes insufficient to direct the radiation. The region of effec-
tiveness for this approach is enough to produce the 10:1 design of Figure 12.56, where
the realized gain remains within 3 dB of the maximum across the band. This design is
for illustrative purposes only, as it has no realistic feed structures or loss.

The extent to which using multiple radiating face sheet layers may improve the
bandwidth of the antenna depends on the number and spacing of the face sheets. In
Figure 12.57, the antenna designs use two and three face sheets, respectively. These
simulations include realistic feed structures, but the ground planes have been replaced by
perfectly matched absorbing layers in the simulation. With two face sheets, the antenna
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Figure 12.56 The use of parasitic layers to direct radiation forward may also be accomplished
in the presence of a PEC backplane, as in this example, where insertion loss is kept below 2 dB
over most of a 10:1 bandwidth.
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Figure 12.57 Design experiments with two and three radiating face sheets. The ground plane has
been replaced in each simulation with a perfectly absorbing layer as the back boundary condition.
Thus normalized gain levels above −3 dB may be attributed to the F/B ratio.

exhibits enhanced gain over most of the upper octave. With three, antenna gain is
enhanced over the upper two octaves.

Design of fragmented elements for phased arrays with operating bandwidths beyond
10:1 are best executed through a judicious combination of a multilayer radiator with a
broadband screen backplane. In partnership with Northrop Grumman Electronics Systems,
GTRI has built and measured two laboratory proof-of-concept radiators with 33:1 band-
widths, each incorporating both design strategies. Each design consisted of a three-layer
radiator stack over a six R-card backplane stack. In the first design, two face sheets were
driven by the feeds and the third was parasitic. In order to simplify the manufacturing
process, the second design had only the innermost face sheet driven, with two parasitic



12.4 FRAGMENTED ARRAY ANTENNAS 623

1

1.5

2

2.5

3

3.5

4

4.5

5

0
100 2 4 6 8

2 4 6 8 10

Frequency (GHz)

V
S

W
R

−7

−6

−5

−4

−3

−2

−1

0

1
N

or
m

al
iz

ed
 r

ea
liz

ed
 g

ai
n 

(d
B

)

Resistive loss

Mismatch loss

3 dB Spec

Realized gain

Gain

Frequency (GHz)

Figure 12.58 Predicted performance of the 33:1 antenna design. In this periodic simulation,
antenna efficiency is shown to be better than 50% over the entire bandwidth of 0.3–10 GHz for
an actual antenna designed with realistic feed structures.

outer layers. Figure 12.58 shows the performance of the second design in a periodic
simulation, which eliminates finite array edge effects. The simulation includes realistic
feed structures and material properties. Gain is normalized to the element area gain, so
the 0-dB line represents ideal performance. Note that the design achieves nearly 1 dB
or better insertion loss over the upper octave, with better than 3-dB insertion loss over
the entire 0.3–10-GHz design bandwidth. Representative measurements of the second
design are presented below.

The simulations were supported with measurements of a test piece on three different
antenna ranges covering the entire operating bandwidth. These measurements were not
only consistent across all three ranges, but they validated the simulation results. The
test antenna was a 23× 23 element, dual linear polarized array with the center element
actively driven and all surrounding elements terminated in matched 188-ohm impedances
at the feed points. Figure 12.59 illustrates the composition of one element of the array
in cross section, with cartoons of the etched unit cell pattern on each face sheet and a
photo of the test antenna.

Broadside frequency scans of the embedded element realized gain (EERG) are plotted
in Figure 12.60. The EERG is obtained by driving one element and terminating the
rest with matched loads. This greatly reduces the cost of the measurement setup and
test piece, as beam-former electronics are not required. Achievable scan volume may be
inferred from the beamwidth of the EERG angle pattern cuts.

The figure compares the measurement results at broadside to predictions. The element
area gain, which represents the physical limit for antenna performance, is denoted by the
dashed line. The predicted EERG at broadside is denoted by the solid line. Compared to
these are four measured data sets from the three different antenna ranges, including three
different calibration horns spanning the 33:1 bandwidth. Data was also measured on both
V-pol and H-pol feeds (both sets should be equivalent at broadside for this symmetric
design). The measured data show excellent consistency across ranges and at both sets
of feed points, and excellent agreement with the predictions. The measurements showed
approximately 1-dB more insertion loss at the high end than predicted. The difference
is more than can be attributed to resistive loss in the feed cables and on the metal
radiating surfaces. It is likely due to slight imperfections in the assembly of the radiator.
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Face sheet 1: Driven layer Face sheets 2 & 3: Parasitic layers
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Figure 12.59 Construction details of one 33:1 antenna design, including a photo of the test piece
used to measure embedded element realized gain (EERG).
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Figure 12.60 The plot shows a compilation of measured data at broadside for the 33:1 test
antenna (three antenna ranges, two polarizations). The measured data is plotted against numerical
predictions of performance, along with the element area gain representing ideal performance.

Performance at the high end is particularly sensitive to the position of the three layers at
the end of the feed cables, and their planarity in the assembled test piece was affected
by warping in the etched sheets.

This slight drop-off is removed in Figure 12.61 to facilitate angle pattern comparisons.
These patterns allow detailed comparison of measured and modeled EERG over angle
cuts at several discrete frequencies. Again, model-measurement agreement is excellent,
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Figure 12.61 Comparison of modeled (solid lines) and measured (data markers) EERG pattern
cuts at several discrete frequencies. Again, note the excellent agreement between prediction and
measurement.

with the models predicting features such as the ripple at 2 GHz due to finite array edge
effects and the narrowing of the scan volume above 8 GHz.

Figure 12.62 presents the measured EERG data from three different overlapping data
sets for H -plane scans and two for E -plane scans. The contour plots show angle cuts
plotted horizontally at each frequency. Each angle cut (horizontal line across the contour
plot) has been normalized so that the maximum value at each frequency is zero (i.e.,
frequency slope has been removed from the data sets). The resulting image shows the
achievable scan volume as a function of frequency for a fully driven array antenna with
this design. That scan volume, as defined by the 3-dB points, is approximately ±60◦

over most of the band, with some narrowing above 9 GHz in the H -plane and above
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Figure 12.62 Compilation of measured angle cuts normalized to the maximum value at each
frequency. Resulting contours indicate achievable scan volume. Note the lack of scan blindness in
the operating regions.
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Figure 12.63 Results of several design exercises for fragmented arrays. For air-filled cavities,
the antenna thickness is approximately λ/12 at the lowest operating frequency.

7 GHz in the E -plane. Note also that the featured scan volume shows no evidence of
any suck-outs or scan blindness over the operating bandwidth.

Our experience with several wideband phased array designs has produced empiri-
cal evidence for a rule of thumb regarding the thickness of these wideband radiators.
Figure 12.63 compiles results for five fragmented array designs with bandwidths greater
than an octave. Designs with bandwidths less than 10:1 used simple ground planes;
antennas with bandwidths of 10:1 or greater incorporated broadband screen backplanes.
In each case, the overall thickness is dictated not by the bandwidth, but by the low-
est operating frequency. For cavities filled with air or low-dielectric foams, the antenna
thickness will be approximately λ/12 at the lowest frequency.

12.4.4 Conclusions

The successful design of ultrawideband phased arrays has been enabled by several fac-
tors. These designs require high fidelity time-domain EM solvers. The necessity to
optimize over many frequencies would be time prohibitive if the designs were done
with frequency-domain codes. Designs referenced in this chapter were all developed
using a finite-difference time-domain code, the results of which can then be Fourier
transformed to produce the requisite range of frequency predictions. The code is highly
validated, but it was developed in house so we understand how to enhance the speed
of simulations by sacrificing some accuracy when necessary. In early design stages, it
is important to move through iterations rapidly to converge on a “pretty good” design.
Then in the design’s final stages, accurate predictions are required to account for realistic
details such as feed structures and material characteristics. These highly accurate mod-
eling codes require computing hardware with sufficient processing power and memory
to handle fine details, and this is accomplished using relatively inexpensive Beowulf
clusters of Linux-based PCs.

With the appropriate modeling tools and computing infrastructure, GTRI was able
to develop the essential features for ultrawideband planar phased arrays: (1) connected
arrays to span several octaves; (2) broadband backplane stacks to mitigate half-wave
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nulls introduced by a ground plane; (3) multilayer radiators to enhance high frequency
performance with front-to-back ratio, thus leveraging the backplane improvements at low
frequencies; and (4) fragmented aperture radiators to accomplish impedance matching in
the presence of feed structures, material substrates, multiple layers, and so on. Measured
results confirm the success of these designs for bandwidths up to 33:1. Preliminary work
suggests that phased array operation over bandwidths of 100:1 or more is possible.
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CHAPTER 13

Synthesis Methods for Antennas

WARREN STUTZMAN and STANISLAV LICUL

13.1 INTRODUCTION

Most engineering problem types can be classified as either analysis or synthesis prob-
lems. The field of antennas is no different. Antenna analysis addresses a given antenna by
applying techniques (analytical formulation, simulation, and/or measurement) to under-
stand its operation and to determine its performance characteristics. Antenna synthesis is
the reverse of analysis; an antenna structure is derived from a given set of performance
characteristic specifications, usually including the radiation pattern. As an analogy, in
circuit theory it is possible to determine the needed circuit components and their values
for achieving a specified frequency response characteristic. In ideal antenna synthesis,
one would start with a set of electrical, mechanical, and system specifications that would
lead to a particular antenna together with its specific geometry and material composition.
This ideal general synthesis method does not exist in the antenna field. Antenna synthesis
is usually only possible after the problem is limited to a specific antenna type or a narrow
range of antenna types, but this is entirely adequate for many applications.

Traditionally, antenna synthesis has been applied to narrowband antennas in the fre-
quency domain. This chapter includes in Section 13.5 a treatment of methods that can be
used in both the time and frequency domains. It is shown how pole-residue methods are
applied to synthesis of antennas in the time domain, which is useful in emerging areas
such as ultrawideband applications.

Antenna design is the determination of a specific geometry for an antenna or antenna
type satisfying performance specifications that are known from experience to be achiev-
able in practice. Very often antenna design is accomplished through repeated analysis.
This is a trial-and-error approach based on organized variation of parameter values such
as lengths and material parameters for the specific antenna or antenna type. This is
usually started with numerical simulations that are performed until acceptable perfor-
mance characteristics are achieved followed by experimental validation at appropriate
points in the design process. Rarely is it known how close to optimum the final design
is. Repeated analysis will not necessarily yield, for example, the smallest size antenna
for the achieved performance. However, repeated analysis produces a realizable antenna
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because the starting point is realizable. There are many antenna simulation code pack-
ages available that facilitate repeated analysis. Some packages also include optimization
routines, often based on the genetic algorithm, to reach an “optimum” design.

Antenna synthesis, in contrast to antenna analysis that does not yield the antenna
excitations in a straightforward manner, yields a current distribution that will produce
the specified radiation pattern. Realization of required current distribution (either real or
equivalent) in antenna hardware may at times be difficult. Nevertheless, antenna syn-
thesis methods are very valuable in guiding the antenna designer in the pursuit of near
optimal solutions for the problem class. For example, the synthesis of a high directivity,
single beam, low sidelobe pattern is achieved by simply using a uniform phase, equal
amplitude current distribution that is long enough to achieve the required directivity. In
an application such as a satellite-platform based antenna that must illuminate the entire
globe, a single beam centered on the Earth with about 34-dB gain is required. An efficient
design is to use an antenna with a uniform phase, equal amplitude current distribution
giving 34-dB directivity.

Synthesis becomes more difficult with increasingly complex antenna requirements.
The general pattern synthesis problem is to specify the pattern variables and then to
determine the required antenna variable values for a given antenna geometry type. The
possible variables for the antenna and pattern are listed in Table 13.1 [1, Chap. 8].
Synthesis methods that apply to various combinations of antenna variables and pattern
variables are the focus of this chapter. As a final note, this chapter emphasizes practical
synthesis methods and provides references to methods with primarily theoretical interest.

13.2 SYNTHESIS PRINCIPLES

Antenna analysis in the frequency domain relates an antenna current distribution to its
radiation pattern. The radiation pattern is the Fourier transform of the current distri-
bution altered by obliquity factors that arise due to antenna geometry class and the

TABLE 13.1 Antenna Synthesis Variables

Antenna Variables Radiation Pattern Variables

Antenna continuity Main beam
Continuous Narrow main beam
Discrete—array Single beam

Multiple beams
Antenna shape Shaped main beam

Linear
Planar Pattern nulls at Specified Angles

Conformal Sidelobes
Three-dimensional Nominal sidelobes

Low sidelobes
Antenna size Shaped envelope sidelobes

Domain
Frequency
Time
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coordinate system choice. That is, each far-field component, with spherical spreading
loss and constants removed, can be factored into an element factor and a pattern factor:

F(θ, φ) = g(θ, φ)f (θ, φ) (13.1)

where g(θ , φ) is the element factor (or obliquity factor), which is the pattern of an
infinitesimal element of current of the actual antenna, and f (θ , φ) is the pattern factor .
For example, the E-plane pattern of a half-wave dipole oriented along the z-axis of a
spherical coordinate system can be expressed as

F(θ) = g(θ)f (θ) = sin θ
cos[(π/2) cos θ ]

sin2 θ
= cos[(π/2) cos θ ]

sin θ
(13.2)

The pattern factor of any linear current distribution along the z-axis is found as

f (θ) = 1

λ

∫ L/2

−L/2
i(z)ejβz cos θdz (13.3)

where β = 2π /λ is the phase constant (or wavenumber) and λ is the wavelength. The
current distribution i(z) is unitless and such that the far-field pattern f (θ ) is normalized
to unity maximum. The current is complex-valued to include beam scanning through
phase control. The mathematics simplify by using the following normalized independent
variables: s, the spatial variable on the antenna, and w, the associated far-field angular
variable. Then Eq. (13.3) becomes

f (w) =
∫ L/2λ

−L/2λ
i(s)ej2πwsds (13.4)

where

w = cos θ and s = z/λ

The current distribution is of finite extent, spanning −L/2λ to +L/2λ. In communication
theory terminology, this would be referred to as a “band-limited” function. With the
current being zero valued for |s|>L/2λ, the limits on the integral can be extended to
infinity, giving

f (w) =
∫ ∞

−∞
i(s)ej2πwsds (13.5)

This pattern factor is the Fourier transform of the current distribution.
From Fourier transform theory, we can find the current distribution through the inverse

transform:

i(s) =
∫ ∞

−∞
f (w)e−j2πswdw (13.6)

This result forms the synthesis solution. The current distribution i(s) required to produce
the far-field pattern f (w) is found by the inverse transform, Eq. (13.6). This result is very
comforting because the large body of Fourier transform theory can be borrowed. How-
ever, there are further considerations for antenna synthesis. A desired pattern fd(w) used
in the inverse transform in Eq. (13.6) will, in general, not produce a current distribution
of finite extent fitting into −L/2λ to +L/2λ.
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Example 1: The Sector Pattern A radiation pattern that provides uniform response
over a limited angular sector and zero response over the remaining angular space has
several applications, including direction finding. A perfect sector pattern extending from
−c to +c is

fd(w) =
{

1, |w| ≤ c

0, |w|> c
(13.7)

Then Eq. (13.6) yields

i(s) =
∫ ∞

−∞
f (w)e−j2πswdw =

∫ c

−c

1e−j2πswdw = e−j2πsc − e−j2πs(−c)

−j2πs

= 2c
sin(2πcs)

2πcs
= Sa(2πcs) (13.8)

where Sa(x) = (sin x)/x is the sampling function . This should be a familiar result from
communication theory; the Fourier transform of a pulse is a sampling function. The
current distribution, Eq. (13.8), is infinite in both directions, which is clearly impractical.
We will return to practical forms of Fourier transform synthesis in Section 13.3.1.1.

Fourier transform theory can be used to derive properties that provide guidance in
antenna synthesis, especially relating to the symmetry characteristics. Current distribution
symmetry is relative to the center of the aperture and pattern symmetry is relative to the
w = 0 point. The following properties that can be derived from Fourier transform theory
are useful in determining the current distribution types required for achieving certain
pattern symmetries [1, Sec. 8.1].

Property 1: A real-valued pattern is achieved if and only if the current distribution
amplitude is symmetric and the phase is odd . Real-valued patterns are often assumed
for mathematical simplicity, but patterns can be complex valued. A real-valued
pattern is not required in most applications, but it turns out that introducing pattern
phase as an additional variable adds little to the synthesis capability.

Property 2: A real-valued current distribution produces a symmetric pattern . Thus a
symmetric pattern is obtained from a zero-phase current distribution.

Property 3: An asymmetric pattern can only be achieved through the use of current
phase control . For example, a linear phase taper in the current will steer the beam
off axis, which is a pattern that is asymmetric about w = 0, although it can be
symmetric about the beam peak point.

Many applications require the pattern to be of a specified shape and, in some cases,
pattern control must be dynamically controlled to respond to changing operational con-
ditions. Pattern shape requirements often include the main beam shape, multiple main
beams, all sidelobes of low level, or a maximum sidelobe level envelope that varies with
angle. Associated system level constraints are frequency of operation, bandwidth, allowed
array geometries, antenna size, and profile limits. A completely general synthesis prob-
lem is one of determining the antenna geometry and excitation that satisfies the pattern
and system requirements within acceptable limits. No such general method exists, but
the framework for a general approach has been reported [2]. In practice, antenna design
involves the following process. First, the search is narrowed to a few candidate antenna
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types using judgment and experience. Then, for each candidate antenna type, a synthesis
procedure is applied to determine the excitations that produce a radiation pattern that fits
the pattern specifications within acceptable tolerances. Finally, a down-selection process
of the candidate solutions is used to select the final design.

This chapter presents classical and modern antenna synthesis methods. The
primary focus is on one-dimensional linear current distributions. However, most such
one-dimensional problems are extendable to two dimensions in a straightforward
fashion. Also, discussions focus on real-valued patterns in order to limit unnecessary
mathematical difficulties. Emphasis is twofold: (1) presentation of the methods that
are useful to the practicing engineer, and (2) a survey of important literature for
locating more details and advanced applications. Numerical examples and complete
developments of some methods are found in Refs. 1 and 3–6. Also see Hansen [7] for
a succinct summary of synthesis methods.

13.3 SHAPED BEAM SYNTHESIS METHODS

The main beam (or beams in the case of multiple beam patterns) can be made to conform
closely to a prescribed shape. This section concentrates on one-dimensional current dis-
tributions, but the methods also apply to the principal plane patterns of two-dimensional
currents that are separable (i.e., factorable into a product of two functions, each depend-
ing only on the associated source coordinate in the corresponding plane). As pointed
out in Section 13.2, current phase control is required to synthesize an asymmetric beam.
Usually arrays are more suitable for realizing the currents required to produce shaped
beam antennas.

13.3.1 Shaped Beam Synthesis Methods for Line Sources

13.3.1.1 The Fourier Transform Method The most direct synthesis method
makes use of the inverse Fourier transform relationship of Eq. (13.6) by merely inserting
the desired pattern fd(w) in the transform:

id(s) =
∫ ∞

−∞
fd(w)e−j2πswdw (13.9)

The resulting current distribution id (s) does produce the exact desired pattern. How-
ever, the desired current, in general, will be of infinite extent, producing an impractical
result. The Fourier transform antenna synthesis method proceeds by using a current
distribution that is a truncated version of the desired current limited to an antenna of
length L:

id(s) =
{

id (s), |s| ≤ L/2λ

0, |s|>L/2λ
(13.10)

Substituting this into Eq. (13.9) yields

f (w) =
∫ L/2λ

−L/2λ
id(s)e

j2πwsds (13.11)



636 SYNTHESIS METHODS FOR ANTENNAS

The Fourier transform synthesized pattern produces a very good approximation to the
desired pattern and yields the minimum mean squared error (MSE) deviation from the
desired pattern defined as

MSE =
∫ ∞

−∞
|f (w)− fd(w)|2dw (13.12)

The visible region extends from 0◦ to 180◦ in θ , which corresponding to −1 to +1 in
the variable w. So the MSE result in Eq. (13.12) extends over all space, both visible
(|w| ≤ 1) and invisible (|w|> 1); it does not give the desired measure of mean squared
error in the visible region but is a useful guideline.

Example 2: Fourier Transform Synthesis of a Sector Pattern with a 10-λ Line
Source An infinitely long linear current distribution is required to produce a perfect
sector pattern, as we saw in Example 1. The Fourier transform antenna synthesis method
consists of evaluating Eq. (13.10) by truncating the infinite current in Eq. (13.8) and
applying the forward transform of Eq. (13.11) to obtain the approximate pattern:

f (w) = 1

π

{
Si

(
L

λ
π(w + c)

)
− Si

(
L

λ
π(w − c)

)}
(13.13)

where Si(x) = ∫ x

0 [(sin τ )/τ ]dτ is the sine integral function. Direct numerical integration
of Eq. (13.11) is usually easier than working with sine integral functions. As a specific
example, we choose c = 0.5 and L = 10λ. Figure 13.1 plots the synthesized pattern of
Eq. (13.13) and required current distribution:

i(s) = 2c
sin(2πcs)

2πcs
= Sa(2πcs) = Sa(πs), |s| < 2.5 (13.14)

This example produces an expected result. The approximate sector pattern with a finite
pulse type shape has an approximately sampling function shaped current distribution. The
overshoots and ripple in the synthesized pattern are representative of deviations from the
desired pattern if it has discontinuities like this sector pattern. This Gibbs phenomenon
is a familiar result from Fourier theory and signal theory. An infinitely long aperture is
required to create the exact desired pattern with no ripple.

13.3.1.2 The Woodward–Lawson Sampling Method The Fourier transform
synthesis method produces a synthesized pattern with good overall agreement to the
desired pattern. The Woodward–Lawson sampling method, first presented by Woodward
[8] and expanded by Woodward and Lawson [9], provides a direct way to ensure that
the synthesized pattern agrees with the desired pattern exactly at discrete sample points
where the pattern equals specified sample values . The Woodward–Lawson method is
based on decomposing the current distribution into a sum of uniform amplitude, linear
phase slope sources:

i(s) = 1

L/λ

M∑
n=−M

ane
−j2πwns (13.15)
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Figure 13.1 Example of Fourier transform synthesis of a sector pattern using a 10λ line source.
(a) The synthesized pattern (solid curve) and the desired sector pattern (dashed curve). (b) The
current distribution for the synthesized pattern.

There are 2M + 1 component currents, sample points {wn}, and sample values {an}. The
corresponding component beams are orthogonal if the samples are spaced properly; the
original method prescribes the following:

wn = n

L/λ
, |n| ≤ M, |wn| ≤ 1.0 (13.16)

The pattern associated with Eq. (13.15) is found by taking its Fourier transform, giving
a summation of component beams of the sampling function type:

f (w) =
M∑

n=−M

anSa

(
π
L

λ
(w −wn)

)
(13.17)
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At sample locations w = wn, the pattern equals the sample value f (wn) = an because

Sa(0) = 1 and Sa

(
π
L

λ
(wm −wn)

)
= Sa

(
π
L

λ
(m− n)

λ

L

)
= 0 for m �= n

Then the sample value at the sample point is

an = fd(w = wn) = f (w = wn) (13.18)

Thus the synthesized pattern equals the desired pattern at the sample points and the
sample values at the sample points are unaffected by the other component beams; that
is, the component beams are orthogonal. The MSE will not be greatly different from that
of the Fourier transform method.

Example 3: Woodward–Lawson Synthesis of a Sector Pattern with a 10λ
Line Source The same sector pattern as in Example 2 is synthesized by the
Woodward–Lawson method again using a 10λ-long line source so that the methods can
be compared directly. The sector pattern is sampled at locations wn = nλ/L = 0.1n
as prescribed in Eq. (13.16). The sample values are equal to the desired pattern at
the sample points as in Eq. (13.18); that is, 1 for |n| ≤ 4 and 0 for the rest except
for |n| = 5 at the discontinuity, which can have a sample value of 0, 0.5, or 1. The
best approximation results from using a±5 = 0.5. The pattern formed by summing
component beams using Eq. (13.17) with the sample locations and values yields the
pattern in Figure 13.2a. Note that, unique to this method, the synthesized pattern
exactly equals the desired pattern at the sample points due to the orthogonality of the
component beams. The current distribution required to realize the synthesized pattern
found by evaluating Eq. (13.15) is shown in Figure 13.2b.

Examples 2 and 3 for a 10λ line source with a sector shaped desired pattern show that
the Woodward–Lawson synthesized pattern provides a better approximation to the desired
pattern than the Fourier transform method. Rhodes [10] extended the Woodward–Lawson
method for component current functions with arbitrary decay at the edge of the aperture,
including a zero edge illumination.

13.3.1.3 The Iterative Sampling Method Classical synthesis methods usually
result in a pattern that does not approach the desired pattern sufficiently close over the
whole pattern region. In addition, classical methods have limited ability to refine the
synthesized pattern. In essence, classical methods are “one-shot” methods in the sense
that if the synthesized pattern with one method is not good, a different method must be
tried. Iterative methods, on the other hand, begin with a pattern that roughly approximates
the desired pattern and adjustments are made to the pattern to improve the pattern fit to
the desired pattern. Convergence is not guaranteed because the desired pattern can be
overspecified such that the specifications cannot be realized with the aperture size; this is
true for any method. If this occurs, the choices are to relax the pattern fit constraints or to
increase the aperture size. A better approach is to use an iterative method with flexibility
to control the pattern fit. One such method, the iterative sampling method , is appealing
because of its simplicity and because it is applicable to nearly any antenna type, including
linear arrays, linear apertures, nonuniformly spaced arrays, multidimensional antennas,
and even reflector antennas with array feeds. In this section we present the basic form
of the iterative sampling method for linear apertures.
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Figure 13.2 Woodward–Lawson synthesis of the sector pattern using a 10λ line source of
Example 3. (a) The synthesized pattern (solid curve) and the desired sector pattern (dashed curve).
(b) The current distribution for the synthesized pattern.

By extending the Woodward–Lawson method from one based on uncorrelated pattern
samples to one of weakly correlated samples applied iteratively, a customized pattern fit
to the desired pattern can be achieved. The goal of low MSE (which is an integrated
error) between the desired and synthesized pattern is replaced by a minimax error, where
the maximum deviation from the desired pattern is minimized. The maximum allowed
deviation is specified over the far-field region in accordance with the criticality of the
pattern fit as a function of angle. The iterative sampling method has its roots in the
Woodward–Lawson formulation of Eqs. (13.15)–(13.18) [11]. But instead of requiring
the individual pattern samples to be uncorrelated, they need only be weakly correlated.
This gives the method great flexibility and permits iterative application.

The iterative sampling method begins with any initial pattern, F (0)(s), which is usually
obtained by a classical synthesis method such as the Woodward–Lawson method, or it
could even be a measured pattern. Here we are using the notation associated with the
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total pattern, in order to include the element factor. The initial pattern is compared to
the desired pattern at as many pattern points as appropriate. Next, correction patterns
�F(i)(w) are added to the initial pattern F (0)(w) to adjust the total pattern toward
the desired pattern. Note that many classical synthesis methods provide an integrated
error solution, whereas the iterative sampling method gives a minimax error solution by
minimizing the maximum deviations from the desired pattern according to specifications
by the designer, which is the most appropriate approach in most applications [12, p. 293].

The general expression for the synthesized pattern after K iterations is

f (K)(w) = f (0)(w)+
K∑
i=1

�f (i)(w) = f (0)(w)+
K∑
i=1

M∑
n=−M

a(i)n G(i)
n (w) (13.19)

A maximum of 2M + 1 component correction patterns G
(i)
n (w) are possible for each

iteration, but usually fewer are used. The component corrections can be about any func-
tion with the simplest being uniform line source (sampling) patterns as used in the
Woodward–Lawson method. The component patterns weighted by coefficients a

(i)
n can

be determined in a variety of ways, with the easiest being the difference between the
previous iteration value and the desired pattern value at the sample point:

a(i)n = fd(w
(i)
n )− f (i−1)(w(i)

n ) (13.20)

The locations of the correction patterns are often applied to points where the pattern
deviates the most from the desired pattern. For blind application in computer codes, the
algorithm that works the best is to use the mean value between previous sample points:

w(i)
n = w

(i−1)
n +w

(i−1)
n−1

2
(13.21)

To maintain any pattern symmetry and to have real-valued pattern and current, corrections
should be applied symmetrically about the coordinate origin. The source distribution
corresponding to the synthesized pattern is simply given by the Fourier transform of Eq.
(13.19):

i(K)(s) = i(0)(s)+
K∑
i=1

M∑
n=−M

a(i)n g(i)
n (s) (13.22)

Many examples of patterns synthesized with the iterative sampling method are presented
in Refs. 11, 13, and 14, including line sources, two-dimensional continuous sources,
linear arrays, and planar arrays for shaped beam and/or low sidelobe applications. Thus
the iterative sampling method can be used for all antenna types and desired patterns
within one simple framework.

As mentioned earlier, the component illumination function need not be that of a
uniform line source, as proposed by Raabe [15]. In the Woodward–Lawson method,
such component illumination functions cause the method to lose its simplicity, but it can
offer improvement to an iterative sampling approach with no added complexity.

13.3.1.4 The Optimum Line Source Method The Fourier transform method
yields the minimum MSE between the desired and synthesized patterns but over all
space, visible and invisible. The optimum line source method gives the minimum mean
squared error (MSE) pattern over the visible region (θ from 0◦ to 180◦). The method
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places a constraint on the superdirective ratio, γ , which is the ratio of total power in all
space to the radiated power in visible space [12, Chap. 7]. The higher the superdirective
ratio value, the higher are the currents on the antenna, leading to higher ohmic losses
and lower efficiency. In addition, a high superdirective ratio (γ  1) is accompanied by
highly oscillatory currents that are sensitive to errors, giving realization difficulties. This
leads to a narrow bandwidth. Yaru [16] used numerical examples of arrays to quantify the
deleterious effects of superdirectivity to show that if the required current distribution is
not realized exactly, the synthesized pattern will be nowhere close to the desired pattern
and the array is sensitive to excitation errors and has very low bandwidth and efficiency.
Thus high superdirective ratio synthesis is mostly of theoretical interest.

Woodward and Lawson [9] in 1948 showed that for finite sized two-dimensional
apertures, continuous or discrete (arrays), it is theoretically possible to produce a radiation
pattern that approaches the desired pattern as closely as wanted. Rhodes [17] and Fong
[18] presented mathematical approaches to synthesizing optimum line source distributions
subject to not exceeding a specified superdirective ratio. The mean squared error of the
optimum pattern can be evaluated using a simple technique [19].

13.3.1.5 Search Methods There are synthesis methods based on a computerized
search for a solution or solutions subject to a cost function that is usually the deviation
between the desired and synthesized pattern with an error limit that is either integrated
over the pattern or continuously specified over the radiation space. Fong and Birgenheier
[20] introduced a conjugate gradient iterative search method that miminizes an error
functional such as a weighted squared error. Their method applies to line sources or
linear arrays and is extendable to two-dimensional antennas. Genetic algorithms provide
an organized guessing to yield a good solution, albeit not necessarily optimum [21, Chap.
9; 22].

13.3.1.6 Other Methods Hyneman and Johnson [23] developed a line source tech-
nique for achieving low ripple and sidelobes through a procedure to deterministically
perturb the pattern zeros. For antennas that are many wavelengths in size, geometrical
optics methods can be used for synthesis by relating a section of the source to an angular
wedge in the far field [24, Sec. 3-2E]. Optical synthesis of shaped beams can be applied
to reflector antennas to shape the reflector surface [21, Chap. 15; 25, Chap. 13; 26, 27].
The radiation integral of Eq. (13.4) can be recast as a Laplace transform [24, Sec. 3-2 C]
and then circuit synthesis methods such as Butterworth (maximally flat) and Chebyshev
(equal ripple on the main beam) can be used to synthesize patterns.

13.3.2 Shaped Beam Synthesis Methods for Linear Arrays

Many of the shaped beam pattern synthesis methods for linear arrays follow directly
from corresponding line source methods; good literature summaries are found in Refs.
12 (Chap. 7), 21 (Chap. 16), 29 and 30. For terminology, we use equal and unequal to
refer to array interelement spacings and uniform and nonuniform to refer to excitations.

Analogous to Eq. (13.1), the total pattern for an array antenna can be expressed as a
product given by Ref. 1, Eq. (3-66)

F(θ, φ) = ga(θ, φ)f (θ, φ) (13.23)



642 SYNTHESIS METHODS FOR ANTENNAS

where ga(θ, φ) is the normalized element pattern and can include average mutual coupling
effects [31]. The array factor is determined by the element spacing d and excitations {in}
for an odd number of elements P = 2N+1:

f (w) = K

N∑
m=−N

ime
j2πm(d/λ)w (13.24)

where K is a constant required to normalize the pattern to unity maximum. Results for
an even number of elements is found in Ref. 1 (Sec. 8.3). The desired array factor fd
can be found for a known element pattern by back solving Eq. (13.23):

fd(w) = Fd(w)

ga(w)
(13.25)

13.3.2.1 The Fourier Series Method The observation that an array factor for
a linear array has the same mathematical form as a Fourier series was first noted by
Wolff [32]. The Fourier series method gives a minimum MSE pattern over one period
of the array factor, which corresponds to the visible region if the element spacing is
one-half wavelength. The desired pattern can be expanded into a Fourier series:

fd(w) = K

∞∑
−∞

bme
j2πm(d/λ)w, −λ/2d < w < λ/2d (13.26)

where the Fourier coefficents are

bm = d

λ

∫ λ/2d

−λ/2d
fd(w)e−j2πm(d/λ)wdw (13.27)

Identifying d as the spacing between elements and w = cos θ , where θ is the angle from
the line of the array, the sum in Eq. (13.26) is recognized as the array factor of an equally
spaced linear array with array factor Eq. (13.24) and an infinite number of elements. An
infinite array, of course, is not practical as was the infinite line source for the inverse
Fourier transform of Eq. (13.9). The practical Fourier series synthesis method results by
truncating the sum in Eq. (13.26), giving the array factor in Eq. (13.24) and choosing
the currents equal to the Fourier series coefficients:

im = bm, 1 ≤ |m| ≤ N (13.28)

Example 4: Fourier Series Synthesis of a Sector Pattern with a Linear Array The
same pattern of Examples 2 and 3 is synthesized for a linear array of 21 elements that are
half-wavelength spaced apart, giving a linear array of length L = 10.5λ, which is close
to the 10λ antenna length of the previous two examples. The current values found from
Eqs. (13.27) and (13.28) are 0.5 at z = 0, 0.318 at z = ±0.5λ, 0 at z = ±1λ, −0.106 at
z = ±2λ, 0.064 at z = ±2.5λ, 0 at z = ±3λ, −0.046 at z = ±3.5λ, 0 at z = ±4λ, 0.035
at z = ±4.5λ, 0 at z = ±5λ. So there are only 11 elements with nonzero excitations in
this example. The Fourier series synthesized pattern calculated using these currents in
Eq. (13.24) is shown in Figure 13.3. Note that it is very similar to the Fourier transform
synthesized pattern of Figure 13.1.
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Figure 13.3 Pattern (solid curve) of the 10.5λ-long linear array of 21 half-wavelength spaced
elements of Example 4 synthesized for a sector pattern shape (dashed curve).

The Fourier series method provides the best MSE approximation to the desired pat-
tern over one array factor period. However, if the desired pattern has a discontinuity,
such as with a sector pattern, there are large overshoots in the main beam and large
near-in sidelobes—the Gibbs phenomenon. These oscillating deviations can be reduced
by weighting the Fourier determined coefficients. One popular weighting is the Fejer sum.
Other weightings have been used in array synthesis too [33–36]. Chiba [36] presents
measured shaped beam patterns implemented with waveguide slot arrays.

13.3.2.2 The Woodward–Lawson Method The original Woodward–Lawson
method for synthesizing patterns based on sampling methods was applied to continuous
currents as in Section 13.3.1.1, but due to its simplicity and flexibility, the approach
is easy to apply to arrays. Somers [37] presents formal proofs of the extension of
the Woodward–Lawson method to arrays and that the correct array length to use is
Nd, not (N−1)d. Shanks [38] showed that in the limit of infinite array length, the
Woodward–Lawson method is exact. The Woodward–Lawson array synthesis method
is actually a perfect match to array beam formers such as a Butler matrix or Rotman
lens-fed array [39]. When the input ports to these feed networks are in proportion to
the synthesized currents, the Woodward–Lawson pattern will be produced. An example
similar to Example 3 in Stutzman and Thiele [1, Sec. 8.3] produces a nearly identical
pattern to the Woodward–Lawson line source case.

13.3.2.3 The Iterative Sampling Method The iterative sampling method
described in Section 13.3.1.3 for line sources applies in exactly the same fashion to
linear arrays. Werner and Ferraro [40] show other examples of the iterative sampling
method.

13.3.2.4 Array Polynomial Zero Manipulation Methods Schelkunoff [41] in
1943 originated shaped pattern synthesis for equally spaced linear arrays by manipulating
the zeros of the array polynomial. To understand the technique, we first examine the roots
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of the array factor. By the fundamental theorem of algebra the array factor of Eq. (13.26)
can be expressed as [12, Sec. 7.10]

f (w) = K

N∑
m=−N

bmz
m = K

bP

b1
(z− z1)(z− z2) · · · (z− z2N) (13.29)

where {zm = ej2πwmd/λ} are the locations of the zeros of the pattern. The variable z =
ej (2π/λ)dw has unity magnitude as w = cos θ varies with angle θ . Thus if a zero, say, zk ,
lies on the unit circle, it will produce a null in the pattern at the angle θk . If all zeros lie
on the unit circle, there are P−1 nulls in the visible region and the element currents are
unique; see Taylor and Whinnery [42] for this and other theorems.

Orchard and Elliott developed a synthesis method generally referred to as Orchard’s
method that applies to equally spaced linear arrays [43, 44]. It builds on Schelkunoff’s
method by manipulating the zeros of the pattern function in the complex plane using an
iterative numerical method. The method works with the power pattern, which makes the
problem nonlinear, leading to multiple solutions and associated multiple current distri-
butions. Orchard’s method is capable of good pattern fits, but its drawbacks are that it is
computer intensive, only applies to equally spaced linear arrays, and it may converge to
a local minimum rather than the global minimum [45]. If the array polynomial (i.e., the
array factor) is specified in amplitude and phase in far-field directions equal in number to
the number of elements, the solution is unique and can be found from matrix inversion
[46]. If the selected far-field directions are equally spaced in terms of wn, the approach
is equivalent to the Fourier series method of Section 13.3.2.1. These methods do not
extend to continuous current antenna methods as does the Woodward–Lawson method
and its variants.

13.3.2.5 Search Methods Most of the search methods mentioned in Section
13.3.1.5 can be used for arrays also. Quadratic programming uses the mean square error
between the synthesized and desired pattern as a cost function to determine an optimum
excitation of a specified array geometry [21, Chap. 16; 47]. The genetic algorithm is
especially well suited to array synthesis [21, Chap. 16; 48]. Mitchell et al. [49] applied
the genetic algorithm to roots in the complex plane. Array element excitations and/or
locations can be optimized in the presence of its environment, such as a vehicle, by
working with in situ element patterns that include coupling and scattering effects [50].
Michelson and Schomer [51] used a nonlinear programming approach to shaped beam
syntheses that treats the element amplitudes, phases, and positions as variables and
permits the array geometry to be conformal to any nonlinear curve. Buckley [52] used a
search method with constraints on the element currents to avoid large current variations,
which he noted arise with the Orchard method. Neural network methods have been
applied to arrays for shaped beam and adaptive null forming applications [53, Chap. 6].
The particle swarm method has recently been introduced to array synthesis. It provides
better results than the quadratic programming method and is easier to use than the
genetic algorithm [54]. The particle swarm method is easier to implement than the
genetic algorithm and usually produces better results, but not always [55].

13.3.2.6 Aperture Sampling Method Complex shaped patterns synthesized for
continuous antennas require current amplitude and phase distributions with many shape
details that are difficult to realize in practice. But one can design an array antenna,
which often is much easier to realize than a continuous source, by first synthesizing a
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continuous source and then sampling the source. That is, the array element excitations
are determined by equating them to samples of the aperture distribution at the element
locations [12, Sec. 7.4]. The resulting pattern will in most cases closely approximate that
of the continuous distribution for both shaped and narrow beam patterns [56]. Walter
[24, Sec. 2-18] gives examples showing that the approximation improves with smaller
element spacings.

13.3.2.7 Unequally Spaced Array Methods Unequally spaced arrays offer sev-
eral advantages with narrow beam patterns (see Section 13.4.4), but are also sometimes
used for shaped beam patterns. Ishimaru [57] introduced the “source position function”
concept as a model function to determine positions of unequally spaced uniformly excited
elements. The method was implemented experimentally for a cosecant shaped beam with
a series-fed waveguide with varying width and equally spaced slots [58].

Density tapering methods produce a desired aperture amplitude distribution by spacing
uniformly excited elements unequally. Density tapering is often used with narrow beam
patterns (see Section 13.4.4), but there is not a direct trade-off between the element
amplitude distribution and element positions. Density tapering has limited application to
desired pattern shapes requiring control of the excitations.

Another way to achieve element count reduction is to aperture sample, as described
in Section 13.3.2.6, in a way that elements are located at low or very low model current
amplitude locations, and then remove that element [59]. Unequally spaced, shaped beam
arrays can be synthesized based on a numerical approximation (i.e., quadrature) method
to the radiation integral in Eq. (13.11). The approximating summation represents an array
factor and the quadrature weights are the element excitations [13].

13.3.2.8 Array Synthesis Including Mutual Coupling Effects Arrays are
designed for the widest possible interelement spacings to reduce the number of elements
in order to limit the cost and complexity of the array system. Wide spacings reduce
mutual coupling and, in most cases, permit factoring the array pattern expression
into a product of an active element pattern that includes averaged mutual coupling
effects and the array factor as in Eq. (13.23). Then synthesis is applied to the array
factor. In some cases (especially for low sidelobe desired patterns), mutual coupling
effects cannot be ignored or included in an average active element pattern, and special
techniques are required.

Sahalos [6] presents a general synthesis method that applies to arrays that can be
unequally spaced and multidimensional by manipulating the traditional array factor from
the nonorthogonal basis functions in Eq. (13.2.4) into a form that has orthogonal basis
functions and then solving for the element currents. The orthogonal method can also
include mutual coupling effects and the obtained element current values compensate for
coupling effects.

Arrays that can be analyzed using moment method numerical methods [1, Chap. 10]
can be synthesized including all element mutual coupling and the environment around
the antenna through a matrix inversion process [31, 60–62].

13.3.2.9 Pattern Synthesis for Reflector Antenna Array Feeds Array anten-
nas placed in the focal region of a reflector antenna are used to shape the main beam of the
array–reflector antenna system. Spacecraft reflector antenna requirements are the most
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demanding and require sculpting the beam shape to match the contour, for example, of
a land region as viewed from geostationary orbit. Dual offset reflectors with array feeds
represent the state of the art [63]. Advanced applications are possible with array-fed
reflector antennas, such as correcting for reflector surface distortions using an array feed
designed using the iterative sampling method [64]. An example situation where this
would be useful is a mesh reflector that deviates from its canonical shape due to struc-
tural details such as support ribs or due to, for example, imperfect deployment from a
space platform.

13.3.2.10 Wide Bandwidth Methods Arrays with elements in a periodic grid (i.e.,
equal interelement spacings) have limited bandwidth, especially for phased array appli-
cations. For example, an array with half-wavelength spaced elements has full-wavelength
spacings when the frequency doubles and grating lobes become significant. In practice,
arrays cannot be operated with one-wavelength spacings, and spacings must be much
less than a wavelength for wide angle electronic scanning [65].

There are some techniques for broadbanding arrays. Uthansakul and Bialkowski [66]
discuss a wideband feeding technique for synthesizing a scanned narrow beam pattern
and report an experiment demonstrating 27% bandwidth. Aperiodic grids reduce grating
lobe effects and permit wider bandwidth [67]. King et al. [68] found several arrangements
of unequally spaced arrays that give stable, usable patterns over a 2:1 bandwidth. Finally,
elements of different sizes can be used in a shared aperture geometry to widen bandwidth
to at least two octaves (4:1) [69, 70].

13.3.2.11 Other Methods Guy [29] presented a method for synthesizing arrays
of elements that lie on a curve and are composed of dissimilar elements. This iterative
method has been used to design many practical antennas. Baker [71] extended the work
of Hyneman and Johnson, which was mentioned in Section 13.3.1.6, to arrays for syn-
thesizing shaped patterns with low ripple. The array synthesis problem can be expanded
to include optimization of other system parameters such as signal-to-noise ratio [72] and
beam efficiency [73].

As noted earlier, power pattern array synthesis methods exist [12, Chap. 7; 74], but at
the expense of making the synthesis problem more difficult due to the nonlinearity intro-
duced by squaring the field pattern. There are two reasons to use field pattern synthesis,
as we do in this chapter: The source distribution solution is unique and the benefits of
power pattern synthesis over field pattern synthesis are marginal [46].

13.3.3 Shaped Beam Synthesis Methods for Multidimensional Antennas

Synthesis of multidimensional antennas can be treated in parts as one-dimensional syn-
thesis problems for the principal planes if the current distributions are separable —that
is, the current variations in each principal plane of the antenna are of the same relative
shape. However, for large antennas better results are obtained by using a nonseparable
distribution [4, 75]. Elliott and Stern [76] present an iterative method to synthesize sector
patterns using a circular planar aperture. Richie and Kritikos [77] extended the iterative
sampling method to avoid iterations using a linear programming solution of simultaneous
equations for application to planar arrays. Hodges and Rahmat-Samii [78] presented a
general planar array synthesis method. Elliott [4, Chap. 6] has a good treatment of planar
arrays, including the projection method , where planar array element currents are pro-
jected onto the plane of interest and the resulting linear array is used to find the pattern
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in that plane. Collin and Zucker [12, Chap. 7] also treat two-dimensional apertures and
arrays. Josefsson and Persson [79] present an aperture projection method for synthesizing
conformal arrays, as well as several other methods for conformal arrays, some including
mutual coupling effects.

13.4 LOW SIDELOBE SYNTHESIS METHODS

Sidelobes should be of a low level when it is important to reject unwanted signals
arriving outside the main beam. Moderate sidelobe reduction (below those obtained with a
uniformly illuminated aperture) is required for interference control, and extreme sidelobe
reduction may be necessary for a receiver to cope with high power jamming transmitters.
In some cases, dynamic (adaptive) pattern control is needed to respond to changing
interference/jamming conditions. Low sidelobe designs can be combined with a shaped
main beam, with multiple main beams, or, more commonly, with a single pencil beam.
A consequence of low sidelobes is reduced directivity due to main beam widening.

13.4.1 Taylor Line Source Methods

The optimum (narrowest) beamwidth for a given sidelobe level occurs when all sidelobes
are of equal level [80]. The ideal Taylor line source, although unrealizable, provides
such a pattern. However, a realizable current distribution is obtained when the perfectly
equal sidelobe level requirement is relaxed somewhat to produce the Taylor line source
with approximately equal sidelobes. While it is hard to achieve the required continuous
current distribution in practice for Taylor line source forms, they are often used as a
model function for sampling to produce an array excitation.

The ideal Taylor line source pattern has all sidelobes of equal peak level 1/R relative
to the main beam peak, giving a sidelobe level (SLL) in decibels as

SLL = −20 logR (dB) (13.30)

where R is the ratio of the main beam peak to peak sidelobe level values.
The pattern is given by

f (w) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
cos

[
π
√
(L/λ)2 w2 − A2

]
coshπA

, |w| ≥ Aλ/L

cosh
[
π
√
A2 − (L/λ)2 w2

]
coshπA

, |w| ≤ Aλ/L

(13.31)

This pattern is unity for w = 0 and is a function of the sidelobe level through the
parameter of convenience. A defined with the following relation:

R = coshπA (13.32)

In the sidelobe region, this pattern oscillates between −1/R and +1/R to infinity in w,
leading to infinite power in the pattern and consequently infinite power in the source due
to current singularities at the aperture edges. Clearly, this ideal pattern cannot be realized
in exact form.
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For large w, the argument of the cosine function in Eq. (13.31) for the ideal Talyor
line source pattern is approximately πwL/λ. So the pattern zero locations, which occur
for cosine argument multiples of π , are wn

∼= ±λ(n− 1
2 )/L, which are regularly spaced.

Taylor [80] devised an approximate pattern, usually referred to as the Taylor line source,
based on modifying the interior zero locations by a scale factor σ , giving

wn =
⎧⎨⎩ ±(λ/L)σ

√
A2 + (

n− 1
2

)2
, 1 ≤ n < n

±(λ/L)n, n ≤ n <∞
(13.33)

where

σ = n√
A2 + (

n− 1
2

)2
(13.34)

The zero expressions in Eq. (13.33) are equal for n = n. The scale factor σ is only slightly
above unity, so the pattern is close to the ideal Taylor line source inside the transition
point of n = n. Values of σ for various SLL and n values are found in Table 13.2.
Beyond nth zero the pattern zeros align with those of the Sa function, giving a sidelobe
envelope of 1/w. This sidelobe decay leads to a reduction of the current distribution
edge singularities to secondary peaks with height depending on the SLL.

Taylor line sources are actually a member of the Woodward–Lawson family, as shown
in [1, Sec. 8.4], and the pattern and corresponding current distribution are given by

f (w) =
n−1∑

n=−n+1

f (n,A, n)Sa

[
(w − λ

L
n)

L

λ
π

]
(13.35)

i(s) = λ

L

[
1+ 2

n−1∑
n=1

f (n,A, n) cos

(
2π

λ

L
ns

)]
(13.36)

Formulas [1, Sec. 8.4] and tables [81, Appendix I] are available to determine the coef-
ficients f (n,A, n), which are samples of the Taylor line source pattern. For the ideal
Taylor line source, n = ∞ and the summations extend to infinity—but the pattern is
more simply expressed by Eq. (13.31).

The half-power beamwidth expression for the Taylor line source in angle space (i.e.,
not the space variable w) is

HP ≈ 2 sin−1
{
λσ

Lπ

[
(cosh−1 R)2 − (cosh−1(R/

√
2)2

]1/2
}

(13.37)

This formula applies to the ideal Taylor line source by setting σ to unity.

TABLE 13.2 Design Parameters for Taylor Line Sources

SLL σ

(dB) A n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10

−20 0.9528 1.1213 1.1027 1.0870 1.0749 1.0655 1.0582 1.0522 1.0474
−25 1.1366 1.0924 1.0870 1.0773 1.0683 1.0608 1.0546 1.0495 1.0452
−30 1.3200 1.0693 1.0662 1.0608 1.0554 1.0505 1.0463 1.0426
−35 1.5033 1.0539 1.0523 1.0492 1.0459 1.0426 1.0397
−40 1.6865 1.0430 1.0424 1.0407 1.0386 1.0364
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Example 5: A 5λ Taylor Line Source with−30-dB Sidelobes In this design example,
the near-in sidelobes of a 5λ-long line source are to be approximately −30 dB. A Taylor
line source with n = 4 from Eq. (13.32) has A = 1.32 and from Eq. (13.34) σ = 1.0693.
From formulas in Stutzman and Thiele [1, Sec. 8.4] or using the tables in Hansen [81,
Appendix I]

f (n,A, n) = {0.29266,−0.01578, 0.00218}
The pattern and current distribution using Eqs. (13.35) and (13.36) are shown in Fig-
ure 13.4. The half-power beamwidth from Eq. (13.37) is HP= 12.98◦; the corresponding
ideal Taylor line source has a beamwidth of 12.13◦.

There is another Taylor line source method referred to as the one-parameter Taylor
line source method, which has a sampling function type pattern but with the first sidelobe
level below that for the uniform line source of −13.3 dB [81, Chap. 1].

13.4.2 Linear Array Methods
13.4.2.1 Dolph–Chebyshev Method Dolph [82] exploited the equal ripple prop-
erties of Chebyshev polynomials for the design of linear arrays with a narrow main beam
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Figure 13.4 The (a) radiation pattern and (b) current distribution for the 5λ Taylor line source
of Example 5 for SLL=−30 dB, n = 4.
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and equal sidelobes. Because of the trade-off between beamwidth and sidelobe level, an
equal sidelobe pattern yields the narrowest beamwidth possible for a given sidelobe level.
So the Dolph–Chebyshev array provides the optimum compromise between beamwidth
and sidelobe level. Of course, the following fundamental antenna principle still holds:
lower sidelobes are associated with a wider main beam and require a more tapered
current distribution. This section presents the essential formulas required for designing
Dolph–Chebyshev arrays. Derivation details are found in the literature. [1, Sec. 8.4; 12,
Sec. 5.10; 82]. Villeneuve [83] developed a method that is a discrete array equivalent to
the Taylor method for continuous line sources.

The Dolph–Chebyshev synthesis process begins by specifying a main beam peak to
sidelobe ratio, R, and then finding the array currents that yield the narrowest beamwidth
for the number of elements P . Alternatively, one could specify the beamwidth and find
the lowest sidelobe design. The array factor is expressed as a Chebyshev polynomial:

f (ψ) = TP−1

(
x0 cos

ψ

2

)
(13.38)

where the pattern variable is ψ = 2π(d/λ)w. The main beam peak value is not normal-
ized to unity as usual, but the peak value is R and occurs for ψ = 0:

f (ψ = 0) = R = TP−1(x0) = cosh[(P−1) cosh−1 x0] (13.39)

where the definition of Chebyshev polynomial was used to obtain the last form [1, Sec.
8.4]. Solving this equation for x0 gives

x0 = cosh

(
cosh−1 R

P − 1

)
(13.40)

Summarizing the synthesis procedure, first the sidelobe level SLL is specified and R is
calculated from Eq. (13.30). Then x0 is calculated using Eq. (13.40). Finally, the array
factor is evaluated from Eq. (13.38).

There are several ways to find the element currents. Dolph [82] presented a method for
calculating the currents, but it is difficult to evaluate and is inaccurate for large arrays.
A second method involves manipulating the array factor to be in the same form as
the Chebyshev polynomial and equating the coefficients of each term to find the element
currents [1, Sec. 8.4; 84] Third, direct evaluation methods are appropriate for most cases;
see Safaai-Jazi [85], Bresler [86], and Elliott [89, Sec. 5.3]. Finally, a formula by Bresler
[86] for the currents based on the work of Van der Mass [87] is the most accurate [88].
Table 13.3 gives the currents for popular SLL and P values computed using Bresler’s
formula.

The Dolph–Chebyshev pattern expression depends only on the SLL and the number
of elements, not the element spacing and, thus, array length. The narrowest beamwidth in
the visible region while maintaining the desired SLL is the practical optimum solution.
This is obtained by increasing the element spacing to a point where a piece of the grating
lobe equaling the SLL is just visible. This optimum spacing is [85]

dopt = λ

[
1− cos−1(1/γ )

π

]
, broadside (13.41a)

dopt = λ

2

[
1− cos−1(1/γ )

π

]
, endfire (13.41b)
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TABLE 13.3 Current Magnitudes for Equally Spaced Dolph-
Chebyshev Linear Arrays

SLL (dB)

P −20 −25 −30 −35 −40

3 1.6364 1.7870 1.8774 1.9301 1.9604
4 1.7357 2.0699 2.3309 2.5265 2.6688
5 1.9319 2.5478 3.1397 3.6785 4.1480

1.6085 2.0318 2.4123 2.7401 3.0131
6 1.8499 2.5876 3.3828 4.1955 4.9891

1.4369 1.8804 2.3129 2.7180 3.0853
7 1.8387 2.7267 3.7846 4.9811 6.2731

1.6837 2.4374 3.3071 4.2625 5.2678
1.2764 1.7081 2.1507 2.5880 3.0071

8 1.7244 2.6467 3.8136 5.2208 6.8448
1.5091 2.2296 3.0965 4.0944 5.1982
1.1386 1.5464 1.9783 2.4205 2.8605

9 1.6627 2.6434 3.9565 5.6368 7.6989
1.5800 2.4751 3.6516 5.1308 6.9168
1.3503 2.0193 2.8462 3.8279 4.9516
1.0231 1.4036 1.8158 2.2483 2.6901

10 1.5585 2.5318 3.8830 5.6816 7.9837
1.4360 2.2770 3.4095 4.8740 6.6982
1.2125 1.8265 2.5986 3.5346 4.6319
0.9264 1.2802 1.6695 2.0852 2.2182

(The central element current values are listed first and the edge elements
have unity magnitude.)

where

γ = cosh

[
1

P − 1
ln(R +

√
R2 − 1

]
(13.41c)

Optimum patterns are possible for broadside arrays with spacings not less than a half-
wavelength and for endfire arrays with no lower limit on spacing [12, Sec. 5.10].

Accurate formulas for the beamwidth are available, but the following is a good approx-
imation [89]

HP ≈ bHP 0.886
λ

L
(13.42)

bHP = 1+ 0.636

{
2

R
cosh

[√
(cosh−1(R))2 − π2

]}2

, broadside

where bHP is the beam broadening factor relative to a uniform line source of length
L = Pd. Exact methods are available to calculate the directivity of Dolph–Chebyshev
arrays [90, 91], but the following formula provides an approximation [1, p. 382]:

D ≈ 2R2

1+ R2HP
, broadside (13.43)
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Another useful approximate relation is [4, p. 157]

D ≈ 100

HP◦
= 1.75

HP
(13.44)

where HP◦ and HP are the half-power beamwidths in degrees and in radians, respectively.
Interestingly, the directivity value is identical for broadside and endfire cases for both
half-wavelength and optimum spacings [90]. At broadside, the beamwidth is narrow,
but the three-dimensional pattern is a fan beam. The main beam is broader at endfire
but is a pencil beam. In general, the directivity of an endfire array equals that of the
broadside array with the same number of elements and sidelobe level, but with twice the
spacing [90]:

Dendfire (d) = Dbroadside (2d) (13.45)

Example 6: A 5λ Dolph–Chebyshev Array with −30-dB Sidelobes In order to
have a direct comparison with Example 5, the same length antenna of 5λ and −30-dB
(R = 31.6) sidelobes are used in this Dolph–Chebyshev array example. The 10-element,
half-wavelength spaced array has an excitation taper from center to edge of the array
from Table 13.3

3.8830 : 3.4095 : 2.5986 : 1.6695 : 1.0000 (13.46)

Figure 13.5 shows the pattern calculated with Eq. (13.24) using these currents. Note the
similarities between the patterns of Figures 13.4a and 13.5. The half-power beamwidth
from Eq. (13.42) is 11.6◦ and is 13.0◦ for the comparable Taylor line source of Example
5. The directivity from Eqs. (13.43) and (13.44) are 9.9 dB and 9.4 dB, respectively.
The ratio of maximum to minimum current for the Taylor line source of Figure 13.4b is
about 4.2 and is 3.9 for this example.

13.4.2.2 Sampled Aperture Method Just as with shaped beam synthesis discussed
in Section 13.3.2.6, spatial samples of the continuous aperture distribution can used as
element excitations in array to produce a good approximation to the desired pattern.
Elliott [4, Sec. 5.10] gives examples of array designs based on aperture sampling. As a
note of caution, if the sampling interval (i.e., element spacing) becomes too large, grating
lobe effects (i.e., aliasing effects) become significant.
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Figure 13.5 Radiation pattern for the Dolph–Chebyshev array of 10 half-wave spaced elements
in Example 6 for SLL=−30 dB.
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13.4.3 Sidelobe Envelope Control Methods

Equal sidelobe levels are desired when interfering signals can arrive from any direction
outside the main beam. In cases where specific angular regions are of more concern than
others, it is best to lower sidelobes more in those regions and allow remaining sidelobes
to be higher. This approach will yield a main beam that is narrower than if the sidelobes
were all reduced. In addition, the excitation currents will have less taper and be easier to
implement. The iterative sampling method developed in Sections 13.3.1.3 and 13.3.2.3
for line source and linear array shaped beam patterns is also directly applicable to low
sidelobe patterns, again for both line sources and arrays. Several example results for line
sources and arrays with a variety of sidelobe envelope functions are found in Stutzman
[13]. As with any method, if constraints on the pattern are severe in one region, the
achievable quality of the pattern will degrade in other regions [92].

Hyneman [93] and Elliott [94] presented methods to customize the envelope of the
sidelobes using deterministic perturbation of the Taylor line source pattern zero locations.
Ma [95] treats several low sidelobe array synthesis methods, including endfire arrays.

13.4.4 Low Sidelobe Unequally Spaced Array Methods

The number of elements in an unequally spaced array, especially for large arrays, can
be reduced significantly from that for a comparable equally spaced array. Wider average
element spacing can be used because the grating lobes that appear with equally spaced
elements tend to spread out and lower, forming a grating plateau [96]. The disruption of
grating lobes found in equally spaced arrays is especially important when scanning the
pattern. Also, the array bandwidth is increased when using unequally spaced elements
instead of a periodic grid; see Section 13.3.2.10. Element locations for unequally spaced
arrays can be determined by either deterministic or probabilistic methods. An excellent
treatment is found in Collin and Zucker [12, Chap. 6].

Deterministic methods provide a procedure of uniquely determining element loca-
tions rather than using a trial-and-error approach. Unz [97] first recognized the value of
using unequal element spacings. Unequally spaced arrays are sometimes used in order
to preserve uniform excitation amplitudes for feed simplicity. For example, to realize
an effective tapered amplitude illumination, uniformly excited elements can be spaced
increasingly farther apart with greater distance from the center of the array, producing
density taper thinning or space tapering [12, Chap. 6; 98]. Uniform excitations ease
the feed implementation and yield the largest directivity for the number of elements.
Density thinning methods are most appropriate for large arrays, especially large planar
arrays. Adaptive array methods have been applied to low sidelobe patterns realized with
unequally spaced arrays; the element patterns can be included and can be different for
different elements [99].

Ishimaru [57] introduced the “source position function” concept as a model function
to determine positions of unequally spaced, uniformly excited elements and showed that
any sidelobe level can be achieved provided the number of elements is large enough
and the average element spacing is less than a half-wavelength. Ishimaru gave a method
for an unequally spaced, uniform amplitude array to approximate a Taylor type narrow
beam, low sidelobe pattern.

In probabilistic array design, a normalized excitation amplitude illumination model
function is interpreted as a probability density function for determining whether or not
an element should be placed at discrete allowed element locations. Such arrays are often
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called “random arrays,” but there is really nothing random about the array, just the
method used to obtain the element locations. One could also consider trial-and-error
and perturbational methods in this category. Lo and Lee [100] quantized the allowed
positions of elements in a linear aperture to examine all possible array configurations and
found few differences in the patterns except for near-in sidelobes. In a classic work, Lo
[101] developed statistical quantities to evaluate density tapered linear arrays with many
randomly placed elements and found that mainly the number of elements determines
sidelobe level and aperture size mainly determines beamwidth. Mailloux and Cohen
[102] evaluated statistical average parameters for planar arrays with circular symmetry
and density taper thinned with quantized element amplitudes.

Statistical methods for unequally spaced arrays are also useful in analyzing errors
in array element positions and excitations. This is of value because it is important to
know how accurately elements must be positioned and to estimate array performance
as a function of element position and excitation errors, including the total failure of an
element [12, Chap. 6; 103].

13.4.5 Low Sidelobe Synthesis Methods for Multidimensional Antennas

Just as for shaped beam patterns, synthesis of multidimensional antennas for low sidelobes
can be treated in parts composed of one-dimensional synthesis problems for the principal
planes if the current distributions are separable. For example, Dolph–Chebyshev or Taylor
distributions can be applied to the x- and y-dimensions of a planar aperture in the
xy-plane to produce the canonical low sidelobe structures in the principal pattern planes.
In other directions, the sidelobes are a product of the low sidelobe principal plane patterns,
producing very low sidelobes. This will make the main beam wider than it needs to be
for the sidelobe levels in the principal planes. Autrey [104] presented an approximate
method for synthesizing low sidelobe patterns for rectangular arrays with nonseparable
distributions by extending the method of Villeneuve [83]. Hodges and Rahmat-Samii
[78] presented an integrated aperture sampling method for the synthesis of low sidelobe
planar arrays.

Circular apertures can be synthesized for low sidelobes using a method analogous to
the Taylor line source method [79; 105, pp. 67–71; 106] Elliott [4, Chap. 6] reviews and
extends these methods for planar arrays. Also, there is a one-parameter circular aperture
distribution analogous to a Taylor one-parameter line source method [107]. Ma [95,
Chap. 4] presents methods for the synthesis of two-dimensional arrays, including ring
arrays. Josefsson and Persson [79, Chap. 10] gives a number of methods for synthesizing
low-sidelobe arrays constrained to a three-dimensional surface such as a cylinder.

13.5 POLE–RESIDUE METHODS FOR TIME- AND FREQUENCY-DOMAIN
MODELING AND SYNTHESIS

The singularity expansion method (SEM) allows modeling of the antenna response in both
the time and frequency domains with only one set of parameters—poles and residues. A
pole–residue model of the antenna realized effective length is a complete antenna model.
In essence, once the model is available, one can obtain antenna pattern, directivity, and
gain in the frequency domain, as well as the radiated transient waveform for an arbitrary
excitation and an arbitrary antenna orientation. Modeling and synthesis of the antenna
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using the SEM point of view is discussed in this section. The SEM is not a numerical
method or analytical formulation, but rather is a representation of the antenna in terms
of the s-plane singularities and has a physical basis [109, 110].

Two common methods used to obtain a pole–residue antenna representation are dis-
cussed here: the matrix-pencil method and Prony’s method. Next, pole–residue linear
array pattern synthesis using Prony’s method is described. Finally, some results are
presented on antenna modeling and synthesis using antenna effective length.

13.5.1 Singularity Expansion Method (SEM) Formulation

The singularity expansion method is used to characterize the electromagnetic response of
structures (e.g., aircraft, antennas) in both the time and complex frequency domains. SEM
was first introduced by C. E. Baum and was inspired by typical transient responses of
various complicated scatterers [109, 110]. The measured transient responses were usually
a few cycles of damped sinusoids. The two-sided Laplace transform† of a damped sinu-
soid has one real pole or a pair of conjugate poles in the complex frequency plane. Thus
the resonant frequencies of the specific object are expected to correspond to frequencies
near these poles.

The development of the general SEM equation begins with the integral equation
in terms of the source current density, which requires a dyadic operator. The SEM
formulation presented below follows the development of C. E. Baum [109]. The following
expression is a convenient starting point [109]:∫

V

�(r, r′, s) · J(r, s) dv′ = I′(r, s) (13.47)

In this relationship, �(r, r′, s) is the dyadic Green’s function (Baum calls this the dyadic
kernel of the integral equation) and I′(r, s) is a forcing function (e.g., electric field).
Singular forms of the spatial integral may be required for proper definition in the region
of the spatial singularity. The current source J(r, s)could be a volume current density, a
surface current density, or a line current.

To obtain the most convenient expression for the development of the general SEM
equations, the forcing function I′(r, s) needs to be replaced with an appropriately nor-
malized temporal delta function or frequency equivalent. With this new formulation
Eq. (13.47) can be written∫

V

�(r, r′, s) · U(r, s) dv′ = I′(r, s) (13.48)

where � represents positions within the source and r represents the observation location.
U(r, s) are surface currents induced by a delta function excitation on finite-size perfectly
conducting objects in free space. This equation can be solved numerically using the
method of moments (MoM) by first converting it into a matrix equation:[

�n,m(s)
] · [Un(s)] = [In(s)], n,m = 1, 2, 3, . . . , N (13.49)

†The two-sided Laplace transform of an arbitrary function f (t) is defined as F(s) = ∫∞
−∞ f (t)e−st dt , where

s = σ + jω is a complex variable.
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The
[
�n,m(s)

]
are analytic functions of s and are related to the dyadic Green’s function.

Baum expanded the currents induced on finite-size perfectly conducting objects in free
space in a pole series as

U(r, s) =
∑
α

ηα(10, s)vα(r)
(s − sα)mα

+W(10, s) (13.50)

In this expression ηα is a coupling coefficient, vα is natural mode, sα is a natural frequency
(pole), 10 is unity dyadic, mα is a positive integer (often unity), and W is an entire
function. The coupling coefficients depend on the antenna orientation while the poles are
independent of antenna orientation.

In SEM computations, the incident waveform is usually known. Thus SEM is used to
represent an antenna response in terms of the natural frequencies sα , coupling coefficients
ηα , and natural modes vα . The natural modes and natural frequencies can be calculated
from ∫

V

�(r, r′, sα) · vα(r′) = 0 (13.51)

where sα define the null space of the operator. The MoM formulation of this equation
is [

�n,m(sα)
] · [vn]α = [0n] (13.52)

The natural frequencies are found through

det
[
�n,m(sα)

] = 0 (13.53)

To find the coupling coefficients, it is useful to find the coupling vectors from∫
V

μα(r) · �(r, r′, sα)dv′ = 0 (13.54)

or
[μn]α ·

[
�m,n(sα)

] = [0n] (13.55)

From these coupling vectors, Baum shows that the coupling coefficients are given by

ηα(sα) =
∫
V
μα(r)�I′(r, s)dv∫

V
μα(r)

∫
V ′

∂
∂s
�(r, r′, s)να(r′) dv′ dv

(13.56)

Once the poles, coupling coefficients, and natural modes are obtained, one is able to
describe the antenna response.

Tesche used Pocklington’s equation to model the current on a dipole in terms of
poles and residues [111, 112]. Figure 13.6 shows a typical pole plot of a thin wire dipole
antenna of length L. The SEM representation of the current in terms of poles and residues
provides some interesting observations. First, for the late time response (ct/L > 3) only
3–4 poles may be required for an accurate description. The complete time response can
be accurately described with 10 poles for practical systems. The advantage of fewer poles
is that only a few parameters are needed to represent the antenna current. Second, it is
important to not that any pole contributing to radiation cannot lie on the jω-axis. The
reason for this condition is that the radiation process requires the current on the wire
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to eventually reach zero value as power is radiated. Next, increasing the wire diameter
moves the poles further away from the jω-axis. This indicates that broadband antenna
structures have poles located further from the jω-axis than with narrowband antenna
structures. A more computationally efficient method is the time-domain SEM proposed
by Cordaro and Davis [113].

Van Blaricum and Mittra [114] numerically obtained a time-domain current on a
dipole antenna and used Prony’s method to obtain a pole–residue representation of the
current. Hua and Sarkar [115] introduced the matrix-pencil method as a more elegant way
of obtaining the poles and residues of the system. This method is a one-step process,
compared to Prony’s method where the poles are obtained by finding the roots of a
characteristic polynomial. In the next section, we present derivations of the matrix-pencil
method and Prony’s method for obtaining a pole–residue representation of the antenna
response (e.g., current, radiated field, pattern).

13.5.2 The Matrix-Pencil Method

The matrix-pencil method was introduced by Sarkar and others [115, 116, 128]. They
defined the noise affected data as

y(tk) =
N∑

n=1

Rne
snk�t (13.57)

where k ∈ (0, K) (K is the number of data samples), Rn are the complex residues, sn are
the complex poles, and �t is the sampling interval. It is important to note that zn = esn�t

are the poles on the z-plane.

−1.5 −1 −0.5 0
0

10

20

30

40

jw2L
c

s2L
c

Figure 13.6 Typical pole plot in the s-plane (s = σ + jω) of a dipole antenna of length L, c is
wave velocity. (From Ref. 111.)
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It is possible to create a data matrix [Y ] for the K elements in terms of an (L+ 1)×
(L+ 1) matrix where L = K/2:

[Y ] =

⎡⎢⎢⎢⎣
y(0) y(1) · · · y(L)

y(1) y(2) · · · y(L+ 1)
...

...
...

y(L) y(L+ 1) · · · y(2L)

⎤⎥⎥⎥⎦
(L+1)×(L+1)

(13.58)

The singular value decomposition (SVD) of the matrix [Y ] can be written

[Y ] = [U ][�][V ] (13.59)

A significant parameter, N , is chosen such that the singular values in � beyond N are
small and can be approximated as zero. The value of N is typically selected by examining
the ratio between the maximum singular value and all other singular values in the matrix:

σN

σmax
≈10−p (13.60)

where p is the number of significant decimal digits in the data.
Next, a reduced matrix [V ′] is constructed using only the rows corresponding to N

dominant singular values:

[V ′] =

⎡⎢⎢⎢⎣
v1

v2
...

vN

⎤⎥⎥⎥⎦ (13.61)

The singular vectors that correspond to small singular values are discarded. Submatrices
V1 and V2 are defined from V by deleting the first and last column of V ′, respectively.
The problem then reduces to solving a left-hand eigenvalue problem given by

υ[V2] = zυ[V1] ⇒ υ[V2][V1]H = zυ[V1][V1]H (13.62)

where the H refers to the Hermitian transpose. The eigenvalues z correspond to the poles
of the system in terms of es�t . Once the reduction to N has been performed and the
corresponding poles are obtained, the residues Ri are found as the least squares solution
to ⎡⎢⎢⎢⎣

y(0)
y(1)
...

y(K − 1)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
1 1 · · · 1
z1 z2 · · · zN
...

...
...

zK−1
1 zK−1

2 · · · zK−1
N

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
R1

R2
...

RN

⎤⎥⎥⎥⎦ (13.63)

Improvements are possible by deleting poles with low residue values and recomputing
the residues using the retained poles.
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13.5.3 Prony’s Method

In 1795, Baron de Prony introduced a technique for modeling sampled data as a linear
combination of damped exponentials [117]. Prony’s method was used in the description
of laws governing the expansion of gases. This method has been applied to various areas,
notably electromagnetic scattering and antenna problems.

We start with a basic derivation of Prony’s method. For particular applications, it is
desired to determine an approximation of the form

v(t) =
N∑

n=1

Rne
snt , t > 0 (13.64)

In practice, we usually deal with discrete and sampled data, so it is useful to express
Eq. (13.64) as [118]

v(tk) =
N∑

n=1

Rne
snk�t =

N∑
n=1

Rnz
k
n, k ∈ (0, K) (13.65)

where zn = esn�tand the time sampling interval is �t .
Prony’s method is separated into two problems. The first problem consists of deter-

mining the poles (sn), and the second problem determines the corresponding residues
(Rn). Prony has shown that there exists a vector {α} with elements α1, α2, . . . , αN such
that [118]

N∑
n=0

αnvn+m = 0, m ∈ (0,M − 1) (13.66)

If we set the leading coefficient αN = 1, without loss of generality, we obtain the fol-
lowing expression [118]:

N−1∑
n=0

αnvn+m = −vN+m (13.67)

In this expression {αn} are unknown coefficients and {vn+m} are the sampled transient
data values. If K = 2N in this matrix system, then the solution is just the inverse of a
real symmetric matrix. If K > 2N , then the solution is obtained through a least squares
problem. Substituting Eq. (13.65) into Eq. (13.66), we obtain the polynomial

N∑
n=0

αnz
n = 0, {z : z1, . . . , zN } (13.68)

The roots of this polynomial are obtained by a root finding routine. From the roots we
obtain the pole values:

sn = ln zn

�t
(13.69)

The corresponding residues are obtained from Eq. (13.64). Figure 13.7 illustrates the
parameters in the Prony’s method algorithm.
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Figure 13.7 Parameters in Prony’s method algorithm implementation.

13.5.4 Pole–Residue Linear Array Synthesis Using Prony’s Method

Using a pole–zero (pole–residue) procedure for array synthesis, one needs only to specify
the array pattern and the number of source elements. The synthesis procedure provides
both source locations along with their excitations. The pole–residue modeling approach
for linear array synthesis was considered by Miller [119, 120] and Prony’s method was
used to obtain the array source locations and the strength of the source.

The array factor of a linear array of N sources can be expressed as [12]:

f (θ) =
N∑

n=1

Rne
jβdn cos θ (13.70)

where dn is the position of the nth source on the z-axis, Rn is the strength of the source,
β is the wavenumber, and θ is observation angle. Now one is able to provide estimates
for locations dp and strengths Rp of N discrete sources using Prony’s method with the
following pattern representation [119]:

f (θ) ≈ fest(θ) =
N∑

p=1

Rpe
jβdp cos θ , 0 < θ < π (13.71)

One can follow Prony’s development in Eqs. (13.64)–(13.69) to extract residues and
poles (source locations) by defining zp = ejβdp� in Eq. (13.65). The pattern sampling
interval is �. The desired pattern needs to be uniformly sampled in w = cos θ rather
than θ . In this formulation, the phase of f (θ) is specified to be zero for all values of θ ,
but the source locations can be complex valued. One can rewrite Eq. (13.71) with both
real and imaginary parts of source locations dp [106]:

f (θ) ≈ fest(θ) =
N∑

p=1

Rpe
jβdpr cos θ e−βdpi cos θ (13.72)

where dpr and dpi are the real and imaginary parts of complex location dp; however, the
imaginary part has no physical basis.
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Miller and Goodman [119] studied variations of desired patterns of the form sinP θ and
concluded that it is very important to use a good numerical matrix inversion procedure to
solve for dp and Rp in Prony’s method. The calculated source spacing is larger than 0.7λ
and the spacings are nonuniform, which eliminated grating lobes for studied patterns. The
effects of reducing the number of sources on the pattern accuracy were also investigated.
The sources with lowest residues were successively eliminated and new sets of residues
were computed with new poles (source locations). It is interesting that for a particular
range of source locations the sidelobe level is nearly uniform. This property is included
explicitly in Dolph–Chebyshev synthesis discussed in Section 13.4.2.1 [119].

Miller and Burke studied a relationship between the aperture width and number of
point sources in a linear array [121]. Increasing the number of sources by increasing the
aperture size produces more accurate results for the source location values. The results
stabilize after the source separations exceed one-half wavelength.

Finally, the pattern generated by a continuous source distribution is used as a desired
pattern in the pole–residue synthesis technique. The same case was treated by Elliott who
employed a modification of Schelkunoff’s synthesis procedure [122]. Table 13.4 shows
the results obtained by Elliott [119, 122] and the results obtained using the pole–residue
synthesis method. Elliott’s technique assumed equally spaced sources with d = 0.475λ.
The pole–residue synthesis produces a linear array with unequal spacings and with
two fewer elements (i.e., 13 elements compared to 15 elements used by Elliott). Elliott
obtained a very accurate pattern approximation within 0.25 dB of the peak sidelobe speci-
fication. A constrained solution using Prony’s method satisfied the sidelobe specifications
to within 1 dB. Both techniques yield the same aperture length of 6.64λ. Figure 13.8
shows that the patterns for Elliott’s technique and pole–residue synthesis are in good
agreement. Figure 13.9 shows the poles and residue strengths and the locations in the
complex plane. In this case, all the poles are real valued due to the constrained problem
of equal source spacing.

TABLE 13.4 Source Locations and Strengths for the Pole–Residue Synthesis Method and
Elliott’s Synthesis Method Corresponding to Array Factor Patterns in Figure 13.8

Location Magnitude of Magnitude of Phase of Phase of
N (λ) Rp In Rp (degrees) In (degrees)

−7 0.398 −39.48
−6 −3.32 0.398 0.215 −39.50 1.66
−5 −2.84 0.223 0.580 1.44 −12.31
−4 −2.35 0.626 0.510 −12.45 −9.96
−3 −1.79 0.673 0.828 −8.61 −5.49
−2 −1.25 1.020 0.778 −5.02 −4.76
−1 −0.607 1.218 1.00 −2.71 −1.72

0 0 1.18 0.881 0 0
1 0.607 1.218 1.00 2.71 1.72
2 1.25 1.020 0.778 5.02 4.76
3 1.79 0.673 0.828 8.61 5.49
4 2.35 0.626 0.510 12.45 9.96
5 2.84 0.223 0.580 −1.44 12.31
6 3.32 0.398 0.215 39.50 −1.66
7 0.398 39.48
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Figure 13.8 Array factor pattern computed using the pole–zero synthesis method (—o—) com-
pared to Elliot’s synthesis method (—).

13.5.5 Pole–Residue Antenna Modeling and Synthesis

Pole–residue antenna modeling can be approached using conventional antenna effective
length. Licul and Davis [123] described a general approach for antenna modeling using
a pole–residue representation via antenna realized effective length. The usual procedure
is to measure the received signal of two identical antennas in the frequency domain,
including the contributions of both the transmit and receive antennas, and then to per-
form an inverse transform to obtain the time-domain equivalent waveform. This section
discusses how to obtain the response of a single antenna with realized effective length
hR(jω, θ, φ) in both the time and frequency domains from the frequency-domain s21

measurements with a vector network analyzer. The measured received waveform can be
represented in the following form for a line-of-sight link [1, Sec. 9.1; 124; 125]:

s21(jω, θ, φ) = 2
jωμ

Z0
hRr(jω, θ, φ) · hRt (jω, θ, φ)

e−jβr

4πr
(13.73)

where hRr and �hRt represent realized effective lengths of the receive and transmit anten-
nas, respectively. Realized effective length includes the impedance mismatch effects,
which are not normally included in the effective length. If the angular dependence is not
explicitly shown, Eq. (13.73) is

s21(jω) = 2
jωμ

Z0
hRt (jω)hRr (jω)

e−jβr

4πr
(13.74)
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Figure 13.9 Source locations in the complex plane. (From Ref. 106.)

If the antennas are identical, the realized effective length of a single antenna is found
from

hR(jω) =
√

Z0

jωμ
2πrejβrs21(jω) (13.75)

The realized effective length of the antenna can also be obtained using the realized
effective length of a known reference antenna, href(jω):

hR(jω) = s21(jω)Z02πrejβr

μhref(jω)
(13.76)

The realized effective length includes the effects of the antenna impedance. In order
to obtain the effective length one needs to use the following expression:

h(jω) = 1

(1− s11(jω))
hR(jω) (13.77)

Once the realized effective length is obtained in the frequency domain, one can perform
an inverse fast Fourier transform (IFFT) to obtain the time-domain realized effective
length of the single antenna.

For wideband antennas, the realized effective length is almost identical to the antenna
effective length due to a very good impedance match across a wide range of frequencies
(above the antenna fundamental resonance). For resonant structures, the realized effective
length is an approximation of the antenna effective length because the impedance match
can be poor at some frequencies of interest.
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From the expression for the antenna radiated electric field in terms of the realized
effective length

Erad(θ, φ, jω) = jωμ
e−jβr

4πr
IthR(θ, φ, jω) (13.78)

where It is the transmit current. One can conclude that the antenna radiated electric field
is proportional to the realized effective length and it is possible to extract the antenna
frequency-domain pattern for each frequency of interest. Once all the residues for the
azimuth and elevation plane are obtained, one can reconstruct the frequency-domain
patterns for an arbitrary frequency as follows:

h(θ, φ, jω) =
∑
m

Rm(θ, φ)

−sm + jω
(13.79)

whereRm and sm are the complex residues and poles, respectively. The pattern is the
combination of all the residues and poles. The poles used in pattern calculations are
the poles obtained from the boresight direction signal. Usually, one needs to associate
the poles for different directions in order to have a correct set of poles to represent the
antenna system. This association is required due to experimental error. As an alternative,
the poles obtained from the boresight direction can be used for all directions, with care
taken not to miss some poles that may not be represented adequately at the boresight.
The time-domain antenna pattern can be obtained from the following expression using
the same set of complex residues and poles:

hR(θ, φ, t) =
∑
m

Rm(θ, φ)e
smt (13.80)

The poles obtained from the boresight measurement using a Vivaldi antenna provided
a good set. The authors obtained a 17-pole model of a Vivaldi antenna that models
both its time- and frequency-domain characteristics. Figure 13.10 shows good agreement
between the modeled and measured Vivaldi antenna patterns in the frequency range of
1–12 GHz using Eq. (13.79).

Because the model parameters (poles and residues) are directly related to antenna
geometrical features, one can consider an antenna synthesis approach. The poles are
independent of the antenna orientation while the residues are orientation dependent.
Figure 13.11 illustrates the modeling and synthesis approach via realized effective length.

The wideband planar sectoral monopole shown in Figure 13.12 was investigated using
the matrix-pencil method. Licul et al. [127] varied a single antenna geometry parameter
as a function of realized effective length. Realized effective length was obtained using
Eq. (13.75). The sector monopole antenna resonates at 5.1 GHz for α = 1◦. Figure 13.13
shows the pole variation as a function of the antenna geometry parameter α. The antenna
has three distinct pole–residue groups. The arrow indicates the pole movement for the
values of α increasing from 1◦ to 40◦. The first pole group, h1, is directly related to the
overall antenna size. This group represents antenna fundamental resonance. By increasing
α the poles move further away from the jω-axis, indicating a broadband structure. Tesche
[111] observed the same behavior by increasing the diameter of a wire. The second pole
group, h2, is related to an antenna slot radiating mechanism, the interaction between the
ground plane, and the antenna outer edges. The third pole group, h3, is directly related to
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Figure 13.10 Patterns for the 17-pole model (black) of a Vivaldi antenna using Eq. (13.79)
compared to the near-field measurements (gray) −10 dB/div. (From Ref. 126, with permission.)

antenna fundamental resonance. It represents the antenna third fundamental resonance.
The antenna complete response, hR , is a summation of all three pole groups.

This planar sectoral monopole antenna can be modeled with three parameters (six
pole–residue parameters since they appear in complex conjugate pairs) for a particular
α value in the range from 1◦ to 40◦. The poles have distinct trajectories for a particular
radiation mode. Conceivably, it should be possible to specify a radiation pattern, bounded
to the sectoral monopole antenna, and obtain parameter α that best approximates the
desired radiation pattern. This is a topic of a future research in pole–residue antenna
modeling and synthesis.

13.5.6 Conclusions

SEM provides a reduced parameter description of the antenna radiation characteristics
using only poles and residues. The poles are independent of the antenna orientation
while the residues depend on the antenna orientation. The matrix-pencil method or
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Figure 13.11 Synthesis and analysis approach using pole–residue modeling of the antenna effec-
tive length. (From Ref. 127.)
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fh ∼ 3 × 10−4 m

Figure 13.12 Planar sector monopole antenna dimensions. For α = 1◦ the antenna resonates at
5.1 GHz. (From Ref. 127.)

Prony’s method can be used to obtain a pole–residue representation of the antenna.
The matrix-pencil method is a more elegant process for extracting poles and residues
from a particular response because it is a one-step process. Prony’s method is a two-step
process, requiring calculation of polynomial roots to compute the poles.

Pole–residue linear array synthesis provides both source locations and strengths for
a specified desired pattern and number of sources. Pole–residue antenna modeling pro-
vides a simplified representation that, via antenna realized effective length, can provide
both time- and frequency-domain antenna radiation characteristics. The sector monopole
antenna example of Figure 13.12 and 13.13 showed that the pole–residue model provides
a framework for future work on antenna synthesis.
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CHAPTER 14

Antenna Applications of Negative
Refractive Index Transmission-Line
(NRI-TL) Metamaterials

GEORGE V. ELEFTHERIADES and MARCO A. ANTONIADES

14.1 INTRODUCTION

In the 1960s Victor Veselago systematically examined hypothetical materials having
simultaneously negative permittivity and negative permeability [1]. He described a num-
ber of unusual electromagnetic phenomena associated with such media. A characteristic
property of these materials is that plane waves propagating in them would have their
phase velocity antiparallel to the group velocity; hence these media would support back-
ward waves. Likewise, the vectors describing the electric field, the magnetic field, and the
propagation direction would follow the left-handed rule. For this latter reason, Veselago
coined the term “left-handed” to describe these hypothetical media. Moreover, he associ-
ated this kind of “left-handedness” with the notion of negative refraction and he described
several unusual focusing devices (e.g., lenses) based on negative refraction. Nevertheless,
it should be pointed out that the notion of negative refraction at the interface between
a normal dielectric and a dielectric supporting backward waves had been described as
early as the beginning of the 20th century [2, 3]. It was only recently though that people
devised methods of implementing these left-handed or negative refractive index (NRI)
media. The first such implementation was produced at the University of California in
San Diego and comprised a volumetric periodic array of straight metallic wires and
split-ring resonators to synthesize negative effective permittivity and negative effective
permeability, respectively, at microwave frequencies [4, 5].

Another way to implement artificial materials (metamaterials) that support the phe-
nomenon of negative refraction was subsequently proposed based on the concept of
loading planar transmission-line grids with reactive elements (see subsequent sections).
This transmission-line (TL) approach does not rely on loosely coupled resonators to syn-
thesize the negative permeability; rather, it depends on the electrical connections between
the constituent NRI-TL unit cells to create tightly coupled resonators, thus leading to large
bandwidths over which the refractive index remains negative. The explicit formulation of
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the coupled resonator approach and its relation to NRI-TLs can be found in Ref. 6. In this
chapter we present a number of antenna-related applications that have been developed in
the leading author’s research group, based on the concept of NRI-TL metamaterials. This
includes nonradiating phase-shifting lines that can produce either a positive or a negative
phase shift while exhibiting a broadband linear phase response, compact and broadband
series power dividers and associated series-fed printed dipole arrays with reduced beam
squinting, backward and forward leaky-wave antennas, and electrically small ring anten-
nas featuring vertical polarization and good radiation efficiency. Moreover, broadband
baluns and antenna signal-monitoring couplers (reflectometers) are also described.

14.2 PLANAR NEGATIVE REFRACTIVE INDEX TRANSMISSION-LINE
(NRI-TL) MEDIA

A two-dimensional (2D) negative refractive index (NRI) metamaterial (MTM) can be
physically implemented by reactively loading a host transmission-line (TL) grid. A rep-
resentative unit cell of such a periodic NRI-TL medium is depicted in Figure 14.1.

Specifically, a 2D host transmission-line medium (e.g., microstrip) is periodically
loaded with discrete series capacitors and shunt inductors in a configuration that is dual
(high pass) to that of a conventional transmission line (low pass) [6–8]. From the onset,
the key observation is that there is a correspondence between negative permittivity and a
shunt loading inductor (L0), as well as between negative permeability and a series loading
capacitor (C0) [9, 10]. This allows the synthesis of artificial media (metamaterials) with
a negative permittivity and a negative permeability, and hence a negative refractive
index. When the unit cell dimension d (see Figure 14.1) is much smaller than a guided
wavelength, the array can be regarded as a homogeneous effective medium, and as
such can be described by effective constitutive parameters μN (ω) and εN (ω), which are
determined through a rigorous periodic analysis to be of the form shown in Eq. (14.1)
(assuming 2D TMy wave propagation in Figure 14.1):

εN(ω) = 2εp − g

ω2L0d
, μN(ω) = μp − 1/g

ω2C0d
(14.1)

L0 y
x

z

2C0

2C0

2C0

2C0

d

Figure 14.1 Unit cell for the 2D NRI-TL metamaterial. A host transmission line is loaded peri-
odically with series capacitors and shunt inductors in a dual (high pass) configuration.
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Here, εp and μp are positive constants describing the host transmission-line medium
and they are proportional to the per-unit-length capacitance and inductance of this
host transmission-line medium, respectively. On the other hand, the geometrical fac-
tor g relates the characteristic impedance of the transmission-line network to the wave
impedance of the effective medium [11]. Moreover, the factor of 2 in front of the effec-
tive permittivity of the 2D medium is necessary to properly account for scattering at
the edges of the unit cell (this factor becomes 1 for 1D media). These TL media sup-
port backward waves in which the phase and group velocities are antiparallel; hence,
they implement the “left-handed” or NRI media envisioned by Veselago as was pointed
out in Refs. 6–10. The relationship between 1D backward-wave lines (but in the ideal
case without the contribution of the “right-handed” host medium) and “left-handed”
lines was also pointed out in Ref. 12. Moreover, in Ref. 13 a NRI medium realization
has been proposed based on a shielded stripline approach. A salient observation from
inspecting Eq. (14.1) is that both the effective permittivity and permeability follow a
Drude type of dispersion response, which naturally leads to wideband operation and low
loss. Naturally, due to the host microstrip medium, the practically realizable unit cell
of Figure 14.1 contains both a positive as well as a negative refractive-index response,
as implied by Eq. (14.1) [8–10, 14]. For clarity, it should be pointed out that any peri-
odic physical implementation of a “left-handed” metamaterial would inevitably contain
a “right-handed” component. In other words, this is not unique to NRI-TL media. For
example, in the split-ring-resonator/wire media the “right-handed” part is represented by
the factor of 1 in front of the effective permeability and permittivity expressions (1) and
(2) of Ref. 4 and corresponds to the wave propagation in the free space between adjacent
unit cells.

The particular arrangement of the inclusions L0 and C0 in the NRI-TL media of
Figure 14.1 provides the desired negative material contribution that diminishes with fre-
quency ω and ensures compatibility with the Poynting theorem for dispersive media [1].
When the parameters are simultaneously negative, these structures exhibit a negative
effective refractive index and have been utilized to experimentally demonstrate the pre-
dicted associated phenomena, including negative refraction and focusing [7, 8, 11, 15]
as well as imaging beyond the diffraction limit [16, 17].

In practical realizations, the subwavelength unit cell of Figure 14.1 is repeated to
synthesize artificial 2D materials with overall dimensions that are larger than the inci-
dent electromagnetic wavelength. Therefore the resulting structures are by definition
distributed. However, the loading lumped elements could be realized either in chip
[6, 8] or in printed form [9, 10, 14, 15, 18, 19].

It is worth mentioning that these transmission-line metamaterials have been general-
ized to three-dimensional (3D) isotropic media that can couple efficiently plane waves
incident from free space [20, 21].

14.3 NRI-TL METAMATERIAL PHASE-SHIFTING LINES

In conventional positive refractive index (PRI) transmission lines, the phase lags in the
direction of positive group velocity, thus incurring a negative phase. It therefore follows
that phase compensation can be achieved at a given frequency by cascading a section of
a NRI line (e.g., backward-wave line) with a section of a PRI line to synthesize positive,
negative, or zero transmission phase over a short physical length (see Figure 14.2) [22].
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fBWfTL

fMTM = fTL + fBW

Conventional
Transmission Line

Backward-Wave
Line

Figure 14.2 Method of phase compensation using a conventional TL and a NRI (backward-wave)
line.

C0 C0

L0 L0

Z0, fTL

…

dLCfTL = −w
L0C0

1

w
fBW =

Figure 14.3 Phase compensating structure based on a conventional TL and a NRI (backward-
wave) line.

This idea of phase compensation is inherent in Veselago’s flat lens and was also proposed
for implementing thin subwavelength resonators [23].

A physical implementation of this concept using transmission lines is shown in
Figure 14.3. The structure of Figure 14.3 can be rearranged to form a series of sym-
metric metamaterial unit cells as proposed in Refs. 8 and 22. Such a unit cell is shown
in Figure 14.4 and is simply a transmission line of characteristic impedance Z0, peri-
odically loaded with series capacitors C0 and shunt inductors L0 in a dual fashion. A
representative dispersion diagram for a typical host transmission line loaded with series
capacitors and shunt inductors is shown in Figure 14.5.

The metamaterial phase-shifting lines can then be constructed by cascading a series
of these unit cells. The edges of the stopband fc1 and fc2 in Figure 14.5 are deter-
mined at the series resonance between the inductance of the transmission-line section
L, and the loading capacitor C0, and at the shunt resonance between the capacitance
of the transmission-line section C, and the loading inductance L0, respectively. Alterna-
tively, these are the frequencies at which the effective permeability μN(ω) and effective
permittivity εN(ω) vanish; that is, εN(ω) = 0 and μN(ω) = 0. Hence by setting the
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2C0 2C0

Z0, fTL/2 Z0, fTL/2

d

L0

Figure 14.4 Unit cell of a metamaterial phase-shifting line comprising a host transmission line
periodically loaded with series capacitors and shunt inductors.
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Figure 14.5 The dispersion diagram for the periodic structure of Figure 14.4 with typical line
and loading parameters. The edges of the stopband are designated by fc1 and fc2.

effective material parameters of Eq. (14.1) to zero, these cutoff frequencies are readily
determined to be

fc1 = 1

2π

√
1/g

μpC0d
(14.2)

fc2 = 1

2π

√
g

εpL0d
(14.3)

where the characteristic impedance of the host transmission line is Z0 = g
√
μp/εp =√

L/C. By equating fc1 and fc2, the stopband in Figure 14.5 can be closed, thus allowing
access to phase shifts around the zero mark. The condition for a closed stopband is
therefore determined to be

Z0 =
√

L0

C0
(14.4)
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This condition also implies that the PRI transmission line of Figure 14.2 is matched to
the NRI line. The closed stopband condition, Eq. (14.4), was originally derived from
Eq. (29) of Ref. 8 [Eq. (29)] and subsequently also reported in Ref. 14. Under this
condition, and assuming that the unit cell size and phase shift per unit cell are small, an
effective propagation constant, βeff, can be derived and the approximate phase shift per
metamaterial unit cell can be written as [22]

φMTM = −βeffd ≈ −ω
√
LCd + 1

ω
√
L0C0

(14.5)

This expression can be interpreted as the sum of the phase incurred by the host L-C
transmission line and a uniform backward C-L line as implied in Figures 14.2 and 14.3.

Various 1D phase-shifting lines were constructed in coplanar waveguide (CPW) tech-
nology at 0.9 GHz, as shown in Figure 14.6. The simulated and measured phase responses
for a two-stage and a four-stage 0◦ phase-shifting line are shown in Figure 14.7, compared
to the phase response of a conventional −360◦ TL and a −360◦ lowpass loaded line.
Also shown is the magnitude response of the two-stage and four-stage 0◦ phase-shifting
line.

It can be observed that the experimental results correspond very closely to the simu-
lated results, highlighting the broadband nature of the phase-shifting lines and their small
losses.

It can be concluded that the metamaterial phase-shifting lines offer some significant
advantages when compared to conventional delay lines. They are compact in size, can be
easily fabricated using standard etching techniques, and exhibit a linear and broadband
phase response (with a large group velocity) around the design frequency. They can incur
either a negative or a positive phase, as well as a 0◦ phase depending on the values of
the loading elements, while maintaining a short physical length. In addition, the phase
incurred is independent of the length of the structure. Due to their compact, planar design,
they lend themselves easily toward integration with other microwave components and
devices. The metamaterial phase-shifting lines are therefore well suited for broadband
applications requiring small, versatile, linear devices.

Figure 14.6 (Top) Two-stage phase-shifting line (16 mm). (Bottom) Four-stage phase-shifting
line (32 mm) at 0.9 GHz. Note: Reference −360◦ TL line 283.5 mm (not shown).
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Figure 14.7 Phase responses of two- and four-stage 0◦ phase-shifting lines compared to a conven-
tional −360◦ TL and a −360◦ lowpass loaded line at 0.9 GHz (---) measured and (—) Agilent-ADS
simulation. Also shown is the amplitude response for the two- and four-stage devices (-·-) mea-
sured and (—) Agilent-ADS simulation.

It should be pointed out that these phase-shifting lines offer an advantage in terms
of size and bandwidth, primarily when phase shifts about the zero-degree mark are
needed. In this case, the proposed devices have a clear advantage when compared to a
corresponding delay line about the one-wavelength mark (see Figure 14.7. Moreover, the
same advantage is maintained against a slow-wave lowpass loaded line operating about
the −2π mark, as also shown in Figure 14.7. This significant advantage arises from
the short electrical length of the zero phase-shift lines, which also implies a broadband
phase response (always when comparing to a one-wavelength delay line). Examples of
harnessing these advantages in practical applications are discussed later. It should be
pointed out that for electrically long PRI/NRI phase-shifting lines their broadband nature
could be retained if the constituent NRI section is also designed to exhibit a negative
group velocity, as was done in Ref. 24. In this case, not only the signs but also the slopes
of the propagation constants (versus frequency) of the NRI and PRI lines compensate, thus
leading to an inherently broadband response. Of course, the difficulty now becomes the
issue of how to synthesize a negative group velocity over a broad bandwidth. Moreover
the NRI lines of Ref. 24 are lossy and hence restoring amplifiers would need to be
included for acceptable performance. A comprehensive review for some of these salient
issues can be found in Ref. 25.

14.3.1 Nonradiating NRI-TL Metamaterial Phase-Shifting Lines

Any artificial transmission line that supports fast waves, that is waves whose phase
velocity is greater than the speed of light, will tend to radiate into free space if its
electrical length is sufficiently long. When the metamaterial (MTM) unit cells presented
in the previous section are used to create zero-degree phase-shifting lines, the phase
incurred by each unit cell, and therefore the propagation constant, is equal to zero at
the design frequency. Since the phase velocity is defined as vφ = ω/β, its value will be
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Figure 14.8 Dispersion diagram for a zero-degree MTM unit cell; the horizontal line designates
the operating frequency.

infinite at the design frequency. Thus, the lines will support fast waves that will tend to
radiate when they are long enough. A typical dispersion diagram with a closed stopband
(see Eq. (14.4)) for a zero-degree MTM unit cell of the type shown in Figure 14.4 is
depicted in Figure 14.8. If the MTM unit cells are designed to operate anywhere within
the radiation cone of the Brillouin diagram, the lines will be prone to radiation.

In order to ensure that the MTM phase-shifting lines do not radiate, each MTM unit
cell must be operated in the NRI backward-wave region, while simultaneously ensuring
that the propagation constant exceeds that of free space. This will effectively produce
a slow-wave structure with a positive phase shift per unit cell, φMTM . The Brillouin
diagram for this scenario is shown in Figure 14.9. It can be observed that at the design
frequency f0, propagation occurs outside the radiation cone. The total insertion phase
for an n-stage phase-shifting line is simply given by �MTM = n(φMTM).

By cascading the MTM line of Figure 14.4 with a conventional (PRI) TL that
inherently incurs a negative insertion phase, �TL, a composite slow-wave metamaterial
phase-shifting line is obtained that does not radiate, as shown in Figure 14.10. Further-
more, if �MTM and �TL are equal but opposite in sign, the structure will incur a zero
insertion phase, given by Eq. (14.6):

�0 = �MTM +�TL = 0 (14.6)

Thus it has been shown that it is possible to construct MTM phase-shifting lines that
do not radiate, which can then be used for the design of antenna feed networks, without
affecting the radiation patterns.

14.4 BROADBAND AND COMPACT NRI-TL METAMATERIAL SERIES
POWER DIVIDERS

Applications that requireequal, in-phasepowerdivisiontoaseriesof loads thatarespacedless
than a wavelength apart have traditionally used a one-guided-wavelength (λg) meandered
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Figure 14.10 Nonradiating (slow-wave) metamaterial phase-shifting line.

TL to feed each of the loads. However, the resulting TL-based power dividers are large and
narrowband due to the inherent frequency dependence of the one-wavelength TLs employed.
By using the previously described nonradiating zero-phase shifting MTM lines, broadband
and compact series power dividers can be implemented. For example, the 1:4 series power
divider shown in Figure 14.11 provides equal power split to all four output ports over a
significantly larger bandwidth compared to its conventional meander-line TL counterpart
[26]. In addition, the MTM divider is very compact, scalable in size, and can be extended to
an arbitrary number of ports. Therefore it is well suited for various applications including
planar antenna feed networks [27] and power-combining amplifiers [28]. The MTM divider
of Figure 14.11 consists of four series-connected nonradiating 0◦ MTM lines that feed four
200-� loads, spaced λ0/8 apart. Thus at the design frequency of f0 = 1.92 GHz, which is at
the center of the PCS1900 band, the four loads appear in parallel and the circuit is matched
to 50 �. Each 200-� load was realized by connecting two quarter-wavelength transformers
to the test equipment 50-� port.

Both a meander-line TL and a MTM divider were fabricated, and the simulated and
measured responses showed good agreement. The TL divider exhibited a measured
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Figure 14.11 Photograph of the MTM divider (left) and the TL divider (right).

−10-dB return-loss bandwidth, BWS11 , of 0.26 GHz, while the MTM divider had a
BWS11 of 0.69 GHz, which corresponds to a 165% increase in the measured bandwidth.
A representative through measurement to port 4 is shown in Figure 14.12. The through
response for the TL divider is more narrowband, with a −3-dB through bandwidth to
port 4, BWS41 , of 0.54 GHz, compared to a BWS41 of 1.37 GHz for the MTM divider,
which corresponds to a 154% increase in the measured bandwidth. The average mea-
sured material loss per port is 0.82 dB for the TL divider and 0.88 dB for the MTM
divider, indicating that the losses for the two dividers are comparable and include both
the material and the reflection losses. Moreover, the MTM divider is significantly more
compact than its TL counterpart, occupying an area of 108 mm2, which corresponds to
a mere 2.6% of the 4098-mm2 area that the TL meander-line divider occupies.
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Figure 14.12 Measured versus simulated S41 magnitude responses for the MTM and TL
meander-line dividers.
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14.5 NRI-TL METAMATERIAL SERIES-FED ANTENNA ARRAYS WITH
REDUCED BEAM SQUINTING

The nonradiating metamaterial phase-shifting lines described in Section 14.3.1 can be
used to feed in phase the antenna elements within a series-fed linear antenna array, as was
originally proposed in Ref. 27, and realized in Ref. 47. In this section, zero-degree non-
radiating metamaterial phase-shifting lines are used to feed a fully printed four-element
dipole array with an interelement spacing of dE = λ0/4. The metamaterial lines have a
quasi true-time delay nature, which enables them to exhibit a broadband phase response.
This, in turn, results in array patterns that experience less beam squinting with a change
in frequency when compared to their conventional series-fed counterparts that employ
meandered one-wavelength transmission lines (TLs) or lowpass loaded TLs that incur
−2π rad phase shift.

14.5.1 Uniform Linear Arrays Employing True-Time Delay Phase Shifters

Phase shifters that have a phase response that is a linear function of frequency which also
passes through the origin are said to exhibit true-time delay (TTD) characteristics [29].
True-time delay phase shifters have been implemented using many techniques including
acoustic wave delay lines (including bulk acoustic wave (BAW) and surface acoustic
wave (SAW) delay lines) [30–32], magnetostatic wave (MSW) delay lines [33, 34],
traveling-wave tube (TWT) structures [35], optical implementations using heterodyne
techniques [36], and MMIC implementations using constant-R networks [37]. How-
ever, by far the simplest and most common implementation of a true-time delay phase
shifter is a simple section of a TEM transmission line, whose insertion phase can be
written as

φTL = −ω
√
LCd (14.7)

which is by inspection a linear function of frequency. Here, L and C are the distributed
inductance and capacitance of the TL, and d is the length of the TL.

True-time delay phase shifters have received considerable attention in the context of
linear antenna array systems, because of their ability to eliminate beam squinting, the
frequency dependence of the emerging beam’s scan angle. In order to further understand
the importance of a linear phase characteristic and its effect on beam squinting, it is
instructive to consider a uniform linear array of N isotropic radiating elements arranged
along the x-direction as shown in Figure 14.13.

Here, the numbers from 1 to N indicate the locations of the N radiating elements in
the array and the angle γ indicates the location of the emerging beam from broadside. It
is related to the azimuthal angle φ as follows: γ = π/2− φ. The interelement spacing is
dE , and the progressive phase shift between each of the elements is �0. For generality,
it is assumed that �0 can take on positive or negative values corresponding to a current
phase lead or lag, respectively. By applying suitable far-field approximations, the array
factor (AF) for the N -element uniform linear array can be written as [38]

AF = 1

N

sin((N/2)ψ)

sin
( 1

2ψ
) (14.8)

where
ψ = k0dE sin(γ )+�0 (14.9)
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Figure 14.13 N-element uniform linear array of isotropic elements along the x-axis.

Here, k0 is the wavenumber in free space, which can also be written k0 = ω/c, where
ω is the angular frequency and c is the speed of light. In order for the array factor to
attain its maximum value, ψ must equal zero. By setting Eq. (14.9) equal to zero and
rearranging, the interelement phasing of the array elements that result in a maximum for
the AF and therefore produce a main beam at the scan angle γsc is

�0 = −k0dE sin(γsc) = −ω

c
dE sin(γsc) (14.10)

The scan angle for a uniform linear array can thus be written

γsc = sin−1
(
− �0

k0dE

)
= sin−1

(
− c�0

ωdE

)
(14.11)

In typical phased array systems, the interelement phasing is carried out through the
use of phase shifters. If the phase shifters are independent of frequency, then a simple
inspection of Eq. (14.11) reveals that the scan angle of the array will be frequency
dependent, since c and dE are constant. However, if �0 is a linear function of frequency,
then the frequency terms in the expression for γsc will cancel, therefore rendering the
scan angle frequency independent. Thus for a true-time delay phase shifter, we can write
the interelement phasing relationship as

�0 = ωT0 (14.12)

where T0 is a constant that is determined by the type of true-time delay phase shifter
used. The resulting frequency-independent scan angle can be written

γsc = sin−1
(
− �0

k0dE

)
= sin−1

(
−cT0

dE

)
(14.13)

The term true-time delay originates from the fact that for an interelement phase rela-
tionship that is linear with frequency, like the one shown in Eq. (14.12), the time delay
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between successive array elements, T0, is independent of frequency. This can be seen by
substituting Eq. (14.10) into Eq. (14.12) and solving for T0:

T0 = �0

ω
= −1

c
dE sin(γsc) (14.14)

Since Eq. (14.14) does not contain any frequency terms, if there is a successive time
delay or advance between the array elements given by Eq. (14.14), then the emerging
beam will be dependent only on the time shift T0 and will not vary with frequency.
Thus an array that uses time delay lines to excite the individual array elements will
produce an emerging beam that does not squint with frequency. It follows that if a phase
shifter can provide a linear phase characteristic with frequency, it essentially mimics the
performance of a real time delay line, which is frequency independent. It is therefore
said to exhibit “true-time delay” behavior and can thus be used to eliminate the generally
undesirable phenomenon of beam squinting.

14.5.2 Transmission-Line-Fed Series Uniform Linear Arrays

As mentioned earlier, one of the most commonly used true-time delay phase shifters is a
simple section of a transmission line (TL). If this type of phase shifter is used to provide
the interelement phase shift �0 in a series-fed uniform linear array like the four-element
array shown in Figure 14.14, then �0 can be written

�0 = φTL = −βTLd = −ω
√
LCd = − ω

vφ
d = −

√
εeff

c
ωd (14.15)

It should be noted that �0 in Eq. (14.15) is now a negative quantity, to reflect the phase
delay nature of transmission lines. In Eq. (14.15) we have used the following expression
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Φ0 Φ0 Φ0

dE dE dE

x

y

z

gsc

d d d

Figure 14.14 Transmission-line series-fed uniform linear array of four elements.
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for the phase velocity of the transmission line:

vφ = c√
εeff

(14.16)

Here, εeff is the effective permittivity of the substrate on which the antenna array is
printed. Therefore the scan angle of Eq. (14.11) can be expressed as

γsc,TL = sin−1

⎛⎜⎜⎝−c

(
−
√
εeff

c
ωd

)
ωdE

⎞⎟⎟⎠ = sin−1
(√

εeffd

dE

)
(14.17)

The expression for the scan angle γsc from Eq. (14.17) is frequency independent and
therefore it would appear that one could design squint-free series-fed linear arrays using
conventional true-time delay TLs. However, it will be shown later that the physical
constraints of a printed series-fed array actually eliminate the true-time delay nature of
the TLs, therefore causing the beam to squint with frequency.

A convenient way to visualize the direction of the scan angle γsc is to construct a
rectangular-to-polar graphical representation of the array factor, as shown in Figure 14.15
for an N = 4 element uniform array with an interelement spacing of dE = λ0/4 and a
progressive phase shift of �0 = −π /4 rad. The radius R of the circle is given by

R = k0dE (14.18)

and the center of the circle with respect to the origin is given by

C = �0 (14.19)

The visible region of the array pattern is given by [40]

�0 − k0dE ≤ ψ ≤ �0 + k0dE (14.20)
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Figure 14.15 Rectangular-to-polar graphical representation of the array factor for a linear array
with N = 4, dE = λ0/4, and �0 = −π /4 rad.
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Thus, the radius of the circle for the example shown is R = π /2 rad and the center of
the circle is located at C = −π /4 rad; that is, it is shifted to the left by π /4 rad. The
visible region for this example is therefore −3π /4 ≤ ψ ≤ π /4 rad. It can be seen that
within the visible region, the radiation pattern exhibits a major lobe at a scan angle of
γsc = 30◦, a single sidelobe at γ = −75◦, and a null γ = −30◦. As �0 is decreased from
zero to −π /2 rad, the location of the main beam will move from broadside (γsc = 0◦)
when �0 = 0 rad, through γsc = 30◦ when �0 = −π /4 rad, to endfire (γsc = 90◦) when
�0 = −π /2 rad, thus covering the whole scanning range of the array.

Inspection of Eq. (14.17) reveals that if
√
εeffd exceeds dE , then the argument of

the sin−1( ) function will exceed one, resulting in a physically unrealizable scan angle
γsc. On the polar plot of Figure 14.15, this corresponds to the case where the distance
between the center of the circle and the origin is physically larger than the radius of the
circle, that is |C|> |R|. Therefore this creates a range of interelement phase shifts (�0)
for which a scan angle does not exist, because the main lobe can no longer be captured
by the polar plot. Physically, this will result in a radiation pattern that contains some of
the sidelobes, without capturing the peak of the main lobe. Thus the following condition
should be satisfied if conventional transmission lines are to be used as true-time delay
phase-shifting devices in a printed TL-fed series linear array:

√
εeffd ≤ dE (14.21)

The physical implication of Eq. (14.21) is that the antenna elements must be spaced a
distance of at least the length of the interconnecting transmission lines, multiplied by the
square root of the effective permittivity, which is typically larger than one for circuits
printed on a dielectric substrate.

More generally, for any type of phase shifter, by following the same arguments out-
lined above, Eq. (14.11) yields the following condition that must be satisfied in order for
the scanning angle γsc to have a physical meaning:

|�0| ≤ k0dE (14.22)

The series configuration of Figure 14.14 imposes yet another important physical limitation
on the choice of d and dE . Since the sections of transmission lines must be long enough
to physically connect the array elements, the length of the transmission lines cannot be
less than the interelement spacing; that is

d ≥ dE (14.23)

This condition, however, directly contradicts the condition imposed by Eq. (14.21), since
as already stated, εeff is typically larger than one for antennas printed on a dielectric
substrate. This seemingly contradictory situation can be resolved by adding a section of
transmission line that is one guided wavelength λg long to the transmission line length,
d. This is equivalent to shifting the visible region of the radiation pattern shown in
Figure 14.15 to the left by −2π rad. Therefore d becomes d ′:

d ′ = d + λg (14.24)

This new value of d now satisfies Eq. (14.23) for typical values of dE <λg which is
imposed to avoid grating lobes. In addition, because d is now greater than dE , this
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implies that the interconnecting transmission line must be meandered in order for it to fit
in between the antenna elements, as shown in Figure 14.14. The interelement phase shift
�0 remains effectively the same because of its periodicity in 2π , which has a modulo
−2π property. Therefore Eq. (14.22) is also satisfied, implying that the series-fed array
will produce an emerging beam at an angle γsc. However, because the center of the
visible region has now been shifted to the left by −2π rad, �0 undergoes the following
transformation and becomes �′

0:

�′
0 = −2π +�0 (14.25)

By replacing �0 with −2π +�0, this has the effect of eliminating the true-time delay
characteristic that the delay lines would otherwise offer. This can be observed by con-
sidering the modified phase–frequency characteristic of the delay lines after the transfor-
mation of Eq. (14.25). This is shown graphically in Figure 14.16 for the representative
case of �0 = 0 rad.

The transformation has the effect of shifting the phase characteristic up by a factor of
2π , while still maintaining an effective phase shift of �0 at the design frequency of ω0.
Thus for frequencies below ω0 the transmission line will effectively produce a positive
phase shift and for frequencies above ω0 it will produce a negative phase shift. The
modified phase as a function of frequency for the TL is therefore given by the following
equation:

φ′TL = (�φ/�ω)ω + b (14.26)

Here, �φ/�ω is the slope of the line, and b is the φ-axis intercept point. For the particular
example shown in Figure 14.16, and for all transmission lines that are augmented by a
one-guided-wavelength λg section, b = 2π .

The true-time delay characteristic of the delay lines is eliminated because the transfor-
mation of Eq. (14.25) introduces a −2π constant term in the previously linear relationship
between �0 and ω and therefore the expression for the scan angle γsc from Eq. (14.11)

0

Modified

Original

Df / Dw

w

+2p

+2p

−2p

w0

f

Figure 14.16 Modified phase versus frequency characteristic for a TL.
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now contains an extra term that is inversely proportional to frequency:

γsc,TL = sin−1
(
−−2π +�0

k0dE

)
= sin−1

(
2πc

dE

1

ω
+
√
εeffd

dE

)
(14.27)

Thus the TL-fed series uniform linear array can be physically implemented by adding a
section of transmission line that is one guided wavelength λg long to the interconnecting
transmission lines. This, however, results in a frequency-dependent scan angle γsc, where
any variation from the design frequency will cause the emerging beam to squint.

It will be shown in the next section that, contrary to conventional delay lines, meta-
material lines possess an inherent quasi-TTD characteristic that can be exploited in
series-fed arrays to effectively reduce the amount of beam squint that they experience with
frequency.

14.5.3 Metamaterial-Fed Series Uniform Linear Arrays

In a typical series-fed linear array designed to radiate at broadside, the antenna elements
must be fed in phase. In addition, an interelement spacing dE of less than a half free-space
wavelength (dE <λ0/2) is necessary to avoid capturing grating lobes in the visible region
of the array pattern (see Figure 14.15. In order to achieve these design constraints,
traditional designs employing TL-based feed networks have resorted to a meander-line
approach, as described in Section 14.5.2 and shown in Figure 14.14. This allows the
antenna elements to be physically separated by a distance of dE = λ0/4, while still being
fed in phase with a one-guided-wavelength λg long meandered line that incurs a phase of
−2π rad. Because the phase incurred by the TLs is linearly dependent on frequency with
a constant offset (see Eq. (14.26)), a change in the operating frequency will cause the
emerging beam to squint from broadside, which is generally an undesirable phenomenon.
In addition, the fact that the lines are meandered causes the radiation pattern to experience
high cross-polarization levels, as a result of parasitic radiation due to scattering from the
corners of the meandered lines [39]. The feed networks shown in this section employ
nonradiating metamaterial (MTM) phase-shifting lines within a series-fed linear array, as
shown in Figure 14.17, to mitigate some of the problems encountered with conventional
TL-based feed networks.

In order to investigate how the main beam of the uniformly excited MTM array shifts
from the broadside direction as the frequency is varied, we must first consider the phase
response of the MTM feed lines. For nonradiating MTM lines, the approximate phase
incurred by the line is given by Eq. (14.6) and can be written as

�0 = �MTM +�TL = n

(
−ω

√
LCdTL,H + 1

ω
√
L0C0

)
+ (−ω

√
LCdTL) (14.28)

Here, L and C are the distributed inductance and capacitance correspondingly of the host
transmission line, dTL,H is the length of the host transmission line section (d = dTL,H in
Figure 14.4), L0 and C0 are the loading-element values, n is the number of metamaterial
stages, dTL is the length of the negative phase-compensating section of transmission line,
and ω is the frequency of operation. Assuming that the same type of TL sections are
used for dTL,H and dTL, then the characteristic impedance, Z0, and L and C will be the
same for both lines.
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Figure 14.17 Metamaterial-fed series uniform linear array of four elements.

By substituting Eq. (14.28) into Eq. (14.11), the scan angle for the uniformly excited
MTM array with the antenna elements equally distributed along the x-axis as shown in
Figure 14.17 can therefore be written as

γsc,MTM = sin−1
(
−�MTM +�TL

k0dE

)
= sin−1

(
− cn

dE
√
L0C0

1

ω2
+ c

dE

√
LC(ndTL,H + dTL)

) (14.29)

Inspection of Eq. (14.29) reveals that the first term in the sin−1( ) expression,
−cn/dE

√
L0C0ω

2, is inversely proportional to the frequency squared and the second
term, c

√
LC (ndTL,H + dTL)/dE , is a constant. Thus, if the first term that is frequency

dependent can be made negligible compared to the second term, then the dependence of
γsc on ω will diminish and the scan angle will become relatively insensitive to frequency
variations. Due to the inverse-frequency-squared dependence of the −cn/dE

√
L0C0ω

2

term, this will become negligible compared to c
√
LC(ndTL,H + dTL)/dE as the frequency

increases. Thus at high frequencies the constant term c
√
LC(ndTL,H + dTL)/dE will

dominate, and γsc will remain relatively constant with frequency.
Therefore, it can be concluded that even though the metamaterial lines do not inher-

ently possess a pure TTD characteristic, by operating at high enough frequencies, a
quasi-TTD characteristic can be obtained, thus rendering the scan angle relatively fre-
quency insensitive.

If we return to the scan angle characteristic of the TL-fed array given by Eq. (14.27),
we can see that the frequency-dependent term in this expression, −2πc/dEω, is inversely
proportional to frequency, and not inversely proportional to the frequency squared as in
the case of the metamaterial scan angle. Thus the scan angle of the TL-fed array will
inherently be more frequency dependent, even at higher frequencies where the scan angle
of the MTM-fed array is relatively frequency independent.

The theoretical scan angles from broadside for the TL-fed and MTM-fed linear arrays
with dE = λ0/4= 15 mm were calculated at f0 = 5 GHz using Eq. (14.27) and (14.29),



14.5 NRI-TL METAMATERIAL SERIES-FED ANTENNA ARRAYS WITH REDUCED BEAM SQUINTING 695

respectively, and the scan angle characteristics are shown in Figure 14.18. The parameters
used to calculate the phase responses of the TL feed lines were d = λg = 52.44 mm,
Z0 = 170 � and of the 0◦ MTM feed lines, n = 1, dTL,H = 3 mm, dTL = 12 mm,
Z0 = 170 �, C0 = 0.13 pF, L0 = 2.44 nH.

It can be observed that the scan angle for the TL-fed array exhibits its full scan-
ning range from endfire (γsc = +90◦) to backfire (γsc = −90◦) within a bandwidth of
2.67 GHz, while the corresponding scanning bandwidth for the metamaterial-fed array
is 10.44 GHz, which amounts to a 291% increase in scan angle bandwidth. The larger
scanning bandwidth of the MTM-fed array agrees favorably with the previous discussion
relating to the scan angle expressions for the two arrays from Eq. (14.27) and (14.29).
It is interesting to note that as the frequency increases above 5 GHz, the gradient of the
slope of γsc versus frequency for the MTM-fed array is the smallest in the region from
around 7 to 13.5 GHz, which is consistent with the discussion of Eq. (14.29) that the
MTM lines exhibit quasi-TTD characteristics at higher frequencies.

Also shown in Figure 14.18 is the scan angle characteristic for a lowpass loaded
(LPL) TL also of length λ0/4 and designed around −2π rad. From Figure 14.18, it can
be observed that the performance of this line is identical to that of the TL meandered
feed line. Thus, although the lowpass loaded line can eliminate the need for meander
lines, it does not provide the advantage of an increased scan angle bandwidth that the
metamaterial feed lines offer.

14.5.4 Transmission-Line and Metamaterial Series-Fed Printed Dipole
Arrays

In order to investigate further the radiation characteristics of a series-fed array as the
frequency is varied, it is instructive to consider the total field of the array, which by the
pattern multiplication principle is equal to the antenna element factor multiplied by the
array factor. Even though an expression for the array factor of an N -element uniform
linear array was already presented in Eq. (14.8), it is useful to derive a more general
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Figure 14.18 Comparison of the scan angle performance from broadside of a series-fed linear
array with dE = λ0/4 using a metamaterial, a transmission-line, and a lowpass loaded line feed
network.
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expression for the array factor that does not assume a uniform excitation of the antenna
elements. The general normalized array factor is therefore given by [38]

AF = 1

N

N∑
n=1

Ine
jkr̂·rn (14.30)

where N is the total number of antenna elements, In is the current excitation of the nth
element, r̂ is the unit vector for the chosen coordinate system, and rn is the position
vector from the origin of the nth element. In general, the current excitation In has both
an amplitude, an, and phase, �0, associated with it and is given by:

In = ane
j (n−1)�0 (14.31)

Four-Element Series-Fed Printed Dipole Array The series-fed linear array consid-
ered herein is a four-element printed dipole array with the z-directed dipole elements
arranged symmetrically along the x-axis with an interelement spacing of dE = λ0/4, as
shown in Figure 14.19.

The position vectors for each of the dipoles are given by

r1 = − 3
8λ0x̂, r2 = − 1

8λ0x̂, r3 = 1
8λ0x̂, r4 = 3

8λ0x̂ (14.32)

and the unit vector in the rectangular coordinate system is given by

r̂ = cosφ sin θ x̂+ sinφ sin θ ŷ+ cos θ ẑ (14.33)

The array factor from Eq. (14.30) therefore becomes

AF = 1
4 (I1e

−jk(3/8)λ0 cosφ sin θ + I2e
−jk(1/8)λ0 cosφ sin θ

+ I3e
+jk(1/8)λ0 cos φ sin θ + I4e

+jk(3/8)λ0 cos φ sin θ )
(14.34)
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Figure 14.19 Four-element printed dipole array.
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If we consider half-wavelength dipoles, then the electric field expression in the far field
is given by [38]

Eθ = jη
I0e

−jkr

2πr

[
cos((π/2) cos θ)

sin θ

]
(14.35)

Therefore the total field pattern for the array is given by the pattern multiplication prin-
ciple as

ETOT = Eθ × AF (14.36)

The main beam of the series-fed array shown in Figure 14.19 will scan in the xy-plane,
which is perpendicular to the axis of the array. This is also the H -plane of the dipoles
and is obtained by setting θ = π /2. Considering Eq. (14.35) and setting θ = π /2, we
can observe the well-known fact that the field of a dipole does not vary in its H -plane.
Since any variation of the total electric field of the array will be produced solely by
the array factor, henceforth only the array factor will be considered when investigating
the scanning characteristics of the array. If the dipoles are oriented in another direction
or a different antenna element is used in the array, its field pattern would have to be
considered together with the array factor as in Eq. (14.36).

The array factor in the xy-plane for the TL-fed array can be written using Eq. (14.31)
and (14.34) as

AF = 1
4 (a

0e−jk(3/8)λ0 cos φ + a1ej�0,TLe−jk(1/8)λ0 cosφ

+ a2ej2�0,TLe+jk(1/8)λ0 cos φ + a3ej3�0,TLe+jk(3/8)λ0 cos φ)
(14.37)

where a is the amplitude factor per section of interconnecting TL. An amplitude taper
along the array can be achieved by setting a to a value less than one. The phase response
of the TL feed line is given by Eq. (14.26) as

�0,TL = (�φ/�ω)ω + 2π (14.38)

Similarly, the array factor in the xy-plane for the MTM-fed array can also be written
using Eq. (14.31) and (14.34)

AF = 1
4 (a

0e−jk(3/8)λ0 cosφ + a1ej�0,MTMe−jk(1/8)λ0 cosφ

+ a2ej2�0,MTMe+jk(1/8)λ0 cos φ + a3ej3�0,MTMe+jk(3/8)λ0 cos φ)
(14.39)

where the phase response of the MTM feed line is given by Eq. (14.28) and can be
rewritten as

�0,MTM = n

(
�φTL,H

�ω
ω + 1

ω
√
L0C0

)
+ �φTL

�ω
ω (14.40)

When Eq. (14.37) and (14.39) are plotted as a function of the azimuthal angle φ (or
equivalently, the angle from broadside γ = π/2− φ), the radiation pattern of the array
is obtained. By varying the frequency one can observe how the location of the main beam
shifts with frequency, as shown in Figures 14.20 and 14.21 for the three frequencies of
4, 5, and 6 GHz. The parameters used to calculate the phase responses of the TL feed
lines were �φ/�ω = −5× 10−9 s and of the 0◦ MTM feed lines, n = 1, �φTL,H/�ω =
−1.14× 10−11 s, �φTL/�ω = −4.58× 10−11 s, C0 = 0.13 pF, and L0 = 2.44 nH.
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Figure 14.20 Normalized ideal array factor patterns in the xy-plane from Eq. (14.37) for the
TL-fed dipole array at (a) 4, (b) 5, and (c) 6 GHz.

0.20.40.60.8 1

30

−150

60

−120

90−90

120

−60

150

−30

180

0

0.20.40.60.8 1

30

−150

60

−120

90−90

120

−60

150

−30

180

0

0.20.40.60.8 1

30

−150

60

−120

90−90

120

−60

150

−30

180

0 g

(a) 4 GHz (b) 5 GHz (c) 6 GHz

Figure 14.21 Normalized ideal array factor patterns in the xy-plane from Eq. (14.39) for the
MTM-fed dipole array at (a) 4, (b) 5, and (c) 6 GHz.

From Figures 14.20 and 14.21, it can be observed that both the TL-fed and the
MTM-fed arrays radiate at broadside (γ = 0◦) at 5 GHz; however, when the frequency
is decreased the beam shifts to the left toward the backfire direction and when the
frequency is increased the beam shifts to the right toward the endfire direction. It can
also be observed that within the same frequency range of 4–6 GHz, the beam of the
MTM-fed array shifts less to the left and right off broadside than the beam of the TL-fed
array.

It was found that the scan angle characteristics for both the TL-fed and the MTM-fed
arrays were identical to the ones presented in Figure 14.18 for the uniformly excited
linear array, regardless of the value of the amplitude factor, a. This indicates that
Eq. (14.11), which is valid for uniform linear arrays, is also valid for arrays that have
an arbitrary amplitude taper along the axis of the array.

Figure 14.22 shows the amplitude of the maximum value of the array factor for the
TL-fed array as a function of frequency for three representative cases of the amplitude
factor a. According to Eq. (14.30), the data is normalized such that the value of the
maximum array factor is equal to one when the beam is at broadside, that is, at f0 = 5
GHz. By plotting the maximum value of the array factor, this is equivalent to the maxi-
mum amplitude of the main beam in the patterns shown, for example, in Figures 14.20
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Figure 14.22 Normalized maximum array factor as a function of frequency for the TL-fed array
for three representative amplitude factor values: a = 1, a = 0.9, and a = 0.8.

and 14.21. This can be considered a measure of the gain in the direction of maximum
radiation.

When no amplitude taper is enforced along the array (i.e., a = 1), the maximum array
factor remains constant at a value of one from 4 to 6.67 GHz, which is the full scanning
range of the TL-fed array as shown in Figure 14.18. In the region from 6.67 to 7.5 GHz,
the beam is directed toward the endfire direction and a variation in frequency causes the
array factor maximum to drop because less of the endfire main lobe is being captured
within the visible region of the array. From 7.5 to 8 GHz, the main beam reverses
direction toward the backfire direction and increases in amplitude until 8 GHz. Above 8
GHz, the entire main lobe is captured again within the visible region of the array, and
therefore the maximum amplitude of the array factor is restored to one. By observing
the three responses shown in Figure 14.22, it can be seen that by enforcing an amplitude
taper along the array, this reduces the value of the maximum array factor; however, the
general shape of the curves is maintained the same as for the uniformly excited array.

Figure 14.23 shows the amplitude of the normalized maximum value of the array factor
as a function of frequency for the MTM-fed array for the same three representative cases
of the amplitude factor a.

By comparing Figures 14.22 and 14.23, it can be observed that the MTM-fed array has
a clear advantage over the TL-fed array in as much as the amplitude of the main beam
does not drop within the whole scanning range of the array, namely, from 3.65 to 14.1
GHz. This is because the peak of the main beam remains within the visible region over
this entire frequency range. As in the case of the TL-fed array, enforcing an amplitude
taper along the array reduces the value of the maximum array factor, but the shape of
the curves is maintained.

Grounded Four-Element Series-Fed Printed Dipole Array In many applications it
is desirable to have an antenna with a unidirectional radiation pattern. The printed dipole
array described in the previous section will radiate a bidirectional broadside pattern at



700 ANTENNA APPLICATIONS OF NEGATIVE REFRACTIVE INDEX TRANSMISSION-LINE METAMATERIALS

3 4 5 6 7 8 9 10 11 12 13 14 15
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency (GHz)

N
or

m
al

iz
ed

|A
F

| m
ax

a = 1
a = 0.9
a = 0.8

Figure 14.23 Normalized maximum array factor as a function of frequency for the MTM-fed
array for three representative amplitude factor values: a = 1, a = 0.9, and a = 0.8.

its design frequency, as shown in Figures 14.20b and 14.21b. A well known technique
to obtain a unidirectional pattern from a bidirectional antenna is to add a ground plane
at a distance of dG = λ0/4 below the antenna, as shown in Figure 14.24.

Shown in Figure 14.24 is a four-element printed dipole array with +z-directed currents
I1 –I4 at a distance of dG in front of an infinite ground plane in the xz-plane. By image
theory, the ground plane creates −z-directed image currents I5 –I8 at a distance of dG
behind the ground plane, thus effectively forming an eight-element antenna array. Thus
for currents I1 –I4, each current In can be expressed using Eq. (14.31), while currents
I5 –I8 can be expressed as −In.
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Figure 14.24 Grounded four-element printed dipole array.
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The position vectors for each of the dipoles for dE = λ0/4 and dG = λ0/4 are
given by

r1 = − 3
8λ0x̂+ 1

4λ0ŷ, r2 = − 1
8λ0x̂+ 1

4λ0ŷ, r3 = 1
8λ0x̂+ 1

4λ0ŷ,

r4 = 3
8λ0x̂+ 1

4λ0ŷ
(14.41)

The position vectors for each of the image currents are given by

r5 = − 3
8λ0x̂− 1

4λ0ŷ, r6 = − 1
8λ0x̂− 1

4λ0ŷ, r7 = 1
8λ0x̂− 1

4λ0ŷ,

r8 = 3
8λ0x̂− 1

4λ0ŷ
(14.42)

Using the unit vector from Eq. (14.33), the array factor from Eq. (14.30) therefore
becomes

AF = 1
8 (I1e

jk(−(3/8)λ0 cos φ sin θ+(1/4)λ0 sinφ sin θ) + I2e
jk(−(1/8)λ0 cos φ sin θ+(1/4)λ0 sinφ sin θ)

+ I3e
jk(+(1/8)λ0 cos φ sin θ+(1/4)λ0 sinφ sin θ) + I4e

jk(+(3/8)λ0 cosφ sin θ+(1/4)λ0 sinφ sin θ)

+ I5e
jk(−(3/8)λ0 cos φ sin θ−(1/4)λ0 sinφ sin θ) + I6e

jk(−(1/8)λ0 cosφ sin θ−(1/4)λ0 sinφ sin θ)

+ I7e
jk(+(1/8)λ0 cos φ sin θ−(1/4)λ0 sinφ sin θ) + I8e

jk(+(3/8)λ0 cosφ sin θ−(1/4)λ0 sinφ sin θ))

(14.43)

Using the general expression for each current excitation from Eq. (14.31), we can rewrite
the array factor in the xy-plane (θ = π /2) from Eq. (14.43):

AF = 1
8 (a

0ejk(−(3/8)λ0 cos φ+(1/4)λ0 sinφ) + a1ej�0ejk(−(1/8)λ0 cosφ+(1/4)λ0 sinφ)

+ a2ej2�0ejk(+(1/8)λ0 cosφ+(1/4)λ0 sinφ) + a3ej3�0ejk(+(3/8)λ0 cos φ+(1/4)λ0 sinφ)

− a0ejk(−(3/8)λ0 cos φ−(1/4)λ0 sinφ) − a1ej�0ejk(−(1/8)λ0 cos φ−(1/4)λ0 sinφ)

− a2ej2�0ejk(+(1/8)λ0 cosφ−(1/4)λ0 sinφ) − a3ej3�0ejk(+(3/8)λ0 cos φ−(1/4)λ0 sinφ))

(14.44)

Here, �0 takes on the form of �0,TL from Eq. (14.38) for the TL-fed array and �0,MTM

from Eq. (14.40) for the MTM-fed array.
Using the same parameters for the TL and MTM lines as before, the radiation patterns

for the grounded TL-fed array and the MTM-fed array are shown in Figures 14.25
and 14.26 for the three representative frequencies of 4, 5, and 6 GHz.

As in the case of the ungrounded arrays, it can be observed that the main beam of
the MTM-fed array squints less with frequency from the broadside location at 5 GHz.
The complete scan angle characteristics for the two grounded arrays are shown in
Figure 14.27.

The most striking observation from Figure 14.27 is that the scanning range of both
the arrays is reduced by the addition of the ground plane. The TL-fed array exhibits a
scanning range of −54◦<γsc < 65◦ within a bandwidth of 3.9 GHz, from 3.5 to 7.4 GHz.
The MTM-fed array exhibits a scanning range of −52◦<γsc < 72◦ within a bandwidth
of 8.5 GHz, from 3.1 to 11.6 GHz. The reduced scanning range of both the arrays
can be attributed to the fact that at the edge of the scanning range the maximum of
the array factor shifts to another lobe other than the main one. Thus when one of the
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Figure 14.25 Normalized ideal array factor patterns in the xy-plane from Eqs. (14.38) and (14.44)
for the grounded TL-fed dipole array at (a) 4, (b) 5, and (c) 6 GHz.
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Figure 14.26 Normalized ideal array factor patterns in the xy-plane from Eqs. (14.40) and (14.44)
for the grounded MTM-fed dipole array at (a) 4, (b) 5, and (c) 6 GHz.
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Figure 14.27 Scan angle performance from broadside of a grounded series-fed linear array with
dE = λ0/4 using a metamaterial, a transmission-line, and a lowpass loaded line feed network.
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backlobes becomes larger than the main lobe, this determines the limit on the scanning
range. Another observation is that although the scanning range of the grounded arrays is
decreased compared to the ungrounded arrays, the scanning bandwidth actually increases
by 1.23 GHz for the TL-fed array and by 1.16 GHz for the MTM-fed array. As with
the case of the ungrounded arrays, the scanning characteristics of the grounded arrays
remained the same regardless of the value of the amplitude factor, a.

Figure 14.28 shows the normalized amplitude of the maximum value of the array
factor as a function of frequency for the grounded TL-fed array for three representative
cases of the amplitude factor a.

Around the design frequency of f0 = 5 GHz, although the scanning bandwidth of the
grounded TL-fed array from Figure 14.27 is 3.9 GHz, Figure 14.28 indicates that the
frequency range over which the peak values of the main lobe remain at a maximum value
is reduced to 1.3 GHz, from 4.7 to 6 GHz. This reduces the usefulness of the grounded
TL-fed array, due to the limited frequency range that it can be operated in. At higher
frequencies above 6 GHz the amplitude of the maximum array factor varies rapidly with
frequency, and in the range of 9.5–11.5 GHz it drops to very low values. In the regions
where the maximum array factor drops to such low values, the power is redistributed to
other lobes in the pattern, thus reducing the amplitude of the main lobe. This is generally
an undesirable condition, as a lot of the power in the array is lost to these other parasitic
sidelobes or backlobes.

Figure 14.29 shows the amplitude of the normalized maximum value of the array
factor as a function of frequency for the grounded MTM-fed array for the same three
representative cases of the amplitude factor a.

By comparing Figures 14.28 and 14.29, it can be observed that the amplitude of
the main beam of the grounded MTM-fed array fluctuates very little compared to the
grounded TL-fed array. Thus the grounded MTM-fed array can effectively be operated
within the frequency range of 4–14 GHz, without large variations in the amount of power
delivered to the main lobe. This is because the peak of the main beam remains mainly
within the visible region over this entire frequency range.
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Figure 14.28 Normalized maximum array factor as a function of frequency for the grounded
TL-fed array for three representative amplitude factor values: a = 1, a = 0.9, and a = 0.8.
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Figure 14.29 Normalized maximum array factor as a function of frequency for the grounded
MTM-fed array for three representative amplitude factor values: a = 1, a = 0.9, and a = 0.8.

As in the case of the ungrounded arrays, by enforcing an amplitude taper along either
of the arrays, this reduces the value of the maximum array factor; however, the general
shape of the curves is maintained the same as for the uniformly excited array.

14.5.5 Physical Realizations of the Proposed Structures

With sight of a physical realization of the arrays discussed in the previous section, three
types of feed lines were considered as potential candidates for feeding the antenna ele-
ments in a series-fed linear array: a 0◦ metamaterial line, a −360◦ meandered TL, and
a lowpass loaded TL that also incurs −360◦. Each of the feed lines was designed in
coplanar strip (CPS) technology [41, 42], at a design frequency of f0 = 5 GHz (λ0 = 60
mm) on a Rogers RT5880 substrate with εr = 2.2 and dielectric height h = 20 mils. The
0◦ MTM line used to feed the MTM array is shown in Figure 14.30a and consisted of a
single MTM unit cell of length dTL,H = 3 mm, and characteristic impedance Z0 = 170 �,
followed by a negative phase-compensating section of TL of length dTL = 12 mm.
The loading element values used were C0 = 0.13 pF for the series capacitors and
L0 = 2.44 nH for the shunt inductors. The −360◦ meandered TL used to feed the TL
array is shown in Figure 14.30b and had a total length of λg = 52.44 mm and a char-
acteristic impedance Z0 = 170 �. The −360◦ LPL feed line used to feed the LPL array
is shown in Figure 14.30c and consisted of five unit cells of length dLPL = 3 mm, and
characteristic impedance Z0 = 170 �, each incurring a phase of −72◦. The loading ele-
ment values used were L1 = 4.53 nH for the series inductors and C1 = 0.156 pF for the
shunt capacitors.

The three feed lines were designed and simulated in Agilent’s Momentum planar
structure simulator at a center frequency of f0 = 5 GHz, using interdigitated capacitors
and meandered inductors to realize the loading element values. Both dielectric and con-
ductor losses were taken into account by specifying a loss tangent of 0.0009 for the
dielectric substrate and a thickness of 17 μm for the copper layer with a conductivity of
5.813 ×107 S/m.
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Figure 14.30 Proposed structures for (a) the CPS 0◦ MTM feed line, (b) the CPS −360◦ mean-
dered TL, and (c) the CPS −360◦ lowpass loaded line. (d) Agilent Momentum simulated S21

magnitude responses for each of the feed lines shown in (a)–(c).

Figure 14.30d shows the magnitude of S21 for the three feed lines. At f0 = 5 GHz
the magnitude of S21 is −0.49 dB for the MTM line, −0.36 dB for the meandered TL,
and −1.30 dB for the LPL line. It can be observed that the MTM line exhibits the
expected highpass behavior with low insertion loss at higher frequencies, while the LPL
line exhibits the expected lowpass behavior with significantly higher insertion loss at
higher frequencies. The meandered TL exhibits similar insertion loss compared to the
MTM line between 5 and 6 GHz; however, above 6 GHz its performance begins to
degrade, exhibiting higher levels of insertion loss.

Although the insertion loss performance of the meandered TL was quite constant
along the frequency band of interest, it was determined that the geometrical constraint
of spacing the antennas in the array λ0/4 apart prohibited the use of this type of feed
line because of increased coupling between the feed line and the antenna elements in a
uniplanar array design. It was therefore decided to implement the four-element printed
series-fed linear dipole array using only the physically realizable MTM and LPL feed
lines.

Both the four-element MTM dipole array and the four-element LPL dipole array were
designed and simulated in Agilent’s Momentum planar structure simulator at a center
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frequency of f0 = 5 GHz. The lengths of the dipole elements were initially designed to
be approximately λg/2; however, these were subsequently increased in order to account
for the mutual coupling between the antenna elements. Tables 14.1 and 14.2 summarize
the geometrical details of the MTM and LPL antenna array components, respectively.

A prototype of the MTM dipole array was built and is shown in Figure 14.31.
Figure 14.32 is a close-up view of the 0◦ nonradiating MTM line, offering a better
view of the printed series capacitors and shunt inductors that are placed at the center of
the line. Figure 14.33 shows the LPL dipole array structure, with Figure 14.34 showing
the details of the lowpass unit cells, namely, the printed series inductors and shunt capac-
itors. A backing ground plane (10 cm× 5 cm) was added at a distance of λ0/4= 15 mm
below both of the antennas in order to create unidirectional radiation patterns. In addi-
tion, both antennas were fed directly by a coaxial cable, whose center conductor was
connected to the top CPS conductor and the outer sheath was connected to the bottom
CPS conductor, as shown in Figures 14.31 and 14.33. In order to prevent parasitic cur-
rents from flowing on the outer surface of the coaxial feed line, caused by the inherent
imbalance between the balanced CPS line and the unbalanced coaxial line, ferrite beads
were placed around the coaxial line, acting as current chokes. The ferrite beads can also
be seen in Figures 14.31 and 14.33.

TABLE 14.1 Geometrical Details of the MTM Printed Dipole Array Components
(L=Length, W=Width, S= Separation)

CPS line L= 15 mm W= 2 mm S= 0.9 mm
Dipole L= 32.9 mm W= 2 mm S= 0.9 mm
Capacitor fingers L= 1.884 mm W= 0.133 mm S= 0.1333 mm
Inductor L= 27.8 mm W= 0.1 mm S= 0.1 mm

TABLE 14.2 Geometrical Details of the LPL Printed Dipole Array Components (L=Length,
W=Width, S=Separation)

CPS line L= 15 mm W= 2 mm S= 0.9 mm
Dipole L= 34.9 mm W= 2 mm S= 0.9 mm
Capacitor fingers L= 2.48 mm W= 0.1 mm S= 0.1 mm
Inductor L= 5 mm W= 0.1 mm S= 0.1 mm

x
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y

q

l0/4

F=0°

Figure 14.31 Photograph of the fabricated metamaterial-fed printed dipole array at 5 GHz, includ-
ing the coaxial feedline surrounded by ferrite beads.
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Figure 14.32 Close-up view of the printed components of the 0◦ MTM line, showing the series
interdigitated capacitors and shunt meandered inductors.
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Figure 14.33 Photograph of the fabricated lowpass loaded TL-fed printed dipole array at 5 GHz,
including the coaxial feedline surrounded by ferrite beads.

inductor

capacitor

Figure 14.34 Close-up view of the printed components of the −360◦ LPL line, showing the
series meandered inductors and the shunt interdigitated capacitors.

14.5.6 Simulation and Experimental Results

Figure 14.35 shows the measured and simulated scan angles versus frequency of the
emerging beam from the broadside direction for the MTM and LPL arrays. Although
both the arrays were designed to exhibit broadside radiation at 5 GHz, the main beam
of the fabricated prototypes passed through broadside at 5.1 GHz and 5.2 GHz for the
LPL and the MTM arrays, respectively. This shift in frequency can be attributed to the
imperfections in the manufacturing of the printed array components. Specifically, it was
observed that there was slight overetching of the copper strips that form the interdigitated
capacitors and meandered inductors. As a result, the values of the loading elements of
the MTL and LPL feed lines were slightly altered, leading to an increase in the phase
incurred by the lines and thus resulting in a broadside beam at a slightly higher frequency.
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Figure 14.35 Measured and simulated scan angles from broadside of the MTM-fed and LPL-fed
arrays.

In order to provide an equal comparison of the phase versus frequency characteristics
of the two arrays, the appropriate data was offset in frequency such that the beam passed
through broadside at exactly 5.1 GHz for all four of the cases shown in Figure 14.35.

It can be observed that the measured data matches the simulated data quite well. It
is of interest to note that the measured and simulated scan angle plots of Figure 14.35
follow the same general patterns as the theoretical ideal scan angle plots of Figure 14.27
for both the MTM and the LPL arrays. It can be seen that at around 5 GHz the per-
formance of the LPL array is similar to the MTM array; however, below 4.8 GHz and
above 5.3 GHz their performances begin to diverge, with the MTM array exhibiting far
more broadband scan angle characteristics at frequencies above 6 GHz. The LPL array
exhibits a measured scan angle bandwidth of 2 GHz, from 4.33 to 6.33 GHz, while
the MTM array has a measured scan angle bandwidth of 5.45 GHz, from 4.25 to 9.7
GHz. This corresponds to an increase of 173% in the scan angle bandwidth over the
LPL array.

Figure 14.36 shows the measured normalized copolarization radiation patterns in the
xy-plane (θ = π /2) for the three selected frequencies of 4.9, 5.1, and 5.3 GHz for the
MTM array.

It can be observed that at 4.9 GHz the main beam is directed off broadside at an
angle of approximately −13◦, while at 5.1 GHz the main beam is at broadside. When
the frequency is further increased to 5.3 GHz, the main beam shifts to approximately
−10◦ from broadside. In all three cases, the main beam is clearly distinguishable. Thus
it has been demonstrated that the fabricated MTM dipole array exhibits nonlinear beam
scanning characteristics with frequency about the broadside direction, which follows
directly from the fact that the phase response of the 0◦ MTM feed lines has a nonlinear
phase characteristic given by Eq. (14.28).

As a corollary, one can also observe that if the MTM array is operated at a higher
frequency region, say, around 7 GHz, the linearity of the scan angle versus frequency
response can be exploited to obtain an off-broadside main beam at approximately +45◦
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Figure 14.36 Measured normalized copolarization patterns in the xy-plane for the printed
MTM-fed array at (a) 4.9, (b) 5.1, and (c) 5.3 GHz.

(see Figure 14.35), that will not experience significant beam squinting with a change
in frequency. This can be deduced from the fact that the gradient of the scan angle
with frequency in this region is quite small. Indeed, by inspection of Eq. (14.28) it
can be observed that the effect of the second term (1/ω

√
L0 C0), which is inversely

proportional to ω, diminishes as the frequency is increased. This results in a linear phase
response for the MTM line, with a constant phase offset at dc, which is characteristic of
a quasi-true-time delay line. This in turn results in a linear scan angle characteristic with
frequency that has a small gradient, as outlined in Section 14.5.3.

In order to highlight the fact that the MTM-fed array does not exhibit significant beam
squinting at higher frequencies, Figure 14.37 shows the measured normalized copolar-
ization radiation patterns in the xy-plane (θ = π /2) for 7.1, 7.3, and 7.5 GHz. It can be
observed that in all three cases the main beam is directed off broadside at an angle of
approximately +45◦. When the frequency is changed from 7.1 to 7.5 GHz the scan angle
changes a mere 6◦, from 43◦ to 49◦, thus verifying that within this frequency range the
MTM-fed array exhibits only modest beam squinting. It should be noted that even at the
highest operating frequency of 7.5 GHz, the MTM feed lines still operate in the nonradi-
ating (slow-wave) region (see Section 14.3.1). For the particular loading element values
chosen for this design, the theoretical maximum operating frequency before propagation
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Figure 14.37 Measured normalized copolarization patterns in the xy-plane for the printed
MTM-fed array at (a) 7.1, (b) 7.3, and (c) 7.5 GHz (observe the almost fixed beam direction).
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begins to occur within the radiation cone is 7.76 GHz. Above this frequency the MTM
lines could act as leaky-wave structures if their electrical length is made sufficiently long.

Figure 14.38 shows the measured normalized copolarization radiation patterns for the
LPL-fed array in the xy-plane (θ = π /2) for 7.1, 7.3, and 7.5 GHz. For the LPL-fed
array, the main lobe is no longer captured in the visible region of the array pattern above
6.33 GHz; therefore a scan angle does not exist above this frequency (see Figure 14.35).
This is verified by the plots of Figure 14.38, where the pattern changes shape rapidly
with frequency, and in some cases (e.g., at 7.1 GHz) there is no clearly distinguishable
main lobe, which is generally an undesirable condition. Therefore, at high frequencies
the location and, in fact, the existence of a main beam cannot be accurately predicted for
the LPL-fed array, which is a distinct disadvantage compared to the MTM-fed array.

Figures 14.39 and 14.40 show the measured and simulated S11 magnitude responses
for the MTM-fed and LPL-fed arrays, respectively.

For the MTM-fed array, the measured results match quite closely with the simulated
results, with a measured −10 dB |S11| bandwidth of 610 MHz centered around 5 GHz
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Figure 14.38 Measured normalized copolarization patterns in the xy-plane for the printed
LPL-fed array at (a) 7.1, (b) 7.3, and (c) 7.5 GHz (observe the nonuniform beam direction and
shape).
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Figure 14.39 Measured and simulated S11 magnitude responses for the MTM-fed array.
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Figure 14.40 Measured and simulated S11 magnitude responses for the LPL-fed array.

and a minimum |S11| value of −23.9 dB at 5.01 GHz. The MTM array also exhibits
reasonably good S11 performance around 7 GHz with a minimum |S11| value of −10.5
dB at 7.06 GHz, indicating that the array can be optimally designed to operate around
this frequency, where the scan angle characteristic is quite broadband (see Figure 14.35).
The corresponding measured results for the LPL-fed array match the simulated results
reasonably well around 5 GHz; however, at higher frequencies the two diverge. The
measured −10 dB |S11| bandwidth for the LPL-fed array is 720 MHz centered around
5 GHz, with a minimum |S11| value of −22.9 dB at 4.92 GHz. Finally, even though
the S11 performance of the TL-fed array is good around 7 GHz, with a minimum |S11|
value of −29.2 dB at 7.04 GHz, the resonance is very narrowband with a bandwidth of
only 120 MHz. More importantly though, as has already been shown in Figure 14.38,
the main beam in the frequency range around 7 GHz has a nonuniform direction and
shape, which severely limits the usefulness of the LPL-fed array.

In summary, MTM NRI-TL feed networks can be used in series-fed linear arrays to
effectively replace one-wavelength long conventional meandered transmission lines, thus
achieving compact, broadside radiators, whose beam squints much less with frequency.
In addition, the MTM feed networks can be used to create linear arrays whose main beam
remains virtually fixed at a positive angle from broadside as the frequency is varied.

14.6 A NRI-TL METAMATERIAL LEAKY-WAVE ANTENNA WITH REDUCED
BEAM SQUINTING

The preceding work employing MTM phase-shifting lines to reduce beam squinting in
series-fed arrays prompted the investigation of the reduced beam squinting effect in
other types of antennas as well. By operating the MTM lines in the radiation region
of the dispersion curve, a leaky-wave antenna (LWA) can be created, which exhibits
reduced beam squinting characteristics without the need for resonant elements [43, 44].
The fabricated LWA is shown in Figure 14.41 and consists of 20 fully printed MTM
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unit cells realized in coplanar strip (CPS) technology, which are cascaded in series to
create a leaky traveling-wave antenna. By appropriately choosing the size and the loading
elements of each MTM unit cell, the antenna can be designed to radiate at a predefined
location in space, which in this case was chosen to be 45◦ in the forward direction
from broadside at 5 GHz. Most importantly though, in order to minimize the amount
of beam squinting that the array experiences as the frequency is changed, the phase
and group velocities of the MTM line should each be as close as possible to the speed
of light. In order for the structure to be leaky, the phase velocity must approach the
speed of light from above, and in order to satisfy causality, the group velocity should
approach the speed of light from below. Both these criteria are met by operating the
antenna in the upper RH radiating band, where the difference between the phase and
group velocities is minimized, therefore minimizing the amount of beam squinting that
the array experiences. This is consistent with the results presented in Figure 14.35 for
the MTM-fed dipole array.

The fabricated MTM LWA prototype of Figure 14.41 exhibited a measured return
loss bandwidth below −10 dB of 0.91 GHz (18.2%). Three representative measured
radiation copolarization patterns in the xz-plane are shown in Figure 14.42 for the selected
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Figure 14.41 Photograph of the fabricated MTM LWA in CPS technology at 5 GHz.
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Figure 14.42 Measured normalized copolarization patterns (in dB) in the xz-plane for the printed
MTM LWA at (a) 4.5, (b) 5.0, and (c) 5.5 GHz.
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Figure 14.43 Scan angle versus frequency for the 20-element MTM LWA. The theoretical results
were obtained by using θsc = sin−1(β/k0), and the simulated results were obtained from Agilent’s
Momentum.

frequencies of 4.5, 5, and 5.5 GHz. It can be observed that within the 1-GHz bandwidth
from 4.5 to 5.5 GHz, the main beam experiences modest beam squinting and remains
close to the desired pointing direction of 45◦ from broadside. Figure 14.43 shows the
complete theoretical, simulated, and measured scanning characteristics of the MTM LWA.
The simulated LWA exhibited a scanning bandwidth of 2.3 GHz in which the scan
angle varied a total of 65◦, resulting in an average beam squint of 0.028◦/MHz, and
the measured LWA exhibited a scanning bandwidth of 1.8 GHz in which the scan angle
varied a total of 56◦, resulting in an average beam squint of 0.031◦/MHz.

14.7 AN ELECTRICALLY SMALL NRI-TL METAMATERIAL RING ANTENNA
WITH VERTICAL POLARIZATION

The MTM 0◦ phase-shifting lines were also used to create a compact (λ0/10× λ0/10
footprint) and low profile (λ0/20 height) MTM ring antenna at 3.1 GHz. The design
was first proposed in Ref. 45 and is based on wrapping around the two ends of a 0◦

phase-shifting line to construct a small-footprint ring antenna shown in Figure 14.44.
The antenna consists of four 0◦ NRI-TL unit cells implemented in microstrip technology,
arranged in a ring structure. The microstrip TLs were implemented by etching copper
strips on a thin layer of Rogers RT5880 substrate (0.38 mm thick) suspended in air
5 mm above a small ground plane. The chip lumped-element series capacitors C0 and
shunt inductors L0 were soldered to the top surface of the antenna, where the inductors
were connected to the ground plane through vertical vias with a diameter of 0.51 mm.
The series chip capacitors used were size 0402 Panasonic ECD-G0E capacitors with a
self-resonant frequency (SRF) greater than 6 GHz and had a value of C0 = 0.8 pF. The
shunt chip inductors used were size 0302 Coilcraft CS inductors with an SRF greater
than 9 GHz and had a value of L0 = 7.2 nH. The vertical vias act as the main radiating
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Figure 14.44 Electrically small NRI-TL metamaterial antenna: (a) Perspective view, (b) Side
view (c) 3D diagram, and (d) Top view diagram.

elements of the antenna with an associated radiation resistance Rr and inductance Lvia.
The inductance of each of the vias was incorporated into the lumped-inductor value L0

and the capacitance of the gap in the microstrip TL, Cgap, was also incorporated into the
lumped-capacitance value C0. The antenna was fed from the bottom of one of the vias
by an SMA coaxial connector as shown in Figure 14.44b.

Each MTM unit cell was designed to incur an insertion phase of 0◦, which allows the
inductive posts (vias) within each of the unit cells to be fed in phase. Thus the MTM ring
acts as an extremely compact feed network for the inductive posts, eliminating the need
for long, bulky one-wavelength-long feed lines. In addition, the effective top loading of
the vias by the microstrip line and the inherent monopole folding effect created by base
feeding one of the vias enables the electrically small antenna to be matched to 50 �.
The vias act as the main radiating elements, and since the currents in each of the vias
are equal in magnitude and phase, this produces a field pattern with a vertical electric
field polarization, similar to a short monopole antenna over a small ground plane. It
should also be noted that not only is the antenna itself electrically small but also the
corresponding truncated ground pane, which measures 0.465λ0 × 0.465λ0.

The antenna can be analyzed by decomposing the antenna current into a superposition
of an even-mode (Ie) and an odd-mode (I0). Since the antenna is symmetrical, analysis of
a single unit cell will reveal the general characteristics of the entire antenna. Beginning
with the even-mode excitation, we apply two equal voltages (V /2) to each end of the
MTM unit cell of as shown in Figure 14.45a. Due to the symmetry of the unit cell,
this effectively places an open circuit (O.C.) at the center of the circuit, thus producing
two identical decoupled circuits. If we then replace the short TL sections with their
equivalent series inductance L′ = Ld and capacitance C ′ = cd, we obtain the circuit of
Figure 14.45b. No current will pass through the series resonator formed by L′/2 and
2C0 because it is open circuited on one end, therefore these components can be removed
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Figure 14.45 Even-mode equivalent circuits for a single unit cell of the MTM ring antenna: (a)
TL-based MTM unit cell, (b) lumped-element equivalent circuit, and (c) simplified lumped-element
circuit at resonance.

from the circuit. At resonance, the series resonator formed by 2L0 and C ′/2 will become
a short circuit, therefore resulting in the final simplified circuit of Figure 14.45c. Since
no other impedances are present in the circuit other than Rr , maximum current will be
delivered to the radiation resistance, given by Ie = (V /2)/Rr .

If we now consider the odd-mode excitation, we apply an equal and opposite voltage
to each end of the MTM unit cell as shown in Figure 14.46a. Due to the symmetry of
the unit cell, this effectively places a short circuit (S.C.) at the center of the circuit, thus
producing two identical decoupled circuits with equal and opposite excitations. If we then
replace the short TL sections with their equivalent series inductance L′ and capacitance
C ′, we obtain the circuit of Figure 14.46b. At resonance, the series resonator formed by
L′/2 and 2C0 will become a short circuit, thus shorting out C ′/2 and therefore resulting
in the final simplified circuit of Figure 14.46c. It can now be observed that the odd-mode
current will be given by I0 = (V /2)/(Rr + jω 2 L0). It can therefore be seen that the
2L0 inductor plays a pivotal role in adjusting the odd-mode current, and larger values of
2L0 will act to reduce the odd-mode current. In fact, for any value of 2L0 the even-mode
current Ie will always be greater than the odd-mode current I0.

If we consider some representative values, a short monopole with a uniform current
distribution will have a radiation resistance of Rr = 160π2(h/λ)2, therefore for h/λ =
1/20, Rr = 4 �. Assuming V = 1 V, for a typical value of L0 = 20 nH, at 3 GHz
the magnitude of the odd-mode current is equal to |I0| = 0.66 mA. The corresponding
even-mode current is equal to |Ie| = 127 mA, which is approximately 150 times greater
than |I0|. Thus it has been shown that the magnitude of the odd-mode current is negligible
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Figure 14.46 Odd-mode equivalent circuits for a single unit cell of the MTM ring antenna:
(a) TL-based MTM unit cell from, (b) lumped-element equivalent circuit, and (c) simplified
lumped-element circuit at resonance.

compared to the even-mode current. The majority of the current flowing on the antenna
is even-mode current, therefore enabling the metamaterial structure to act as a good
radiator.

Figure 14.47 shows the measured versus the simulated return loss obtained from
Ansoft HFSS for the antenna. It can be observed that the antenna is well matched around

2 2.5 3 3.5 4
25

20

15

10

5

0

5

Frequency (GHz)

S
11

 (
dB

)

Measured
Simulated

Figure 14.47 Measured and simulated return loss for the MTM ring antenna.
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3.1 GHz, with a simulated return loss bandwidth (−10 dB) of 42 MHz, and a measured
return loss bandwidth of 53 MHz, which corresponds to approximately 1.7%.

Figures 14.48 and 14.49 show the measured versus the simulated E-plane and H -plane
patterns at 3.1 GHz. It can be observed that the antenna exhibits a radiation pattern with
a vertical linear electric field polarization, similar to that of a short monopole on a small
ground plane. The simulated directivity and gain from HFSS were 1.31 (1.18 dBi) and
0.95 (−0.24 dB), respectively, while the measured directivity and gain obtained using the
gain comparison method were 1.78 (2.50 dBi) and 1.23 (0.90 dBi) respectively, resulting
in a simulated efficiency of 72.3% and a measured efficiency of 69.1%. It should be
noted that a similar implementation of this antenna using a two-unit-cell architecture is
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Figure 14.48 E-plane (xz-plane) patterns for the printed MTM ring antenna at 3.1 GHz:
(a) simulated and (b) measured solid line: co-polarization, dashed line: cross-polarization.
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Figure 14.49 H -plane (xy-plane) patterns for the printed MTM ring antenna at 3.1 GHz: (a)
simulated and (b) measured, solid line: co-polarization, dashed line: cross-polarization.
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described in Ref. 46 using chip lumped-element components, and a version using fully
printed lumped elements is described in Ref. 47.

These types of small, low profile antennas have sufficient bandwidth (∼50 MHz) and
good radiation efficiency (∼70%) and are thus well suited for emerging high capacity
multiple antenna (MIMO) wireless-access schemes. Other examples that have utilized
metamaterial concepts to reduce the physical size or in general improve the performance
of antennas can be found in Ref. 48–54.

14.8 BACKWARD/FORWARD LEAKY-WAVE ANTENNAS RADIATING
IN THEIR FUNDAMENTAL SPATIAL HARMONIC

14.8.1 One-Dimensional NRI-TL Metamaterial Leaky-Wave Antennas

The transmission-line (TL) approach to synthesizing NRI metamaterials has led to the
development of new kinds of leaky-wave antennas (LWAs). In Section 14.5.3, a LWA
operating in the upper RH radiation region was shown to exhibit reduced beam squinting
characteristics for a beam radiated in the forward direction. In this section it will be
shown that by simply changing the circuit parameters of the dual TL model, a fast-wave
structure can be designed that operates in the lower LH radiation region and therefore
supports a fundamental spatial harmonic that radiates toward the backward direction (i.e.,
toward the feed) [9, 10].

A coplanar waveguide (CPW) implementation of such a backward leaky-wave antenna
is shown in Figure 14.50. This can be recognized as the dual of the CPS structure
presented in Section 14.5.3. The gaps in the CPW feedline serve as the series capacitors
of the dual TL model, while the narrow lines connecting the center conductor to the
coplanar ground planes serve as the shunt inductors (shorted stubs). The capacitive gaps
are the radiating elements in this leaky-wave antenna and excite a radiating transverse
magnetic (TM) wave. Due to the antiparallel currents flowing on each pair of the narrow

Figure 14.50 Backward leaky-wave antenna based on the dual TL model at 15 GHz.
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inductive lines, they remain nonradiating. Simulated and experimental results for this
bidirectional leaky-wave antenna were reported in Refs. 9 and 10. The corresponding
unidirectional design is simply the leaky-wave antenna described in Ref. 10 backed by a
long metallic trough as shown in Figure 14.51. Since the LWA’s transverse dimension is
electrically small, the backing trough can be narrow (below resonance). The trough used
is a quarter-wavelength in height and width and covers the entire length of the antenna
on the conductor side of the substrate. It acts as a waveguide below cut-off and recovers
the back radiation, resulting in unidirectional far-field patterns.

A complementary forward unidirectional leaky-wave antenna was also reported in
Ref. 55. The periodic structure of Ref. 55 also operates in the fundamental spatial har-
monic and hence can be thought of as a metamaterial with a positive phase velocity.
Here, we describe experimental results for the unidirectional design proposed in Ref. 9.
A frequency shift of 3%, or 400 MHz, was observed in the experiments compared to the
method-of-moments simulations of the LWA using Agilent’s Advanced Design System
(ADS). As a result, the experimental unidirectional radiation patterns were obtained at
14.6 GHz, while the simulation patterns were calculated at 15 GHz. The correspond-
ing E-plane and H -plane patterns are shown in Figures 14.52 and 14.53 respectively.
A gain improvement of 2.8 dB was observed for the unidirectional design over the bidi-
rectional design, indicating that effectively all of the back radiation is recovered with the
trough.

A similar leaky-wave antenna implemented in a microstrip configuration was also
reported in Ref. 56. In that implementation varactor diodes were utilized to steer the
beam from backward to forward directions in a design with a closed stopband (see
Eq. (14.4).

14.8.2 Two-Dimensional NRI-TL Metamaterial Leaky-Wave Antennas

The above ideas can be extended to two-dimensional leaky-wave antennas in order to
generate pencil rather than fan beams [57, 58]. The unit cell for the 2D implementations
is shown in Figure 14.1. Of particular interest is the case in which the corresponding stop-
band between the fundamental backward band and the first forward band is closed. With

Trough

Figure 14.51 Unidirectional backward leaky-wave antenna design at 15 GHz.



720 ANTENNA APPLICATIONS OF NEGATIVE REFRACTIVE INDEX TRANSMISSION-LINE METAMATERIALS

−20 −10 0

−30

150

−60

120

−90 90

−120

60

−150

30

−180

0

Figure 14.52 E-Plane pattern for the unidirectional leaky-wave antenna at 15 GHz: (—) exper-
imental copolarization, (- ·-) experimental cross-polarization, and ( ) simulated copolarization
using Agilent’s ADS (interior curve).
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Figure 14.53 H -Plane pattern for the unidirectional leaky-wave antenna at 15 GHz: (—) exper-
imental copolarization, and (-·-) experimental cross-polarization.

reference to Eq. (14.4), the corresponding closed stopband condition in two dimensions
becomes

Z√
2
=
√

L0

C0
(14.45)
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where Z denotes the characteristic impedance of the host microstrip lines and L0, and
C0 denote the loading elements in the dual configuration shown in Figure 14.1. In order
to analyze and design these structures, a FDTD technique has been developed that is
capable of predicting the phase and leaky attenuation constants from a single unit cell
[59]. The corresponding dispersion diagram for a typical microstrip-based 2D structure
is shown in Figure 14.54.

Since the stopband is closed, the radiated beam can be frequency scanned from the
backward to the forward endfire direction [56]. The corresponding backward and forward
radiation patterns are shown in Figure 14.55 [59].

The patterns in Figure 14.55 imply that the peak gain of the 2D antenna attains its
maximum value at broadside, that is, when the effective phase constant vanishes. This is
compatible with the behavior of the attenuation constant shown in Figure 14.54 which
attains a minimum value around the frequency at which the phase constant becomes zero
(2.72 GHz). At this frequency, all the unit cells resonate in unison, thus illuminating the
corresponding NRI-TL aperture in phase. This uniform illumination property is illustrated
in Figure 14.56, based on the 2D NRI-TL microstrip structure described in Ref. 11 and
depicted in Figure 14.57.

Before finishing this section, it is perhaps interesting to point out that under the
closed-stopband condition of Eq. (14.45) and exactly at the frequency where the phase
constant is zero, the corresponding group velocity is also zero. This can be verified
by visually inspecting the full-wave dispersion shown in Figure 14.54, where indeed
the dispersion curve for β flattens out around 2.72 GHz, thus signifying a zero group
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Figure 14.54 Complex propagation constant for the fast (radiating) modes supported by a typ-
ical 2D NRI-TL microstrip grid. The loading elements are L0 = 10.0 nH and C0 = 1.0 pF
(closed-stopband case). The attenuation constant (left) and the phase constant (right) are plot-
ted as a function of frequency. The dashed line represents the light line [59].



722 ANTENNA APPLICATIONS OF NEGATIVE REFRACTIVE INDEX TRANSMISSION-LINE METAMATERIALS

(a) Backward-radiation patterns (b) Forward-radiation patterns

  10

  20

  30

  40

  50

60

30
0

−30

−60

−90 90

  10

  20

  30

  40

  50

60

30
0

−30

−60

−90 90

Figure 14.55 (a) Backward and (b) forward radiation patterns (E-plane) as the frequency sweeps
from 2.44 to 3.83 GHz for a 2D NRI-TL metamaterial surface with a closed stopband 59.

Figure 14.56 Simulated broadside E-plane pattern (D = 12 dB) and illumination of the NRI-TL
surface (closed stopband).

velocity. This vanishing group velocity phenomenon is a consequence of the fact that the
structure is radiating; the reader is referred to Ref. 59 for the complete discussion. This
is in contrast to the ideal (nonradiating) case of Ref. 14, in which the closed-stopband
condition of Eq. (14.45) results in a nonvanishing group velocity at the point where
β = 0.
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Figure 14.57 2D NRI-TL microstrip grid. The inset photograph shows the physical realization
of the 2D NRI-TL unit cell of Figure 14.1.

14.9 A BROADBAND WILKINSON BALUN USING MICROSTRIP NRI-TL
METAMATERIAL LINES

Baluns are particularly useful for feeding two-wire antennas, where balanced currents
on each branch are necessary to maintain symmetrical radiation patterns with a given
polarization. Two-wire antennas have input ports that are closely spaced; therefore their
feeding structures should be chosen to accommodate for this requirement. This precludes
the use of certain balun designs, whose output ports are spaced far apart [60].

Printed balun designs can generally be classified as distributed-TL or lumped-element
type. Distributed-TL designs are inherently narrowband due to the frequency dependence
of the TLs used. These can be made broadband; however, they usually require transmis-
sion lines that are at least several wavelengths long and are therefore not very compact
[61]. Lumped-element designs, albeit compact, can suffer from a relatively narrowband
differential output phase resulting from the inherent mismatch between the phase response
of the lowpass/highpass output lines that they employ [62].

The proposed MTM balun, shown in Figures 14.58 and 14.59, consists of a Wilkinson
power divider, followed by a +90◦ MTM phase shifting line along the top branch and
a −90◦ MTM phase-shifting line along the bottom branch [63]. The design of the balun
was based on the MTM unit cell shown in Figure 14.4 and was carried out by first
selecting appropriate values for the loading elements of the +90◦ MTM line to produce
a +90◦ phase shift at the design frequency f0, while maintaining a short overall length.
Then the pertinent parameters for the −90◦ MTM line were calculated such that the shape
of the phase responses of the +90◦ and −90◦ MTM lines matched, thus maintaining a
180◦ phase difference over a large bandwidth.

In order to match the phase response of the −90◦ MTM line with that of the +90◦

MTM line, and therefore create a broadband differential output phase, the slopes of their
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Figure 14.58 Photograph of the fabricated metamaterial balun (From Ref. 63.)
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Figure 14.59 Architecture of the metamaterial balun.

phase characteristics must be equal at the design frequency, thus satisfying

d�MTM+
dω

∣∣∣∣
ω0

= d�MTM−
dω

∣∣∣∣
ω0

(14.46)

Moreover, to ensure that the MTM phase-shifting lines do not radiate, each unit cell must
be operated in the region outside the light cone on the Brillouin diagram. Thus the +90◦

MTM phase-shifting lines must be operated in the NRI backward-wave region, while
simultaneously ensuring that the propagation constant of the line exceeds that of free
space, resulting in a slow-wave structure with a positive insertion phase. Correspondingly,
the −90◦ MTM phase-shifting lines must be operated in the positive refractive index
(PRI) forward-wave region, while simultaneously ensuring that the propagation constant
of the line also exceeds that of free space, resulting in a slow-wave structure with a
negative insertion phase (see Section 14.3.1).

The MTM Wilkinson balun was implemented in microstrip technology on a Rogers
RO3003 substrate with εr = 3 and height h = 0.762 mm at a design frequency of f0 =
1.5 GHz. A five-stage design was chosen for the +90◦ MTM phase-shifting line as well
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as the −90◦ MTM phase-shifting line. The experimental results were compared with the
simulated results obtained using Agilent’s ADS.

Figure 14.60 shows the measured versus the simulated return loss magnitude response
for port 1, showing good agreement between the two, indicating that the device is well
matched, especially around f0 = 1.5 GHz. The measured and simulated return losses for
ports 2 and 3 exhibit similar responses. Figure 14.61 shows excellent isolation for the
device, as well as equal power split between the two output ports.

Figure 14.62 shows the measured versus the simulated phase responses of the two
balun branches. Note the broadband phase difference between the two response curves
in Figure 14.62. The experimental results agree very closely with the simulated results.
It can be observed that the phase of S21 is exactly equal to +90◦ at f0 = 1.5 GHz,
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Figure 14.60 Measured and simulated return loss magnitude responses for port 1 of the MTM
balun.
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Figure 14.61 Measured and simulated isolation (S23) and through (S21 and S31) magnitude
responses of the MTM balun.
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Figure 14.62 Measured and simulated phase responses of S21 (+90◦ MTM line) and S31 (−90◦

MTM line) of the MTM balun.

while the phase of S31 is exactly equal to −90◦ at f0 = 1.5 GHz, and that the phase
characteristics of the two branches are quite similar.

Figure 14.63 shows the measured and simulated differential output phase of the MTM
balun, with excellent agreement between the two. It can be observed that the differential
output phase remains flat for a large frequency band, which follows directly from the
fact that the phase characteristics of the +90◦ and −90◦ lines correspond very closely.
The flat differential output phase has a 180◦ ± 10◦ bandwidth of 1.16 GHz, from 1.17
to 2.33 GHz. Since the device exhibits excellent return loss, and isolation and through
characteristics over this frequency range, it can be concluded that the MTM balun can be
used as a broadband single-ended to differential converter in the frequency range from
1.17 to 2.33 GHz.

For comparison, a distributed TL Wilkinson balun employing −270◦ and −90◦ TLs
instead of the +90◦ and −90◦ MTM lines was also simulated, fabricated, and measured at
f0 = 1.5 GHz, and the differential output phase of the TL balun is also shown in Figure
14.63. It can be observed that the phase response of the TL balun is linear with frequency,
with a slope equal to the difference between the phase slopes of the −270◦ and −90◦

TLs. Since the gradient of the resulting phase characteristic is quite steep, this renders
the output differential phase response of the TL balun narrowband. Thus the TL balun
exhibits a measured differential phase bandwidth of only 11%, from 1.42 to 1.58 GHz,
compared to 77% exhibited by the MTM balun. In addition, the TL balun occupies an
area of 33.5 cm2 compared to 18.5 cm2 for the MTM balun. Thus the MTM balun is
more compact, occupying only 55% of the area that the conventional TL balun occupies.
Furthermore, the MTM balun exhibits more than double the bandwidth compared to a
lumped-element implementation using lowpass/highpass lines, which typically exhibits
a bandwidth of 32% [62]. This can be attributed to the fact that the lowpass line has
a linear phase response, while the response of the highpass line has a varying slope
with frequency. Thus the shapes of the phase responses of the two lines do not match,
resulting in a more narrowband differential output phase.
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Figure 14.63 Measured and simulated differential phase comparison between the MTM balun
and the TL balun.

14.10 A HIGH DIRECTIVITY BACKWARD NRI-TL/MICROSTRIP COUPLER

A useful device for antenna signal monitoring applications is a high directivity cou-
pler that can be used to monitor reflections from, for example, cellular base-station
antennas. Such reflectometer couplers should exhibit a low coupling level but a high
isolation in order to detect weak reflection levels, without disturbing the main signal.
Moreover, these couplers should exhibit a reasonable bandwidth and a low insertion loss
and should be low cost. These requirements become possible by means of a coupled-line
coupler that comprises a regular microstrip (MS) line edge coupled to a NRI-TL line
(backward-wave line) [64–66]. The operation of such a coupler is shown schematically in
Figure 14.64.

Such a MS/NRI coupler supports complex coupled modes at the tuning frequency,
that is, the frequency at which the isolated propagation constants of the two lines are
equal. These modes are characterized by codirectional phase but contradirection power
flow on the two lines resulting in backward power coupling (see Figure 14.64). It has
been demonstrated that such a coupler can be designed for arbitrary coupling levels
[64, 65] and for high directivity [66].

The MS/NRI coupled-line coupler can be analyzed rigorously using the general cou-
pled mode theory. It can be shown that the coupled modes with complex propagation
constant γ satisfy the following eigenvalue equation [65]:(

a − γ 2 b

c d − γ 2

)(
V1

V2

)
= 0

a = Z1Y1 + ZmYm b = Z1Ym + ZmY2

c = Z2Ym + ZmY1 d = Z2Y2 + ZmYm

(14.47)

where Z1 and Y1 refer to the self-impedance and self-admittance per unit length, respec-
tively, of line 1, and the terms with subscript 2 refer to line 2. Moreover, Zm and Ym
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Figure 14.64 A coupled-line coupler comprising a microstrip (MS) line edge coupled to a neg-
ative refractive index (NRI) line. The arrows highlight the physical mechanism by which power
continuously leaks from the microstrip line to the NRI line. Due to the excitation of complex
modes, the voltage waves decay exponentially along the lines, thus leading to short coupling
lengths.

describe the mutual coupling between the two lines. The various impedance/admittance
terms in Eq. (14.47) are all purely imaginary as the system is assumed to be lossless.
The decoupled eigenmodes of the individual lines are obtained by setting Zm = Ym = 0,
and their isolated modal propagation constant β and characteristic impedance η can be
expressed as β2

1 = −Z1Y1, η2
1 = Z1/Y1, β2

2 = −Z2Y2 and η2
2 = Z2/Y2.

Figure 14.65 shows a MS/NRI coupler with 4-mm long unit cells and 0.2-mm line
spacing. The NRI-TL line consists of a periodically loaded MS line with 1.3-pF series

Figure 14.65 A 3- dB MS/NRI coupled-line coupler (six unit cells long) constructed on a 50-mil
Rogers TMM4 (εr = 4.5) substrate.
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capacitors and 3.3-nH shunt inductors to ground. The coupler was designed on a Rogers
TMM4, 50-mil substrate of dielectric constant 4.5 and a linewidth of 2.34 mm was used.
Agilent’s ADS Microwave Circuit simulator was used to extract the various self- and
mutual impedance/admittance terms appearing in Eq. (14.47) and the latter was solved
numerically to obtain the dispersion relation shown in Figure 14.66.

It can be seen from Figure 14.66 that complex coupled modes are excited in the
region where the two isolated propagation constants of the lines (β1 and β2) become
equal. These modes decay and are characterized by oppositely directed Poynting vectors
along the two lines such that the net power flow across every cross section remains
constant. In this coupled-mode stopband, the power continuously leaks from the excited
line to the coupled line, thus achieving arbitrary coupling levels, provided that the lines
are made sufficiently long. This mechanism of power transfer has been illustrated in
Figure 14.64.

The coupler in Figure 14.65 was made long enough to allow the power level in
the input line (line 1) to decay to half its incident value (3-dB coupler). Using the
negligible-loss and bounded-mode assumption, it was expected that the remaining power
would appear in the coupled port (port 2 in Figure 14.64). Simulation and experimental
results for the scattering parameters of this 3-dB coupler are shown in Figure 14.67.
It can be seen that the measured power splits between the through and coupled ports at
the levels of −3.03 and −3.68 dB, respectively, using this six-cell long coupler (24 mm)
at the design frequency of 3 GHz. Moreover, the return loss and isolation are found to
be below −20 dB whereas the directivity is about 20 dB.

The relative excitation of each eigenmode depends on the source and load terminations
in each line. To this end, it is possible to derive simple closed-form expressions for the

Isolated metamaterial forward 
wave region

Isolated metamaterial
backward wave region

Isolated MS line

Coupled mode propagation
constant in stopband

Coupled mode attenuation
constant in stopband

Figure 14.66 Coupled-mode dispersion diagram for the 3-dB MS/NRI coupled-line coupler of
Figure 14.65: (bold line) coupled-mode theory; (thin line) isolated dispersion characteristic of
individual lines; (dots) HFSS full-wave simulation. The attenuation constant in the contradirectional
stopband formed around the frequency where the two dispersion diagrams of the isolated lines
intersect is also shown.
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(a) (b)

Figure 14.67 Simulation and experimental results for 3-dB MS/NRI coupled-line coupler:
(a) return loss and through power and (b) coupled power and isolation.

scattering parameters of the coupler in the special case of operation at the center of the
stopband [66].

S11 = j
�Z

Z0
tanh(αD) (14.48)

S21 = j tanh(αD) (14.49)

S31 = e−jβD sech(αD) (14.50)

S41 = j
�Z

Z0
sin(βD) sech(αD) (14.51)

In Eq. (14.48)–(14.51), D is the length of the coupler, �Z is the imaginary part of
the mode impedance, and α is the attenuation constant of the mode, while β is the
propagating component (phase constant). The excitation is assumed to be at port 1 and
it is assumed that all ports are resistively terminated with the real part of the mode
impedance Z0 at the center of the stopband.

Eq. (14.49) demonstrates that the coupled power (S21) can be made arbitrarily large
by increasing the length of the coupler. This is accompanied by a corresponding decrease
(depletion) in the power level at the through port (see Eq. (14.50)). An interesting obser-
vation is that when the coupler is made half as long as its guide wavelength, the isolation
(S41) vanishes, thus resulting in very high directivity (see Eq. (14.51)).

The preceding observation motivates the design of a high directivity reflectometer
for antenna monitoring applications, as was described at the beginning of this section. A
fully printed implementation of such a coupler was fabricated on a 50-mil Rogers TMM4
substrate (εr = 4.5 tan δ = 0.002) with the equivalent unit cell shown in Figure 14.68. It
was designed for operation at 2 GHz and comprises of four 9.76-mm long unit cells. The
1.6-pF capacitors were realized with 12 interdigital fingers (4.643 mm long and 0.295 mm
wide) separated by 0.155-mm gaps. The 2.9-nH end inductors were made with 0.2-mm
wide shorted stubs of length 2.5 mm. Shorted stubs 0.2 mm wide and 0.7 mm long were
used as central inductors possessing half the inductance value of the end ones. The 30-�
lines were realized using 5.185-mm wide microstrip lines.
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Figure 14.68 Fully printed MS/NRI highdirectivity coupler (reflectometer) and the equivalent
circuit of one of its unit cells. (Adapted from Ref. 66).

Figure 14.69 shows theoretical, Agilent’s Momentum full-wave simulation, and mea-
sured results for the MS/NRI coupler. The theoretical curve was obtained by solving
the system of coupled-mode equations numerically using precalculated eigenvalues of
the system and applying the port boundary conditions. The insertion loss is lower than
0.3 dB and the return loss is better than−25 dB. The measured coupling level at 2.04 GHz
is −27 dB and the isolation is −72 dB yielding a directivity of 45 dB at the design fre-
quency (with better than 30-dB directivity over a 40-MHz bandwidth). The coupler was
designed to be λ/2 long at 2 GHz, and the results show that the isolation is indeed the best
for this length, as predicted by theory. The frequency shift between theory and full-wave
simulation arises from the inability to accurately represent the printed components with
lumped-element models. The circles in Figure 14.69 correspond to the predictions of the
approximate closed-form expressions in Eqs. (14.48)–(14.51).

In conclusion, the demonstrated performance of the printed MS/NRI coupled-line cou-
plers makes them well suited for providing low cost solutions for applications requiring
arbitrary power division and high directivity.

Figure 14.69 Full-wave simulation (dashed line), experimental (solid line), and coupled-mode
theory (thin line) S-parameters of the MS/NRI coupler. Circles represent approximate Eqs.
(14.48)–(14.51).
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14.11 SUMMARY

One-dimensional (1D) and to a lesser extent two-dimensional negative refractive index
transmission-line (NRI-TL) metamaterials and corresponding antenna applications have
been presented. An expression for the total phase shift per-unit-cell of a 1D NRI-TL
has been derived, and a technique to ensure that these metamaterial lines operate in the
slow-wave regime, and therefore do not radiate, has been presented. Subsequently, various
antenna feeding devices have been designed and implemented based on NRI-TL metama-
terials. Specifically, a compact and broadband series power divider and a corresponding
series-fed linear antenna array with reduced beam squinting have been demonstrated. A
leaky-wave antenna radiating in the forward direction has also been shown to exhibit
reduced beam squinting. Moreover, an electrically small/low profile ring antenna radiat-
ing vertical polarization has also been described. One-dimensional and two-dimensional
leaky-wave antennas capable of producing forward or backward beams have also been
outlined. Other antenna related NRI-TL devices have been presented including a broad-
band Wilkinson balun and a coupled-line metamaterial coupler featuring high directivity
and low coupling levels for antenna signal monitoring applications. Some of these and
other developments in NRI-TL metamaterials, as well as recent developments in other
NRI metamaterial technologies, can be found in Ref. 67.
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CHAPTER 15

Artificial Impedance Surfaces
for Antennas

DANIEL F. SIEVENPIPER

15.1 INTRODUCTION

Engineered electromagnetic surface textures can be used to alter the properties of metal
surfaces to perform a variety of functions. For example, specific textures can be designed
to change the surface impedance, to manipulate the propagation of surface waves, or
to control the reflection phase. These surfaces provide a way to design new boundary
conditions for building new kinds of electromagnetic structures, such as to control the
radiation pattern of a small antenna. These surfaces can also be tuned, enabling electronic
control of their electromagnetic properties. Tunable impedance surfaces can be used
as simple steerable reflectors, or as steerable leaky wave antennas. Using holographic
methods, artificial impedance surfaces can provide detailed control over the scattering
properties of metal structures and can be used to build conformal antennas on complex
shapes.

The simplest example of a textured electromagnetic surface is a metal slab with
quarter-wavelength deep corrugations [1–4], as shown in Figure 15.1a. This is often
described as a soft or hard surface [5] depending on the polarization and direction of
propagation. It can be understood by considering the corrugations as quarter-wavelength
transmission lines, in which the short circuit at the bottom of each groove is transformed
into an open circuit at the top surface. This provides a high impedance boundary condition
for electric fields polarized perpendicular to the grooves, and low impedance for parallel
electric fields. Regardless of the polarization of the wave, the surface is described as “soft”
for waves propagating perpendicular to the grooves, and “hard” for waves propagating
parallel to the grooves, by analogy to the corresponding boundary conditions in acoustics.
Soft and hard surfaces are used in various applications such as manipulating the radiation
patterns of horn antennas or controlling the edge diffraction of reflectors. These structures
are described in detail in another chapter. The same technique has also been used to build
structures with two-dimensional periodicity, such as shorted rectangular waveguide arrays
[6], or the inverse structures, often known as pin-bed arrays [7]. These textured surfaces
are typically one-quarter wavelength thick in order to achieve a high impedance boundary
condition.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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(a)

(b)

Figure 15.1 (a) A traditional corrugated surface consists of a metal slab with narrow quar-
ter-wavelength long slots. The boundary condition at the top surface depends on the polarization
of the incoming wave. The surface impedance is low for electric fields parallel to the slots, and
high for electric fields perpendicular to the slots. (b) A high impedance surface is built as a thin
two-dimensional lattice of plates attached to a ground plane by metal plated vias. The plates provide
capacitance and inductance, and it has high electromagnetic impedance near its LC resonance
frequency.

Other structures known as artificial impedance surfaces have been built that can also
alter the electromagnetic boundary condition of a metal surface, but which are much less
than one-quarter wavelength thick [8, 9]. They are typically fabricated as subwavelength
mushroom-shaped metal protrusions, as shown in Figure 15.1b. They can be analyzed
as resonant LC circuits, and the reduction in thickness is achieved by capacitive load-
ing. Near the LC resonance frequency, these materials have two important properties:
(1) They provide a high impedance boundary condition for both polarizations, and for all
propagation directions. (2) They reflect with a phase shift of 0, rather than ρ as with an
electric conductor. They are sometimes known as artificial magnetic conductors, because
the tangential magnetic field is zero at the surface, just as the tangential electric field
is zero at the surface of an electric conductor. In addition to their unusual reflection
phase properties, these materials have a surface wave bandgap, within which they do not
support bound surface waves of either TM or TE polarization. They may be considered
as a kind of photonic crystal [10, 11] for surface waves [12]. Although bound surface
waves are not supported, leaky TE waves can propagate within the bandgap, which can
be useful for certain antenna applications.

Although most of this chapter is focused on the mushroom-type high impedance
surface shown in Figure 15.1b, other types of high impedance surfaces have also been
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studied which have their own unique properties. For example, the uniplanar compact
photonic bandgap structure [13] achieves similar reflection phase properties by using
a Jerusalem cross type frequency selective surface on a grounded dielectric substrate.
Other kinds of frequency selective surfaces have also been studied, including multilayer
structures [14]. Specific structures have also been designed to provide multiple resonances
[15] or to provide greater stability of the resonance frequency with angle or polarization
[16]. These structures will not be covered in detail here, but many of the concepts
presented here for the mushroom structures apply to other types of high impedance
surfaces.

By incorporating tunable materials or devices into textured surfaces, their capabilities
are expanded to include active control of electromagnetic waves. This can be accom-
plished using mechanical structures such as movable plates [17] or electrical components
such as varactor diodes. With a tunable textured surface, one can build devices such as
programmable reflectors that can steer or focus a reflected microwave beam [18]. These
can provide a low cost alternative to traditional electrically scanned antennas (ESAs),
where phase shifters and complicated feed structures are replaced by a planar array of
varactor diodes and a free-space feed. Despite being low cost, these steerable reflector
antennas are ruled out for some applications because they require a space feed and are
thus not entirely planar.

Steerable leaky waves provide an alternative approach to electronic beam steering,
without requiring a space feed [19]. The surface is programmed with a periodic impedance
function that scatters the surface wave into free space. This steering method allows the
scattered radiation to be steered over a wide scan range in both the forward and backward
directions. Backward leaky waves can also be understood as resulting from bands of
negative dispersion, similar to those in other negative index materials.

Finally, borrowing concepts from holography, impedance surfaces can be patterned to
control the scattering properties of a metal surface to produce radiation patterns that would
otherwise be difficult to obtain. For example, a small monopole antenna surrounded by
a thin artificial impedance surface can produce a narrow, high gain beam in an arbitrary
direction. By covering a metal body with such a surface texture, it is also possible
to allow a small antenna on one side of the object to produce significant gain on the
opposite side of the object, in a direction that would normally be shadowed. By offering
a high degree of control over the scattering properties of metal objects, these holographic
artificial impedance surfaces provide the potential to obtain arbitrary radiation patterns
from small antennas on arbitrarily shaped objects.

15.2 SURFACE WAVES

A surface wave is an electromagnetic wave that is bound to an interface between
two materials. The materials can include metals, dielectrics, free space, electromagnetic
bandgap structures, or other kinds of metamaterials. The surface wave decays with dis-
tance from the interface, as shown in Figure 15.2. Surface waves can be classified as
either transverse magnetic (TM) or transverse electric (TE). For TM surface waves,
the magnetic field is entirely transverse to the direction of propagation. Referring to
Figure 15.2, a TM surface wave propagating in the x-direction has nonzero magnetic
field only in the y-direction. Similarly, a TE surface wave propagating in the x-direction
has nonzero electric field only in the y-direction.
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Figure 15.2 A surface wave is a wave that is bound to a surface and decays into the surrounding
space.

By applying a texture to a metal surface, we can alter its surface impedance, and
thereby change its surface wave properties. The behavior of surface waves on an
impedance surface depends on whether the surface is inductive or capacitive, and on the
magnitude of the reactance. The complete derivation is beyond the scope of this chapter,
and the reader is referred to several texts in which it is described [8, 20]. In brief,
the derivation proceeds by assuming a surface having an impedance Zs , and a wave
that decays exponentially away from a surface with decay constant α, as shown in
Figure 15.2. For TM waves, we apply Maxwell’s equations to determine the relationship
between the surface impedance and the surface wave properties. It can be shown that
TM waves occur on an inductive surface, in which the surface impedance is given by
the following expression:

Zs = jα

ωε
(15.1)

Conversely, transverse electric (TE) waves can occur on a capacitive surface, with the
following impedance:

Zs = −jωμ

α
(15.2)

In the above expressions, ε and μ are the permittivity and permeability of the space
surrounding the surface, which may be vacuum, and ω is the angular frequency of the
wave. We see that TM waves require a positive imaginary impedance, or an inductive
surface, while TE waves require a negative imaginary impedance, or a capacitive surface.

Ordinary metals are slightly inductive, due to the self-inductance of the thin layer
of current that forms within a skin depth of the surface. Being inductive, they support
TM surface waves. At optical frequencies these are often called surface plasmons [21].
At microwave frequencies, they are simply the ordinary surface currents, and they are
only very weakly bound to the surface. A diagram of a TM surface wave is shown
in Figure 15.3a. While bare metals do not support TE surface waves, dielectric coated
metals can support TE waves above a cutoff frequency that depends on the thickness
and dielectric constant of the layer. Photonic crystals, frequency selective surfaces, tex-
tured surfaces, and other interfaces can also support TE waves if the effective surface
impedance is capacitive. The surface impedance of the textured metal surface described
here is characterized by a parallel resonant LC circuit. As will be described in the next
section, at low frequencies the surface is inductive and supports TM waves. At high
frequencies it is capacitive and supports TE waves, as depicted in Figure 15.3b. Near
the LC resonance frequency, the surface impedance is very high. In this region, waves
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(a)

(b)

Figure 15.3 (a) In a transverse magnetic (TM) surface wave, shown here on a flat metal surface,
the electric field arcs out of the surface, and the magnetic field is transverse to the surface.
(b) The fields take the opposite form in a transverse electric (TE) surface wave, shown here
on a high impedance surface.

are not bound to the surface; instead, they radiate readily into the surrounding space as
leaky waves.

15.3 HIGH IMPEDANCE SURFACES

High impedance surfaces consist of an array of metal protrusions on a flat metal sheet.
The protrusions are arranged in a two-dimensional lattice and can be visualized as mush-
rooms or thumbtacks protruding from the surface. High impedance surfaces are typically
constructed as printed circuit boards, where the bottom side is a solid metal ground plane,
and the top contains an array of small (� λ) metal patches, as shown in Figure 15.1b.
The plates are connected to the ground plane by metal plated vias to form a continu-
ous conductive metal texture. It can be considered as a two-dimensional version of the
corrugated ground plane, where the quarter-wavelength resonant corrugations have been
folded up into small resonant circuits and distributed on a two-dimensional lattice. For
greater capacitance, multilayer circuit boards with overlapping plates can be used.

When the period is small compared to the wavelength of interest, we may analyze
the material as an effective medium, with its surface impedance defined by effective
lumped-element circuit parameters that are determined by the geometry of the surface
texture. A wave impinging on the material causes electric fields to span the narrow gaps
between the neighboring metal patches, and this can be described as an effective sheet
capacitance C. As currents oscillate between the neighboring patches, the conducting
paths through the vias and the ground plane provide a sheet inductance L. These form
a parallel resonant circuit that dictates the electromagnetic behavior of the material, as
shown in Figure 15.4. Its surface impedance is given by the following expression:

Zs = jωL

1− ω2LC
(15.3)
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(a)

(b)

Figure 15.4 (a) The capacitance in a high impedance surface is due to the proximity of the
neighboring plates. The inductance comes from the current loops that are formed between the
plates and the ground plane, through the vias. (b) The impedance of the surface can be modeled
as a parallel resonant LC circuit.

The resonance frequency of the circuit is given by

ω0 = 1√
LC

(15.4)

It is evident from Eq. (15.3) that, below resonance, the surface is inductive. As described
in the previous section, inductive surfaces support TM waves. Above resonance, the
surface is capacitive and supports TE waves. Near ω0, the surface impedance is much
higher than the impedance of free space, and the material does not support bound surface
waves.

In addition to its unusual surface wave properties, the high impedance surface also has
unusual reflection phase properties. In the frequency range where the surface impedance
is very high, the tangential magnetic field is small, even with a large electric field along
the surface. Such a structure is sometimes described as an artificial magnetic conductor.
Because of this unusual boundary condition, the high impedance surface can function
as a new type of ground plane for low profile antennas. The image currents in the
ground plane are in-phase with the antenna current, rather than out-of-phase, allowing
radiating elements to lie directly adjacent to the surface, while still radiating efficiently.
For example, a dipole lying flat against a high impedance ground plane is not shorted as
it would be on an ordinary metal sheet.

15.4 SURFACE WAVE BANDS

Many of the important properties of the high impedance surface can be explained using
an effective surface impedance model. The surface is assigned an impedance equal to
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that of a parallel resonant LC circuit, as described previously. The use of lumped circuit
parameters to describe electromagnetic structures is valid as long as the wavelength is
much longer than the size of the individual features. The effective surface impedance
model can predict the reflection properties and some features of the surface wave band
structure, but not the bandgap itself, which by definition must extend to large wavevectors.

The wavenumber, k, is related to the spatial decay constant, α, and the frequency, ω,
by the following dispersion relation:

k2 = μ0ε0ω
2 + α2 (15.5)

For TM waves we can combine Eq. (15.5) with Eq. (15.1) to find the following expression
for k as a function of ω, in which η is the impedance of free space and c is the speed of
light in vacuum:

k = ω

c

√
1− Z2

s

η2
(15.6)

We can find a similar expression for TE waves by combining Eq. (15.5) with Eq. (15.2):

k = ω

c

√
1− η2

Z2
s

(15.7)

Inserting Eq. (15.3) into Eqs. (15.6) and (15.7), we can plot the dispersion diagram for
surface waves, in the context of the effective surface impedance model. An example of
the complete dispersion diagram, calculated using the effective medium model, is shown
in Figure 15.5.

Below resonance, TM surface waves are supported. At low frequencies, they lie very
near the light line, indicated in Figure 15.5 by the dotted line with a slope equal to the
speed of light, c. The fields extend many wavelengths beyond the surface, as they do
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Figure 15.5 The effective surface impedance model can determine many of the properties of the
high impedance surface, including the shape and polarization of the surface wave bands. This is
the predicted surface wave dispersion diagram for a surface with sheet capacitance of 0.05 pF and
sheet inductance of 2 nH. The surface supports TM waves below the resonance frequency and TE
waves at higher frequencies. This model does not predict the bandgap, but it does predict a region
of radiative loss.
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on a flat metal sheet. Near the resonant frequency, the surface waves are tightly bound
to the surface and have a very low group velocity. The dispersion curve is bent over
away from the light line. In the effective surface impedance limit, there is no Brillouin
zone [22] boundary, and the TM dispersion curve approaches the resonance frequency
asymptotically. Thus this approximation does not predict the bandgap.

Above the resonance frequency, the surface is capacitive, and TE waves are supported.
The lower end of the dispersion curve is close to the light line, and the waves are weakly
bound to the surface, extending far into the surrounding space. As the frequency is
increased, the curve bends away from the light line, and the waves are more tightly
bound to the surface. The slope of the dispersion curve indicates that the waves feel
an effective index of refraction that is greater than unity. This is because a significant
portion of the electric field is concentrated in the capacitors.

The TE waves that lie to the left of the light line exist as leaky waves that are damped
by radiation, which can be modeled as a resistor in parallel with the high impedance
surface. The damping resistance is the impedance of free space, projected onto the surface
at the angle of radiation. This blurs the resonance frequency, so the leaky waves actually
radiate within a finite bandwidth. Small wavevectors represent radiation perpendicular to
the surface, while wavevectors near the light line represent radiation at grazing angles.
In place of a bandgap, the effective surface impedance model predicts a frequency band
characterized by radiation damping.

In the effective impedance surface model described earlier, the properties of the tex-
tured surface are summarized into a single parameter—the surface impedance. This
model correctly predicts the shape and polarization of the surface wave bands, and also
the reflection phase, to be described later. However, it does not predict the bandgap
itself. For a more accurate picture of the surface wave properties, we can use full-wave
numerical electromagnetic techniques. The metal and dielectric regions are discretized
on a grid, and the electric field at all points on the grid is described in terms of an eigen-
value equation, which may be solved numerically. A single unit cell is simulated, and
Bloch boundary conditions [23] are used. The calculation yields the allowed frequencies
for each wavevector. An example of a high impedance surface is shown in Figure 15.6,
along with the calculated dispersion diagram. The lowest band is TM, the second band
is TE, and both have a similar shape to that predicted by the effective surface impedance
model. A bandgap, within which the surface does not support bound surface waves of
either polarization, extends from the top of the TM band to the point where the TE
band crosses the light line. The finite element model also predicts additional higher order
bands that are not predicted by the simple effective surface impedance model.

Surface wave modes can be measured by recording the transmission between a pair of
small coaxial probes placed near the surface. Depending on their orientation, the probes
will excite surface waves with TM, TE, or both polarizations. An example of a high
impedance surface and the measured surface wave transmission across a 12-cm sample
is shown in Figure 15.7 for both TM and TE polarizations. As predicted by both models
described previously, TM waves are supported at low frequencies, and TE waves are
supported at high frequencies. The TM and TE bands are separated by a bandgap within
which bound surface waves of either polarization are not supported. For comparison, an
electric conductor of the same size exhibits nearly flat transmission for TM waves at
microwave frequencies, at around −30 dB, and very low transmission for TE waves, at
around −60 dB.
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Figure 15.6 (a) The complete dispersion diagram can be obtained accurately using numerical
methods, and square lattices are often easier to simulate. The substrate, which is not shown, has
a relative dielectric constant of 2.2. (b) The lowest bands are qualitatively similar to that of the
effective surface impedance model. The finite element model also predicts a bandgap where bound
surface waves of neither polarization are supported, between the first two bands. It also predicts
several higher bands.

15.5 REFLECTION PHASE

The surface impedance defines the boundary condition at the surface for the standing
wave formed by incident and reflected waves. For a low impedance surface, such as an
electric conductor, the ratio of electric field to magnetic field is small. The electric field
has a node at the surface, and the magnetic field has an antinode. Conversely, for a high
impedance surface, the electric field has an antinode at the surface, while the magnetic
field has a node. Another term for such a surface is again an artificial magnetic conductor.
Using the effective surface impedance model described previously, we can determine the
reflection phase for the resonant textured surface described above. For a normally incident
wave, the reflection phase for a plane wave in free space with impedance η reflecting
from a surface with impedance Zs is given as follows:

� = Im

[
ln

(
Zs − η

Zs + η

)]
(15.8)
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Figure 15.7 (a) Measurements were performed on a triangular lattice of hexagons, built on a
substrate with a relative dielectric constant of 2.2. (b) The high impedance surface supports TM
surface waves (solid curve) at low frequencies and TE waves (dashed curve) at high frequencies.
Between these two bands is a gap, within which waves of neither polarization are supported. Vari-
ations in transmission magnitude within the surface wave bands are due to multipath propagation
on the surface.

In the above expression, Zs is given by Eq. (15.3), and η is the impedance of free
space. At very low frequencies, the reflection phase is π , and the structure behaves like
a smooth metal surface. At higher frequencies, the reflection phase slopes downward
and eventually crosses through zero at the resonance frequency, where it behaves as a
magnetic conductor. Above the resonance frequency, the phase returns to −π . The phase
falls within π/2 and −π/2 when the magnitude of the surface impedance exceeds the
impedance of free space. The behavior of the reflection phase predicted by Eq. (15.8)
is identical to the measured result shown in Figure 15.8. This reflection phase curve
was measured using the surface shown in Figure 15.7a. It is worth noting that, for a
wide range of geometries, the edges of the surface wave bandgap occur at the same
frequencies where the reflection phase crosses through π/2 and −π/2. However, this
is only the case for the mushroom-type surface described here. Other types of high
impedance surfaces, particularly those that do not include vertical vias, do not necessary
have the same relationship between the reflection phase and a surface wave bandgap.
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Figure 15.8 The reflection phase was measured for the same surface as shown in Figure 15.7.
The phase is zero at the resonance frequency, but it approaches π for frequencies far from the
resonance. The phase crosses through π/2 and −π/2 near the edges of the surface wave bandgap.

15.6 BANDWIDTH

The bandwidth of textured surfaces can be derived in two ways. The first method involves
calculating the bandwidth of a small antenna near the textured surface. It is instructive
for developing a physical intuition for the behavior of these surfaces and how they affect
nearby antennas. However, additional factors often play a role in the antenna bandwidth,
such as how the antenna is fed, and the use of impedance matching structures. Further-
more, outside the bandgap, the antenna can couple into bound surface wave modes, and
this often causes the apparent bandwidth as determined by the input match to be greater
than the useful bandwidth as determined by the gain and radiation pattern. Therefore the
following derivation should be considered as the maximum practical radiation bandwidth
for an antenna on an artificial impedance surface. Nonetheless, the surface itself has an
intrinsic bandwidth, and understanding what contributes to it is important for comparing
different designs of artificial impedance surfaces. In the second method for calculating
bandwidth, we dispense with the need for an antenna and simply assume that the surface
behaves as a resonant cavity that is damped by radiation into the surrounding free space.
Both of these methods predict the same bandwidth result. The following analysis is for
mushroom-type structures where the unit cells are small compared to the wavelength.
However, the more general solution also applies to the reflection phase bandwidth of
other types of artificial impedance surfaces that can be modeled as a parallel LC circuit.

An antenna lying parallel to a textured surface will see the impedance of free space on
one side, and the impedance of the surface on the other side. Where the textured surface
has low impedance, far from the resonance frequency, the antenna current is mirrored
by an opposing current in the surface. Since the antenna is shorted out by the nearby
conductor, the radiation efficiency is very low. Within the bandgap near resonance, the
textured surface has much higher impedance than free space, so the antenna is not shorted
out. In this range of frequencies, the radiation efficiency is high.
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The textured surface can be modeled as an LC circuit in parallel with the antenna,
and the radiation into free space can be modeled as a resistor with a value of the
impedance of free space. The amount of power dissipated in the resistor is a measure
of the radiation efficiency of the antenna. The maximum radiation efficiency occurs near
the LC resonance frequency of the surface, where its reactance is much greater than the
impedance of free space. At very low frequencies, or at very high frequencies, currents in
the surface cancel the antenna current, and the radiated power is reduced. In this model,
the frequencies where the radiation drops to half of its maximum value occur when the
magnitude of the surface impedance is equal to the impedance of free space, as described
by the following equation:

|Zs | = η (15.9)

In the above expression, η is the impedance of free space and is given by the following:

η =
√
μ0/ε0 (15.10)

Substituting Zs from Eq. (15.3) into Eq. (15.9), we can solve for ω to determine edges
of the operating band:

ω2 = 1

LC
+ 1

2η2C2
± 1

ηC

√
1

LC
+ 1

4η2C2
(15.11)

The terms in 1/(nC)2 are typically small compared to the terms in 1/LC , so we will
neglect them. This approximation yields the following equation for the edges of the
operating band:

ω = ω0

√
1± Z0

η
≈ ω0

(
1± 1

2

Z0

η

)
(15.12)

In the above expression, Z0 can be considered as a kind of characteristic impedance of
the surface.

Z0 =
√
L/C (15.13)

The two frequencies designated by the ± signs in Eq. (15.12) delimit the range over
which an antenna would radiate efficiently on such a surface. The total bandwidth (BW)
is roughly equal to the characteristic impedance of the surface divided by the impedance
of free space:

BW = �ω

ω0
≈ Z0

η
=

√
L/C√
μ0/ε0

(15.14)

This is the bandwidth over which the phase of the reflection coefficient falls between π/2
and −π/2, and image currents are more in-phase than out-of-phase. As noted in the previ-
ous section, this range often coincides with the surface wave bandgap for mushroom-type
structures. It also represents the maximum usable bandwidth of a flush-mounted antenna
on a resonant surface of this type.

The intrinsic bandwidth of the surface can be calculated in a more general way by
considering the surface as a two-dimensional resonator that stores electromagnetic energy,
which is radiated away into free space as a plane wave normal to the surface. Imagine
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an electromagnetic mode on the surface that oscillates at the LC resonance frequency.
The mode consists of a uniform electric field across the capacitive gaps at the top of the
surface, and the associated currents that flow on the ground plane below, corresponding
to the inductive part of the structure. The surface and the oscillating mode are both
assumed to be infinite in extent, to reduce the model to one dimension. The radiation
into surrounding space is represented as a resistor equal to the impedance of free space,
R = η as described by Eq. (15.10).

The quality factor, Q, of any damped resonator is defined as follows:

Q = 2π
energy stored

energy lost per cycle
(15.15)

For a parallel resonant RLC circuit, the Q as defined by Eq. (15.15) is given by the
following expression, in which V is the voltage across the circuit, and I is the current
through the inductor:

Q = 2π
1
2CV 2 + 1

2LI
2

V 2

R

1

f

(15.16)

We can substitute the impedance of the inductor to eliminate I , and obtain the following:

Q = ω
CV 2 + V 2

ω2L

2V 2

R

= ωRC

2
+ R

2ωL
(15.17)

Since we are operating near the resonance frequency, we can substitute Eq. (15.4) to
eliminate ω and obtain an expression for the Q of the textured surface.

Q = R

√
C

L
(15.18)

Substituting the impedance of free space η for R, we see that this equation for Q is simply
the inverse of the equation for bandwidth given by Eq. (15.14). Thus both methods for
calculating bandwidth produce the same value.

BW = 1

Q
=

√
L/C√
μ0/ε0

(15.19)

We can use Eq. (15.4) to substitute for C in the above expression to obtain

BW = ω0L√
μ0/ε0

(15.20)

It will be shown in the next section that the inductance of the surface L is equal to the
product of the permeability, μ and the thickness, t . Substituting for L, we can obtain the
following:

BW = ω0t
√
μ0ε0 (15.21)
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Next, we use two expressions for the speed of light, c:

c = 1√
μ0ε0

= λ0ω0

2π
(15.22)

Using Eq. (15.22) in Eq. (15.21), we obtain a more useful expression for the bandwidth
of a thin (t � λ0), nonmagnetic (μ = μ0), resonant textured ground plane:

BW = 2π

λ0
t (15.23)

In the above expression, λ0 is the free-space wavelength at the resonance frequency. This
result is significant because it proves that the bandwidth is determined entirely by the
thickness of the surface, with respect to the operating wavelength. Note that the dielectric
constant of the substrate has no direct effect on the bandwidth, and dielectric loading
cannot be used to reduce the thickness, except at the expense of bandwidth.

Equation (15.23) can also be written

BW = t

r0
(15.24)

The term r0 is the radianlength as defined by Wheeler [24]:

r0 = λ0

2π
(15.25)

Just as Eq. (15.24) shows that the bandwidth of a resonant planar source (a one-
dimensional problem) is limited by its thickness, a similar limitation exists for a resonant
point source such as an electrically small antenna (a three-dimensional problem) [24–26].
In that case, the bandwidth is determined by the volume of the antenna, compared to a
normalized volume.

BW ≤ V

V0
(15.26)

In the above expression, V is the volume of the sphere enclosing the antenna, and V0 is
the volume of the radiansphere [24], which is a sphere with a radius of one radianlength.
Its volume is given by the following expression, in which r0 is the same term as in
Eq. (15.25):

V0 = 4π

3
r3

0 (15.27)

Thus both the small resonant antenna and the planar resonant surface are governed by
their size and thickness, respectively, normalized by a common length λ0/2π .

For electrically small antennas, Eq. (15.26) represents the upper bound for the achiev-
able bandwidth, when the electromagnetic fields are uniformly distributed throughout a
spherical volume. The bandwidth is reduced from this upper limit by the degree to which
the fields do not uniformly fill that volume, so an antenna with highly localized fields will
have narrower bandwidth. The same rule may be applied to a resonant textured ground
plane, and structures with uneven field distributions tend to have narrower bandwidths.
It is known that the geometry of the resonant elements can have a similar effect on the
performance of reflectarrays [32].
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Figure 15.9 The instantaneous bandwidth of a tunable impedance surface as a function of the
shape of the metal pattern in each unit cell. Broad square shapes produce a bandwidth that
approaches the theoretical bandwidth limit for a high impedance surface. Narrow wire structures
result in a narrower bandwidth.

The effect of the unit cell on the bandwidth of artificial impedance surfaces is
illustrated in Figure 15.9. For the structures with broad plates, the bandwidth approaches
the theoretical maximum bandwidth described by Eq. (15.24). For structures that resem-
ble narrow wires, the bandwidth is narrower. This dependence of the bandwidth on the
plate geometry can be explained by examining the electric fields within the unit cell. The
field inside the substrate is shown for two cases in Figure 15.10. For the narrow wire
grid structure, the electric field is primarily concentrated beneath the wires, while for the
lattice of square plates, it is more evenly distributed across the plate edges. As discussed
previously for electrically small antennas, greater concentration of the fields in a small
space within the available volume reduces the bandwidth. The same concept also applies
to artificial impedance surfaces.

15.7 DESIGN PROCEDURE

The following is a general procedure for designing mushroom-type high impedance sur-
faces for a required frequency and bandwidth. In the two-layer geometry shown in
Figure 15.4, the capacitors are formed by the fringing electric fields between adja-
cent metal patches. For fringing capacitors, the capacitance can be approximated [8]
as follows:

Cfringe ≈ w(ε1 + ε2)

π
cosh−1

(
a

g

)
(15.28)

In the above expression, a is the lattice constant, g is the gap between the plates, w is
the width of the plates, and ε1 and ε2 are the dielectric constants of the substrate and the
material surrounding the surface, which may be free space. More accurate expressions
for the fringing field capacitance exist [27], but Eq. (15.28) is adequate for first order
designs.
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(a)

(b)

Figure 15.10 The relationship between bandwidth and unit cell geometry can be understood by
examining the fields within each unit cell. (a) For a broad square unit cell, the electric field is more
evenly distributed within the substrate. (b) For a unit cell consisting of narrow wires, the electric
field is concentrated beneath the wires. This reduces the effective size of the resonant structure
and narrows the bandwidth. Similar behavior is seen in electrically small antennas.

A three-layer design shown in Figure 15.11 achieves a lower resonance frequency for
a given thickness by using capacitive loading. In this geometry, parallel-plate capacitors
are formed by the top two overlapping layers. The capacitance can be calculated with
the well known equation.

Cparallel ≈ εA

d
(15.29)

In this case, ε is the dielectric constant of the material between the plates, A is the area
of the plates, and d is their separation.

Figure 15.11 Thin high impedance surfaces with a low resonance frequency can be built by
using greater capacitive loading, such as overlapping plates, as shown in this three-layer structure.
For a given resonance frequency, thinner structures have smaller fractional bandwidth.
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In either case, the sheet capacitance is determined by the value of the individual
capacitors and a geometrical factor F that depends on the choice of lattice:

C = Cindividual × F (15.30)

The geometrical factor takes into account the number of capacitors in series or parallel,
to convert the value of the individual capacitors into the sheet capacitance per square.
For a square lattice F = 1, for a triangular lattice F = √

3, and for a hexagonal grid
of capacitors F = 1/

√
3. Examples of various lattices, for a three-layer design with

overlapping capacitors, are shown in Figure 15.12.
The inductance of a high impedance surface is determined entirely by its thickness.

This can be understood by considering a solenoid of current that includes two rows of
plates, and their associated vias. Current flows up one row of vias, across the capacitors,
and down the next set of vias, to return through the ground plane. The length and width
of the solenoid are canceled to obtain the sheet inductance:

L = μt (15.31)

(a) (b)

(c) (d)

Figure 15.12 The electromagnetic properties of the high impedance surface depend primarily on
the surface capacitance and inductance and do not significantly depend on the geometry. Shown
here are several three-layer structures, including (a) a square lattice with a completely overlapping
layer, (b) a square lattice with two similar layers, (c) a triangular lattice, and (d) a hexagonal
lattice, which is another form of the triangular lattice but with two vias per unit cell. In all cases,
the shaded regions represent the lower metal layer, and the outlined regions represent the upper
metal layer. The solid dots represent conductive vias.
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To design a surface for a desired frequency ω0 and bandwidth BW , we combine
Eqs. (15.4), (15.23), and Eq. (15.31). This procedure yields an equation for the required
thickness:

t = c · BW

ω0
(15.32)

It also provides an equation for the required sheet capacitance.

C = 1

ω0η · BW
(15.33)

Finally, using either Eq. (15.28) or Eq. (15.29), together with Eq. (15.30), an appropriate
geometry for the capacitors can be found. In order for the effective surface impedance
approximation to be valid, the lattice constant should be small compared to the wave-
length, and this often dictates whether a two-layer or three-layer structure should be used.
Note that aside from the effects of the geometrical factor F , the choice of lattice and the
shape and material composition of the capacitors has no effect on the electromagnetic
properties of the surface, as long as their value and arrangement follow the guidelines
given above.

For an accurate design, numerical electromagnetic software should be used to refine
the estimate given by this procedure. A single unit cell can be simulated with minimal
computing resources. Electric and magnetic conducting boundaries are used on opposing
walls of the unit cell. Simulations of the reflection phase, the geometry, and the materials
can be adjusted to provide the desired resonance frequency and bandwidth. Nonetheless,
it is useful to have an intuitive solution as given above, to more rapidly converge on the
correct design.

15.8 ANTENNA APPLICATIONS

The high impedance surface can be used to provide several advantages for antenna
applications, using either the suppression or enhancement of surface waves, or using its
unusual reflection phase. Manipulation of surface wave effects can be demonstrated with
a simple vertical monopole, shown in Figure 15.13a. It is fabricated by feeding a coaxial
cable through a hole in the ground plane. The center conductor is extended through the
other side to form a radiating wire, and the outer conductor is shorted to the ground
plane.

On a finite metal ground plane, currents generated by the monopole are scattered at
the edges of the ground plane. This can be seen as radiation in the backward direction,
and also as ripples in the forward portion of the radiation pattern because the scattered
radiation interferes with the direct radiation from the monopole. Figure 15.13b shows the
radiation pattern of a 3-mm monopole on a 5-cm square metal ground plane, measured
at 35 GHz.

If the metal ground plane is replaced with a high impedance surface designed to
resonate near 35 GHz, surface waves are suppressed, and the radiation pattern is changed.
While driven currents can exist on any reflective surface, they do not propagate on the
high impedance ground plane. Any induced currents are restricted to a localized region
around the antenna and never reach the edges of the ground plane. The absence of
radiation from the edges results in a smoother radiation pattern, with less power in
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(a)

(b)

(c) (d)

Figure 15.13 (a) A monopole antenna can be built by feeding a coaxial cable through a ground
plane. The outer conductor is attached to the ground plane, and the inner conductor is extended
to the other side to form the antenna. (b) On a flat metal ground plane, the monopole produces
the expected radiation pattern. (c) On a high impedance ground plane, at a frequency within the
bandgap, the antenna produces a smooth pattern with reduced radiation in the backward direction.
(d) Outside the bandgap, the antenna produces a complex pattern with significant power in the
backward direction.

the backward direction, as shown in Figure 15.13c, due to suppression of scattering
from the ground plane edges. This could be used to reduce effects of nearby objects or
discontinuities in the ground plane.

Two additional features are apparent in Figure 15.13c. First, the center null is dimin-
ished because of asymmetry in the local geometry of the antenna wire and the surrounding
metal patches. With more careful construction, the null could be recovered. Second, the
received power is lower with the high impedance ground plane, especially at the horizon.
This is because the image currents on the high impedance ground plane are reversed with
respect to their direction on a metal ground plane. For a vertical monopole, this tends to
cancel the radiation from the antenna current, particularly along the horizontal directions.
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If the antenna is operated outside the bandgap of the high impedance surface, where
surface waves are supported, the radiation pattern is significantly different. Figure 15.13d
shows the radiation pattern of the same antenna at 26 GHz, within the TM surface wave
band. The vertical monopole couples strongly into the surface wave modes, and a high
density of states at the upper TM band edge also increases the amount of energy in
the surface wave modes. Because of the presence of surface waves, the pattern contains
many lobes and nulls, and a significant amount of power in the backward direction. Such
a pattern could be useful for applications requiring nearly omnidirectional radiation in
environments where significant shadowing would otherwise occur.

While the vertical monopole illustrates the application of high impedance surfaces for
the suppression or enhancement of surface currents, it does not explain the advantage of
the unusual reflection phase properties. The benefits of an artificial magnetic conductor
can be seen by using a horizontal wire antenna, as shown in Figure 15.14a. A simple
wire antenna is fed through the back of the surface by a coaxial cable, in a manner
similar to the monopole; and it is bent over across the surface. The wire is typically
about one-half wavelength long at the resonance frequency of the surface. On a flat
metal ground plane, a horizontal wire is shorted out, and most of the power transmitted
to the feed is reflected back. However, on the high impedance surface, a horizontal
wire antenna is well matched if operated within the bandgap, as shown by the return
loss in Figure 15.14b. The radiation pattern in Figure 15.14c indicates that the antenna
produces gain, despite being roughly 1 mm above the ground plane. This is because
the reflection phase of the surface is 0, rather than π , as with an ordinary conductor.
Thus currents in the high impedance surface reinforce the currents in the wire, instead
of canceling them as a smooth metal surface does. This effect can be used to build a
variety of low profile antennas that can lie directly adjacent to the artificial magnetic
ground plane, such as antennas with various polarizations, including circular, as well as
various directive radiation patterns.

The small wire antennas described in this section are useful because they demon-
strate how one can achieve a variety of unusual effects using high impedance surfaces.
However, the gain of the simple horizontal wire antenna is about 7 dBi, which is easily
achievable with a standard patch antenna. Furthermore, as with many types of antennas,
as the size of the surrounding high impedance surface or ground plane is reduced, the
gain diminishes and the radiation toward the backward direction increases. If the whole
antenna including the surrounding structure is smaller than about λ/2π , it is nearly
impossible to achieve appreciable directivity. Thus the most significant advantage of
these surfaces is not that they can be used to build small antennas, but rather that they
provide a new kind of boundary condition that can be used for things like control of
surface wave propagation, control over the diffraction properties of metal surfaces, and
electronic beam steering.

15.9 DIFFRACTION CONTROL

Surface textures such as artificial impedance surfaces can be used to control the diffraction
properties of a metal object for one or both polarizations [28]. One way to visualize this
is through the support or suppression of surface waves. The high impedance surface
described earlier suppresses TM, TE, or both polarizations, depending on the resonance
frequency of the surface and the bandgap, in relation to the frequency of interest.
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(a)

(b)

(c)

Figure 15.14 (a) Low profile antennas can be built on high impedance surfaces, such as a
horizontal bent wire antenna that is a small fraction of a wavelength above the surface. (b) The
measured return loss of the horizontal wire antenna on the high impedance surface is low within
the bandgap (solid line). On a smooth metal ground plane, the antenna is shorted and does not
radiate (dashed line). (c) The radiation pattern of the horizontal wire antenna on the high impedance
ground plane is symmetrical, and the E-plane pattern (solid curve) is very similar to the H -plane
pattern (dashed curve).

One example of where diffraction control can be useful is in the generation of circular
polarization. The task of designing an antenna that transmits or receives in circular
polarization over a wide range of angles is often complicated by the presence of the
metallic structures on which the antenna is mounted. For example, antennas on a flat metal
ground plane will tend to emit in vertical polarization at angles near grazing, because
horizontal fields are shorted by the metal surface, while vertical fields can propagate
along the metal. We often describe the polarization purity of a wave in terms of its axial
ratio, which is the ratio of the major axis to the minor axis of the polarization ellipse.

A simple aperture antenna, shown in Figure 15.15, demonstrates the use of the high
impedance surface as a means of improving the symmetry of the radiation pattern. The
aperture was the open end of a standard Ku-band rectangular waveguide, which was
attached to a similarly sized rectangular hole in the center of a high impedance ground
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Figure 15.15 The side view (left) and front view (right) of our aperture antenna in a high
impedance surface. The unit cells of the high impedance surface measure 3.7 mm, and the size
of the ground plane (not shown to scale) is 12.7 cm. The aperture is fed by a coax to Ku-band
rectangular waveguide transition.

plane. In this particular case, the surface has a bandgap that spans from 12 to 18 GHz.
The results from this surface can be compared to an identical aperture antenna with a
metal ground plane of the same size.

While the radiation pattern is somewhat affected by the shape of the aperture, it is
primarily determined by the geometry of the surrounding ground plane, and the elec-
tromagnetic boundary condition of that surface. The flat metal ground plane supports
the propagation of TM polarized waves, because in these waves the electric field is
perpendicular to the metal surface. Waves with this polarization can propagate for long
distances in close proximity to a metal surface. For this reason, the E-plane radiation
pattern in Figure 15.16a is quite broad. TE waves, on the other hand, cannot propagate
at grazing angles to a metal surface because their transverse electric field is shorted by
the conducting surface. The H -plane is therefore much narrower. This is the expected
radiation pattern for an aperture antenna in a conducting ground plane.

On the textured ground plane, the pattern is much more symmetrical, as shown in
Figure 15.16b. This can be attributed to the suppression of both TM and TE surface
waves near the resonance frequency. The gain is also higher in the forward direction,
and this can be attributed to standing waves that occur at the resonance frequency and
surround the aperture, which cause a slight increase in the effective aperture area. The
radiation patterns shown here are for 13 GHz, within the bandgap. The antenna produces
a similar pattern throughout most of the bandgap region. However, as the frequency
is increased toward the upper edge where leaky TE waves are supported, the H -plane
actually becomes broader than the E-plane, as shown in Figure 15.16c. If one had a
ground plane that behaved as a magnetic conductor, one would expect a broad H -plane
and a narrow E-plane—the opposite of the electric conductor. Thus, in this way, the
textured surface mimics a magnetic conductor.

15.10 TUNABLE IMPEDANCE SURFACES

The resonance frequency and the reflection phase of a high impedance surface can be
tuned by changing its effective capacitance, the inductance, or both. However, without
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(a)

(b)

(c)

Figure 15.16 The radiation pattern of an aperture antenna in a conventional metal ground plane.
The E-plane (solid line) has a much broader pattern than the H -plane (dashed line) because
horizontally polarized waves are shorted out by the metal surface, while vertically polarized waves
are allowed. (b) The radiation pattern of the aperture antenna in the high impedance surface. The
E-plane and H -plane are nearly identical at the resonance frequency of the surface, where waves
of both polarization are suppressed. (c) The radiation pattern of the aperture antenna in the high
impedance ground plane near the edge of the TE band. The H -plane is broader than the E-plane,
as would be expected if the surface were a magnetic conductor.

magnetically active materials, the inductance is determined entirely by the thickness of
the surface and is difficult to tune. On the other hand, the capacitance can be controlled
by changing the geometry and arrangement of the metal plates, or by adding tunable
lumped capacitors. Because the reflection phase is determined by the frequency of the
incoming wave with respect to the resonance frequency, such a surface can perform as a
distributed phase shifter. As the resonance frequency is swept from low to high values,
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the curve in Figure 15.8 is shifted from left to right, so the reflection phase at any fixed
frequency varies from −π to π .

An electrically tunable impedance surface can be built by connecting neighboring cells
with varactor diodes. Changing the bias voltage on the diodes adjusts the capacitance
and tunes the resonance frequency. In order to supply the required voltage to all of the
varactors, we alternately bias half of the cells and ground the other half in a checkerboard
pattern, as shown in Figure 15.17. At the center of each biased cell, a metal via passes
through a hole in the ground plane and connects to a control line located on a separate
circuit layer on the back of the surface. The varactors are oriented in opposite directions
in each alternate row, so that when a positive voltage is applied to the control lines, all
the diodes are reverse biased. By individually addressing each cell, the reflection phase
can be programmed as a function of position across the surface.

The reflection phase for various bias conditions is shown in Figure 15.18. As the
voltage across the varactors is increased, the capacitance decreases, and the resonance fre-
quency increases. For a fixed frequency, the reflection phase increases with bias voltage.
The impedance and reflection phase are governed by Eqs. (15.3) and (15.8), respectively.
For frequencies within the tuning range, nearly any reflection phase can be obtained by
choosing the correct bias voltage. A series of measured data relating the reflection phase
to frequency and voltage forms the basis of a calibration table that can be used to steer
a reflected beam at any frequency within the tuning range.

15.11 REFLECTIVE BEAM STEERING

If the reflection phase is programmed as a function of position across the surface, it can
be used for beam steering. A linear phase gradient ∂φ(x , y)/∂x will reflect a normally

Bias Voltages

Varactor Diodes

V1 V2 Vn

Figure 15.17 A tunable impedance surface consists of a high impedance surface in which adjacent
cells have been connected by varactor diodes, which have voltage-tunable capacitance. Half of the
vias are grounded, but the other half are attached to a voltage control network on the back of the
surface. The grounded and biased plates are arranged in a checkerboard pattern.
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p

Figure 15.18 The reflection phase of the surface can be tuned electronically by varying the bias
voltage on the varactors. Numbers by each curve represent voltages. The two grey curves are
for alternating voltages on every other row. For frequencies within the tuning range, nearly any
reflection phase can be created by the appropriate choice of bias voltage.

incident microwave beam to an angle θ that depends on the magnitude of the gradient:

θ = 2 tan−1
(

λ

2π

∂φ(x, y)

∂x

)
(15.34)

This can be derived by calculating the reflection angle from a plane reflector that is ori-
ented at an angle that would provide the same phase gradient. Other phase functions can
be used for other tasks, such as a parabolic phase function for focusing. These concepts
have been demonstrated previously using arrays of various resonant elements ranging
from dipoles to patches, and beam-forming structures employing this technique are com-
monly known as reflectarrays [29–34]. Tunable reflectarrays using varactor diodes and
related devices known as grid arrays [35, 36] have also been built. The tunable impedance
surface [18] has the advantage, when compared to other kinds of tunable reflectarrays,
that the bias lines do not interfere with the microwave fields on the front side, and
two-dimensional steering is possible.

To create an electronically steerable reflector, the tunable impedance surface is illumi-
nated with a microwave beam, and a phase gradient is created electronically, as shown in
Figure 15.19. To steer the beam into a particular angle, we calculate the required reflec-
tion phase gradient, as described by Eq. (15.34); select a frequency; and then calculate
the corresponding voltages for each bias line based on a previously measured calibration
table. The radiation patterns for several sets of control voltages corresponding to several
beam steering angles are shown in Figure 15.20. Since each of the cells is individually
addressable through the bias lines in the back, the surface can steer in two dimensions.
For this example, the surface is about 3.75 wavelengths square and operates at about 4.5
GHz. The surface can steer a reflected beam over ±40◦ for both polarizations. Wider
steering angles would be possible with a larger surface.
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Figure 15.19 The tunable surface can be used as an electronic beam steering reflector by pro-
gramming the surface to have a reflection phase gradient. A reflected microwave beam will be
steered to an angle that depends on the phase gradient. This can serve as a simple electronically
scanned antenna.

It should be noted that the decrease in gain with steering angle follows the standard
cosine dependence that is typical for phased arrays. There is not a separate specular
reflection component due to the ground plane. This is because the reflection phase cal-
culated in Eq. (15.8) and plotted in Figure 15.18 is for the entire structure, including the
metal patches, vias, ground plane, and dielectric substrate. Furthermore, the lattice period
is typically much smaller than one-half wavelength at the operating frequency, so there
is not a separate area of ground plane between the cells to provide a separate specular
reflection component to the radiation pattern.

Despite their advantages for cost, size, and weight compared to traditional phased
arrays, tunable artificial impedance surfaces do have their practical limitations. For
example, the varactor tuning range limits the achievable phase range. Using a surface
with a steeper phase curve can mitigate this problem, but at the expense of bandwidth.
There is ultimately a trade-off between intrinsic surface bandwidth, varactor tuning range,
and allowable phase error. These three parameters affect the sidelobe levels and usable
bandwidth of the antenna. Furthermore, since the varactors respond not only to the
applied bias but also to the incoming RF field, these antennas can support only limited
power levels. The effect of high incident power is to cause an increase in sidelobe levels.
However, this can be mitigated by using varactors that support high tuning voltage.

15.12 LEAKY WAVE BEAM STEERING

Despite being simple and low cost, steerable reflectors based on tunable impedance
surfaces are ruled out for some applications because they require a free-space feed and
thus are not entirely planar. An alternative is to use a leaky wave design [37–40],
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(a)

(b)

(c)

Figure 15.20 The beam can be steered over a range of ±40◦, and greater steering would be
possible with a larger structure. Example radiation patterns are shown for (a) broadside, (b) 20◦,
and (c) 40◦.

where a surface wave is excited directly in the surface and then radiates energy into the
surrounding space as it propagates. This method involves programming the surface with
a periodic impedance function that scatters the surface wave into free space. The period
of the surface impedance can be varied to change the phase matching condition between
the surface wave and the space wave, and thus steer the radiated wave. The beam can
be steered electronically over a wide range in both the forward and backward directions.
The decay rate of the surface waves can also be controlled independently of the beam
angle to allow adjustment of the aperture profile.

To build a steerable leaky wave antenna [19], a feed structure is integrated into the
tunable surface, such as the flared notch antenna shown in Figure 15.21. It can be as
close as a small fraction of a wavelength from the surface, but it should not be close
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Figure 15.21 The tunable impedance surface can be used as an electronically steerable leaky
wave antenna by incorporating a conformal feed, such as a flared notch antenna. The surface
wave propagates away from the antenna, but the radiation can propagate in either the forward or
backward direction, depending on the phase matching condition at the surface.

enough to detune the capacitance between the plates below it. A flared notch antenna
will generate TE waves, or a wire antenna can be used for TM waves.

A periodic pattern of voltages is applied to the tunable surface to create a periodic
surface impedance function. When waves propagate across the surface, they are scat-
tered by the nonuniform surface impedance. The scattered energy radiates at an angle
determined by the wavevector of the surface wave, and the periodicity of the surface
impedance. The radiation angle may be determined by assuming that a wave launched
into the surface feels an effective refractive index of neff. Its wavevector is k0neff, where
k0 = 2π/λ is the free-space wavevector. The surface impedance has period p, corre-
sponding to a wavevector kp = 2π/p. The scattered radiation in free space must have
a total wavevector of k0, and phase matching requires that it have a component parallel
to the surface that is equal to the sum of the wavevectors of the surface wave and the
surface impedance function. As illustrated in Figure 15.22, the radiation is scattered into
the forward direction if kp < k0neff and it is scattered backward if kp > k0neff. In general,
the radiation angle is given by the following expression:

θ = sin−1
(
k0neff − kp

k0

)
(15.35)

For backward leaky waves, the energy still travels outward from the feed, so its group
velocity is in the forward direction, but its phase velocity, which determines the radi-
ation angle, is in the backward direction. Leaky wave structures capable of backward
or broadside radiation have been studied extensively [41–43], but tunable impedance
surfaces are novel because they can be electronically reconfigured to steer continuously
from the forward to the backward direction at a single frequency. Recently, antennas
based on other types of planar metamaterials have demonstrated similar capabilities
[44, 45]. Figure 15.23 shows examples of radiation in both the forward and backward
directions.
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(a)

(b)

Figure 15.22 The direction of radiation is determined by phase matching at the surface. The
tangential component of the wavevector of the space wave must match the difference between
that of the surface wave and that of the periodic surface impedance. (a) Forward leaky waves
are generated when the surface impedance has a period that is greater than the wavelength of the
surface waves, corresponding to a shorter wavevector. (b) Backward leaky waves are generated
when the period of the surface impedance is shorter than the wavelength of the surface wave.

(a)

(b)

Figure 15.23 The surface can be configured for either forward or backward leaky wave radiation.
This shows examples of the leaky wave radiation patterns when the surface is programmed for
(a) forward radiation and (b) backward radiation.
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15.13 BACKWARD BANDS

The existence of backward leaky waves can be analyzed in terms of backward bands,
similar to those produced in other kinds of bulk metamaterials [46–49]. In this section,
we explore the properties of backward bands on textured surfaces and study their behavior
through reflection measurements. Consider a tunable impedance surface in which alter-
nate rows of plates are biased at two different voltages, thus creating rows of alternating
capacitance values. For a TE wave, the electric field is transverse to the direction of prop-
agation, so it sees alternating capacitance as it propagates from row to row. The effective
lattice period is doubled, and the Brillouin zone is halved, as shown in Figure 15.24.
The upper half of the TE band is folded into a reduced Brillouin zone, labeled BZ. In
the upper part of the TE band, the sign of the phase velocity ω/k is opposite to that of
the group velocity dω/dk, so we may describe this as a backward band. The group
velocity corresponds to the direction of energy propagation along the surface, which is
always outward from the feed. The phase velocity, which determines the direction of
radiation, progresses backward toward the feed.

Using mode analysis, the direction and relative strength of the electric field in the
capacitors can be determined for various points on the band diagram. Groups of small
arrows in Figure 15.24 illustrate the electric field in four adjacent rows. At the bottom of
the TE band, the electric field is parallel throughout the entire surface. In the mode at the
top of the backward band, the fields are antiparallel in each adjacent row of capacitors.
Because the capacitors have alternating values on every other row, the period of this
mode matches that of the surface, with alternating capacitance values, and it lies at
k = 0. For modes that occur at the edge of the folded zone, one-half wavelength fits in
each period of two capacitors. Thus the field is zero in alternate rows of capacitors and
antiparallel in every other alternate row.

Bound TM
Modes

Bound TE
Modes

ω = 
ckBackward

TE Modes

ω

BZBZ′

Leaky TE
Modes

Figure 15.24 Backward leaky wave radiation can be understood in terms of backward bands. If
the surface is tuned so that every other row has alternate voltages, the TE waves will see a surface
with a period that is twice as large. The Brillouin zone will be reduced by half, and the upper
portion of the TE band will be folded into the reduced zone, labeled BZ′. The phase velocity and
group velocity in this band will have opposite signs, corresponding to a backward wave. The fields
in each row can be deduced by mode analysis for points at the edges of the bands.
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Figure 15.25 The presence of a backward band, as depicted in Figure 15.24, can be measured
from the normal incidence reflection properties of the surface. Modes at zero wavevector are
visible as (a) dips in the magnitude and (b) corresponding curves in the phase. The second mode
corresponds to the top of the backward band. It disappears if a uniform voltage is applied to the
entire surface.

It is possible to detect the presence of the backward band using reflection measure-
ments. Modes at k = 0 are standing waves that support a finite tangential electric field at
the surface, and they can be identified by frequencies where the reflection phase is zero,
and by decreased reflectivity due to losses in the varactor diodes. Figure 15.25 shows
the reflection magnitude and phase when adjacent rows were biased at 10 and 20 volts.
When two different voltages are applied to alternate rows, two modes are visible, corre-
sponding to the lower edge of the forward TE band and the upper edge of the backward
TE band. The presence of the second mode is experimental evidence of the backward
band. It is not present when a uniform voltage is applied to all of the varactors.

15.14 HOLOGRAPHIC ARTIFICIAL IMPEDANCE SURFACES

A common problem for antenna designers is the integration of low profile or conformal
antennas onto complex metallic objects, while maintaining the desired radiation pattern.
Simple shadowing by the surrounding structure can result in deep, wide nulls in the
radiation pattern, so it can be nearly impossible to achieve appreciable radiation to some
angles. Furthermore, the antenna excites currents in the surrounding structure, and these
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currents contribute to the radiation pattern in unexpected ways. Artificial impedance
surfaces can provide a way to control the electromagnetic scattering and the propagation
of surface currents around complex metallic shapes, to simultaneously enable greater
flexibility in the design and position of conformal antennas, and more control over the
radiation pattern.

Artificial impedance surfaces do not need to contain all elements of the high impedance
surfaces discussed above; they can be created with a variety of simple planar metal pat-
terns. Vertical vias can be used if necessary to adjust the band structure beyond what is
possible with planar structures, or to create bandgaps to completely block propagation in
certain regions. The material used here consists of a grounded dielectric layer covered
with a pattern of square conductive patches, avoiding the use of vertical vias for sim-
plicity. The patches are small compared to the wavelength of interest, so their scattering
properties can be described in terms of their effective surface impedance. By varying the
geometry of the patches, one can control the surface impedance as a function of position.

Holographic artificial impedance surfaces [50, 51] combine concepts from three
fields: (1) leaky waves on modulated impedance surfaces, (2) holographic antennas, and
(3) artificial electromagnetic media. The study of leaky wave antennas dates back as far
as the mid-1950s [52]. Many early leaky wave antennas involved dielectric structures in
which the thickness was modulated [53, 54] or tapered [55] to vary the effective surface
impedance. Oliner and Hessel [56] developed a comprehensive model of leaky waves on
modulated impedance surfaces. This model describes how the propagation and radiation
of leaky waves are controlled by the surface reactance, modulation depth, and period,
and it serves as a foundation for the thin printed leaky wave antennas described here.

The surface impedance is designed using the concept of holography. Originally
demonstrated at optical frequencies, holography involves producing an interference
pattern using two waves, one representing the object to be imaged, as illuminated by a
laser beam, and the other representing a reference plane wave from the same laser. The
interference pattern formed by these two waves is recorded on photographic film. When
the reference wave illuminates the developed film, it is scattered to produce a copy of
the original image wave.

Microwave holography [57, 58] works in much the same way. A source antenna
produces the reference wave, and the desired radiation pattern corresponds to the image
wave. The microwave hologram is a collection of scatterers arranged on the interference
pattern produced by these two waves. Like the optical analog, the microwave hologram
scatters the reference wave to produce the image wave. The reference wave can either
be a surface wave [59] or a plane wave propagating parallel [60] or perpendicular [61]
to the surface. Most traditional holographic antennas involve metal strips or dipoles
[62, 63] that are printed on a dielectric layer. Designs based on alternating regions of
electric and magnetic conductors have also been studied numerically [67]. Silicon-based
steerable holographic antennas have also been studied [64, 65]. Recent work shows that
holographic antennas are capable of high efficiency if the surface and feed are properly
designed [66].

Various kinds of artificial impedance surfaces have been studied in the past, such
as pin-bed structures [68], and high impedance surfaces [9]. These materials can be
combined with the concept of tunable impedance surfaces [18] to allow for completely
arbitrary electronic reconfigurability of the surface scattering properties. Because the
metallic patterns in these structures are small compared to the wavelengths of interest,
they can be described in terms of effective medium properties such as the effective
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surface impedance. This permits the use of fast numerical methods that can analyze
structures that are many wavelengths in size, without modeling the detailed structure of
the material, which would render the problem impractically large.

Traditional holographic antennas are built using discrete scatterers, such as metallic
strips or dipoles. Artificial impedance surfaces provide a continuously variable surface
impedance. Implemented as a lattice of subwavelength metallic patterns, they produce an
effective surface impedance that depends on the geometry of the metal shapes. Compared
to the previously studied binary holograms, artificial impedance surfaces allow greater
control over the radiation properties of the antenna. An example of a microwave hologram
is shown in Figure 15.26. The interference pattern that is formed by a point source in
a two-dimensional plane, and a plane wave propagating 60◦ from normal to that plane
appears as a pattern of ellipses.

One implementation of an artificial impedance surface is a lattice of subwavelength
metal patches on a grounded dielectric substrate. Figure 15.27 shows an example of a
single unit cell of such a surface, and the surface impedance range as a function of the gap
between the metal patches, as calculated by Ansoft HFSS electromagnetic software. The
impedance range is plotted for the case of a phase difference of 72◦ between neighboring
cells. The impedance is defined here as the ratio of average electric to magnetic field
above the surface, for the eigenmode that satisfies the periodic boundary conditions on the
cell walls. For this example, with gaps ranging from 1 to 0.2 mm, the effective impedance
varied from 161j to 234j ohms at a frequency of about 17 GHz. An alternative way
to calculate the surface impedance is simply to solve for the eigenfrequency for a given
wavevector, as determined by the phase difference across the unit cell, and use Eq. (15.6)
to find the surface impedance. These two methods produce equivalent results.

The holographic pattern shown in Figure 15.26 is combined with the impedance versus
geometry data shown in Figure 15.27, to determine the required geometry versus position
on the surface, and generated a pattern of squares. A small section of the nonuniform
pattern of metal squares is shown in Figure 15.28. The surface is fed by a small monopole
antenna inserted from the back, at the focus of the ellipses shown in Figure 15.26.
Currents generated by the monopole are scattered by the holographic impedance surface
to produce a narrow pencil beam at 60◦, as shown in Figure 15.29, with a gain of about
20 dBi. Thus the holographic pattern has transformed the initial wave (the currents from

Figure 15.26 A microwave hologram generated as the interference pattern between a point source
and a plane wave propagating at 60◦ to the surface.
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(a)

(b)

Figure 15.27 (a) The effective surface impedance of the lattice of metal regions is simulated
with a single unit cell, consisting of a small metal patch on a grounded dielectric slab. Periodic
boundary conditions are imposed on the opposing pairs of vertical walls. (b) Calculated reactance
of the square unit cell with a period of 3 mm, on a 1.57-mm thick slab of dielectric constant 2.2,
as a function of the gap between neighboring unit cells.

the monopole) into the desired wave (a plane wave at 60◦). For comparison, a monopole
on a similar smooth metal surface produces the expected pattern, shown on the same plot.

Holographic artificial impedance surfaces can be used to design antennas on curved
shapes to have radiation properties that would ordinarily be impossible with a smooth
metal surface. To illustrate this concept, a holographic pattern was designed to enable a
monopole antenna on a conducting cylinder to produce a narrow beam on the other side of
the cylinder, toward a direction that is otherwise shadowed. The monopole antenna gen-
erates surface currents that propagate around the cylinder, and a holographic impedance
surface was designed using the interference pattern formed by those surface currents, and
a plane wave at 135◦ on the opposite side of the cylinder, as shown in Figure 15.30. As
the surface currents propagate around the cylinder, they are scattered by the modulated
impedance surface. The scattered radiation experiences constructive interference at 135◦,
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Figure 15.28 A small section of the artificial impedance surface showing a nonuniform lattice
of metal squares. The squares are small compared to the wavelength of interest, so the wave only
sees the effective surface impedance of the artificial medium.
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Figure 15.29 Radiation pattern of a monopole antenna on the holographic artificial impedance
surface (solid curve) and on a flat conducting surface of the same size (dashed curve). The patterned
surface transforms the monopole into a highly directive antenna.

the angle for which the surface was designed, to produce a narrow beam on the other
side of the cylinder. This is shown in Figure 15.31, along with the radiation pattern of a
similar monopole antenna on an ordinary conducting cylinder. Thus holographic artificial
impedance surfaces enable conformal antennas on complex shapes to produce radiation
patterns that would otherwise be difficult to achieve.

In order to design antennas for large, complex objects, it is necessary to have tools
that can calculate the radiation pattern using the effective surface impedance, rather than
the details of the individual unit cells. To do otherwise would require large computational
resources that would make problems of useful sizes impractical to calculate. Radiation
patterns from artificial impedance surfaces have been computed using software such as
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(a)

(b)

Figure 15.30 (a) A cylinder covered with an artificial impedance surface that is designed to
produce radiation on the other side of the cylinder. (b) A diagram showing the propagation of the
surface wave and the radiation produced by the surface wave.

the FastScat electromagnetic scattering code [69, 70]. FastScat is a frequency domain
boundary integral code using high order Nyström discretizations and the fast multipole
method. Impedance boundary conditions for varying impedance surfaces are handled by
a suitable extension of the usual boundary integral operators; for example, the extended
combined field integral equation has two additional integral operator terms that include the
effects of arbitrary surface impedance profiles. Surface impedance profiles are specified
by functional form; hence a holographic impedance surface is fully characterized by the
functional forms of the desired radiation and surface waves. The modeled surfaces are
then the smoothly varying approximations (as shown in Figure 15.26) to the constructed
patched surfaces (as shown in Figure 15.28). The FastScat simulation results for the
cylinder shown in Figure 15.30 are plotted in Figure 15.32. A simple point dipole above
the cylindrical surface is used to model the monopole excitation. Good agreement is
found between the simulated and measured results for both holographic impedance and
conducting cylinders. This is important for two reasons: (1) it shows that the effective
surface impedance is sufficient to describe the surface properties to allow for accurate
prediction of the antenna performance, and (2) because this method does not require
the simulation of the detailed structure of the surface, it can be used to simulate large
objects with practical computing resources. Thus the holographic artificial impedance
surface method can be used to design thin printed antennas on large complicated objects
with a high degree of confidence.
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Figure 15.31 Measured radiation pattern of a point dipole antenna above the patterned cylinder
(solid curve) and on a smooth conducting cylinder (dashed curve). On the holographic artificial
impedance surface, radiation from the monopole antenna couples into a surface wave that wraps
around the cylinder and radiates in a controlled manner to produce a highly directive beam on the
other side, at 135◦.
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Figure 15.32 Calculated radiation pattern of a point dipole antenna above the patterned cylinder
(solid curve) and on a smooth conducting cylinder (dashed curve). The calculated result agrees
with the measurement shown in Figure 15.31.



774 ARTIFICIAL IMPEDANCE SURFACES FOR ANTENNAS

15.15 SUMMARY

Subwavelength textures can be applied to metal surfaces to change their electromag-
netic properties. These include corrugated structures to produce hard or soft boundary
conditions and a variety of two-dimensional structures. Thin coatings containing lattices
of grounded metal plates can behave as a high impedance surface and can be analyzed
using a simple lumped circuit parameter model. These surfaces have two important prop-
erties: (1) they suppress the propagation of surface waves within a bandgap, and (2) they
provide a reflection phase of zero at the resonance frequency. The bandwidth of these
properties is related to the thickness of the surface. High impedance surfaces can be used
for a variety of antenna applications, such as to suppress scattering of surface waves by
nearby structures, or to build various kinds of low profile antennas.

Electronically tunable impedance surfaces can be built by incorporating varactor
diodes into the lattice. These can be used as electronically steerable reflectors, for low
cost beam steering applications. They can also be used as steerable leaky wave anten-
nas, by incorporating a conformal feed. Leaky waves can be steered over a wide range
of angles in both the forward and backward directions. Backward leaky waves can be
understood in terms of backward bands, the presence of which can be measured directly.
These backward bands are similar to those produced by other means in various other
kinds of metamaterials.

The concept of holography can also be applied to artificial impedance surfaces to
allow antennas with novel radiation properties to be formed into curved shapes. Some
of the important capabilities of these antennas include the ability to achieve high gain
toward angles that are otherwise shadowed. This technique can be used to build high
performance conformal antennas with arbitrary radiation patterns on complex objects.
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CHAPTER 16

Frequency-Selective Screens

THOMAS CWIK

16.1 INTRODUCTION

Frequency-selective screens play an important role in a wide range of antenna systems.
The fundamental characteristic of a frequency-selective screen is that it will transmit
nearly all energy at some specified frequency band while reflecting nearly all energy
at another band. Based on the requirements of a design, the frequency bands may be
tailored to be quite wide or narrow, have a fast roll-off, have multiple pass bands or
stopbands, or be polarization dependent, among other parameters. The screen consists of
a two-dimensional array of aperture elements in a metal sheet or an array of metal patch
elements fabricated on dielectric layers. The size, shape, and spacing of the apertures
or patches dictate the frequency response of the screen. The layers can be sandwiched
in the third dimension to further tailor the frequency response of the screen. Aperture
and patch screens generally give complementary frequency responses—the field will
be nearly totally transmitted at the resonant frequency of the aperture while a screen
comprised of patches will be nearly totally reflective at the resonant frequency of the
patches. Frequency-selective screens are resonant structures—they operate because the
fields across the two-dimensional aperture or metal element become resonant, adding
perfectly in phase at a specific frequency, to reflect all energy (for a patch screen) or
transmit all energy (for an aperture screen). This powerful filtering property is what
allows a patch screen, that may have only a small fraction of the screen covered with
metal, to reflect all energy at the resonant frequency.

Similarly for an aperture screen, all energy can be transmitted even though only a
small fraction of the metal screen is comprised of apertures. This fundamental resonant
property is used in the design of frequency-selective screens to match the frequency
response to the desired application.

The screen can operate in the microwave portion of the spectrum—the lower fre-
quency of operation is only dictated by the physical size of the screen needed to allow
the fields across it to be resonant. Similarly for high frequencies, the only limitation
is the manufacturing needed to fabricate the apertures or patches on a layer accurately
enough to be resonant at the required frequency. Shown in Figure 16.1 is the reflection
response for a dipole patch element array shown on the left-hand side of the figure.
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Figure 16.1 Frequency response of dipole array described in Section 16.3. The passband centered
at the reflection frequency near 20 GHz and the passband centered at the transmit frequency near
30 GHz are shown for the TE (perpendicular) and TM (parallel) polarizations. (TE and TM are
transverse to the screen normal.) The dielectric layers surrounding the dipole patch array are 10
mils thick with relative dielectric constant 2.2.

The reflection response for the electric field polarized parallel and perpendicular to the
screen is shown. This figure outlines the general properties of a screen: there are pass-
bands and stopbands centered around a transmit frequency f t and a reflection frequency
f r . Bandwidths are defined for the passbands and stopbands, and typically the ratio f t /f r

is a driving parameter in the design.
In this chapter the term frequency-selective screen is used to describe the complete

patch or aperture array, or arrays if they are sandwiched, and all supporting dielectric
layers. The term frequency-selective surface is used to describe a patch array and sup-
porting dielectric layer (e.g., a thin kapton layer below and above the array). Typically,
a screen is then a frequency-selective surface with a thick supporting dielectric layer, or
multiple frequency-selective surfaces separated by thicker dielectric spacer layers. This
difference is defined since it is natural to break a design down into the response of
a frequency-selective surface with its array spacing, element size, and shape, and then
refine the design to include supporting layers or multiple surfaces. The term dichroic
plate is commonly used for an aperture array in a metal surface, perhaps with some
appreciable electrical thickness.

Section 16.2 in this chapter outlines the wide variety of applications of frequency-
selective screens. The applications result in a set of requirements that will drive the
design. They are varied and full, extending across the electromagnetic spectrum, and
require a range of materials to be used. Section 16.3 examines the design parameters of a
frequency-selective screen. This section breaks down the parameters available for design
of a screen and how they are used to produce the required spectral response. Array
spacing, array element types, effects of dielectric layers, and the design of multilayer
surfaces are described. Section 16.4 gives a brief overview of the design and analysis
methods used in frequency-selective screens. Specific elements of the methods that impact
the designer are pointed out. Finally, in Section 16.5, a few common design objectives
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that extend standard practice are outlined. Described are the performance modifications
of the screen due to a nonuniform (feedhorn) field, curved subreflector screens, and
operation in the submillimeter and infrared portion of the spectrum.

16.2 SYSTEM REQUIREMENTS FOR CLASSES
OF FREQUENCY-SELECTIVE SCREENS

The design of a frequency-selective screen is fundamentally driven by requirements of
the system where it is applied. The screen is used to combine or filter multiple frequency
bands across the spectrum. Depending on the specific application, the system design
will include one or more frequency-selective screens that must meet a range of require-
ments including bandwidth (reflecting or transmitting a prescribed amount of energy
across the band), dissipative loss, polarization, angular range of incident and reflected
energy (such as from a feedhorn), environmental effects (space or terrestrial), amplitude
and phase variation (as in polarizers), power handling, out-of-band performance (e.g., in
stealth RCS applications), multimode use (as in diffraction gratings), and manufacturabil-
ity among others. The range of applications extends across the electromagnetic spectrum,
from the microwave to applications in the infrared where screens are fabricated using
micromachining capabilities, from telecommunications to applications in sensitive scien-
tific measurements, as antenna radomes, and for controlling antenna radiation. Generally,
frequency-selective screens can be classified by application that dictates the requirements
used to design the screen. The following sections categorize a range of applications and
requirements.

16.2.1 Reflector Antenna Frequency Reuse

Traditionally, the most common frequency-selective screen application is derived from
the need to reuse a common reflective antenna aperture across multiple bands. A
frequency-selective screen is a simple alternative to a multifrequency feedhorn or can be
used in conjunction with multifrequency feedhorns to combine a larger number of bands.
The geometry of the antenna system dictates the arrangement of the aperture antenna,
screens, and feed systems. Usually, a complex trade study is completed to design an
optimum configuration given the system center frequencies and bandwidths, amount of
insertion and dissipative losses allowed at the different bands, and space available to the
antenna system. Two fundamental configurations are (1) a beam-waveguide system using
planar frequency-selective screens in the optical path to combine or filter frequency
bands, and (2) a curved frequency-selective subreflector with feed systems behind
(typically near the reflector focus) and transmitting energy through the subreflector, and
a second set of feeds in front (typically near the reflector apex) and reflecting energy
off the subreflector.

16.2.1.1 Beam-Waveguide System An example of a microwave beam-waveguide
system is found in the NASA Deep Space Network. Shown in Figure 16.2 is the NASA
DSS 13 beam-waveguide antenna at Goldstone, California. This antenna—and later
systems [1]—was designed for efficient multifrequency use of the 34-m Cassegrain
system, guiding energy reflected from the solid subreflector to a pedestal room built
underground to house further reflectors and electronics. Being used for deep space
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Figure 16.2 NASA DSS 13 beam-waveguide antenna at Goldstone, California. The pedestal
room is underground, below the antenna. (From Ref. 1.)

communications, the requirements were driven by reuse of the S (2–2.3 GHz), X
(7.1–8.5 GHz), and Ka (31–35 GHz) bands, high transmit gain, and very low dissipative
loss in the system to maximize the system G/T needed to receive extremely weak
spacecraft signals. Shown in Figure 16.3 is the geometry of the underground pedestal
room beam-waveguide mirrors for the S/X configuration with the feed system and
dichroic plate used to reflect the S-band signal to the S-band feed, and transmit the
X-band signal to a secondary flat mirror and to the X-band feed. The requirements for
this dichroic plate were defined to be transparent to the X-band uplink and downlink
bands and simultaneously be reflective to S-band uplink and downlink bands. The
plate must also be able to transmit 100kW X-band uplink power without arcing. These
requirements are summarized in Table 16.1 [2].

This plate had to meet the above requirements for perpendicular and parallel polar-
izations at 30◦ nominal incidence, and over a range of angles from 15◦ to 45◦ to
accommodate the effect of the feedhorn pattern. To maintain mechanical stability and
low dissipative loss, a metal plate design with thick rectangular holes was used in DSS
13 and later antennas. The rectangular apertures allowed two degrees of freedom to com-
pensate the 30◦ incidence geometry (nonuniform E -field in the hole aperture) [2] and
followed the heritage of a circular hole design [3]. This design was then extended to S/X-
and X/Ka-band beam-waveguide systems utilizing two dichroic plates at different clock
rotations and optical paths in the pedestal room (S/X—reflecting S-band, transmitting
X-band as outlined above; and X/Ka—reflecting X-band, transmitting Ka-band along a
separate optical path) [4].

A second example of a beam-waveguide system, this time used in a science spaceflight
instrument that measures thermal microwave emission from the Earth’s limb in order to
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Figure 16.3 (a) DSS 13 S/X-band optics and feed system geometry in pedestal room. (b) Feed
system installed in the beam-waveguide antenna showing the dichroic plate, flat reflector, and feed
systems. (From Ref. 1.)

TABLE 16.1 Summary of the Design Requirements for S- and X-bands of the S/X Dichroic
Plate Used in DSS 13

Band (GHz) Insertion Loss (dB) Dissipative Loss (dB)

2.090–2.320 S-band >45 reflective N/A
7.145–7.190 X-band uplink <0.04 N/A
8.400–8.450 X-band downlink <0.04 <0.02

Source: From Ref. 2.
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determine composition and temperature of the atmosphere, is shown in Figure 16.4.
Here, a set of three dichroic plates on the NASA Microwave Limb Sounder instrument
is used to separate 118-GHz, 190-, 240-, and 640-GHz bands of energy reflected from a
1.6 m× 0.8 m elliptical projection main reflector [5, 6]. The driving requirements were
efficient separation of the bands (minimizing the insertion loss to maximize the received
thermal emissions of the atmosphere), polarization sensitivity since a wire grid polarizer
is also used to separate the signals, and because of the relatively small wavelengths
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Figure 16.4 (a, b) Instrument layout for Microwave Limb Sounder showing dichroic 1 (separating
180 and 190 GHz), dichroic 2 (separating 118/240 and 640GHz), and dichroic 3 (separating 118
and 240 GHz). R indicates a receiver, mounting fixtures for section of optical path. (c) Schematic
of optical path corresponding to instrument layout. (From Ref. 5.)
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of operation (2.5–0.4 mm), manufacturability and material selection that are appropri-
ate both for the space environment and withstanding the forces of launch. Once again
electrically thick dichroic plates with holes properly designed in low loss metals were
fabricated using micromachining and electroforming. The frequency-selective screens,
even at these small wavelengths, could be self-supporting and meet the electrical and
mechanical requirements of the mission.

16.2.1.2 Curved Frequency-Selective Reflectors A relatively complex
example of a frequency-selective screen subreflector is shown in Figure 16.5. This
subreflector is part of the NASA Cassini spacecraft antenna system that arrived at
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Figure 16.5 (a) NASA Cassini spacecraft reflector, feed systems, and frequency-selective screen
subreflector mounted on antenna range. (b) Schematic showing optical paths and application of
frequency subreflector for Cassini antenna system. (From Ref. 7.)
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Saturn in 2004 [7]. The antenna system required S/X/Ku/Ka-band operation for a
number of science and telecommunication modes including telecommunications to
Earth, relay communications with the Huygens probe that landed on the moon Titan,
radio science experiments, and radar mapping science. The Cassegrain antenna system
was constrained by the launch vehicle faring volume, launch mechanical constraints,
and thermal requirements at Saturn. These constraints, along with the band allocation to
the various modes of operation and relative prioritization of modes, led to a four-band
subreflector that reflected X/Ku/Ka-bands while transmitting S-band from a feed at the
prime focus of the main reflector. A three-frequency feed (X/Ku/Ka) was located at the
Cassegrain focus of the system, with a separate Ku-band array feed at the Cassegrain
focal plane for radar science. These complex requirements and design options resulted
in a three-layer frequency-selective screen reflecting and transmitting the various bands
as shown in Figure 16.5. The three surfaces were comprised of layers of ring elements
separated by a layer with varying thickness to compensate for the changing incident
angle of transmitted energy due to the subreflector curvature. Shaping of the subreflector
for optimum antenna system performance at the various bands was also rolled into the
design. The measured results of this multiobjective design are tabulated in Table 16.2,
where the various losses are shown for the frequency bands.

16.2.2 Radomes

A second common class of frequency-selective surfaces involves radomes that protect an
antenna from the environment while presenting a favorable shape to the attached system
(like an airplane) and impact the performance of the antenna as little as possible in the
band of operation. The radomes are typically constructed from high strength materials
chosen for the application, with metalized frequency-selective surfaces embedded within
the materials. Key system drivers can include extreme environmental performance as in
a high speed missile or jet, where temperature and mechanical stability are essential,
aerodynamic shape such as in being conformal to the vehicle or presenting minimum
wind resistance on ground-based antenna terminals, and low radar cross-section signature
when the radome operates in a mode to be invisible to the antenna system in-band while
blending smoothly into the structure for out-of-band operation. With the radome being in

TABLE 16.2 Summary of Design Requirements for Bands Used in Cassini Antenna System

Band Center Ohmic+T/R Amplitude and Phase
Frequency (GHz) Lossa (dB) Lossesb (dB) Total (dB)

2.040 0.26 0.14 0.4
2.298 0.16 0.0 0.16
7.175 0.51 0.08 0.59
8.425 0.23 0.16 0.39

13.7765 0.65 — 0.65
32.028 0.55 — 0.55
34.316 0.89 — 0.89

aT/R indicates transmission/reflection losses.
bAmplitude and phase losses are those of the primary antenna pattern calculated from using measured subre-
flector pattern in the primary antenna calculation.

Source: From Ref. 7.
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the near vicinity of the antenna, mutual interactions of the antenna and frequency-selective
screen complicate the design. In reduced radar cross-section applications, reflection from
the enclosed antenna system in the band of operation must be considered as part of
the overall system requirements. Key to radome designs that involve frequency-selective
screens is the need to consider the effects of curved surfaces. This includes the proper
packing geometry on a curved substrate as well as the effect of the varying incidence angle
due to the surface curvature. A thorough overview of radome design and performance
can be found in Ref. 8 and will not be detailed in this chapter.

16.2.3 Diffraction Gratings and Frequency-Scanned Antennas

Historically, frequency-selective surfaces followed from the diffraction gratings widely
used in optics to disperse different colors of an incident beam. The simplest gratings
are made from single periodic structures of period T and some profile as shown in
Figure 16.6. Different surface profiles are chosen based on the application and manufac-
turing process. The reflective grating will reflect light into its diffractive orders according
to the grating equation

sin θm = sin θinc +m(λ/T ) (16.1)

where θm is the angle of reflection of the mth diffracted order, θ inc is the angle of
incidence, and λ is the wavelength of the assumed incident plane wave. Depending
on the actual extent of the grating, the shape of the periodic profile, and the range of
wavelengths relative to the spacing, the reflected fields will have a diffraction efficiency
(intensity in one order relative to that of the incident wave) and spectral response. A
similar transmissive grating can be fabricating using dielectric materials.

This concept has been extended to the microwave and millimeter wave spectrum
to design a frequency-scanned antenna [9]. In a simplified two-dimensional antenna
explained using the above grating equation, a surface can be designed with periodic
profile and period T to reflect energy into only the m =−1 diffracted order, minimizing
energy that reflects into the specular direction (m = 0). For this specific design the grating
equation shows that a change in wavelength will scan the beam according to the relation

θ−1 = sin−1[sin θinc − (λ/T )] (16.2)

Incident field

m = 3

m = 2 m = 1
m = 0

m = −1

T T

Incident field

m = −3
m = −2m = −1

m = 0
m = 1

(a) (b)

Figure 16.6 (a) Reflective metal grating and (b) transmission dielectric grating with incident
single frequency incident field and diffracted harmonics.
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In Ref. 9, this approach was developed for a three-dimensional antenna system comprising
a two-dimensional planar frequency-selective surface made of concentric rings backed
by a reflective groundplane. A feedhorn shining on the surface is used to radiate the
structure. The period of the frequency-selective surface slowly varies away from the
central region to provide a common focal point distance mimicking the geometry of
a parabolic reflector. Here the system required a complex design with precise element
spacing, operation over a range of incident angles, and frequency band to produce the
appropriate range of antenna scan.

16.2.4 Meanderline Polarizers

Yet another variation of the use of periodic screens is to use the relative phase difference
between polarizations transmitted through a screen to transform a linear polarized field
into one being circularly polarized. A “meandering” thin metal trace can shift the phase
of one polarization relative to the opposite polarization with little reflection for either
polarization. By cascading several surfaces appropriately separated, one polarization is
shifted 90◦ relative to the other.

Shown in Figure 16.7 is a meanderline polarizer used to convert linear polarization
into circular polarization for a waveguide slot array-fed waveguide lens array used to
illuminate a satellite dual reflector system [10]. It is intended for the frequency band of
12.2–12.7 GHz. The specified polarization purity is greater than 25 dB and the specified
return loss should be greater than 25 dB also. The size of the polarizer outline measures

Figure 16.7 Meanderline polarizer mounted on feed array in near-field range with subreflector.
The reflector is shown to the left and the meanderline polarizer and feed array are to the lower
right. (From Ref. 12.)
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approximately 30 by 15 inches, with a pair of 5-inch square cutouts providing clearance
for dual-polarized horns to “look through” the polarizer.

The three meanderline sheets shown in Figure 16.8 were optimized using a genetic
algorithm with a cost function included in the return loss and polarization purity. Each
patterned surface rotated one polarization relative to the other a fixed amount. The com-
bination of three surfaces along with the spacing layers then gave the 90◦ phase shift
for this application. In this example the transmitted amplitude and phase were evaluated
using general design and analysis software [11, 12].

16.2.5 Active Surfaces and Frequency Screening

The frequency-filtering property of frequency-selective screens can naturally lead to
requirements on time-varying or reconfigurable surfaces that allow the spectral response
to be rapidly switched in time as needed. The most direct implementation of this involves
the use of semiconductor switches integrated with the elements to change their electri-
cal shape and thus the spectral response. An example is shown in schematic form in
Figure 16.9, where PIN diodes are placed in the path of square loop elements. The
bottom and top portions of the loops are biased with a voltage [13]. By appropriately

Input LP

P

A

B

A

Output CP 

−20 0 20 40

−50

0

50

100

150

200

250

x (mil)

y 
(m

il)

Figure 16.8 Schematic of showing meanderline polarizer surfaces (A and B) with metal trace
(shown on right) and dielectric spacer and face layers. Surfaces A and B have slightly different
dimensions. The top surface (P) indicates a linear polarizing strip grid.
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Figure 16.9 Schematic of rectangular ring array with PIN diodes in arms to allow upper and
lower arms to be connected electrically or open circuited. Transmission response can be switched
by biasing upper and lower arms to turn on and off the diodes. (Adapted from Ref. 13.)

changing the voltage on the loops, the PIN diodes can be made to conduct and present
a short circuit or be biased off and present an open circuit to the attached metal arms.
The screen now requires bias lines to all elements, fabricated in a way that does not dis-
turb the electromagnetic response of the frequency-selective surface. Additional losses,
introduced due to the semiconductor materials attached to the elements, and power and
cooling requirements must be considered in the design. Microelectromechanical system
(MEMS) switches can also be used in the fabrication process to provide an integrated
solution [14].

Another driving requirement for active surfaces comes from the need to control the
transmission of unwanted radiation into or out of a room or building. As in the house-
hold microwave oven that has a frequency-selective door that is transparent to visible
light while reflecting the microwave energy inside, frequency-selective walls coated with
frequency-selective “wallpaper” can be used to selectively block the transmission of sig-
nals that interfere with electronic equipment. These active surfaces can be used to allow
real-time reconfigurability of the transmission properties if manufacturing requirements
can be met [15].

16.2.6 Microwave Absorber Arrays

Another traditional use of periodic structures is the microwave absorber used in anechoic
chambers. Sensitive antenna and scattering measurements lead to requirements that the
wall material must absorb energy across wide-frequency bands and at wide-ranging inci-
dent angles. These requirements produced designs of carbon-loaded foam structures with
wedge (single periodicity) or pyramid (doubly periodic) arrays that cover the chamber
walls. Rather than seeking total transmission or reflection across a band, these require-
ments lead to total absorption across the usable frequencies of the chamber and for the
class of scattering or antenna measurements to be performed in the chamber [16].

In another absorbing application, radar-absorbing material (RAM) is used to coat a
low-observable vehicle to reduce the radar cross-section signature. The requirement again
is to absorb as much of the energy as possible over a prescribed frequency band and for
a range of incident angles. Traditionally, the RAM can be fabricated from of a number
of carbon-fiber layers, but it has been shown that the performance can be improved by
embedding frequency-selective screens into the layers, where the screen is tuned to the
band of operation to further enhance absorption over the band of interest [17].
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16.2.7 Photonic Bandgap Structures: Controlling Microwave Radiation
and Propagation

The above examples draw from frequency-selective structures that consist of one or a
few surfaces in a layered configuration. If there are multiple surfaces in the layered con-
figuration, they are designed to provide stability across a range of incidence angles, to
extend the passband or stopband, or to allow multiple bands of operation. The designer
could extend the frequency-selective screen by periodically adding many layers in the
third dimension, creating a type of photonic bandgap structure, also called an electro-
magnetic bandgap structure [18]. In general, the photonic bandgap material consists of
three-dimensional periodic structures that exhibit spectral bands where all propagation
is prohibited, at any incident angle and for any polarization—the so-called complete
bandgap. By engineering these materials appropriately, they can be combined with the
groundplane of planar antennas to increase their efficiency [19] or to tailor the bandwidth
of microstrip circuits [20]. In practice, being finite in the third dimension, they cannot
provide a complete bandgap and so must be optimized for the application.

16.3 DESIGN PARAMETERS FOR FREQUENCY-SELECTIVE SCREENS

With the application defined and a set of requirements on the frequency-selective screen
set, the screen parameters can be designed to produce the required spectral response.
Given a type of screen needed to meet the application, the key parameters in the design
are the element geometry, the periodic spacing, and multiple layers and dielectrics. This
section will first consider the periodic array spacing—something that is designed inde-
pendent of the element geometry. The section then considers properties of the element
geometry independent of the dielectric layering, then the effect of dielectric layers and
multiple surfaces separated by layers.

16.3.1 Periodic Array Spacing and the Incident Field

The first parameter that must be chosen in a frequency-selective screen design is the
periodic array or lattice spacing. The spacing must be based on the frequency of
operation—typically the highest frequency in the band will dictate the spacing such
that grating lobes that reduce energy in the main transmitted or reflected harmonics will
not appear. (An exception is found in the frequency-scanned antenna in Section 16.2.3.)
Figure 16.10 shows the geometry of a general frequency-selective surface. The periodic
cell is that section of surface that repeats after translation of mT x , and nT y /sin� along
the skewed coordinate axes for all (m , n). The periodic element may be fully contained
within the periodic cell or may overlap cells. Any versatile design software must allow
elements within the cell to run across the cell boundaries to handle all geometries of
interest.

The incident field is defined as a plane wave incident at angles (θ inc,φinc). The field is
polarized with the electric vector parallel to the surface or TEz in the plane of incidence,
or with a component perpendicular to the surface or TMz .

Because of the periodic nature of the surface, the currents and reflected and transmitted
fields can be represented by an infinite set of spatial harmonics. These plane waves
consist of the main or dominant harmonic and the higher-order harmonics—called grating
lobes—if propagating. The mathematical form of the harmonics is entirely dependent
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Figure 16.10 (a) Geometry of frequency-selective surface showing concentric ring elements.
(b) Incident field coordinate system with TE and TM definitions.

on the periodic array spacing, incidence angle, and wavelength of operation. Due to this
periodic and infinite nature of the surface, all fields and currents must satisfy Floquet’s
condition that states the fields or currents in one periodic cell must be identical to those
in an adjacent cell differing only by the incident field phase shift. These observations
are summarized by the set of Floquet harmonics used to mathematically and physically
characterize the periodic fields and currents on and around the surface:

�mn(x, y) = 1√
TxTy

ej (kxmx+kymny) (16.3)

where the harmonics are normalized to the periodic cell area, and the propagation con-
stants for a periodic structure are

kxm =
2πm

Tx
+ k0 sin θ cosφ

kymn =
2πn

Ty
− 2πm

Tx
cot�+ k0 sin θ sinφ

. (16.4)

These harmonics are simply the transverse component of periodic plane waves that are
incident on and reflected and transmitted from a planar periodic surface. The time har-
monic plane wave will then have the form

�mn(x, y)e
∓jkzmnz (16.5)

for propagation in the ±z -direction, where the plane waves are propagating or are evanes-
cent depending on the z -component of the propagation constant:
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A geometric description of these plane waves—one that shows whether they are propa-
gating or not for a given wavelength, and at what incident angle higher-order harmonics
start propagating for that wavelength—is the well known grating lobe diagram shown
in Figure 16.11 for rectangular spacing (�= 90◦) and for the cell spacing T x ,T y <λ/2.
The geometry is found from setting k z = 0 in Eq. (16.6). The region within the circle
at the origin (0,0) is termed the visible or propagating region and contains all angles of
incidence out to grazing (θ inc = 90◦) for all φinc, whereas the region outside the circle
indicates the invisible or evanescent waves as computed from Eq. (16.6). For the normal-
ized coordinates shown, these circles are of unit radius and are repeated for all harmonics
with spacing directly related to the array spacing; this diagram is also called the recip-
rocal lattice diagram [21]. Since no circles overlap, there are no angles of incidence
that will excite a grating lobe. The indicated point within the (0,0) circle represents the
specific angle (θ inc,φinc) of the incident wave. For any incident angle, at the frequency
specific to this diagram, this point lies within the center circle. Shown in Figure 16.12
is a grating lobe diagram for the NASA Deep Space Network antenna dichroic plate
development (see Section 16.2.1.1) [22, 23]. This design results in the grating lobes
overlapping for the cell spacing shown in the inset. The regions where circles overlap
correspond to angles of incidence that excite a higher-order harmonic. For an angle of
incidence that lies within this region, the dominant harmonic as well as the higher-order
harmonic specific to the overlapping circle will propagate. The angle of propagation for
both the transmitted and reflected higher-order harmonic can again be calculated from
Eq. (16.6). An alternate display of this information is shown in Figure 16.13, one that
combines feedhorn contours incident on the dichroic plate, and the onset of grating lobes
for two different frequencies. The contours are those of the feedhorn projected onto the
incident angles centered in a coordinate system on the dichroic plate. Feedhorn boresight
is at an angle of 30◦ on the plate; hence the contours are centered on this angle. Since the
feedhorn propagates energy within an angular pattern and with a prescribed edge taper,
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mλ Tx
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n = −1

m = 0 m = −1

n = 0

k0

kxm
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Figure 16.11 Grating lobe diagram for rectangular geometry and with the periodic spacing less
than one-half wavelength in both x - and y-directions. The dominant (0,0) propagating harmonic
for any incident angle will geometrically be a point within the unit circle at the origin (shown in
the center circle). As the frequency increases the unit cells squeeze to overlap, and some incident
angles will lie within the overlap regions allowing propagation of higher-order harmonics (see
Figure 16.12.)
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Figure 16.12 Grating lobe diagram for the DSS 13 dichroic plate [22, 33]. Grating lobes will
propagate when the incident angle lies within the regions of overlapping circles.
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Figure 16.13 Contours of feedhorn projected on the NASA DSS 13 S/X dichroic plate [22, 33].
At a given frequency, energy within the feedhorn contour will cause a grating lobe to propagate.
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these contours represent energy incident at those angles on the dichroic plate. When one
of these contour lines crosses one of the frequency curves, it indicates a higher-order
harmonic will begin propagating. This type of plot combines a range of useful design
information including frequency of operation and a practical tapered incident field for a
given periodic spacing.

The array spacing and skew angle are used to appropriately pack elements to avoid
higher-order harmonics from propagating. Common array geometries include rectangular,
brick (square periodic cell with �= 63.4◦), and a general isosceles triangle (�= 60◦).
From the grating lobe diagram, the largest spacing allowed for a given frequency and
maximum incident elevation angle can be found. For rectangular spacing (�= 90◦) it is

Tx(cm), Ty(cm) <
30

f (GHz)

(
1

1+ |sin θmax|
)

(16.7)

where the geometry is measured in units of centimeters and frequency in gigahertz. For
the common array geometries (brick or isosceles triangle), a general expression is

Ty

λ
<

1/ sin�

1+ |sin θmax| (16.8)

For the common geometries, the isosceles triangle (�= 60◦) grid spacing gives the
tightest packing to push out grating lobes, followed by the brick and then the rectangular
spacing. The maximum spacing calculated in Eq. (16.8) is for the theoretical onset of
propagation of the higher-order harmonic. In practice, a design must allow for the begin-
ning of radiation at angles somewhat less than these—the shoulder of the grating lobe;
therefore some margin needs to be incorporated in the design to lessen sensitivity to the
onset of grating lobes [24].

16.3.2 Element Types

The array geometry (skew angle) and spacing must be chosen to place the band of
operation within the region where grating lobes are not propagating, but the actual per-
formance of the frequency-selective screen will be heavily dependent on the shape of the
element within the periodic cell. The performance characteristics affected by the element
shape are (1) stability of the resonant frequency with angle of incidence; (2) band-
width shape—narrow or broadband and rate of roll-off; (3) separation of reflection and
transmission center frequencies; and (4) cross-polarization levels.

It is this combination of the array spacing and element shape (as well as dielectric
layers considered in the next section) that will define the screen performance. The band-
width characteristic of the screen follows from general filter terminology and is loosely
broken into lowpass, highpass, and bandpass or bandstop classes. To achieve a bandstop
or bandpass filter response, the element must be resonant at or near the operating fre-
quency. This is the fundamental characteristic of a frequency-selective screen. To achieve
a lowpass or highpass design, the screen is typically nonresonant.

Classically, the lowpass and highpass screens consist of rectangular gratings of neg-
ligible electrical thickness as shown in Figure 16.14 (although circular or other shapes
are perfectly feasible). When the aperture (grid) grating becomes electrically thick, the
effect of the waveguide thickness becomes a design parameter allowing a bandpass filter
response. The transmission response of the highpass screen is shown in Figure 16.15.
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(a) (b)

Figure 16.14 Lowpass and highpass screens consisting of (a) metal patches and (b) a metal grid.
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Figure 16.15 Transmission response of the freestanding grid shown in the inset. The parameter
w is the metal-trace width. The transmission coefficients are shown for the listed harmonics. Due
to symmetry, the (−1, +1) and (−1, −1) harmonics have identical transmission responses and
overlap on the plot. The (0, +1) and (0, −1) harmonics also have identical responses and just
begin to propagate past 34 GHz, barely visible on the plot.

This screen consists of a metallic grid, freestanding or self-supporting in a frame, and
of negligible electrical thickness. The incident plane wave is at 30◦ incidence and the
electric field is polarized TEz or parallel to the surface. It is seen that there is little trans-
mission for the lowest frequencies, with the transmission approaching unity at 20 GHz
close to the onset of the first grating lobe. At the onset of grating lobes, the transmis-
sion of the dominant (0,0) harmonic suddenly transitions, and one higher-order harmonic
begins propagating as shown on the plot. The (0,0) harmonic continues being transmit-
ted at the incident angle (30◦), the reflected (0,0) harmonic at the Snell’s law reflection
angle (θ = 30◦, φ= 180◦), while higher-order harmonics first propagate along the surface,
and as the frequency increases, the angle of the transmitted and reflected angles moves
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toward the surface normal. For 30◦ incidence, the (−1, 0) harmonic first propagates in
the φ= 0◦ plane almost at 20 GHz, then the (−1, ±1) harmonics at 32.9 GHz and the
(0, ±1) harmonics at 34.6 GHz. The ± harmonics act symmetrically due to the incident
vector being in the φ= 0◦ plane, so their reflection plots are superimposed on the plot. If
we continued to increase the frequency, the (1, ±1) harmonics would begin to propagate
next and so on, capturing propagating higher-order harmonics of the reciprocal lattice
diagram for this surface (geometrically, the circles of these higher-order harmonics on the
reciprocal lattice chart all begin overlapping). We note a narrow resonance near 31 GHz
that is related to the width of the strips of the grid.

The complementary structure of metallic patches with negligible electrical thickness
would have a complementary filter response (interchanging transmission and reflection
coefficients due to Babinet’s principle). This type of lowpass filtering screen is used as
a solar filter, for example, to block sunlight, while allowing infrared light from planets
to be received.

16.3.2.1 Resonant Elements A useful classification of resonant elements is
adapted from Ref. 8, as shown in Figure 16.16. The “plate-type” elements of Group 3,
seen to be nonresonant elements, were outlined in the previous section, whereas the
other groups all have a resonant characteristic. To generally achieve a bandpass or

~λr  2

Group 1: “Center Connected”

Group 2: “Loop Types” 

Group 3: “Solid Interior” or “Plate Type” 

Group 4: “Combinations”

~λr  2

Figure 16.16 Classification of elements according to resonance characteristics. (From Ref. 8.)
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bandstop filter response, and to allow transmission at one or more frequencies while
other frequencies—perhaps closely spaced—are reflected, a resonant element must be
used in the periodic array. The simplest resonant element consists of the metallic dipole
(Group 1 in the figure) etched onto a dielectric substrate. The incident electric field,
when polarized along the direction of the dipole, will resonate when the dipole is close
to multiples of one-half wavelength. The exact resonant wavelength will depend on
the periodic array geometry and the dielectric substrate. If the electric vector remains
parallel to the dipole as the angle falls off from normal, the performance will change
little with incident angle, making the element stable for that polarization. As will
be seen, the reflection bandwidth around the resonance can be increased by packing
elements tighter in the periodic array. For this narrow element, there is little current
directed across the dipole so the cross-polarization levels generated are relatively small.
Finally, the highly resonant nature of the dipole, with resonances occurring every
half-wavelength, allows for a narrow separation of the transmission and reflection bands
f t /f r . In general, for any resonant element, the total reflection resonances will always
bracket a frequency of total transmission—a consequence of Foster’s reaction theorem
[25]. Hence, in the plots of frequency response shown in this section, one way to reduce
the ratio ft/fr is to bring the first two resonances of the element within the periodic
cell closer together.

Shown in Figure 16.17 is the response for narrow dipoles etched on a dielectric
substrate of dielectric constant 2.2, with a similar dielectric cap, 30◦ incidence for
both TEz (parallel) and TMz (perpendicular) polarization, and the periodic array
spacing shown. (For all elements considered in this section, thin dielectric substrate and
superstrates of thickness 0.254 mm (10 mils) of relative ε= 2.2 will be used. The full
effect of the dielectric as well as using dielectrics as design parameters are considered in
the next section. All calculations in this chapter were made using the frequency-selective
screen software first developed in Refs. 26 and 27, further developed and validated over
the years, and available from the author. The dipole array follows from Refs. 8 and
28 for both the TEz (perpendicular) and TMz (parallel) polarizations. The response for
the TMz polarization (electric field parallel to the dipole) shows a resonance indicating
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Figure 16.17 Reflection response of dipole array shown on the left in the figure. Dipoles are
x -directed and cross periodic cell boundaries. The dielectric layers are 10 mils thick with relative
dielectric constant 2.2. The periodic cell is shown with the dashed line.
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total reflection near 20 GHz, a second resonance near 37 GHz, and an antiresonance
at 30 GHz. With a dipole length of 6.5 mm, a half-wavelength and full-wavelength
resonance for a single dipole with no dielectric loading would perfectly exist at 23 GHz
and 46 GHz, respectively; we see the modification of these due to a combination of the
infinite array, dielectric sheets, finite width of the dipole, and incident field variation. It
is clear that when the electric field is polarized transverse to the direction of the dipole
(TEz ) the reflected field is low, as expected.

The dipole is a very simple element but is clearly limited by reflecting one polarization
at resonance while allowing the opposite polarization to be largely transmitted. This can
be a useful property for certain bandpass, polarization sensitive surfaces but is limited
for general polarized systems. Two surfaces orthogonally oriented can be sandwiched
to provide reflection at both polarizations, but at the expense of additional fabrication
and multiple-layer design issues. The class of elements that circumvent this issue, while
still allowing good packing density to push out grating lobes, is the class of loop ele-
ments. With a loop element, the circumference of the metal trace defines the resonant
frequency—the element will reflect when the circumference is roughly one wavelength
around. Higher-order resonances then occur when the circumference is multiple wave-
lengths around. Shown in Figure 16.18 is the reflection response for the crossed-slot
element (also termed the four-legged loaded element [8]) on a square grid with the
dimensions shown. Again, the first resonance is chosen to occur near 20 GHz, and both
polarizations are stable over a range of incidence angles. The second resonance occurs at
roughly twice this frequency, somewhat shifted higher, and again an antiresonance then
falls in-between these two points. The 20-GHz resonance is somewhat less than what
would be expected from the element circumference (measuring the metal trace around all
lengths of the crossed slot—a distance that is approximately four times the slot length).
The resonant frequency is modified by the array geometry and dielectric substrate. The
ratio ft/fr here is about 1.85, somewhat higher than that of the dipole. The sharp reso-
nance near 41 GHz for the TE polarization is due to the onset of trapped harmonics in
the attached dielectric layers—a topic discussed in Section 16.3.3.1.
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Figure 16.18 Reflection response of crossed-slot array shown on the left in the figure (also termed
four-legged loaded element). L and W are the length and width of the slots; w is the metal trace
width. The dielectric layers are 10 mils thick with relative dielectric constant 2.2.
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Figure 16.19 Reflection response of concentric ring array shown on the left in the figure. R1

and R2 are the inner and outer ring radii and w is the metal trace width. The dielectric layers are
10 mils thick with relative dielectric constant 2.2.

A second loop element is the concentric ring frequency-selective surface shown in
Figure 16.19 [29]. Once again the circumference of the rings defines the resonant wave-
lengths. The outer ring with the larger circumference defines the first (lower) reflection
resonance near 20 GHz. The circumference is near one full wavelength, once again mod-
ified by the array spacing and dielectric layers. The inner ring will resonant at a higher
frequency corresponding to the length of its circumference and is also used as a design
parameter to push the second resonance of the frequency-selective surface lower, also
modifying the antiresonance located near 27.5 GHz. This allows the ratio ft/fr to be
modified for a given design. For this design it is about 1.4. Again, the TE response
shows a sharp resonance near 41 GHz due to the onset of the first trapped harmonic in
the attached dielectric layers, as will be discussed in Section 16.3.3.1.

The elements described above outline the essential properties of resonant
frequency-selective surfaces for bandpass or bandstop filtering. A large number of
elements are available, all with slightly varying characteristics. Their properties can
be matched to the design requirements as needed. In the centered connected class are
Jerusalem crosses [30–32], and the related crossed dipole [33, 34] and tripoles [8, 35].
Additional loop elements include loaded tripoles [8], square rings [36], and hexagonal
rings [8]. Surfaces that combine these elements as well as others can also be constructed.

16.3.2.2 Element Bandwidth and Stability Once the element is chosen for a
given requirement set, the length (for center connected elements) or the circumference
(for loop elements) will locate the reflection and transmission resonances. It is also
necessary to fix the array periodicity. The periodicity defines when grating lobes will
begin to propagate, but it also affects the bandwidth and stability with respect to incidence
angle. Generally, as the packing is made tighter, the bandwidth around the first reflection
resonance will increase. As the packing is made tighter, the element is also more stable to
increasing incidence angle. Shown in Figure 16.20 is the change in bandwidth around the
reflection frequency as the element spacing is increased from a tightly packed rectangular
array (T x = T y = 3.25 mm) of the crossed-slot element shown in the inset. The bandwidth
is defined as the full 0.5-dB bandwidth about the resonant reflection frequency. Plotted is
the resonant frequency (solid line at the center of the shaded region) as a function of the
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Figure 16.20 Bandwidth of crossed-slot geometry shown on the left in the figure (same as Figure
16.18). Bandwidth is full 0.5-dB bandwidth around the reflection center frequency shown as a solid
line at the center of the shaded region. Upper and lower edges of the shaded region indicate upper
and lower 0.5-dB points on the resonant reflection curve.

element spacing. The upper and lower edges of the shaded region indicate the upper and
lower 0.5-dB points of the resonant curve. As is seen, the resonant bandwidth decreases
as the element spacing is increased—over a factor of 2 decrease in the bandwidth over
the spacing shown. It is also noted that the center resonance frequency shifts with a
change of spacing, an effect that must be accounted for in the design.

For slot-type elements, the slot width is another parameter that influences the band-
width. In complete analogy to the width of metal dipoles, the bandwidth will decrease
as the slot width decreases. Figure 16.21 is a plot of the 0.5-dB bandwidth for the same
crossed-slot geometry as in the previous figure and with rectangular element spacing of
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Figure 16.21 Bandwidth of crossed-slot geometry as a function of slot width W for geometry
shown on the left in the figure. Bandwidth is full 0.5-dB bandwidth around the reflection center
frequency shown as a solid line at the center of the shaded region. Upper and lower edges of
the shaded region indicate upper and lower 0.5-dB points on the resonant reflection curve. The
dielectric layers are 10 mils thick with relative dielectric constant 2.2.
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3.25 mm. As the slot width is decreased from the “fat” slot of 0.72 mm to the “skinny”
slot of 0.18 mm, the bandwidth decreases roughly by a factor of 2. The combination
of element spacing and slot width is a potent means to control the bandwidth of this
element, tuning it to the requirements.

Finally, the stability of the element to changes of incidence angle is shown in
Figure 16.22 for the “fat” crossed-slot in the previous figures in a tightly packed array
configuration. Plotted is the reflection versus frequency for normal, 30◦, and 60◦ inci-
dence angle for both TEz (parallel) and TMz (perpendicular) polarizations. It is clear that
this configuration produces a relatively stable reflection coefficient versus angle of inci-
dence, the roll-off for the TMz (perpendicular) polarization is relatively stable, while the
TEz (parallel) polarization is less stable around the antiresonance. For this tightly packed
array, the grating lobes are pushed out—for the above case the first grating lobe begins
propagation above 46 GHz at grazing incidence. If the array spacing must be larger,
grating lobes can cause problems in the design. For the same element, but at 4.75-mm
spacing, the first grating lobe begins to propagate at 33.8 GHz when the incidence angle
is 60◦. One solution is to move from a rectangular spacing to an isosceles triangle or
brick spacing to pack the elements tighter, pushing out grating lobes. As described in
Section 16.3.1, Eq. (16.7) the grating lobes are pushed out by a factor of 1/(sin 60◦)= 1.15
relative to that of rectangular spacing, and for the crossed-slot geometry, elements can
be packed tighter as well, thus reducing the element spacing at the same time [23].

Resonant elements are at the heart of meeting the frequency-selective surface design
requirements. As noted previously, the choice of element, sizing the element to the
resonant frequency, and the element array spacing give first-order design parameters to
be tuned. The slot width, or width of the metal elements on center connected elements,
affects the resonant bandwidth to second order. A combination of the element type and
spacing can affect the f t /f r ratio for a design. All these parameters are used in a trade
study to meet the design requirements in an optimal fashion. Although a rule of thumb
is to quickly focus a design, it is essential to employ software design tools to accurately
predict the response and vary the parameters to reach an optimum design.

16.3.3 Multilayer Surfaces

To expand the range of design parameters available, surfaces can be sandwiched and
combined with dielectric layers to provide more flexibility. This is especially important
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Figure 16.22 Stability for crossed-slot geometry shown on the left in the figure as a function of
incidence angle for both polarizations. The dielectric layers are 10 mils thick with relative dielectric
constant 2.2.
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when the bandwidth needs to be better controlled (either wider or narrower), the roll-off of
the passband or stopband needs to be sharpened, multiple bands of operation are needed,
or when mechanical support and construction require a range of various materials to
be used.

16.3.3.1 Effect of Dielectric Layers Plotted in Figure 16.23 is the resonant fre-
quency as a function of dielectric layer thickness for the crossed-slot geometry shown on
the left in the figure. This is the same element from Figure 16.18, with the same relative
dielectric constant, but for varying thickness of a layer on one side (single-sided) or
layers of equal thickness on both sides of the surface (double-sided). For zero thickness,
the surface is freestanding and has a resonant frequency fr0 of 28.4 GHz. For layers
on both sides, the resonant frequency drops as the layers increase, finally flattening out
at a value of fr0/

√
εr , as would be expected for an element embedded in a medium of

dielectric εr . As seen on the plot, it only takes about a 0.8-mm layer to “look infinite” to
the element, and as seen in the scale on top of the chart, this is less than one-tenth of the
nonloaded resonant wavelength λr0 . For a single-sided surface (no layer on the opposite
side), the resonant frequency drops to a value that is in-between that of no dielectric
loading and full loading on both sides. A rule of thumb is that the effective dielectric
constant is the average of both layers, or in this case (1+ εr )/2. Again, for a single-sided
screen, the effect is seen for a thin layer, where f r levels off for just a 0.6-mm layer or
about 0.05 λr0 . These effects are shown for a range of dielectric constants in Figure 16.24
for both single-sided and double-sided screens for the same crossed-slot element. Again,
similar effects of the loading are seen as the relative dielectric constant is increased from
2.2 to 9. These effects of dielectric loading are common for any elements printed or
etched on the dielectric layers.

The effect of the layers is to necessitate the modification of the element size from
what it would be in free space. For linear, center connected elements, the length cor-
responding to the first resonance will be shortened from the free-space half-wavelength
value. For loop-type elements, the circumference size of one wavelength will be sim-
ilarly shortened due to the dielectric loading. The reduction in size will correspond to
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Figure 16.24 Variation of resonant frequency as a function of the thickness for differing relative
dielectric constant. Shown are plots for a single-sided screen (dielectric layer below the periodic
surface) and a double-sided screen.

that shown on the plots in Figures 16.23 and 16.24 for the various dielectric constants
and layer thicknesses.

The effect of the dielectric layer, besides loading the element and reducing its size,
is to modify the stored or evanescent energy within and near the surface. From Section
16.3.1.1, it was seen that the grating lobes begin to propagate at frequencies entirely
dependent on the array period and incidence angle. This is independent of whether or not
there are dielectric layers surrounding the surface. Although the higher-order harmonics
of Eq. (16.6) would propagate within the dielectric at lower frequencies (lesser by 1/

√
εr )

if the dielectric region were infinite, the propagation of the harmonics in the free-space
region outside the layers is independent of the layer material. This physical model is
represented by harmonics within the layers (governed by Eq. (16.6) with k 0 modified
to
√
εrk0) and matched with the harmonics outside the layer at the layer boundary.

Within the layers, the harmonics will become trapped and appear at frequencies calculated
according to Eq. (16.6) with k 0 modified by

√
εrk0. The trapped harmonic represents

stored energy within the layer and accounts for the quick swings in the transmission or
reflection coefficients at the frequency at which these trapped harmonics begin to appear.
An example of this is seen in Figures 16.18 and 16.19 for the crossed-slot and ring
elements, respectively, at roughly 41 GHz for the TE polarization. This is the frequency
at which the first higher harmonic would propagate if the array were embedded in an
infinite medium with the dielectric constant 2.2. The effect is polarization dependent and
also depends on the angle of incidence, layer dielectric constant, and array spacing. If
more than one layer is present, the quick swings in the coefficients would depend on the
effects of all the layers combined.

16.3.3.2 Multisurface Frequency-selective Screens From Figures 16.23 and
16.24 the element looks as if it is in an infinite dielectric medium for a relatively thin layer
surrounding the surface. This results from the observation that energy in the higher-order
harmonics has decayed to negligible values when the layer is about one-tenth wave-
length, and only the dominant harmonic is propagating. With only a single harmonic
propagating, it becomes reasonable to apply the practice of microwave circuits to cas-
cade surfaces to further modify the reflection and transmission coefficients of the screen



16.3 DESIGN PARAMETERS FOR FREQUENCY-SELECTIVE SCREENS 805

to meet a given set of requirements. For the metal-etched elements considered in this
chapter, the immediate use of multiple cascaded surfaces is to extend the reflection
bandwidth of the surface, creating a controlled bandstop filter. In analogy to microwave
circuit filters, the surfaces can be placed apart an appropriate distance to combine the
equivalent impedances representing the surface in a manner that extends the screen’s
bandwidth. The model of this approach follows from an equivalent circuit comprised of
frequency-dependent elements on a transmission line used to represent each surface and
supporting dielectric layers [8]. The circuit has a spectral response modeling that of the
surface; for example, see Refs. 37 and 38. The equivalent elements for each surface are
placed a distance apart on a transmission line with characteristic admittance modeling
the dielectric layer. The design method is to then choose an element and spacing as
a starting point for the desired reflection response. The resonant reflection frequency,
desired stability with incidence angle, and polarization response for the single screen is
first chosen and simulated. For broadband response, the element shape and spacing for
wide bandwidth are chosen. This surface will then be cascaded with a second surface,
separated by a realizable dielectric layer. The spacing of the dielectric layer will be
chosen to transform the admittance of the second screen such that its interaction with
the first surface will result in a wider bandwidth. Using the analogy to microwave cir-
cuits, the circuit model that transforms the admittance back into itself is propagation
through one-half wavelength in the dielectric. Hence choosing the dielectric spacer to
be one-half wavelength will transform the admittance back onto itself, and the parallel
combination with the admittance of the first surface will result in an in-phase response
of the combination. (Indeed, any (n+ 1)λd/2 layer will accomplish this if thicker layers
are needed.)

A design, following this process, to increase the reflection bandwidth of a single sur-
face is shown in Figure 16.25. The crossed-slot element geometry is used for each surface
in the cascade screen. A honeycomb dielectric spacer layer, modeled with a dielectric
constant of 1.1, is placed between the surfaces. Since each surface has a reflection res-
onance at about 20 GHz, one-half wavelength in the dielectric is about 7.1 mm. The
design in Figure 16.25 shows the response of this cascade screen for the two surfaces
with a 7-mm spacing layer. As seen from the plot, the 0.5-dB bandwidth has increased
from about 4 GHz around the center frequency of 20 GHz at 30◦ incidence to over
11 GHz centered around 20 GHz at 30◦ incidence. The resonant frequency remains the
same and the bandwidth has increased by nearly a factor of 3. As seen on the plot a
narrowband glitch appears near the 20-GHz resonant frequency (0◦ and 30◦ plots). This
null, a result of combining the surfaces through the half-wavelength matching process, is
very narrow and can be varied depending on the exact spacing layer size and dielectric
constant. In practice, the null is reduced by dielectric and metal losses and tolerances
of the materials and elements. In can also be moved in frequency if it falls in a critical
band. As seen from the plot, the bandwidth is reduced for TE incidence as the incident
angle approaches 60◦. This is dominantly dependent on the individual element response
(crossed-slot geometry with given dimensions and array spacing) and should be factored
into the design. If a specific broad angle design is required, an individual element with
the required response should be used.

This change in response as a function of incident angle points out a limitation of
the circuit analogy to the design process. The equivalent circuit model is obviously a
function of frequency but is also a function of the incident angle and polarization. It is
not possible to accurately capture these parameters into the circuit model and use the
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Figure 16.25 Two-layer design used to extend the bandwith of the surface. Both
frequency-selective surfaces are identical and shown in the inset. Plots are for normal, 30◦, and
60◦ incidence. The dielectric layers above and below the periodic surfaces are 10 mils thick with
relative dielectric constant 2.2. The spacer layer in between these layers is shown.

microwave circuit analogy for designing the multiple-surface screen. However, it does
allow a very good starting point for the design and, when used in conjunction with
accurate modeling software to optimize the parameters, provides excellent results.

A third surface, as well as additional surfaces, can similarly be combined with the
above two-surface screen to extend the bandwidth. One added design method is to
stagger-tune the surfaces. Shown in Figure 16.26 is a third surface, consisting of a
crossed-slot element tuned to a resonant frequency of 25 GHz, added to the screen of
Figure 16.25. The periodicity of the element is identical to the first two surfaces, but
the element is smaller, allowing it to resonate at the higher frequency. The equivalent
circuit model of the new surface (resonating at 25 GHz) is now somewhat different
from that of the other two surfaces (resonating at 20 GHz). Therefore the design process
of rotating the admittance through one-half wavelength in the dielectric to match the
admittance of the second layer does not exactly hold for the new geometry. The one-half
wavelength in the dielectric, however, is a good starting point for the design, and after
multiple design iterations, it is concluded that a dielectric layer of 7.5 mm produces an
enhanced bandwidth design. Once again a honeycomb dielectric spacer modeled with
relative dielectric constant 1.1 is used. From the plots in Figure 16.26 it is seen that
the 0.5-dB bandwidth is now nearly 16 GHz, centered near 22 GHz for a 30◦ incident
angle. As in the two-surface screen, a narrow null appears near the 20-GHz resonance of
the larger crossed-slot element surface. And as in the two-surface screen, the response
decays at 60◦ incident angle for the TM polarization. With a stagger-tuned screen, ripples
in the reflection response within the stopband will appear depending on how far apart
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Figure 16.26 Three-layer design used to further extend the bandwith of the surface. The first two
frequency-selective surfaces are identical as in the two-layer design. The third surface resonates
at a higher frequency and is shown in the inset. Plots are for normal, 30◦, and 60◦ incidence. The
dielectric layers above and below the periodic surfaces are 10 mils thick with relative dielectric
constant 2.2. The spacer layer in between these layers is shown on the figure.

the individual surface resonant frequencies are placed. These ripples are analogous to
those in microwave filters, but once again will vary with angle and polarization for these
full-wave electromagnetic frequency-selective screens.

16.4 ANALYSIS AND DESIGN METHODS

An accurate full-wave electromagnetic software application is key to frequency-selective
screen design. The software must consider the full range of element geometries,
multiple frequency-selective surface layers, and multiple dielectric layers of varying
thickness—those quite electrically thin as in glue layers and those electrically thick
as in honeycomb spacers. Various mathematical approaches have been developed for
modeling screens. The most common uses an integral equation formulation to solve for
unknown currents on the metal traces [39–42]. Modeling of multiple dielectric layers
is handled by exactly incorporating their characteristics into the Green’s function. The
integral equation formulation can be developed with spectral or spatial formulations,
the key practical difference being the accurate and efficient numerical summations
that must be completed in the spatial approach [43, 44]. A second approach couples
the differential equation finite-element model within the periodic cell to Floquet
harmonics in the regions above and below the screen [45–50]. This approach is useful
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when a complicated thick geometry is used, as in the thick plates outlined earlier.
Similarly, a finite-difference time-domain (FDTD) approach can be constructed and used
[51, 52]. Either approach requires attention to the meshing within the periodic cell
and especially at the periodic cell walls to appropriately satisfy the periodic boundary
condition. Finally, as noted in Section 16.3.3.2 the equivalent circuit models provide
useful design avenues [53–55]. Each method has its strengths and weaknesses and is
suited to the geometric configuration and computational efficiency. Modern software
tools will be joined with optimization methods to help zero in on specified designs and
allow easy tolerance studies to be performed. Common to any formulation is the process
of breaking the large surface down to a single periodic cell, exploiting the infinite (or
electrically large) structure to allow a tractable computational solution.

Independent of the modeling approach, an accurate solution for the transmission and
reflection coefficients depends on the formulation satisfying Maxwell’s equations, the
periodic boundary condition, boundary conditions at the surfaces of different materials,
and the radiation condition on the transmitted and reflected waves. The software must
model any losses in the dielectrics and metals, handle a range of elements comprised
of thin or fat metal traces, and be computationally efficient to allow the optimiza-
tion necessary in any iterative design process. All calculations in this chapter were
made using the frequency-selective screen software first developed in Refs. 26, 56
and 57 further developed and validated over the years and available from the author.
Additionally, general optimization methods can be integrated with the design software
to assist the designer [58–60]. The following sections highlight the key elements of
the analysis, giving special emphasis to differences between methods that impact the
designer.

16.4.1 Integral Equation Methods

The geometry of a multilayered screen is shown in Figure 16.27. In general, there are
any number of dielectric layers and frequency-selective surfaces consisting of a general
periodic metal element geometry. The dielectric layers are described by a complex relative
permittivity and permittivity. An optional conducting groundplane can be placed at the
bottom of the screen when a scanned screen or reflectarray is considered. Shown in
the figure are the set of Floquet harmonics described in Section 16.3.1 that completely
characterize the periodic structure. The forward and backward traveling harmonics are
labeled aim,n and bim,n for each i th layer. If the groundplane is present below the screen,
bIm,n is identically zero. The goal in the analysis is to accurately compute the coefficients
a0
m,n and bIm,n for an incident harmonic b0

m,n. Because the surfaces are planar, it is
natural to construct the solution with fields TE and TM to the ẑ-direction. There is then
a set of coefficients aim,n and bim,n for each polarization, and any other incident and
scattered field polarization can be derived from these. The reflection and transmission
coefficients are directly related to these harmonic coefficients. The following discussion
outlines the scattering problem for the electric field with the induced current as the
fundamental unknown formulated in the spectral domain. These harmonics are derived
directly from Maxwell’s equations and satisfy the radiation condition for propagating
waves. It is only necessary to match fields at all boundary interfaces to complete the
solution.

To build a solution for the harmonic coefficients, the tangential fields are expanded in
the set of Floquet harmonics defined in Section 16.3.1. (The ẑ-components can then be
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Figure 16.27 Geometry of layered frequency-selective screen showing multiple dielectrics, mul-
tiple metal surfaces, and harmonics definitions within the layers. An optional metal groundplane
can be placed below the screen, resulting in bI being identically zero. Any number of dielectric
layers or metal periodic surfaces can be layered in the screen, and their thicknesses are arbitrary.

easily found from the tangential components.) This is the starting point for the spectral
formulation. Both TE and TM polarizations (p) in each layer (i ) have the same form:

Ei
p(x, y, z) =

∑
m,n

(bip|m,ne
jkzm,n z + aip|m,ne

−jkzm,nz)eip|m,nψm,n(x, y)

(16.9)

Hi
p(x, y, z) = −ẑ×

∑
m,n

(bip|m,ne
jkzm,nz + aip|m,ne

−jkzm,nz)eip|m,nY
i
p|m,nψm,n(x, y)

where the TE and TM vector components are

eTEm,n = x̂kym,n − ŷkxm

eTMm,n = x̂kxm + ŷkym,n

(16.10)

the TE and TM wave impedances are

YTEm,n =
kzm,n

ωμ
, YTMm,n =

ωε

kzm,n

(16.11)



810 FREQUENCY-SELECTIVE SCREENS

the propagation constants kxm, kym,n , and kzm,n are defined in Section 16.3.1 and the
summations are theoretically over all harmonics. The total tangential fields in each region
are then

Ei (x, y, z) = Ei
TE(x, y, z)+ Ei

TM(x, y, z)

Hi (x, y, z) = Hi
TE(x, y, z)+Hi

TM(x, y, z)
(16.12)

With the fields defined in each layer, a straightforward process of matching tangential E
and H can be used to relate the aim,n and bim,n coefficients across each of the surfaces
above and below the frequency-selective surfaces. At each dielectric boundary surface the
tangential electric and magnetic fields are matched, repeatedly relating a set of the coeffi-
cients (aip|m,n, b

i
p|m,n) to those of the next layer (ai+1

p|m,n, b
i+1
p|m,n). At the frequency-selective

surface, the tangential magnetic field is directly related to the induced surface current
J(x ,y) on the metal patch in a periodic cell,

Ji (x, y) = ẑ× [Hi+1(x, y)−Hi (x, y)] (16.13)

where Hi (x ,y) is the total magnetic field at the i th layer. This process of matching
fields through the layer boundaries and relating the magnetic field difference at the
boundary with the metal array constructs an equation for the scattered field with the
unknown now being the induced current on the metal patches. The problem has been
reduced to modeling the current within a periodic cell (on the metal patch) for each
frequency-selective metal surface. There may, in general, be any number of dielectric
layers and metal surfaces.

The next step in the development of the method is to exploit the orthogonality of
the Floquet harmonics to form a set of equations for the unknown current. Key to this
orthogonality is the relation∫

∂s

ep|m,nψm,n·ep′|m′,n′ψ∗
m′,n′ ds = k2

ρm,n
δp′pδm′mδn′n (16.14)

where k2
ρm,n

= k2
xm
+ k2

ym,n
, the integral is over the periodic cell, and δi ,j is the Kronecker

delta function. By matching fields at each boundary layer, matching the total magnetic
field to the induced current through Eq. (16.13), and repeatedly applying the orthogonality
property (Eq. (16.14)), an equation for the scattered electric field on the surface of the
metal patches is found:[

Es
x(x, y)

Es
y(x, y)

]
= −

∑
m,n

[
Zxxm,n Zxym,n

Zyxm,n Zyym,n

][
J̃xm,n

J̃ym,n

]
ψm,n(x, y) (16.15)

where the impedance matrices Z can be found in Refs. 26 and 41, and due to the use of
the orthogonality condition (Eq. (16.14)), it is the Fourier transform of the current that is
used in the analysis (J̃ ). At this point in the development, all boundary conditions have
been satisfied except matching the scattered field to the impedance boundary condition
at the metal surfaces. In general, this equation is written

Einc + Es = ZJ (16.16)
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where Z is the surface impedance and J is the spatial (nontransformed) current from
Eq. (16.15). The surface impedance Z is an approximation used to model nonperfect
conducting metal surfaces and is useful when loss is purposely introduced, or when
the metals become lossy—especially at higher frequencies. Models for this term can be
found in Ref. 26, and are important at higher frequencies in the infrared and submillimeter
spectra (see Section 16.5.2).

The incident field is similarly broken into TE and TM components:

Einc(x, y, z) = bTEûTE + bTMûTM (16.17)

where the coefficients bTE and bTM refer to the TE and TM (0,0) harmonics in region 1
above the screen.

To compute the reflection and transmission coefficients of the screen, the unknown
current in Eq. (16.16) is solved by writing a method of moments matrix equation and
solving the resulting system. The current is expanded in a set of basis functions,

J(x, y) = x̂
∑
i

ciBi(x, y)+ ŷ
∑
i′

ci′Bi′(x, y) (16.17a)

where the coefficients ci are complex unknown coefficients of the basis set B (x , y).
Eq. (16.15) requires the Fourier transform of the current, and hence the set B (x , y).
Using the usual method of moments, Eq. (16.17a) can be inserted into Eq. (16.16) and
a Galerkin procedure used to generate a matrix equation [26, 41]:

Ac = b (16.17b)

where the matrix A is the method of moments matrix, b are the coefficients related to the
known incident field, and c are the unknown current coefficients to be solved. Different
approaches can be used to solve the system—direct matrix or iterative methods, although
for most screens of interest direct matrix methods are accurate and efficient. With the
solution of the coefficients, the amplitude of the current is known, and the scattered
fields—both reflected and transmitted—is derived. From Eq. (16.9), the TE and TM
reflected and transmitted fields for each harmonic are written and both propagating and
evanescent harmonics are calculated. The coefficients are defined by a set of scattering
parameters for the transmitted and reflected harmonics:

[
TTE

TTM

]
=
[
S21

TE,TE S21
TE,TM

S21
TM,TE S21

TM,TM

][
bTE

bTM

]
(16.17c)

[
RTE

RTM

]
=
[
S11

TE,TE S11
TE,TM

S11
TM,TE S11

TM,TM

][
bTE

bTM

]
(16.17d)

where the scattering coefficients correspond to the transmission coefficient (21 super-
script) or reflection coefficient (11 superscript), and the polarization order refers to the
(incident,scattered) subscript. These matrices contain the co- and cross-polarized coeffi-
cients for each incident polarization.
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16.4.1.1 Current Basis Functions Equation (16.15) is an exact representation for
the scattered field under the infinite surface approximation. The numerical formulation
has been reduced from the infinite screen to that over a single periodic cell although
the metal traces that make up an element can extend across periodic cell boundaries.
Once the current is solved in Eq. (16.16), reflection and transmission coefficients of the
screen are easily calculated. Since it is the Fourier transform of the current that is used
in the formulation, picking current basis functions with known transforms is important
and commonly used. The choice of these basis functions is key to accurate solutions
for the transmission and reflection coefficients. Because frequency-selective screens are
resonant structures, and the only unknown quantity in the analysis is the amplitude and
spatial form of the induced current, a good choice of these basis functions is essential
for an efficient and accurate solution of the transmission and reflection coefficients as a
function of frequency. In general, the choice of basis functions can limit the accuracy of
the center frequency of the response as well as that of the bandwidth.

The basis functions can be broken into subdomain and entire domain sets, the
difference being the generality of frequency surface elements that each can model
(Figure 16.28). In subdomain basis functions, the current is broken into pieces that are
typically less than one-tenth wavelength in size, and hence can model the most arbitrary
element shapes. Rooftop functions have been used and integrated with an efficient fast
Fourier transform solution method to create an especially efficient solution method
[26]. The widely used Rao–Wilton–Glisson (RWG) triangular basis functions have also
been used to provide somewhat more generality in the solution since they more easily
model arbitrary element shapes due to the triangularization meshing [56]. Piecewise
sinusoids can also be used for thin elements [8]. A key accuracy issue arises when
periodic surface elements are used that have some thickness (even as small as one-tenth
wavelength in size), where the current across the thin element as well as edge current
singularities must be modeled accurately to produce high-fidelity solutions. The rooftop
functions and RWG basis set allow this modeling, whereas the piecewise sinusoids that
model current directed only along the thin trace generally do not.

Entire-domain basis functions can lead to a very efficient solution if the right set
can be chosen to model the element geometry. For example, in Figure 16.28 sinusoid
basis functions model current on the dipole trace. Current is directed only along the

y

x

Jx

Jx

Jv

Jy

Second Mode

First Mode

Dipole Trace

(a) (b)

Figure 16.28 Current basis functions used in models. (a) Subdomain rooftop basis showing x -
and y-directed currents. (b) Entire-domain basis set specific to narrow dipole element. Shown are
the first and second modes of current distribution. Current is uniform across the narrow dipole.
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dipole—the aspect ratio is large, 10:1 in this example. Convergence of the solution
for the transmission or reflection spectrum can be found using upwards of 10–20 basis
functions and a similar matrix size. Hence the numerical solution for the frequency
response can be quite rapid. As the element type becomes more general, the basis set is
more difficult to define, and for elements with smaller aspect ratios along a metal trace,
the current transverse to the long direction of the periodic element is difficult to model.
As in the piecewise sinusoid basis set, this limits the solution’s accuracy.

Using any type of basis function, the proper current representation at the edges of
the metal trace must be maintained to accurately predict the resonant response. For
example, the current must reduce to zero for the vector component of current perpen-
dicular to an edge. For vector components parallel to an edge, the current can become
singular—hence the current basis function must allow large values along this edge.
Because frequency-selective screens are highly resonant structures, the proper modeling
of these current components can ultimately limit accuracy of the solution. It has been
found that errors in the resonant frequency can be traced to limitations in the basis set
used to model the current.

16.4.1.2 Multiple Surfaces in a Screen For screens comprised of multiple
frequency-selective surfaces, separated by dielectric layers, the current defined by
the vector sets in Eq. (16.15) consists of the sum of all current basis functions on all
the surfaces. The matrix size is proportional to the number of basis functions and the
solution time and memory needs are also nonlinearly proportional to this size. The
matrix solution exactly accounts for all interactions between currents on the surfaces.
When the surfaces are closely spaced, the interaction between current sheets is strong,
with interactions occurring due to the dominant propagating harmonic as well as some
set of evanescent higher-order harmonics. It is essential then that the direct matrix
solution includes all basis functions on all surfaces, solved simultaneously. As the
electrical distance between surfaces increases, the evanescent harmonics will decay, and
at some point only the propagating harmonics will interact between surfaces. For this
situation, it becomes possible to break the structure into individual frequency-selective
surfaces and attached dielectric layers and to solve for the harmonic amplitudes of this
building block independently, cascading the harmonics using a scattering parameter
formulation [57]. This approach greatly reduces the computational requirements and
allows design flexibility by building up libraries of element responses and optimizing
the distance between building blocks. For example, it is commonly used for meanderline
polarizers. From Section 16.3.3 it is noted that a surface with attached dielectric layer
appears to look as it is in an infinite medium when the layer depth is more than about
one-tenth wavelength. In practice, using a separation of one-quarter wavelength allows
a minimal number of harmonics (the dominant and a small set of evanescent) to be
calculated for each building block in the screen and in the cascade formulation. It is
also practical to model the building block as an individual frequency-selective surface
with dielectric layers attached to each side, separating the building blocks in the middle
of a dielectric layer if feasible.

The integral equation approach has been formulated with the induced current as the
unknown. For surfaces with apertures in a metal layer, an entirely analogous approach
using the field in the aperture can be developed [41]. The resultant formulation is written
with the equivalent magnetic current as an unknown, and the same choice of basis
functions as described above applies. Although both formulations will yield identical
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solutions, when the aperture area is less than half that of the periodic cell, the aperture
formulation will be more computationally efficient. An exception occurs when the metal
is lossy, and the electric current formulation with the impedance boundary condition
must be used independent of the geometry.

16.4.2 Finite-Element and Finite-Difference Models

The integral equation formulation provides an efficient and accurate model for the
frequency-selective screen made up of planar dielectric layers and metal periodic sur-
faces of negligible electrical thickness. If screens are comprised of thick metallic plates
or if the metal periodic elements have some thickness, a formulation that combines a
differential equation solution of Maxwell’s equations coupled to the Floquet harmonics
can be used. Above and below the screen, the Floquet harmonic expansion described
in the previous sections is used to model the fields. Within the screen a finite-element
solution is used. A finite-element mesh must be generated within the screen and coupled
to the Floquet harmonics at apertures above and below the screen. The volume within
the mesh region can now be comprised of arbitrary, nonplanar dielectric layers or metal
elements. It is only necessary to be able to mesh the region using commercially available
meshing tools. For the meshed region, it is essential that the mesh on one of the peri-
odic walls (say, the +x wall) match the surface mesh on the opposite (−x ) wall. This
requirement on the mesh can be used to force the periodic Floquet boundary condition
to hold, an essential ingredient in an accurate solution. (The identical meshing procedure
is required on the y walls.) The meshing tool must force this boundary matching on
opposite walls, a feature not available in all meshing software. A formulation that allows
decoupled meshes and does not require the wall matching can also be used [46]. A pro-
cess of matching the elements at the top and bottom surfaces to the Floquet harmonics
is then applied to generate a solution for the reflection and transmission coefficients. In
general, the method is less efficient than the integral equation formulation when used to
model identical screens, but provides greater flexibility in the type of screens that can be
modeled. A modified formulation that eliminates the need for a full Floquet expansion
above and below the screen uses approximate absorbing boundary conditions to enforce
the radiation condition. In this modification, the mesh is generally extended above and
below the screen a distance such that the propagating dominant harmonic exists and the
higher-order harmonics have decayed to a negligible strength. The approximate absorbing
boundary condition generally becomes less accurate as the angle of incidence (and hence
the angle of the reflected and transmitted harmonics) moves off normal and approaches
grazing.

An alternative approach to using finite elements is to apply a finite-difference time-
domain approach in the meshed region and couple this to an approximate absorbing
boundary condition or time-domain version of the Floquet harmonic expansion. This
approach is useful when non-time-harmonic waves (such as pulsed signals) are incident
on the structure. Care must be taken in meshing the structure since, generally, uniform
Cartesian meshes are used and fidelity in accurately modeling the geometry can lead
to very dense meshes and correspondingly long computational times. Methods using
conformal meshes can be applied to reduce this issue. Finally, being highly resonant
structures, the time-domain solutions typically need to be calculated over long time
ranges to allow “ringing” to diminish and the solution to converge.
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16.5 DESIGN OBJECTIVES

In some circumstances, the standard design practice must be augmented to better predict
performance in the system. Two common differences are in the incident field that strikes
the screen, and in the screen being curved rather than planar. Another difference is
found when the screen is built for operation in the terahertz and infrared portions of the
spectrum.

16.5.1 Designing for Finite Extent and Curvature

Fundamentally, for a frequency-selective screen to be totally transparent at one band
while being totally reflective within another band, it must be infinite in size, and the
incident field must have a planar phase front at the surface of the screen. In practice,
the screen is obviously finite and, in general, it is placed in the path of a propagating
field that will have some amount of phase and amplitude variation. The effects of the
finite size and nonplanar phase variation must be addressed in the design of the screen.
Physically, a planar periodic screen resonates to totally reflect or transmit a signal when
the phase front across the elements is uniform. It is not essential that the amplitude be
uniform, although standard frequency-selective screen analysis methods require uniform
amplitude and phase to reduce the problem definition from the infinite screen to the
analysis of a single periodic cell. When the screen is curved, as in a frequency-selective
subreflector, the phase front in general does not match the screen curvature and there
will be degradation in the field transmission and reflection from the ideal.

In practice, the fields incident on frequency-selective screens used in antenna systems
are confined in space, having an edge taper, and because they are typically in focusing
systems, have somewhat uniform phase fronts within the beam path where the screen is
placed. This will then limit the extent of the screen needed in the beam path and not
require specific design to limit edge effects. When the fields are not greatly diminished
at the edge of the screen, for example, when the screen is used as a radome to cover
an antenna, and the scattering response of the screen due to external fields is needed,
the edge effects must be understood in the design. The systems can be categorized as
follows:

1. Screens used with an incident field that has nearly uniform phase front and
amplitude taper that will limit the size of the frequency-selective screen and
exhibit minimal edge effects. This can include typical curved subreflectors and
feed systems or beam-waveguide systems in Cassegrain or Gregorian antennas.
Degradation in the transmission or reflection response will depend on the amount
of phase variation across the screen. The screen’s design can still be handled
using standard methods augmented by proper expansion of the incident field.

2. Screens used with an incident field that either has a large nonuniform phase
variation across the screen or significant field amplitude striking the edge of the
screen. Although the screen can still generally maintain transmission and reflection
bands, the edge effects will disrupt the response depending on the electrical size
of the screen. Design methods that break down the screen to one that models
a single periodic cell are generally not accurate since the entire screen must be
modeled. This case is not addressed in this chapter.
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The key design considerations when using the screen with nonuniform field excitation
are its size, location in the beam path, and the performance degradation from ideal.
Typically, there is little leeway in location since physical considerations will dictate the
location, as in the placement of a subreflector in a multireflector antenna. The location
of the frequency-selective screen is also traded against its physical size when placed in
a diverging beam, although minimizing the amount of wavefront phase variation from
uniform is also essential.

16.5.1.1 Performance in a Nonuniform Field: Effect of the Feedhorn Shown
in Figure 16.29 is the placement of the X/Ka-band frequency-selective screen in the path
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Figure 16.29 Layout of NASA DSS 13 beam-waveguide antenna pedestal room showing X- and
Ka-band optics. Upper photograph is the physical layout; lower left shows the schematic with
feedhorns, Ka-band curved reflector to upper left, X/Ka-band dichroic plate and main ellipsoid at
lower center. In the lower right are the feed (bottom) and dichroic plate (top) coordinate systems.
(From Ref. 1.)
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of the beam-waveguide system outlined in Section 16.2 [61]. Also shown in the figure
are coordinate systems of the X-band horn and that of the dichroic plate whose normal
is set at an angle of 30◦ from the ray path to the feedhorn. Nominally, this is then a
frequency-selective screen with 30◦ incidence that will transmit Ka-band from the horn
to the left (reflecting off a curved mirror) and reflect X-band from the horn to the right
below the screen.

The Ka-band beam incident on the screen consists of a 26.1-dB gain horn pattern
reflected from the curved mirror and transmitted through the screen. The amplitude of
the horn tapers to as much as−35 dB at the edge of the frequency-selective portion of
the plate. The phase distribution across the screen is that of a near spherical phase front
centered at the horn phase center. For the segment of the horn pattern containing the
dominant portion of the power amplitude, the phase discrepancy from spherical is within
10◦ for this as well as other well designed systems. The plate is oversized to present
an electrically larger reflecting surface at X-band; the apertures machined into the center
portion of the plate need only cover enough of the plate to transmit the Ka-band energy to
the required specification. The energy reflected from the oversized frame of the aperture
area must be low enough so as not to contribute appreciably to the noise figure of the
system if it is a constraint [62]. Generally, the screen, can operate as a frequency-selective
screen for sizes as small as 12–15 wavelengths across, although the amount of spillover
past the edge can be limiting when considering the system noise performance. Hence the
aperture section is made large enough to meet the transmission specification, reduce the
spillover noise energy to a negligible level, and meet accommodation constraints.

To calculate the effect of the feed pattern on the frequency-selective screen per-
formance, the pattern must be represented by the plane wave spectrum outlined in
Section 16.4, and a transformation of the feed pattern coordinates to the screen coordi-
nates must be used [63]. The feed pattern is decomposed into Floquet harmonics with
amplitude and phase sampled from the feed pattern as a function of incidence angle. Once
the sampled feed pattern is expressed in the frequency-selective screen coordinates, the
reflection and transmission coefficients for that Floquet harmonic are calculated as usual,
weighted by the amplitude and phase of the sampled feed pattern. The feed pattern
transmitted through the screen is then reassembled in the feed coordinate system.

A linearly polarized feed pattern can be represented in the feed coordinate system as

Efeed(θ, φ) = Eθ(θ) sinφûθ + Eφ(θ) cosφûφ

= [Efeed]

⎡⎣ûr

ûθ

ûφ

⎤⎦ (16.18)

where E θ (θ ) and Eφ(θ ) are the E - and H -plane amplitude and phase patterns. These
can be calculated or measured patterns. From Section 16.4, the field incident on the
frequency-selective screen, expressed in the screen coordinate system, is

Einc(θ ′, φ′) = bTEûTE + bTMûTM

= [b]

⎡⎢⎣û′x
û′y
û′z

⎤⎥⎦ (16.19)

where the coefficients bTE and bTM are the complex amplitudes of the TE and TM
polarized fields. A coordinate transformation is used to express the feed pattern in the
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screen coordinate system:

Efeed(x ′, y ′, z′) = [Efeed][Rαβγ ]

⎡⎢⎣û′x
û′y
û′z

⎤⎥⎦
= bTEûTE + bTMûTM

(16.20)

where Rαβγ is the Eulerian transformation matrix from the feed spherical coordinate
system to the screen Cartesian system and can be found in Ref. 63. The feed pattern is
now transformed to the frequency-selective surface coordinate system and decomposed
into TE and TM components. For the example shown above, using a 26-dB feedhorn
pattern, the amplitude distribution at the screen surface is shown in Figure 16.30.

The feed pattern is sampled at a fine resolution (in the example above, at every 1◦ in
θ and similarly in φ) to generate the equivalent set of Floquet harmonics incident on the
screen. The transmitted field for each incident harmonic is then found by multiplying the
TE and TM coefficients in Eq. (16.20) by the scattering matrix of the screen (described
in Section 16.4) [

TTE

TTM

]
=
[
S21

TE,TE S21
TE,TM

S21
TM,TE S21

TM,TM

][
bTE

bTM

]
(16.21)

where S are the calculated scattering matrices for the screen for a given incident angle.
The total transmitted field for each (θ ,φ) harmonic modeling the feed pattern is then

Etrans(x ′, y ′) = [TTE TTM]

[
ûTE

ûTM

]
(16.22)

and a reverse coordinate system transformation can be applied to find the field in the
original feed E - and H -plane representations [63]. This transmitted field can be used
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Figure 16.30 Incident horn pattern at 34.5 GHz in the frequency-selective screen coordinates.
The values shown are power amplitudes at rings of constant theta (in the feed coordinate system)
of 0◦, 5◦, 10◦, 15◦, 20◦, and 25◦. (From Ref. 63.)
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Figure 16.31 Transmitted power through the frequency-selective screen for the horn pattern at
34.5 GHz. The values shown are power amplitudes at the same contours of Figure 16.30. Angles
at which grating lobes begin to propagate are also displayed for this frequency. (From Ref. 3.)

in the antenna design or analysis—in the above example this field is propagated to the
ellipse and used to calculate the field through the beam-waveguide system. Shown in
Figure 16.31 is the field distribution transmitted through the screen for the same power
contours of Figure 16.30. The difference between the values on these two charts is due
to the reflection loss.

As shown in the above example, effects of the screen on the transmitted field can
be made relatively small. The pattern of the incident field is modified slightly as it is
transmitted through the screen; its effect can be calculated, and typically there is a sight
decrease in antenna gain. There can also be a slight beam shift in the transmitted field
leading to a beam shift in the antenna system if the screen has some electrical thickness.
There will be a slight phase shift through the screen relative to that without a screen.
Similarly, the field reflected from the screen will not have a perfect uniform 180◦ phase
shift across the screen, especially if the interior portion of the screen is different from
the exterior portion as described in the example above. Again the effects are small, and
this phase shift can be compensated for as described in Ref. 64.

16.5.1.2 Extension to a Curved Subreflector The example above considered a
planar frequency-selective screen used in a beam-waveguide antenna system. The same
procedure can be used for modeling the effects of a frequency-selective subreflector.
The subreflector will consist of metal patches layered on a curved reflector as described
in Section 16.2 for the Cassini subreflector. Again, the feed pattern will be tapered at
the edge of the subreflector to eliminate spillover, and for a focused system the phase
front of the feed will be relatively uniform across large portions of the reflector. Once
again the feed can be sampled and used to generate the reflected and transmitted field at
the frequency-selective subreflector. One key difference compared to the planar screen
example above is the need to account for the curvature of the reflector. The locally
planar approximation is used to generate the reflection and transmission coefficients
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[65–67]. For each incidence angle of the sampled feed pattern, the local normal of the
subreflector is calculated and used in the coordinate system transformation of Eq. (16.20).
The reflected or transmitted complex field is calculated. This field can then be used in
standard reflector analysis and design programs to propagate fields to the main reflector
and then to the far field [68].

16.5.2 Design Considerations for Submillimeter and Infrared Screens

Frequency-selective screens have a long history of being fabricated and used in the micro-
wave and millimeter wave bands. Equivalently, when operating in the optical region,
diffraction gratings are used for filtering. In this regime the period of the grating may be
several wavelengths, producing multiple orders of light in reflection or transmission (see
Section 16.2.3). In regions between these bands, frequency-selective filters consisting of
patterned metal layers fabricated using electron beam lithography techniques have been
developed. The operation is completely analogous to screens made in the microwave and
millimeter wave region except for the choice of materials used and the fabrication process.
In addition, the lithography process allows an arbitrary pattern to be machined—a process
that can lead to unique designs in special applications. The design of these terahertz and
infrared filters follows the same design methods used in the microwave region. Exacting
modal matching, integral equation or finite-element methods can be used for design. A
major difference, however, is the introduction of material parameters and thicknesses that
may not be as important in longer wavelength designs. A screen operating in the terahertz
region can be found in Ref. 69; what follows outlines frequency-selective screens built
for infrared filtering.

16.5.2.1 Fabrication Using Microlithography Frequency-selective screens oper-
ating in the infrared spectral range are fabricated by patterning thin metal films using
electron beam lithography techniques. Typically, arrays of apertures are manufactured
with varying dimensions on a substrate; for example, manufacturing can be accom-
plished by using a gold layer deposited on a calcium fluoride substrate. This technique
can produce large area arrays (up to 1.5 cm× 1.5 cm), offering high reproducibility and
allowing arbitrary tailoring of the bandpass using the design methods in this chapter.
The manufacturing process is not detailed here. Early developments using electron beam
lithography used direct-write electron beam lithography on polymethyl methacrylate
(PMMA) [70]. Later methods used focused-on-beam (FIB) lithography processes [71, 72]
that allow high resolution fabrication but can be limited in the overall size of structure
that is manufacturable. Newer processes were developed that allow resolution necessary
for frequency-selective screens operating in the infrared (resonance wavelengths in the
2–5-μm range or longer) while still fabricating area arrays greater than 1 cm square [73,
74]. Shown in Figure 16.32 is an intermediate step in the processing for a crossed-slot
screen designed to have a resonance (total transmission) at a wavelength of 4 μm. A
calcium fluoride (CaF2) substrate is used to hold the various layers used in processing.
At the stage of processing shown in Figure 16.32, the pattern of the aperture has been
deposited on the substrate. After this stage, a 0.08-μm gold layer is deposited on the
structure. Further processing then removes the layers shown in Figure 16.32 leaving the
patterned, gold frequency-selective screen on a CaF2 substrate as shown in Figure 16.33.
It is noted that the corners are not perfect in this fabrication, but high uniformity across
the screen is achieved. This example produced a wide area screen (1 cm× 1 cm) in
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Figure 16.32 Micrograph of intermediate processing step in fabricating the frequency-selective
screen. Shown is a calcium fluoride layer holding layers of polymethyl methacrylate and e-beam
resist that comprise the crossed-slot apertures. In the next step of processing, a layer of gold is
deposited on this foundation.

size—quite large for 4-μm center wavelength operation (there are thousands of unit
cells in each dimension). The wide area screen allows differing size elements to be fab-
ricated on different portions of the substrate. Full-sized frequency-selective screens have
been patterned on portions of the substrate, allowing filtering at a range of wavelengths
tailored to the application. Depending on the incident beam location on the screen, dif-
ferent wavelengths can be filtered and detected past the screen. This has application in a
range of imaging spectroscopy applications [74, 75].

16.5.2.2 Modeling Material Losses A key parameter in accurately modeling
screens in the terahertz and infrared spectra is the proper accounting of loss in the
materials. At short wavelengths the materials allow some penetration into the metal and
show ohmic loss. Ideally, a full-wave analysis modeling the fields in the metals is needed
and the finite-element or finite-difference time-domain methods described in Section 16.4
would be used. Most metals in the terahertz and infrared ranges, however, are very good
conductors and can be modeled using integral equation methods using an approximate
boundary condition. From Section 16.4, the final equation to be solved in the integral
equation model is

Einc + Es = ZJ (16.23)

where Z is the approximate surface impedance, the other terms are developed in
Section 16.4, and the equation holds for tangential components of the fields over the
support of the current J . The complex impedance Z depends on the material parameters
and electrical thickness of the metal. In the high frequency region, the materials are
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Figure 16.33 Final micrograph of filter after gold layer is deposited in Figure 16.32 and the
existing layers comprising the crossed-slot apertures have been removed. The dark slot shapes are
the apertures within the gold layer. From the scale in the lower right, the slot length is approximately
1 μm for this design. The slot aperture corners are not exactly square due to processing.

characterized by the optical parameters (n , k ) of the metal and are frequency dependent.
The relationship between the optical parameters and the complex relative permittivity is

εr = (n− jk)2 = (n2 − k2)− j2nk (16.24)

and the materials used are nonmagnetic so the relative permeability is unity. A simple
impedance boundary condition can be applied if the fields do not greatly penetrate into
the metal, satisfying the relation k0t |εr | 1

2 � 1, where t is the thickness of the metal layer
[76]. Most usable metals for application satisfy this criterion, greatly attenuating the field
as it penetrates the medium, and hence Z is the medium impedance:

Z = η = η0

√
1/εr = η0

(n+ jk)

(n2 + k2)
(16.25)

For the screen fabricated in the example outlined above, the gold layer is 0.08 μm thick,
has optical parameters (n , k )= (1.0, 27.82), and the above criterion applies. Shown in
Figure 16.34 is the calculated and measured transmission response of the crossed-slot
screen shown in Figure 16.33 at normal incidence. The measurement was made using
a Beckman IR 4250 spectrophotometer and Micro Scale Test Adjunct setup [77]. We
note that the dominant transmitted harmonic is plotted, with higher-order harmonics
beginning to propagate for wavelengths less than 3.6 μm. The substrate used in the
fabrication is an approximately 1-mm thick CaF2 layer. At 1 mm, the substrate is greater
than 250 wavelengths thick at a wavelength of 4 μm. Impurities in the material, as well as
nonperfectly planar surfaces of the substrate do not allow the fields in the CaF2 substrate
to be coherent, acting as if they are in a perfect dielectric layer reflecting in phase or out
of phase at the surfaces and propagating uniformly. Rather, they propagate incoherently
in this layer. To model this large medium, a half-space approximation beneath the gold
layer was used. Instead of modeling a finite-sized dielectric layer in air, the half-space
below the layer was a half-space with dielectric constant of CaF2 (n = 1.41). It is seen
that the resonant wavelength is predicted well, although the bandwidth is broader than
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Figure 16.34 Calculated and measured response of gold crossed-slot filter. The dimensions of
the crossed slot are 1.434 μm long, 0.159 μm wide, with a square periodic cell of size 2.55 μm.
The substrate is approximately 1-mm thick calcium fluoride.

measured. The transmission peak is less than unity due to the CaF2 substrate acting as a
half-space region, as well as the ohmic losses.

To further understand metal losses, a single slot (not a crossed slot as above) in an
aluminum metal layer has been modeled. The loss in aluminum is almost 10 times larger
than gold ((n , k )= (6.43, 39.8)) at 4 μm. Shown in Figure 16.35 is the transmission
response of the single slot on the thick CaF 2 layer. Plotted is the TE transmitted field for
TE incident polarization at normal incidence—the cross-polarized field is negligible. The
transmitted, reflected, and ohmic loss values are shown for the aluminum screen. Also
shown is a model of a perfect (lossless) metal screen. It is noted that the effect of loss
is to decrease the transmission, shift the center wavelength, and broaden the bandwidth
of the passband. The percentage of power is also shown, and it peaks at resonance as
would be expected since the induced currents are strongest at these wavelengths.
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CHAPTER 17

MEMS Integrated and Micromachined
Antenna Elements, Arrays, and Feeding
Networks

BO PAN, JOHN PAPAPOLYMEROU, and MANOS M. TENTZERIS

17.1 INTRODUCTION

With the ever increasing demand for intelligent, high performance, low cost, and low
power-consumption wireless communication systems, the need for integrating multifunc-
tional modules (digital, RF, optical, etc.) on a single chip or into a single package becomes
more pronounced.

Microelectromechanical systems (MEMSs) and the application of this technology to
radiofrequency (RF) systems enable the production of tunable components with low
power consumption, high linearity, and high performance. The tunable characteristics of
RF-MEMSs can easily be exploited in their integration with antennas, providing numer-
ous advantages such as reconfigurability in the polarization, frequency, and radiation
pattern. Furthermore, the monolithic fabrication of the antenna together with these tun-
able components reduces drastically the power losses and parasitic effects compared to
the integration of discrete components.

Currently, RF-MEMS switches have shown immense commercial and defense poten-
tial as a key component for intelligent wireless front-end integration. MEMS switches
were first reported in the early 1990s [1]. MEMS devices quickly surpassed the RF perfor-
mance of their solid-state equivalents. Even early MEMS switches had an insertion loss
of 0.15 dB at 20 GHz, compared to an on-state insertion loss of approximately 1 dB for
a typical GaAs-FET or PIN-diode switch at the same frequency. Today, MEMS switches,
in particular, can be purchased with insertion losses as low as 0.1 dB up to 50 GHz with
the potential for operating more than 100 billion cycles and handling multiwatt power
levels, enabling the development of numerous types of reconfigurable antennas using this
state-of-the-art technology [2].

Meanwhile, micromachining technology also has demonstrated a great potential
for the successful implementation of intelligent, high performance, low cost, and low
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power-consumption wireless communication systems. Compact circuit designs are
typically achieved in high index materials, which is in direct contrast to the low index
substrates imposed by antenna performance requirements. The ideal solution requires
the capability to integrate the planar antenna on electrically thick low index regions
while the circuitry remains on the high index regions in the same substrate. In the
past, this requirement was satisfied by selecting the substrate that offers optimum
component performance; unfortunately, this has led to hybrid integration schemes
and high development costs. As the frequency increases, however, this approach
becomes increasingly difficult and costs are prohibitively high. To solve this problem,
micromachining technology has been investigated and found to significantly help build
high performance planar and three-dimensional antennas using modern semiconductor
compatible technology to meet the integration requirement for antennas and other
function modules.

This chapter reviews the latest advances in RF-MEMS integrated antennas, as well as
various micromachining technologies used in high performance antenna design.

17.2 RF-MEMS SWITCHES AND MICROMACHINING TECHNOLOGIES

17.2.1 RF-MEMS Switches

RF-MEMS switches’ functions are similar to traditional PIN and FET switches. The
operating mechanism is different, however. MEMS switches are based on a technol-
ogy that has made use of advantages of both solid-state and electromechanical systems
and has overcome most of their disadvantages. MEMS switches are electromechanical
components, while their fabrication is based on standard solid-state technologies. The
electrostatic actuation mechanism seems to be the most common method for MEMS
switches because of its low power consumption [3].

Currently, two types of MEMS switches have gained popularity: the cantilever switch
and the air-bridge switch [4].

The cantilever structure consists of a thin metal strip fixed at one end, while being
suspended over the transmission line with a gap of a few micrometers. The cantilever
is connected in series with the transmission line as shown in Figure 17.1 [4]. Between
the transmission line and the fixed end of the cantilever, there is an electrode for direct
current (dc) biasing. The actuation voltage will pull down the membrane to close the gap
and make a conducting path (Figure 17.2).

In the air-bridge type configuration, shown in Figure 17.3 [4], a thin metal membrane
is suspended over the free space in the middle with the two ends anchored. This type
of MEMS switch is usually configured in shunt to hang over the signal path in coplanar
waveguide transmission lines. When an actuation voltage is applied to the control elec-
trode, the electrostatic force causes the membrane to deform and be pulled downward. A
dielectric layer is deposited on top of the center transmission line to prevent dc contact.
In radiofrequencies, when the membrane is pulled down and touches the dielectric layer,
a RF short-circuit condition can be achieved (Figure 17.4). Otherwise, the suspended
membrane will not affect the signal transmission and will act as an RF open-circuit
condition [3, 4].

RF-MEMS switches have experienced significant growth since they were first reported
in the 1990s. The comparison with traditional electronic switches in Table 17.1 demon-
strates the great advantages MEMS switches have offered.
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Figure 17.1 Cross section of cantilever RF-MEMS switches and SEM picture of such MEMS
switch at up state. (From Ref. 4.)
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Figure 17.2 Cross section of cantilever RF-MEMS switches operating at up state and down state.
(From Ref. 4.)
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Figure 17.3 Illustration of an air-bridge RF-MEMS switches and SEM picture of an air-bridge
MEMS switch. (From Ref. 4.)
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Figure 17.4 Cross section of air-bridge RF-MEMS switches operating at up/down state. (From
Ref. 4.)
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TABLE 17.1 Performance Comparison of FET, PIN Diode, and RF-MEMS Switches

Parameter RF-MEMS PIN FET

Voltage (V) 20–80 3–5 3–5
Power consumption (mW) 0 3–20 0
Switching time 1–300 μs 1–100 ns 1–100 ns
Cutoff frequency (THz) 20–80 1–4 0.5–2
Loss (1–100 GHz) (dB) 0.05–2 0.3–1.2 0.4–2.5
Isolation (10–40 GHz) Very high Medium Low
Isolation (60–100 GHz) High Medium None

Source: From Ref. 1.

17.2.2 Micromachining Technologies

Silicon micromachining has been a key factor in the vast progress of MEMSs. Sili-
con micromachining is comprised of two technologies: bulk micromachining , in which
structures are etched into silicon substrate, and surface micromachining , in which the
micromechanical layers are formed from layers and films deposited on the surface [3].

Bulk micromachining allows for the selective removal of silicon from the substrate to
form membranes on one side of a wafer, a variety of trenches, holes, or other structures
[3] (Figure 17.5). The bulk micromachining technique can be divided into wet etching
and dry etching. Both of them are used to realize micromechanical structures within the
bulk of a single-crystal silicon wafer by selectively removing wafer material.

On the other hand, surface micromachining builds structures on the surface of the sili-
con by depositing thin films of “sacrificial layers” and “structural layers” and by removing
eventually the sacrificial layers to release the mechanical structures (Figure 17.6). The
prime advantage of surface-micromachined structures is their easy integration with inte-
grated components on the same wafer.

Isotropic wet etching

Anisotropic wet etching

(100) Surface orientation Dielectric
layer

Masking
film

(111)

(a) (b)

(c)

(111)
(100) Surface orientation

54.74''
Silicon

Silicon

Figure 17.5 Bulk silicon micromachining: (a) isotropic wet etching, (b) anisotropic wet etching,
and (c) dielectric membrane released by back-sidebulk etching. (From Ref. 5.)
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Figure 17.6 Processing steps of typical surface micromachining for a MEMS switch. (From
Ref. 4.)

MEMS switches as well as micromachining technologies have been used in various
applications. The remaining sections in this chapter introduce recent advances in the
following areas:

• Antenna reconfigurability
• Mechanically movable antennas
• Phase shifters in antenna feed networks
• Antenna micromachining

17.3 RECONFIGURABLE ANTENNAS USING RF-MEMS SWITCHES

In general, reconfigurable antennas also include phased array antennas since they pro-
vide radiation pattern reconfigurability. A RF-MEMS switch-based phased array shows a
drastic dc power reduction due to the use of ultralow power-consumption phase shifters.
Compared with the designs using GaAs-FET switches or PIN diodes, the average loss of
state-of-the-art 3-bit MEMS phase shifters can feature a 3–4-dB improvement [1]. In this
section, we focus on a variety of designs of simple antennas with RF-MEMS switches
capable of frequency/pattern/polarization reconfigurability, rather than phase shifters [6].
Phase shifters with MEMS switches are discussed in the next section.

17.3.1 Frequency Reconfigurable MEMS Antennas

The simplest way to control the resonant frequency of a microwave antenna is to
change the length of the radiating wire/slot/patch using RF-MEMS switches. Three
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examples are provided here, including a frequency reconfigurable half-wavelength dipole,
a half-wavelength slot antenna, and a microstrip patch antenna. MEMS switches are
placed symmetrically on the radiating arm of the strip dipole and slot to change the
lengths of the arms with the MEMS switches turned “on” or “off.” For the microstrip
patch antenna, they are used to connect/disconnect floating patches to increase/decrease
the patch length.

Figure 17.7 gives several designs for frequency reconfiguration [1]. Real designs are
more complicated after including the required dc biasing for the switch.

Similar to other active switches, actuation voltages are applied via dc bias lines [11].
However, in order to prevent RF leakage into the dc path, careful attention needs to be
given to dc bias lines themselves. Usually, the high resistivity line is used for dc biasing
to prevent the radiation from the biasing directly. The following examples are included
to provide more details for these design concepts with experimental verifications.

17.3.1.1 Frequency Reconfigurable Dipole Antenna Using a similar idea to
that plotted in Figure 17.7, four cantilever switches were placed on each arm of the
half-wave dipole antenna [1] and thus five resonating frequencies were observed when
the switches were turned on successively [8]. This reconfigurable antenna can cover the
whole X-band from 8 to 12 GHz. Four switches in total are connected in each arm
to provide the whole shift of the bandwidth from 12 to 8 GHz (25%). When the first
switch is turned “on,” while the others are kept at their initial “off” state, the antenna
resonates at a frequency 900 MHz lower than its previous state. The geometry is shown
in Figure 17.8. (See also Figure 17.9.)

17.3.1.2 Frequency Reconfigurable Microstrip Patch Antennas For a
microstrip antenna [1], using the cantilever MEMS switches to connect the patch
radiating edge with adjacent floating strips can increase the length of the microstrip
patch. Microstrip antennas with integrated RF-MEMS switches [9] designed in this
way can operate at dual frequencies. Figure 17.10 shows such an antenna with circular
polarization. The switches are incorporated into the diagonally fed square patch for
controlling the operating frequency, and a rectangular stub attached to the edge of the
patch acts as the perturbation to produce the circular polarization at 6.69 and 7.06 GHz.

0.65 mm

L

L

(a)

(b) (c)

S1

S2

Figure 17.7 (a) Frequency reconfigurable half-wavelength dipole, (b) half-wavelength slot
antenna, and (c) MEMS tunable microstrip patch antenna. (From Ref. 1.)
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Figure 17.8 Topside view of the reconfigurable planar dipole antenna design. (From Ref. 8.)

Figure 17.9 Return losses when the MEMS switches are successively activated. (From Ref. 8.)

17.3.1.3 Frequency Reconfigurable Slot Antenna Reconfigurable slot antennas
(RSAs) can also be implemented with RF-MEMS switches [10]. This can nest an inner
slot ring with an outer one. As shown in Figure 17.11, when the MEMS switch S1
is not activated (i.e., the microstrip segments are disconnected), the outer slot radiates
(f1ow = 2.4-GHz operation); when S1 and two other MEMS switches, S2 and S3 (double
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Figure 17.10 Circularly polarized MEMS frequency reconfigurable patch antenna and measured
performances. (From Ref. 9.)
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Figure 17.11 Photographs of the MEMS reconfigurable slot ring antennas. (From Ref. 10.)
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arm switch; see the inset of Figure 17.11b) spanning the outer slot, are all activated, the
outer slot is shorted to the RF ground and the inner slot is fed since the backside microstrip
segments are connected; the inner slot ring radiates (fhigh = 5.3-GHz operation). This
antenna finds application in WLAN for different standards.

17.3.1.4 Frequency Reconfigurable Fractal Antennas Frequency reconfigura-
bility can also be designed using fractal antennas. The fractal antenna has the important
property that radiation patterns remain almost constant due to the self-similarity of the
antenna. Two design examples are given here. In the first example [11], ohmic con-
tact cantilever RF-MEMS switches are integrated with self-similar planar antennas to
provide a reconfigurable fractal antenna system that radiates with similar patterns over
a wide range of frequencies (Figure 17.12). High resistivity dc biasing lines are used
for this design. The antenna’s simulated and measured reflection losses are shown in
Figures 17.13 and 17.14. When the dc probes come down and touch the biasing pads, but

Figure 17.12 A second-order Sierpinski fractal triangular patch antenna with MEMS switches.
(From Ref. 11.)
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Figure 17.13 Simulated and measured return loss when MEMS switches are off and only one
triangular patch closest to the feeding point radiates. (From Ref. 11.)
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Figure 17.14 Simulated and measured return loss when MEMS switches are on and all four
triangular patches radiate. (From Ref. 11.)

no voltage is applied to them, the antenna resonates at 15 GHz, with a bandwidth from
12.75 up to 17.5 GHz. When all switches are in the “on” state, the antenna resonates at
two frequencies, very close to the simulated ones. The first occurs at 9.2 GHz, with a
bandwidth of 1.6 GHz, and the second at 25.2 GHz, with a bandwidth from 24.3 up to
28.2 GHz. The second resonance is harmonic. In contrast to the next example that has
no need for dc biasing lines, MEMS switches in this example have identical electrical
and mechanical characteristics. Separate biasing lines are included for different switches.
The switches are controlled independently.

When the order of the fractal antenna goes higher, more switches are needed. This will
introduce a tremendous interference from dc biasing lines. The solution is to use multiple
switches with different actuation voltages [7]. This can add another level of reconfig-
urability to fractal antenna design. This type of MEMS switch was used to sequentially
activate and deactivate parts of a multiband antenna between 2.4 and 18 GHz while main-
taining its radiation characteristics. Figure 17.15 shows four different cantilever switch
geometries. The stationary posts are shown in black. The dotted areas show the electro-
static regions. With the different membrane geometries, the switches can be actuated from
lowest actuation voltage (lowest spring constant) to the highest actuation voltage (highest
spring constant). Table 17.2 shows the designed and measured pull-down voltages for
the four geometries.

Since different MEMS switches use sequentially increased actuation voltages, all of
the switches can share a common dc feed. This technique eventually provides reconfigura-
bility without the need for dc bias lines (See Figures 17.16–17.18.) This is advantageous
since dc bias lines take up space, add loss, and can reduce the bandwidth of a device. Four
resonances can be observed from the measurement to be 2.4 GHz, 5.7 GHz, 9.4 GHz,
and 18 GHz, respectively, for different applications. Radiation patterns remain almost
constant for all four frequencies.

Other configurations can also function similarly [12]. Figure 17.19 shows a reconfig-
urable maze antenna based on fractal loop structures, where switching devices are used
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Figure 17.15 Four different cantilever switch geometries (top view) with different activation
voltages (from the lowest to the highest). (From Ref. 7.)

TABLE 17.2 Calculated and Measured Pull-Down Voltages

Switch Calculated Voltage Measured Voltage Difference Percent Error

1 17.45 V 18 V 0.55 V 3.15%
2 26.19 V 28 V 1.81 V 6.91%
3 36.54 V 38 V 1.46 V 4.00%
4 39.21 V 42 V 2.79 V 7.12%

Source: From Ref. 7.

to alter the interconnectivity of the loop to build the different lengths of the resonance.
Four different frequency bands (GSM/WCDMA/WLAN 802.11 a, b, g) are separately
covered while their radiation patterns and input impedances remain almost the same.

17.3.2 Radiation Pattern Reconfigurable Antennas

To provide spatial diversity for applications in multiple-input multiple-output (MIMO)
systems, radiation pattern reconfigurable antennas using MEMS switches have attracted
lots of attention. Designs of this type of antenna usually fall into three categories. The
first design connects several directional antennas together, with each one pointing in a
different direction. When a certain feeding path is activated by MEMS switches, the
radiation beam is pointed to a specified direction. The second design activates parasitic
radiators using MEMS switches to make different combinations of the radiators to point
the radiation beam at different angles. The third design plays with the different operation
modes for a single antenna. Several antennas intrinsically can be operated for different
radiation modes when the physical dimensions change. Several design examples are
provided next to demonstrate these three ideas.

17.3.2.1 Activating Different Feeding Paths Using MEMS Switches For this
type of reconfigurable antenna, MEMS switches feed one antenna at a time. As shown
in Figure 17.20 [13], two coplaner waveguide (CPW)-fed slot antennas are activated by
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Figure 17.16 A fourth-order Sierpinski fractal triangular patch antenna with MEMS switches
without using dc biasing lines. (From Ref. 7.)
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Figure 17.17 Sequentially switching between different operating states for the fourth-order Sier-
pinski fractal patch antenna with MEMS switches without using dc biasing lines. (From Ref. 7.)
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Figure 17.18 Measured return loss for the fourth-order Sierpinski fractal triangular patch antenna
with MEMS switches without using dc biasing lines. (From Ref. 7.)
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Figure 17.19 Maze antenna configurations at (a) 2.4 GHz, (b) 2.0 GHz, (c) 1.8 GHz, and (d)
5.2 GHz. (From Ref. 12.)
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Figure 17.20 (a) Photograph of the monolithic RF-MEMS switched diversity antenna. (b) Mea-
sured return loss and mutual coupling for the RF-MEMS switched diversity antenna. (From
Ref. 13.)

MEMS switches on the feeding line separately. The left antenna A2 is controlled by the
MEMS switch S2 and the right antenna A2 is controlled by S1. The input impedance
matching remains unchanged when the different radiating paths are in use because of the
symmetry. It is important to maintain low mutual coupling between different radiating
elements; thus when one feeding path is activated, the isolation to the other feeding
paths should be high. As can be seen in Figure 17.21, the radiation pattern changed
dramatically.

This design can be extended to include more radiating elements if the individual
antenna has a narrower beamwidth. A design example using three CPW-fed cactus slot
antennas is also shown here. A more complicated switching network needs to be designed,
as shown in Figure 17.22 [14]. (See also Figure 17.23.)

17.3.2.2 Different Parasitic Radiator Combinations Using MEMS Switches
In the previous design, although the unused antenna is not fed when the MEMS switch on
its feeding path is at the “off” position, it can still disturb the radiation pattern, resulting
from the electromagnetic wave coupling. This generates the relatively high sidelobes and
the radiation pattern is not completely reconfigured to the desired direction.
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Figure 17.21 Measured copolarization radiation patterns of the RF-MEMS switched diversity
antenna at 6.15 GHz. (a) In elevation planes, φ = 45◦ and φ = 135◦ planes. (b) In azimuth plane
(xy-plane). (From Ref. 13.)

(a) (b)

Figure 17.22 (a) Photograph of the radiation pattern antenna integrated with RF-MEMS switches
for selection combining. S1, S2, and S3 are RF-MEMS switches. A1, A2, and A3 are cactus
antennas. (b) Detailed schematic of the feeding structure. (From Ref. 14.)

A design to overcome this limitation is to completely shut down the parasitic radia-
tion from these unwanted antennas by changing their physical geometries using MEMS
switches, not just the feeding lines for them. One design example is in Figure 17.24 [15].
Slot 1 is fed directly by a microstrip line. Slot 2 and slot 3 are parasitic antennas and
act as directors in this three-antenna array. These two slots are loaded by CPW stubs
connected in the middle of each slot. The lengths of these CPW stubs can be reconfig-
ured using MEMS switches spanning these stubs. By changing the states of the MEMS
switches on two parasitic slots, only one slot radiates at a time; the other one does not
radiate at all. Furthermore, shielding the bias line allows a neat radiation pattern. The two
bias lines are covered by a thin adhesive dielectric layer and adhesive copper (not shown
in Figure 17.24), to shield these slots at radiofrequencies and avoid any degradation of
the radiation pattern. Experimental results show good agreement with simulations with
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Figure 17.23 (a) Measured return loss of individual selected antenna.
(b) Measured copolar radiation patterns at 5 GHz of each antenna element in the xy-plane
when the three switches are sequentially activated. (From Ref. 14.)
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Figure 17.24 (a) Schematic of radiation pattern configurable antenna with parasitic slots, (b) pho-
tography of the prototype, and (c, d) simulated (solid) and measured (dashed) radiation patterns at
5.6 GHz for (c) on–off and (d) off–on states. (From Ref. 15.)
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two switched beams at ±25◦. Compared with the results in the previous section, a very
clear radiation pattern can be observed.

17.3.2.3 Multimode Radiators with MEMS Switches The third design uses a
multimode antenna whose physical geometry can be reconfigured by MEMS switches
to operate at different modes. Different radiation patterns are associated with different
modes. A spiral antenna is a typical multimode radiator. It can generate either broadside
or endfire radiation [16].

The antenna is a single-turn square microstrip spiral, shown in Figure 17.25 [16].
The total linear dimension of the antenna is 81 mm, and it is fabricated on Duroid 5880
substrate with εr = 2.2 and h = 3.175 mm. To excite this resonant antenna, a vertical
SMA probe is connected to the interior end of the spiral. The outer end of the spiral is
shorted to ground with a via. In the endfire configuration (θ = 90◦, φ = 0◦ with respect to
the z-axis), switch 1 is closed and switch 2 is open, creating the single-turn square spiral
geometry. For the broadside configuration (θ = 0◦ with respect to the z-axis), switch 1
is open and switch 2 is closed. In this design, commercially available packaged MEMS
switches are used [17]. The switches are glued to the substrate using epoxy and then
wire-bonded to the microstrip lines of the antenna.

Figures 17.26–17.28 present voltage standing wave ratio (VSWR) and radiation pat-
terns for the two primary elevation cut-planes (φ = 0◦ and φ = 90◦) in both pattern
configurations (broadside and endfire). The resonating frequencies for both configurations
remain almost unchanged.

Similar results were reported with on-wafer integrated MEMS switches and interested
readers can refer to Ref. 18. to find more details.

17.3.3 Polarization Reconfigurable Antennas

MEMS switches can also be used to change antenna radiation polarization. An extruding
metal piece from the edge or cuts into the patch can change the radiation polarization

x, y

z

Via to Ground
Substrate

Switch # 2

Switch # 1

SMA
Probe
Feed

In-Line
Open/Short
Circuit

y

x

Figure 17.25 Pattern reconfigurable antenna geometry including switch locations. (From Ref. 16.)
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Figure 17.26 Measured and simulated VSWR of both antenna configurations. The overall shared
2:1 VSWR (impedance) bandwidth is 80.0 MHz. (From Ref. 16.)
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Figure 17.27 Measured broadside configuration radiation patterns for the two primary elevation
cut-planes φ = 0◦ (left) and φ = 90◦ (right) using Radant RF-MEMS switches 17. (From Ref. 16.)

of a microstrip antenna. MEMS switches are used to control the connectivity of these
mode-perturbing pieces or slots.

A nearly square patch antenna with MEMS switches is shown in Figure 17.29 [19]. The
switch consists of an air bridge suspended over a metal stub. The overpass is supported at
both ends by metalized vias, which are electrically connected to the nearly square patch
antenna. The metal overpass is actuated by an electrostatic force of attraction set up by
a voltage applied between the overpass and the metal stub. A dielectric film deposited
over the metal stub prevents friction when the surfaces come in contact. The nearly
square patch antenna with notches illustrated in Figure 17.29 is designed to support two
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Figure 17.28 Measured endfire configuration radiation patterns for the two primary elevation
cut-planes φ = 0◦ (left) and φ = 90◦ (right) using Radant RF-MEMS switches 17. (From Ref. 16.)
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Figure 17.29 Polarization reconfigurable patch antenna element with integrated MEMS switches.
Inset shows details of the MEMS switched integrated perturbation piece. (Adapted from Ref. 19.)

degenerate orthogonal modes when excited. When the MEMS actuator is in the “off”
state, the perturbation of the modes is negligible and hence the patch radiates a circularly
polarized (CP) wave. When an electrostatic force resulting from the application of a bias
pulls down the overpass, the MEMS actuator is in the “on” state. This action perturbs
the phase relation between the two modes, causing the patch to radiate dual linearly
polarized (LP) waves. In measurement, the patch is well matched to the 50-ohm feed
line and resonates at a frequency of 26.7 GHz. The measured radiation patterns along the
two orthogonal planes are shown in Figure 17.30. The measured axial ratio at boresight
is about 2.0 dB. In the “on” state the patch is also well matched to the 50-ohm feed
line and resonates at a frequency of 26.625 GHz. In the “on” state, the patch radiates
dual linearly polarized waves. The measured E- and H -plane radiation patterns for the
vertical polarization are shown in Figure 17.30. Similar radiation patterns are observed
for the horizontal polarization.
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Figure 17.30 (a) Measured circular polarized radiation patterns. (b) Measured linearly polarized
radiation patterns for vertical polarization. (From Ref. 19.)

Spiral antennas can also be used for polarization reconfiguration. A spiral antenna can
alter radiation between right-hand circular polarization (RHCP) and left-hand circular
polarization (LHCP), depending on spiral winding directions. The following example
introduces a multipixel design for polarization reconfigurable antennas [20]. A metal
patch matrix (pixels) is patterned and the connection between the adjacent pixels is
controlled by MEMS switches. Each pixel can be connected with four adjacent pixels.
By connecting different paths with MEMS switches, the pixel matrix can be configured to
either a clockwise or counterclockwise spiral antenna and thus radiates RHCP or LHCP
waves. Biasing voltages are configured as in Figure 17.31a, b to get the equivalent spiral
winding directions shown in Figure 17.31c, d.
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Figure 17.31 Top view schematics (c, d) of an MRA spiral corresponding to each reconfigurable
mode of operation: (a) left-hand circular polarization and (b) right-hand circular polarization. (From
Ref. 20.)
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17.4 MECHANICALLY MOVABLE ANTENNAS

Besides electrically steering the antenna radiation beam, the possibility of steering the
antenna radiation beam in millimeter wave applications using an electrostatic force has
also been exploited. The section briefly reviews three examples based on this design
concept.

17.4.1 Microelectromechanical Reconfigurable Vee Antenna Capable
of Beam Scans

In the first example, MEMS actuators are used to adjust the angles of two arms of a Vee
antenna operative at 17.5 GHz (Figure 17.32). When both arms are rotated together in one
direction, the beam is scanned. A prototype antenna has been built and the experimental
results proved the concept [21].

17.4.2 Two-Dimensional (2D) Mechanical Steering Patch Antenna Array
for V-Band Applications [22]

The second example is a mechanical beam-steering antenna with two degrees of freedom
of motion working at the V-band, centered at 60 GHz. Figure 17.33a shows the schematic
view of the proposed antenna. High resistivity silicon is used as an actuating plate on top
of which microstrip patch antennas are patterned. The actuating plate is located at the
center of the whole structure and rotates around the two torsional hinge pairs. Magnetic
actuation is used as the driving mechanism instead of electrostatic actuation. In the latter
case, a very small gap between the electrodes is required to generate a large electrostatic
force for a reduced driving voltage. However, the small gap limits the maximum rotating
angle. In this work, magnetic material is formed on the backside of the structure for the
actuation. Magnetic materials are placed on the edges of both the center plate and outer
frame to independently control the motion in both directions.

Figure 17.33b shows the measured radiation patterns when the antenna structure is
rotated by magnetic force to −25◦, 0◦, and 10◦, respectively. The asymmetric radiation
patterns after rotating are caused by reasons such as interference of the patterns with
the surrounding frame structure and parasitic reflection from the measurement apparatus
mounted on the backside of the sample (e.g., the big chunk of driving coils).

movable arms

pull/push
beam

CPS line
biasMEMS actuators

beam direction

Figure 17.32 Micromachined Vee antenna for beam shaping and beam steering. (From Ref. 21.)
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Figure 17.33 (a) Architecture of 2D beam-steering array. (b) Simulated and measured radiation
patterns that were steered between −25◦ and +10◦. (From Ref. 22.)

17.4.3 Deployable Microstrip Patch Antenna by MEMS Actuator

The third example is a mechanical movable antenna for frequency reconfigurable applica-
tions [23], as shown in Figure 17.34. This MEMS antenna consists of a fixed microstrip
patch antenna and a wrapped metallization on the edges. Wrapped metal is deployed
back to the substrate surface after applying voltage between the conductive substrate and
the patch. The patch area extends after the wrapped metal is pulled down. The antenna
operates at 23.8 GHz unbiased, and 12.4 GHz with 150 volts applied.
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Figure 17.34 (a) Photograph of a foldable microstrip patch antenna with wrapped metal on the
edges. (b) Geometries and dimensions of the patch before and after unfolding metal strips. (From
Ref. 23.)

17.5 MEMS PHASE SHIFTERS IN ANTENNA FEED NETWORKS

Developing low loss and low cost phase shifters is essential to implementation of phased
array antennas for beam-steering applications [24]. In phased array antennas, each radi-
ating element is connected with a feeding line with a certain electrical length to get
the required phase delay. If the combined radiation beam needs to be pointed in another
direction, the phase delay provided by each feeding line ought to be changed accordingly.
Since physical lengths of feeding lines are fixed, one way to realize the required dynamic
phase change without physically rotating the array is by replacing fixed feeding lines with
electrically tunable transmission lines—phase shifters, which can provide several phase
states or continuous variation of phase delays controlled by the dc biasing.

As mentioned previously, MEMS switches are low loss control components. By replac-
ing PIN diodes or FET switches with MEMS switches, the power consumption of phase
shifters can be greatly reduced and this will lead to a simpler and lower cost system due
to the smaller number of transmitters/receivers (T/R) to drive the antenna element [25].

There exist several different types of MEMS phase shifters, including the switched-line
phase shifter , the distributed phase shifter , and the reflect-line phase shifter . The first
two types are the dominant current designs and more details on them are given in this
section.

Integrated MEMS phase shifters with superior performances have been reported
for X-band, Ka-band, V-band, and W-band applications. Various substrates have
been explored for MEMS phase shifter integration, including silicon, GaAs, quartz,
and laminated organic substrate such as liquid crystal polymer (LCP) [2, 25–30].
Switched-line MEMS phase shifters have been demonstrated with a measured on-wafer
loss of approximately 0.3 dB/bit at 10 GHz and 0.7 dB/bit at 35 GHz [25, 26]. A
distributed MEMS phase shifter was first developed by Barker and Rebeiz [27]. Its
performance is competitive and even better than the switched-line approach at 40 GHz
and above. Measured results indicate a loss of 0.6 dB/bit at 14 GHz, 0.7 dB/bit at
38 GHz, 0.7 dB/bit at 65 GHz, and 0.9 dB/bit of loss at 75–110 GHz [28–30]. The data
indicate that MEMS-based phase shifters are undoubtedly suitable for high performance
phased array antenna applications.
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17.5.1 Switched-Line MEMS Phase Shifters

The earlier MEMS phase shifter designs use MEMS switches to choose between various
signal paths with different physical lengths. MEMS switches are ideal for switched-line
topologies because of the excellent isolation they can provide. Figure 17.35 plots the basic
circuit for switched-line architecture. Two different paths with a phase delay difference
of �φ are chosen by MEMS switches on the paths.

The phase shifter in Figure 17.35 has only two different phase delay states, so the
phased array can only be reconfigured to two directions. To use it in a large-scale array, it
should be cascaded to provide multiple phase delays for more beam angles. Figure 17.36
shows two examples of 4-bit cascaded switched-line MEMS phase shifters [31, 32]. In
Figure 17.36b, delay lines are curved to get better impedance matching.

Multibit operation can also be realized using a series-shunt configuration. This con-
figuration is claimed to have better performance such as low loss and compactness. This
performance level is achieved by using single-pole four-throw (SP4 T) MEMS switches
(Figure 17.37a), which reduces the number of switches on any signal path by half; for

Phased Path

MEMS
Switches

SP2T

1 2

Reference Path

Figure 17.35 Illustration of the basic concept of switched-line phase shifter with MEMS switches.

(a) (b)

Figure 17.36 (a) Rockwell Science 4-bit dc 40 GHz MEMS phase shifter [31]. (b) Raytheon
4-bit Ka-band MEMS phase shifter [32].
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Figure 17.37 (a) Circuit layout of a SP4T MEMS switch [25]. (b) A 2-bit phase shifter with
SP4T MEMS switches (From Ref. 25). (c) A series-shunt configuration for 4-bit phase shifter on
LCP substrate. (From Ref. 2).

the 2-bit with cascaded single-pole two-throw (SP2T) configurations, each path consists
of two delay lines and four switches (Figure 17.36). Two design examples using this
configuration are shown in Figure 17.37b, c.

Both series and shunt MEMS switches can be used on the phase delay path. For a series
configuration, turning on the MEMS switches on both ends of a line will choose that
delay path. The MEMS switches can be placed right after the power dividing junction,
as indicated in Figure 17.37c; when the switches are turned off, an open-circuit condition
will not affect the impedance matching at the junction. For a shunt configuration, turning
on the MEMS switches on the path will short the signal path with the ground, as indicated
in Figure 17.36b. (Note that radial stubs are used here. Since a quarter-wavelength radial
stub transforms an open-circuit condition on the edge to a short-circuit boundary condition
at the root of the stub, the MEMS switch is equivalently shorted to the ground when
pulled down.) When MEMS switches are placed a quarter-wavelength away from the
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junction, after the transformation, the impedance presented to the junction will still be
open circuit and this will improve the isolation between different paths.

However, switched-path type phase shifters are inherently digital ones and quickly
become cumbersome if a large number of phase states are desired. Devices such as
phased antenna arrays often require high resolution in phase control, which would lead
to a large and lossy digital phase shifter system. This leads to the invention of the
distributed phase shifter.

17.5.2 Distributed MEMS Phase Shifters

An alternative phase shifter design uses MEMS tunable capacitors to periodically load a
high impedance transmission line [3], thus allowing for phase velocity and, consequently,
phase shift to be continuously varied (Figure 17.38). Such a phase shifter design has been
well documented by Barker and Rebeiz [27, 33] and is referred to as a distributed MEMS
transmission line (DMTL).

Because the electrical length of a line is frequency dependent, the switched-line con-
figuration is usually good for narrowband application. In contrast, periodic loading is
intrinsically a broadband solution and has drawn more and more attention.

Tuning range before pull-in (the phenomenon in which a membrane cannot be restored
after overbiasing) is limited in traditional flat-bridge MEMS capacitor structures that were
widely used in distributed MEMS phase shifters. A flat bridge can only be deflected a
maximum of approximately 33% of its initial height when force is applied at the center
[34], resulting in a maximum 50% capacitance tuning range, or a tuning factor of 1.5:1.
This is because at equilibrium the force of the electrostatic attraction and the restoring
force generated from the deformed beam are equal in magnitude. Beyond this point, the
top membrane will be snapped onto the bottom and cannot be returned to the original
position after the biasing voltage is turned off [35].

Several modifications on MEMS switches used in the distributed phase shifter can
be made to increase the phase tuning range. These modifications focus on the MEMS

Transmission line sections

Zline, Vline Zline, Vline Zline, Vline

CMEMS CMEMS CMEMS

(a)

Reference plane

(b)

Distributed MEMS switches to load the line

CPW (G-S-G)

Figure 17.38 (a) Equivalent circuit of periodically loaded transmission line with shunt MEMS
switches. (From Ref. 3.) (b) Implementation of periodic loading for a CPW line.
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Figure 17.39 Cross section of two-level MEMS switch of increased tuning range for a distributed
phase shifter. (From Ref. 34).

switches’ architecture and do not increase the physical dimensions of the transmission
line. In Refs. 34 and 35, the two-level structure shown in Figure 17.39 was proposed.
The capacitance between the ground and the signal is mainly controlled by hc while the
maximum relative deflection is mainly controlled by he separately. Since he is larger than
hc, the relative tuning range of hc can be magnified before he reaches its mechanical
tuning critical point. The phase shifter’s performance employing MEMS switches is
usually described by the maximal phase shift relative to the insertion loss at a given
frequency—�φ/dB. This design leads to a �φ/dB ratio that is increased to 170◦/dB at
40 GHz.

Another modification approach is to use a slow-wave cell that has movable beams
for the CPW ground [36]. By introducing two ground movable beams, the signal can be
routed to operate in a slow-wave mode. The operating mechanism and equivalent circuit
models are shown in Figure 17.40. Good impedance matching as well as an increased
�φ/dB value can be achieved at the same time. The measured �φ/dB at 12, 50, and
110 GHz are 429◦/dB, 358◦/dB, and 150◦/dB, respectively.

17.5.3 Other Types of MEMS Phase Shifters

The reflect-line phase shifter shown in Figure 17.41a [37] can also be implemented with
MEMS switches. In a reflect-line phase shifter, signals travel first out of, then back into,
a hybrid coupler. So only �φ/2 electrical length is required for a transmission line to
get a �φ phase delay at the output port. Ideally, this leads to a miniaturized design.
However, this type of phase shifter needs an integrated hybrid coupler, which usually
occupies additional space and introduces a major source of loss into the module. To solve
this problem, couplers can also be fabricated using micromachining technologies [38].
A fully micromachined reflect-line phase shifter is plotted in Figure 17.41b. The hybrid
coupler is based on an overlap coplanar waveguide design.

17.6 MICROMACHINING TO IMPROVE ANTENNA PERFORMANCE

In high frequency applications, the challenge of integrating a low cost planar microstrip
antenna with other components is to choose the optimum dielectric constant for the
substrate [3]. From the circuit’s point of view it is always preferred to use materials with
high values of dielectric constant. This reduces the overall size, as well as helping to
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Figure 17.40 (a) Normal mode: ground beams actuated and shunt beam spanning over the signal
not actuated; ground current takes a shorter path. (b) Slow-wave mode: ground beams not actuated
and shunt beam spanning over the signal line actuated; ground current takes a longer path around
the slot. (From Ref. 36).

reduce losses such as those from radiation. On the contrary, if an antenna were to be
integrated into a system, one may have to cope with pattern distortion caused by surface
waves in electrically thick high-εr substrates. One possibility is to use two different
substrates—one for circuits and another for antennas. In general, monolithic substrates
are pursued to minimize overall cost. Micromachining offers an alternative scheme that
satisfies the demands of the antenna and circuit perspectives, using the same substrate.
Micromachining technology is ideal for solving this problem. This involves partially
removing the substrate underneath the microstrip antenna, or even completely elevating
the microstrip antenna into the air by thick-film surface micromachining technology.

As the antenna size becomes smaller in millimeter wave applications, it becomes pos-
sible to integrate three-dimensional high performance antennas onto the wafer using mod-
ern semiconductor-compatible processes. Horn antennas, vertical monopoles, Yagi–Uda
antennas, and helix antennas can be integrated onto the wafer using advanced microma-
chining technologies such as thick-film surface micromachining and stereolithography
[39]. These technologies provide advantages such as high manufacturing precision, com-
patibility with modern semiconductor technology, and monolithic integration. This section
introduces advances in this direction.
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Figure 17.41 (a) Structure layout of a reflect-line phase shifter [37]. (b) Schematic view of the
2-bit reflection-type phase shifter with air-gap overlay CPW coupler and series MEMS switches.
(From Ref. 38).

17.6.1 Antennas Fabricated by Si Micromachining

17.6.1.1 Micromachined Patch Antennas The first attempt used a substrate with
closely drilled holes [40]. The presence of these air-filled holes primarily reduces the
effective dielectric constant of the medium surrounding the antenna. A simpler way to
lower the substrate dielectric constant was introduced by Papapolymerou et al. [41].
Shown in Figure 17.42, the silicon substrate underneath the patch antenna is partially
removed by wet etching. This reduces the effective dielectric constant of the substrate
and results in significant improvements in the antenna bandwidth as well as radiation
efficiency. The antenna bandwidth is improved by over 60%, compared with conventional
substrate (Figure 17.43). The cavity below the patch is designed to have a resonant
frequency close to that of the patch in an effort to improve the bandwidth.

A similar approach can also be used for other antenna designs. In Ref. 42, instead of
forming a cavity below the patch, trenches were formed just below the radiating edges so
that the conductor of the patch was overhanging to improve the antenna characteristics.
A 40% improvement in bandwidth and a marked improvement in radiation efficiency
are achieved for an antenna designed at 13.8 GHz by this approach. Extension of the
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Figure 17.43 Performance improvement of micromachined microstrip antenna compared with
one on a regular substrate. (From Ref. 41.)

approach to a microstrip antenna with a coplanar waveguide (CPW) feed for 94 GHz is
presented in Ref. 43.

17.6.1.2 Micromachined Horn Antennas Bulk micromachining technology can
be used to create horn antennas for high gain applications. Silicon can be wet or dry
etched to form the half-cut of a waveguide (cuts along the E-plane or H -plane) and
two identical metalized silicon cuts can be bonded together to create a single silicon
waveguide. Various micromachined silicon horn antennas have been studied [44–46].
Different cross-section shapes can be created by isotropic/anisotropic etching along dif-
ferent crystal planes of the silicon wafer. These horn antennas have achieved comparable
performance to their metallic counterparts. Usually, this type of antenna is operated at
very high frequencies, such as terahertz applications, due to the very limited thickness
of the silicon wafer. In order to use it at relatively lower frequency applications, such as
the W-band (75–110 GHz), several silicon wafers need to be etched through and bonded
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together to get the required height. Interested readers can find more information in the
literature.

17.6.2 Antenna Fabricated by Thick-Film Surface Micromachining

By using thick-film surface micromachining, it is possible to elevate the microstrip patch
antenna into the air. In Ref. 47, a Ka-band elevated patch antenna demonstrates a 10.5%
10-dB fractional bandwidth and 9.5-dBi directivity for an elevation of 600 μm, as shown
in Figure 17.44. Although the substrate used in this design has a relatively high dielectric
constant of 8.1, the measured radiation pattern still demonstrates a clear main beam in
the z-direction without a sidelobe (Figure 17.45). This eliminates the surface wave by
elevating the whole structure into the air.

Another design [48] utilizes via-hole electroplating with a thick-film sacrificial layer to
create 200-μm high supporting metal posts underneath the middle line of the patch where
the value of Ez is zero. A 60-GHz CPW-fed post-supported 2 × 1 patch antenna array
using this micromachining technology was also reported, as shown in Figure 17.46. The
fabricated antenna shows broadband characteristics such as 10-dB bandwidth of 4.3 GHz
from 58.7 to 64.5 GHz in the single patch antenna and 8.7 GHz from 56.3 to 65 GHz
in the 2 × 1 patch array. Micromachining techniques have provided the advantages
including an increased operating bandwidth and increased antenna gain.
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Figure 17.44 (a) Elevated Ka-band patch antenna using thick-film surface micromachining. (b)
Simulated and measured return loss of the elevated antenna. (From Ref. 47.)



17.7 DESIGN CONSIDERATIONS AND DEVELOPMENT FLOW 859

H-plane-Co-Sim

H-plane-Cro-Sim

H-plane-Co-Meas

H-plane-Cro-Meas

270

300

330

0

30

60

90

0

−60

−40

−20

Figure 17.45 Simulated and measured H -plane pattern for the elevated patch. (From Ref. 47.)

Figure 17.46 SEM picture of a V-band 2× 1 micromachined patch array. (From Ref. 48.)

17.6.2.1 W-Band Monopole and Yagi–Uda Array For high frequency applica-
tions, such as for the W-band, the operating wavelength is only several millimeters and
the physical dimension for a quarter-wavelength monopole is on the order of several
hundred micrometers. This is within processing limits of current micromachining tech-
nologies. Several simple wire antennas that are widely used in low frequency applications
can be fabricated on the wafers with the capability to be integrated with other planar
microwave components. Two such examples are shown in Figure 17.47 [49, 50]. These
two vertical integrated antennas provide superior performance because of the micro-
machining technology, including easy integration with planar components and improved
impedance bandwidth and radiation efficiency.

17.7 DESIGN CONSIDERATIONS AND DEVELOPMENT FLOW

This section covers the typical development procedure for MEMS-integrated reconfig-
urable antennas. Compared with other microwave circuit designs, additional attention
should be paid to the mechanical/electrical codesign and optimization of biasing schemes.
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(a) (b)

Figure 17.47 W-band coplanar-waveguide-fed vertical (a) monopole and (b) Yagi–Uda array.
(From Refs. 49 and 50.)

Preliminary electrical simulation using ideal open/short-circuit conditions

Figure 17.48 Development flow for MEMS-integrated modules.

Figure 17.48 illustrates a common development flow for MEMS-integrated modules.
Detailed considerations for each step are explained in the following paragraphs.

17.7.1 Design Idea Formulation and Preliminary Electrical Simulation
with the Assumption of Ideal Open/Short-Circuit Conditions

For reconfigurable antennas, MEMS switches are often used to change the length, area,
and connections of separate pieces to realize frequency, radiation pattern, and polarization
reconfigurations. Readers can form their own design ideas for specific applications. A
simple schematic or full-wave simulation should be performed first, using ideal circuit
conditions for MEMS switches (i.e., open circuit for “off” state and short-circuit for “on”
state).

17.7.2 Electrical/Mechanical Codesign of MEMS Switches

For electrical and mechanical codesign, designers should be familiar with first-order
equivalent circuit models for different types of MEMS switches. Reference 1 provides



17.7 DESIGN CONSIDERATIONS AND DEVELOPMENT FLOW 861

a good resource for MEMS modeling and also has a comprehensive library of MEMS
switches to start with. With knowledge of the equivalent circuit model, the designer
will have a general idea of how the physical architecture and dimensions affect MEMS
switches’ electrical performance. This can narrow the choices and give a more realistic
design. Membrane dimensions and beam structures need to be carefully designed and
evaluated. The designer should also know how the physical architecture and dimensions
affect the mechanical response. For example, the designer should know that the pull-down
voltage can be lowered by using low-spring-constant support beam structures; and that
adding holes on the beam can reduce the actuation voltage.

At this stage, real MEMS switch structures should be modeled and simulated with
full-wave electrical simulators and mechanical simulation tools. There are lots of powerful
tools available. For instance, Ansoft HFSS is a good tool for full-wave electrical simu-
lation and COMSOL FEMLAB is famous for mechanical modeling. Modifications are
made to satisfy requirements from both sides. The most important parameters that need
to be carefully chosen include membrane material, membrane thickness, and membrane
height and geometry.

17.7.3 Biasing Design

The goal of a good dc biasing design is to provide high isolation between the RF path
and dc path, as well as to minimize the parasitic radiation from dc biasing lines [2]. To
prevent RF leakage into the dc path, careful attention needs to be given to dc bias lines
themselves. This can be implemented in different ways [7]:

1. By using a quarter-wavelength transmission line connected to a quarter-
wavelength open-circuit radial stub. Following this approach, every MEMS
switch would require a different dc bias line, and for an antenna integrated with
a lot of switches, that would require many lengthy metal lines being added. This
would have a pronounced effect on the antenna performance. This solution is
not suitable for broadband applications.

2. Another option is to use high resistance lines to provide a wider bandwidth alter-
native. Aluminum-doped zinc oxide (AZO) is one such example used for biasing.
Thin films of this kind are generally deposited using combustion chemical vapor
deposition (CCVD), which uses very high temperatures. This is not a problem
for materials like silicon, but the temperatures used in CCVD surpass the melting
points for most organic substrates and thus these materials cannot be used.

The layout for DC biasing should be planned wisely to save the chip area, as well as
reduce the interference to the antenna.

17.7.4 Electrical Full-Wave Simulation

After inserting MEMS switches and dc biasing lines into the circuit, the ideal response
might be changed significantly. At this stage, full-wave electrical simulations and opti-
mizations need to be performed to make the necessary adjustments for the initial design.
Some ideas may not work and the designer may have to start over from basics.
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17.7.5 Hard-Wire Concept-Proofing

For those designs that have passed full-wave verifications, building a hard-wire concept-
proofing prototype cannot be skipped. It is very useful to further verify the design idea.
Some important factors may be neglected in simulations and will emerge at this stage.
Necessary modifications are made for final success.

17.7.6 Implementation Using MEMS Switches and Experiment Verification

At this stage, prototypes with MEMS are built and high quality fabrication yield control
is critical to get the desired measurement results.

17.8 SUMMARY

In this chapter, we briefly introduce the exciting advances in MEMS-integrated antennas
with reconfigurability, as well as several high performance millimeter antennas cre-
ated using modern micromachining technologies. There are lots of excellent designs
in this area. However, we can only select several examples to represent the current
state-of-the-art progress. Interested readers can find more MEMS or micromachined
antennas in the literature.

The most important benefit of introducing RF-MEMS into antenna design is to reduce
the power consumption of the switch itself. This will help create the power-efficient
wireless front-end for next-generation intelligent communication systems. We believe
RF-MEMS switches will be used in more and more antenna applications in the near
future when more advances are introduced in the MEMS area.
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CHAPTER 18

Feed Antennas

TREVOR S. BIRD

18.1 INTRODUCTION

A “feed antenna” is a means of supplying energy to (or receiving energy from) a “sec-
ondary antenna,” such as a reflector, lens, or beam waveguide, via a transmission line or
waveguide. Therefore a feed antenna is often referred to as a “primary feed.” Everyday
applications of antennas with feeds include satellite communications, radar, radio tele-
scopes, deep space probes, and terrestrial microwave and millimeter-wave radio links.
Some examples are shown in Figures 18.1 and 18.2. Depending on the application, sec-
ondary antennas can be designed to produce beams that are highly directional to minimize
the effects of interference and noise or can be shaped to cover a specific region or angular
segment. For example, shaped beams allow reuse of the frequency spectrum in another
region as in the case of satellite coverage on the Earth’s surface. In other applications,
such as broadcasting, secondary antennas and feeds can be used to produce beams tai-
lored to suit the demographics around the transmitter. The secondary antenna can be
used to illuminate another device such as in a beam waveguide system for a reflector or
a particle accelerator.

Feed antennas come in many different shapes and sizes, ranging from simple dipoles
and waveguides to horns, printed antennas such as microstrip patches, arrays, and
traveling-wave antennas. The choice of feed in any situation is often a complex decision
and depends on the type of application and secondary antenna. Factors to be considered
when selecting a feed antenna include the frequency of operation, bandwidth, polariza-
tion requirements, impedance properties, the transmission line connecting to the feed,
mechanical aspects such as the size, volume, and weight, available materials, and cost.

Secondary antennas are typically capable of extremely wide bandwidth performance
and are, in practice, severely restricted by the bandwidth limitations of the feed antenna
and its associated network, the feed system. Over the past few years, there have been
significant advances in improving the performance of feed systems, especially in regard
to wideband and multiband operation.

The most common type of secondary antenna is the parabolic reflector (Figure 18.2a).
This has a point focus and, when illuminated by a feed emitting a spherical wave,
it produces a narrow pencil beam. Dual reflectors (Figure 18.1b) are frequently used

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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Figure 18.1 Some applications of feed antennas: (a) 64-m radio telescope at Parkes, Australia;
(b) dual-shaped Cassegrain reflector Earth station; (c) three offset-fed reflector 4.5-m multibeam
Earth stations at SES-ASTRA, Luxembourg, give over 110◦ coverage of the geostationary satellite
arc; (d) 0.9-m spherical Luneburg lens; (e) shaped-beam satellite antenna; and (f) omnidirectional
reflector antenna.
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Figure 18.2 Examples of secondary antennas: (a) parabolic reflector, (b) spherical reflector,
(c) Two-dimensional lens, and (d) reflectarray.

in professional applications. The reduced blockage compared with a single reflector,
the fact that the electronics can be placed close to the feed without long cables, the
better noise performance, and the narrow angle of power radiated from the feed all give
much greater flexibility to the feed designer. Other secondary antennas are cylindrical or
spherical reflectors (Figure 18.2b), which require a line source feed to produce a pencil
beam, lenses (Figures 18.1d and 18.2c), and reflectarrays (Figure 18.2d). Reflectarrays
combine the techniques of reflectors and printed circuit antennas. A standard reflectarray
consists of an array of microstrip patches or dipoles printed on a thin dielectric substrate.
The elements of the printed array are suitably phased to convert a spherical wave from
a conventional feed into a plane wave. The advantage is that the antenna is planar, has
low volume, and is potentially lightweight. Phasing of the printed array is achieved with
patches that have different sizes, different length delay lines, or varying angles of rotation.

In some applications, the aim is to shape the secondary radiation pattern and the role
of the antenna feed is simply to give the correct illumination. For example, an array feed
or a corrugated horn can be used to illuminate a shaped reflector system for a satellite
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system that will produce a shaped secondary pattern to cover selected Earth coverage
regions (see Figure 18.1e). Another application is a mobile base station antenna that
requires an omnidirectional pattern. A suitable feed antenna and a shaped reflector are
able to produce a 360◦ coverage as shown in Figure 18.1f. Secondary antennas with
elliptical beam shapes can be used to maximize the radiated field intensity within an
angular region, which has different beamwidths in two orthogonal planes. Such antennas
are used in radar, Earth stations, and satellite applications to provide an elliptical footprint
on the Earth.

18.1.1 Historical Perspective

The first feed antennas date back to the pioneering work of Hertz during his demonstra-
tion of the consequences of James Clerk Maxwell’s equations, which were published a
decade earlier. In 1888, Hertz employed a half-wavelength dipole in front of a cylindri-
cal parabolic reflector to demonstrate the optics-like properties of electromagnetic waves
at about 60 cm [1]. Other feeds and antennas now used as basic feeds were discov-
ered prior to 1900 by Lodge (circular waveguide), Bose (dielectric rod and pyramidal
horn), and Rayleigh [2]. From the early 1900s to the 1930s, little work on feeds appears
to have occurred, mainly due to the outstanding success of long range low frequency
communications, where directly radiating antennas were the natural choice.

The rising interest in microwave techniques in the 1930s resulted in major devel-
opments in feed antennas. The then new applications using ultrahigh frequencies and
microwaves, such as radar and point-to-point communications, required many new anten-
nas, and reflectors, in particular, became extremely important because of their versatility,
effectiveness, and practicability. In short, feeds became an area of significant interest and
research. The MIT Radiation Laboratory series of books published in the late 1940s, and
especially the volume edited by Silver [3], did much to establish the basis of reflector
and feed antenna design. It is significant that Silver’s book was the primary reference for
a generation of feed designers and is still a great source of information. With radar, and
the deployment of terrestrial microwave systems for communications, reflectors came
into common use. These used simple waveguides or horns, rear-radiating feeds (e.g.,
Cutler [4]), or arrays such as the Yagi–Uda or log-periodic arrays [5]. The creation of
new applications in the 1950s, such as radio astronomy and satellite communications,
added new dimensions to feed design with requirements for low noise and low cross
polarization. These demands resulted in new feed antennas, including the dual-mode
Potter horn [6], the corrugated horn (see Thomas [7] for an historical summary of this
important feed), multimode horns [8], stepped horns, and dielectric-lined feeds. Many of
the most influential papers on horns written prior to 1976 have been collected by Love
[9] and a more recent survey is given by Olver et al. [10]. Array feeds were investigated
first in the early 1960s [11] and over the next two decades were adopted in radar and
satellite communications for producing scanned and shaped beams with reflectors. In
the 1980s and early 1990s, compact corrugated horns covering octave bandwidths were
developed, while easy to manufacture, high performance feeds, such as axially corrugated
horns, were widely adopted. Major advances in electromagnetic modeling have allowed
the development of horns whose performance can be tailored by computer optimization.
In recent years, improvements in the theoretical understanding of printed antennas has
resulted in microstrip and printed slot or Vivaldi arrays being used as feeds.
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18.1.2 Design of Feeds

A feed antenna should be designed to suit the secondary antenna to obtain the best
overall performance. This is usually expressed in terms of the signal level, whether
received or transmitted, immunity to noise or interference, and frequency of operation.
There are essentially two ways of designing the overall antenna. The first way, called
the transmit mode of operation, specifies the combined radiation pattern of the feed and
the secondary antenna that meets the system requirements when both are transmitting
signals. Figure 18.2a depicts a parabolic† reflector operating in the transmit mode. The
electromagnetic field radiated by the feed is called the primary field and the radiation
pattern the primary pattern. The illuminated antenna is the secondary antenna and the
associated radiated field is the secondary field.

In the second approach, called the receive mode of operation, the antenna feed is
designed to match the fields produced in the secondary antenna due to a specific illu-
mination; for example, plane wave illumination is used for a directive beam. In most
common situations the two approaches are equivalent (due to the principle of reciprocity
[5]) and are often used interchangeably. If the fields are matched in the focal region of a
reflector or lens, this is called focal-plane matching. Optimum antenna gain and minimum
cross polarization are achieved simultaneously if the feed aperture field (represented by
the complex vector Ea) is conjugate matched to the focal field of the reflector or lens
(Ef ). This is expressed approximately by

Ea,cp ≈ E∗
f,cp, Ea,xp ≈ −E∗

f,xp (18.1)

where cp and xp are the copolar and cross-polar components of the fields and the asterisk
indicates the complex conjugate. This approach is applicable to single feeds or arrays in
the focal region.

The design of the feed antenna’s primary or aperture field depends on the geometry of
the secondary antenna. For example, the geometry of a symmetrical parabolic reflector
is defined simply by its diameter Dm and its focal length F (see Figure 18.2a). However,
in the symmetrical case there is usually some blockage by the feed and the supporting
struts close to where the energy is strongest. For a given F/Dm ratio, the half-subtended
angle ψc at the feed is given by

ψc = 2 arctan

(
1

4F/Dm

)
(18.2)

In typical reflectors, F/Dm has a value from 0.3 to 0.6, which corresponds to ψc ranging
from about 80◦ down to 45◦. The offset parabolic reflector geometry (Figure 18.3) is
slightly more complex, but the advantage is the ability to avoid blockage by the feed
or to shift this blockage toward a region of the aperture where the field is weak. In an
offset parabolic reflector the feed is rotated through an angle ψo relative to the axis of
the parent paraboloid. Three parameters instead of two now determine the cone angle of

†This refers to a paraboloid or part of a paraboloidal surface as for an offset-fed parabolic reflector.
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Figure 18.3 Geometry of offset parabolic reflector.

the feed. The half-subtended angle in this case is

ψc = 2 arctan

⎡⎣ 1

2 sin2(ψo/2)

⎛⎝√( 4F

Dm

)2

+ sin2 ψo − 4F

Dm

⎞⎠⎤⎦
∼= 2 arctan

[
cos2(ψo/2)

4F/Dm

]
, F/Dm > 0.8 (18.3)

The largest cone angle at any given F/Dm is for the symmetrical case.
Particular applications require specific feed illuminations and the choice of illumina-

tion for the secondary antenna is a compromise between gain, sidelobes, beamwidth, and
spillover, which are determined by the characteristics of the primary feed antenna. We
return to this compromise at the end of the next section.

18.1.3 Characteristics of Primary Feed Antennas

It is usual to describe the performance of an antenna in terms of its far-field radia-
tion characteristics and its terminal impedance or reflection coefficient into a specified
transmission line. Some important terms used to describe feed antennas are:

1. Radiation pattern

2. Gain, directivity, and efficiency

3. Phase center

4. Polarization

5. Input match

6. Bandwidth

7. Spillover

8. Edge illumination and edge taper

These terms are defined next.
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Figure 18.4 Geometry for radiated fields from feeds.

18.1.3.1 Radiation Pattern In the far field of an antenna, the amplitude of the
electromagnetic fields radiated is proportional to 1/r , where r is the distance from the
antenna (see Figure 18.4). Plots of the magnitude of the radiated power at a constant
distance r are called radiation power patterns. The power pattern, P , in a given direction
(θ , φ) is

P (θ, φ) = 4πr2Pr(r, θ, φ) (18.4)

where P is the power density per unit solid angle, Pr is the power density (in W/m2),
and r , θ , and φ are the spherical polar coordinates (see Figure 18.4). The power density
is the radial component of the Poynting vector given by

Pr(r, θ, φ) = 1

2η
|E|2 (18.5)

where E is the electric field intensity (V/m) transverse to the direction of wave propaga-
tion. The quantity η = √

μ0/ε0 is the wave impedance in free space (μ0 and ε0 are the
permeability and permittivity of free space) and is approximately 120π ohms.

The power pattern of a feed usually consists of a maximum beam in the main direction
and a series of subsidiary maxima called sidelobes. These are numbered consecutively
from the main beam. Usually the power pattern (Eq. (18.4)) is normalized to the maximum
value and plots are made of this function as contours or intensity plots in two dimensions,
or one-dimensional pattern cuts. The magnitude of the pattern is usually expressed in
decibels (dB). The most common type of pattern cut for feeds is a plot of P at a constant
angle φ, the so-called azimuth cut.

The half-power beamwidth (HPBW) is the angle subtended at the half-power or −3-dB
points of the normalized power pattern. The beamwidth between first nulls (BWFN) and
the −12-dB power beamwidth are also used.

18.1.3.2 Gain, Directivity, and Efficiency The absolute power gain [5] of an
antenna in a given direction (θ, φ) is defined as the ratio of the power intercepted by a
large sphere enclosing the antenna when that same power density at (θ, φ) is radiated in
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all directions (i.e., isotropically) and the total power input to the antenna†. The power
density at (θ, φ) is given by Eq. (18.5). If this power were radiated isotropically, the
power that would be radiated on a large sphere of radius r is given by Eq. (18.4).
Therefore, if Pin is the power incident on the antenna, the absolute power gain function,
G, is

G(θ, φ) = P (θ, φ)

Pin
(18.6)

The maximum value of Eq. (18.6) is the maximum power gain and is often used to
describe the performance of an antenna. Usually when the term “gain” is used, maximum
power gain is being referred to.

Directivity is defined similarly to gain except that the reference power is now in the
radiated field. Thus the directivity function, D, is defined as

D(θ, φ) = P (θ, φ)

PT

(18.7)

where PT is the total radiated power and is found by integrating the power density, Pr ,
over a surface enclosing the antenna. For aperture antennas, it is common to integrate
the power density over the aperture, rather than the far-field sphere, as this is easier to
do. A special case of Eq. (18.7) is where the antenna is excited by sources with uniform
amplitude and phase distribution (or illumination) over its aperture area A. The maximum
directivity in this case is D0 = 4πA/λ2.

The aperture efficiency, ηa , is the ratio of the maximum directivity, Dmax, given by
Eq. (18.7), and the directivity of a uniformly illuminated aperture

ηa = Dmax

D0
(18.8)

Most practical feeds have aperture efficiencies in excess of 60%, and close to 100% can
be achieved over limited bandwidths.

Gain and directivity are related through the antenna efficiency, which is the ratio
of gain and directivity or equivalently the ratio of total radiated power and the power
incident at the antenna input. Antenna efficiency (ηae) is equal to the product of the
mismatch efficiency (ηm), conversion efficiency (ηc), and the aperture efficiency ηa . In
a lossless, matched feed, the antenna efficiency equals the aperture efficiency.

18.1.3.3 Phase Center The phase center is the apparent origin of the spherical
wave radiating from an antenna. Because phase varies significantly over the full sphere,
this center is not unique for all applications because it depends on the solid angle over
which the radiated field is incident on the secondary antenna. The phase center is obtained
experimentally by rotating the antenna about its axis and determining the position on the
axis where the measured phase function variation is minimized over the desired angle
for illuminating the secondary antenna. This can be time consuming as the phase center
is usually different for each pattern cut. An alternative approach is to calculate the phase

†This compares with the IEEE definition (Std. 145—1993 §2.165) for gain, which uses the power accepted
by the antenna. The present definition is more convenient for feeds and differs from the IEEE definition by
the factor 1/(1− |�in|2) for single-mode excitation, where �in is the input reflection coefficient.
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center from measured or numerically obtained data. One approach is to average the phase
center from locations dn of N pattern cuts. Thus the phase center, dpc, is given by

dpc = 1

N

N∑
n=1

dn (18.9)

The phase center can be estimated by the method described in Ref. 12 and in the nth
azimuth plane it is given by

kdn = a0b1 − a1b0

a0a2 − a2
1

(18.10)

where k = 2π /λ, a0 =
∑M

i=1 θi , M is the number of data points of the phase func-
tion �(θi, φn), θi is the ith angle of the nth pattern cut φn, a1 =

∑M
i=1 cos θi , a2 =∑M

i=1 cos2 θi , b0 =
∑M

i=1 �(θi, φn), and b1 =
∑M

i=1 �(θi, φn) cos θi . The simplest case
of Eq. (18.9) corresponds to a single cut (N = 1). A better estimate is to average the
phase centers of the two principal plane patterns (N = 2). With circularly symmetrical
feeds, an average of the two principal planes plus the intercardinal plane (45◦ and 135◦)
phase centers (N = 4) is usually sufficiently accurate for most purposes.

18.1.3.4 Polarization Although the fields radiated by feed antennas are usually
complicated, they can be resolved into two components on any chosen surface, such
as the far-field sphere (see Figure 18.4) or on the secondary antenna. Without loss
of generality, we consider here only the former. The two components are the desired
polarization or the copolarized component (denoted by the vector p̂) and the usually
undesired cross-polarized component (given by q̂). Furthermore, there are two main types
of polarization—linear and circular. There is no unique way of defining the components
of these polarizations. For feeds, the common method is to define copolarization and
cross polarization in the manner they are measured in practice. In the case of predom-
inantly linearly polarized feeds, the copolar component is obtained as for conventional
far-field measurement, by aligning the test antenna on boresight with the polarization of
the distant source antenna. Maintaining this alignment, the test antenna is then rotated
about the phase center. The signal received at the test antenna is the copolar pattern.
If the polarization of the distant antenna is now rotated through ±90◦ and the radiation
pattern is remeasured, the received signal is the cross-polar pattern of the test antenna.
If the test antenna is rotated in the plane of the principal electric field component, the
pattern cut is called the E-plane (see Figure 18.4). The orthogonal plane is called the
H -plane cut. For feed antennas it is common also to measure the pattern in the 45◦ and
135◦ planes. The copolarized and cross-polarized field components are obtained from the
spherical field components by means of[

Ep

Eq

]
=
[

cos(φ − α) − sin(φ − α)

− sin(φ − α) − cos(φ − α)

]
·
[
Eθ

Eφ

]
(18.11)

where Eθ and Eφ are the spherical components in the θ and φ directions, φ is the azimuth
angle, and α is the polarization angle referenced to the x-axis of the coordinate system
(Figure 18.4).

Cross polarization becomes important in antenna design when two orthogonal polar-
izations are used to transmit two separate channels. Frequency reuse by dual polarization
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effectively doubles the available system bandwidth. The antenna, and the feed in partic-
ular, is the means by which isolation is maintained between the channels. Signals may
be sent or received in either linearly polarized vertical and horizontal components or
circularly polarized, where the signals rotate in space and time in a right- or left-hand
sense.

18.1.3.5 Input Match This is the input reflection coefficient of the feed antenna
when it is excited at its input. Usually this is measured with the feed alone; however,
care must be taken that reflection from the secondary antenna does not significantly affect
the match. If this occurs, a matching vertex plate can be added to the reflector or lens to
reduce the reflection.

18.1.3.6 Bandwidth The bandwidth of the feed antenna is the continuous frequency
range over which the feed performance is acceptable. The parameter measured is often
the input reflection coefficient and the acceptable level depends on the application. In
satellite ground stations and radio astronomy, a commonly used maximum level is −17.7
dB (VSWR = 1.3). The percentage bandwidth is used to compare the performance of
different feeds. This is calculated from the minimum and maximum frequencies, fmin

and fmax, over which the parameter meets the criterion, thus

% Bandwidth = 200
(fmax − fmin)

(fmax + fmin)
(18.12)

18.1.3.7 Spillover In transmit mode, the energy from a feed antenna that is not
incident on the secondary antenna is called spillover. In receive mode, received spillover
is an important contributor to the overall antenna noise temperature. Considerable effort
goes into minimizing the amount of spillover in systems requiring low antenna noise
temperatures such as radio astronomy and deep space probes. Spillover efficiency, ηspill,
is the ratio of the power intercepted by the secondary antenna to the total power radiated
by the feed.

18.1.3.8 Edge Illumination and Edge Taper Edge illumination is the ratio of the
field strength radiated by the feed in the direction of the edge of the secondary antenna
and its level at the center of the secondary antenna, where field strength is measured on
a sphere of radius equal to the distance to the center of the secondary antenna. Edge
taper is a related quantity and gives the ratio of the feed field strength at the center
of the secondary antenna relative to the level at the edge. The difference between edge
illumination and edge taper (apart from the sign) is the free-space loss between the sphere
and the edge. In a symmetrical reflector antenna, the edge is the reflector rim and the
intersection point is the vertex. The situation in the case of an offset parabolic reflector
is illustrated in Figure 18.3. In the general case of an offset parabolic reflector with focal
length F and diameter Dm,

Edge taper (dB) = 20 log10

(
cos2(ψo2)

F

√
x2
m + xmDm cosφe + F 2

(
1+ 1

4(F/Dm)2

)2)
− Edge illumination (dB) (18.13)
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TABLE 18.1 Types of Feed Antennas

Aperture Linear Traveling-Wave Compound

Waveguide Dipole Dielectric rod Array
Horn Yagi–Uda Profiled slot Beam waveguide
Microstrip patch Log-periodic Vivaldi Splash plate
Slot Zig zag Line source Dichroic reflector
Rear-radiating Reflector
Resonant-cavity

where xm = 2F tan (ψo/2) and φe is the azimuthal angle on the rim (both are shown
in Figure 1.3). The highest edge taper occurs when φe = 0◦ and the lowest taper is
when φe = 180◦. Clearly, for a paraboloid (ψo = 0◦) the edge taper is constant at all
angles φe.

The choice of primary feed illumination for a secondary antenna (e.g., reflector F/Dm

and ψ0) is often a compromise between spillover efficiency and the secondary antenna
aperture efficiency (ηsae). As the feed beamwidth is increased, the edge taper decreases
and ηsae increases. At the same time, the spillover loss increases (ηspill decreases), causing
the overall antenna efficiency to decrease. Consequently, there is an optimum edge taper
that maximizes the overall antenna efficiency and, therefore, gain for a given secondary
antenna. A −12-dB edge illumination is recommended for a paraboloid as a compromise
between gain, sidelobes, and spillover (noise). With this edge illumination, a paraboloid
with F/Dm = 0.4 has an edge taper of 14.9 dB. Further increase in edge taper results
in lower sidelobes and wider beamwidth in the secondary pattern. A similar argument
applies for a lens, except that a lower edge taper can be used in receive-only applications
because the feed spillover radiation contributes to the sidelobes close to the main beam
rather than the rear lobes of the antenna.

18.1.4 Types of Feed Antennas

Feed antennas can be grouped into four basic categories as shown in Table 18.1. The
class of aperture antennas is the most extensive and has the property that the area nor-
mal to the direction of propagation of the radiation from the antenna determines the
gain and beamwidth. Linear antennas are distinguished by their physical appearance and
how the dominant currents are supported on line elements. Traveling-wave antennas
derive essentially from fields or currents that propagate along the antenna and radiate
in the endfire direction with gain that is approximately proportional to the length of the
antenna. Most linear arrays belong to this category also. Compound feeds are made up
of several antenna types including aperture or traveling antennas with reflectors, lenses,
or grids. In the following sections, different feed types are described based on this
classification.

18.2 APERTURE FEED ANTENNAS

Aperture antennas radiate from a surface that is the interface between the circuit attached
to the transmitter or receiver and the radiation field. On this surface actual or equivalent
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electric and magnetic currents flow and from these the radiated fields and impedance
properties can be derived. The equivalence principle says there is no unique surface;
although for horns, the aperture is commonly taken as the opening and the external
walls. For slot antennas, the aperture is usually the opening and the surrounding metallic
surface, while for rectangular microstrip antennas the aperture is sometimes taken as a
pair of rectangular “slots” formed between the edges of the patch and the ground plane.
Examples of some aperture antennas are shown in Figure 18.5.

(a)

(b)

(d)

(c)

(e)

(f)

Figure 18.5 Examples of aperture antennas: (a) waveguide feeds—left to right, rectangular,
circular, and coaxial; (b) pyramidal horn; (c) circular waveguide with choke ring; (d) corrugated
horn; (e) cup feed; and (f) profiled superelliptical corrugated horn.
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Some of the simplest and most commonly used aperture feeds are based on smooth
metallic waveguides and their extension by flaring into horns. The main types of waveg-
uide and horn feed have rectangular or circular cross sections. In feed applications,
the radiation in the forward direction is the fundamental concern and, to a reasonable
approximation, radiation is due to the dominant or first waveguide mode.

A commonly used model for radiation from aperture feeds is the E-field model. It is so
called because the field is derived from the electric fields in the aperture and corresponds
physically to an aperture opening out into an infinite ground plane. The model is useful
for predicting the field in the forward direction and, of course, it predicts zero fields
behind the conductor. The fields radiated by simple waveguide and horn feeds are a
spherical wave of the form

E = jk
exp(−jkr)

2πr
(θ̂A(θ, φ) cosφ − φ̂ cos θ B(θ, φ) sinφ), |θ | ≤ 90◦ (18.14a)

H = 1

η
r̂× E (18.14b)

where k = 2π/λ, λ is the free-space wavelength, and the functions A(θ, φ) and B(θ, φ)

depend on the aperture geometry. The radial field components are small in the far field and
are neglected in Eq. (18.14), although they are important when the secondary antenna is
in the near field of the feed. Assuming the waveguide aperture is in a ground plane or the
waveguide wall is thick, A and B are approximately given by the E-field model and are
listed in Table 18.2 for rectangular, circular, coaxial, and corrugated waveguides. Other
waveguide cross sections, such as the elliptic and polygonal shapes, have the same form
as Eq. (18.14), although the functions are not expressible in terms of simple functions and
must be computed by other methods. The effect of a finite-size ground plane or flange
can be included in the E-field model simply by the method of geometrical or physical
theory of diffraction [5, 13]. The main effect on the main beam of the finite ground plane
is to change the multipliers (known as Huygens factors) in Eq. (18.14), respectively 1
and cos θ of the θ̂ and φ̂ vector components. In this model |A(θ, 0)| and |B ′(θ, π/2)| is
the H -plane pattern, where B ′(θ, φ) = cos θB(θ, φ).

When the pattern functions A(θ, φ) and B ′(θ, φ) are independent of φ, the radiation
pattern is axisymmetric; furthermore, if A and B ′ are identical the cross-polarized field
is zero. Ideal corrugated horns have these properties if the “balanced hybrid condition” is
satisfied. For smooth-wall circular horns, A and B ′ are generally different, although the
phase of these functions may be almost the same. Equation (18.14) shows that for feeds
with axisymmetric patterns the peak cross polarization is in the intercardinal planes and
equals |A(θ)− B ′(θ)|/2; that is, the cross polarization depends on the difference of the
E- and H -plane pattern functions.

The copolar pattern in the intercardinal planes is |A(θ)+ B ′(θ)|/2, that is, the average
of the E- and H -plane pattern functions. The directivity is obtained from Eq. (18.6) as

D(θ, φ) = (|A(θ, φ)|2 cos2 φ + |B(θ, φ)|2 cos2 θ sin2 φ)∫ 2π
0

∫ π/2
0 (|A(θ ′, φ′)|2 cos2 φ′ + |B(θ ′, φ′)|2 cos2 θ ′ sin2 φ′) sin θ ′ dθ ′ dφ′

(18.15)
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18.2.1 Feeds with Circular and Related Cross Section

Circular aperture antennas find wide application as feeds due to their geometrical sym-
metry, low cross polarization, and ease of manufacture. Examples of this type of feed
are illustrated in Figure 18.6.

A circular waveguide (Figure 18.6a) is an efficient feed for moderately deep reflectors
or lenses where the half-cone angle is around 60◦. It has an almost equal E- and H -plane
pattern (pattern symmetry) for pipe diameters in the range 0.7–1.2 wavelengths depend-
ing on the size of the flange at the aperture. Higher efficiencies may be obtained by the
addition of parasitic rings as shown in Figure 18.6b. A coaxial waveguide (Figure 18.6c)
operating predominantly in the TE11 mode has potentially greater flexibility of available
radiation patterns because of the extra degree of freedom given by the internal conduc-
tor. Figure 18.6d shows a self-supporting radiating coaxial waveguide (sometimes called
a “tomato can”) feed for a reflector. Here the inner conductor extends all the way to
the vertex of the reflector, allowing the feed to be driven from a transmission line or
waveguide inside this conductor.

Flaring the circular or coaxial waveguide produces a conical horn (Figure 18.6e)
that has a more directive radiation pattern. The quality of the pattern depends on many
factors including the size of the output aperture, the internal structure of the flare, and

b

a

a

(a) (b)

(c) (d)

(e) (f)

L

2a
θo

θo

L

a

d1

dn

an

Δ

Figure 18.6 Circular waveguides and horn antennas: (a) circular waveguide, (b) circular wave-
guide with parasitic rings, (c) coaxial waveguide, (d) rear-radiating coaxial waveguide, (e) conical
horn, and (f) corrugated horn, (parts (b)–(d) from Ref. 14, courtesy of IEEE.)
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the means of exciting the flared section. As an example, a horn with transverse internal
corrugations (Figure 18.6f), the so-called corrugated horn, is very commonly used in
satellite communications and radio astronomy because of its low cross polarization. When
the depth of the corrugations is about a quarter of a wavelength, almost pure polarized
radiation patterns result. Several other types of feeds with circular or elliptical cross
section are discussed in the following sections.

18.2.1.1 Circular and Coaxial Waveguide Smooth wall circular or coaxial
waveguides and horns are most frequently excited in the first waveguide mode, the TE11

mode (see Figure 18.7a). The transverse field components of this mode in a circular
waveguide are

Et = c0

[
ρ̂
J1(kcρ)

kcρ
cosφ − φ̂J1(kcρ) sinφ

]
e−jβz (18.16a)

and
Ht = Yw ẑ× Et (18.16b)

where kc = 1.8412/a is the cutoff wavenumber, a is the waveguide radius, Yw = β/kη

and β = √
k2 − k2

c , J1 is the Bessel function of first order, c0 is a normalization constant
related to power in the mode, and (ρ, φ, z) are the cylindrical polar coordinates.

When the TE11 mode is incident on the open end as in Figure 18.7a, an external field
is produced and the TE1n and TM1n (n = 1, 2, . . .) modes are excited in order to satisfy
the boundary conditions. Part of the power in these modes is radiated and another part
is reflected from or excited at the aperture and returns back down the waveguide; the
dominant reflected component is due to the TE11 mode. The resulting excitation and
coupling between modes in the aperture is often ignored as a first approximation, but
for accurate design it should be included. To first order, the aperture fields (z = 0 in Eq.
(18.16)) expressed in terms of rectangular components are

Ea = x̂
c0

2
[J0(kcρ)+ J2(kcρ) cos 2φ]+ ŷ

c0

2
J2(kcρ) sin 2φ (18.17a)

and
Ha = Yw ẑ× Ea (18.17b)

(a) (b)

TE11
HE11

Figure 18.7 Electric and magnetic fields in (a) smooth-wall circular waveguide and (b) corrugated
waveguide (— — — electric; - - -- - - magnetic).
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Equations (18.17a) and (18.17b) show that the TE11 mode has both x- and y-field com-
ponents and therefore so do the radiated fields. The principal aperture field polarization
is maximum on axis and the cross-polarized component is maximum in the intercardinal
(45◦ and 135◦) planes. When a center conductor of radius b is introduced into the circular
waveguide, as in Figure 18.6c, the basic properties of a TE11-mode excited coaxial waveg-
uide are similar, but there are significant differences, as shown in Figures 18.8–18.10.
The fields radiated by circular and coaxial waveguides are given in Table 18.2. The
−12-dB semiangle of the principal radiation patterns for circular (b = 0) and coaxial
waveguides (b〉0) is shown in Figure 18.8 and the maximum cross-polar level is given in
Figure 18.9. The E- and H -plane patterns of the circular waveguide are approximately
the same when ka ∼ 3.4 (a ∼ 0.55λ), and this results in a cross-polar minimum for the
same ka value (Figure 18.9). The coaxial waveguide also has a cross-polar minimum, as
Figure 18.9 shows, which depends on the inner-to-outer conductor ratio (b/a).

ka

a
b

Figure 18.8 The 12-dB semiangle of the far-field radiation pattern of a coaxial waveguide. Solid
line E-plane. Dash line H -plane. Parameter is b/a. (From Ref. 14, courtesy of IEEE).

ka

a
b

Figure 18.9 Maximum cross-polar level relative to peak copolar level within a 75◦ semiangle
versus normalized frequency ka. Parameter is b/a. (From Ref. 14, courtesy of IEEE).
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Figure 18.10 Reflection coefficient at the aperture of a coaxial waveguide. Parameter is b/a.
(From Ref. 15, courtesy of IEEE).

The reflection coefficient, S11, of the TE11 mode in the circular waveguide due to the
aperture mismatch is approximately

S11 =
(

1− y11

1+ y11

)
(18.18)

where the admittance of the TE11 mode in the circular waveguide is given by

y11 = 9.617
k

β

∫ ∞

0

(
w
√

1−w2

(ka)2

J
′2
1 (kaw)

[w2 − (1.84118/ka)2]2
+ 0.087

J 2
1 (kaw)

w
√

1−w2

)
dw

(18.19)
As shown in Figure 18.10, S11 has a minimum when ka ∼ 3.4 (a ∼ 0.55λ) which
is coincident with the condition for minimum cross polarization. Providing a > λ, the
TE11-mode reflection coefficient is less than −30 dB. The coaxial waveguide has a large
mismatch, as Figure 18.10 shows, when the ratio of the inner-to-outer conductor diameters
exceeds about 0.3. By means of a pair of capacitive and inductive coaxial irises, it is
possible to match coaxial feeds with inner-to-outer conductor ratios of up to 0.6 over
>17% bandwidth. This is achieved by stepping down to an inner-to-outer conductor
diameter ratio of 0.3 and matching into this guide using the technique described by Bird
et al. [15].

The maximum gain predicted by the E-field model for the circular waveguide is

Gmax = 0.209(ka)2 k

β

(
1+ β

k

)2 ( |1+ S11|2
1− |S11|2

)
(18.20)

where the mode is above cutoff. For frequencies well above cutoff (β ≈ k), Gmax ≈
0.837(ka)2 and the maximum aperture efficiency is 83.7%.

Circular horns are desirable for dual-polarized applications because of their geomet-
rical symmetry. However, this does not ensure low cross polarization and thereby high
polarization isolation. We have seen that the TE11 mode of the circular waveguide has
a radial directed electric field at the wall, and therefore cross-polarized fields arise to
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satisfy the boundary conditions. Cross polarization is transferred from the aperture to the
radiation field but this can be reduced in some situations by exciting other modes.

Cross-polar patterns of rationally symmetric feeds have a characteristic null on axis.
If the symmetry is broken and other modes are excited it is possible to have cross polar-
ization on axis. Equality of the E- and H -plane patterns may be difficult or impossible to
achieve in practice over any reasonable bandwidth. In feed applications, reasonably low
cross polarization can be achieved in the secondary pattern by selecting the geometry so
that the E- and H -plane patterns cross over at around the −10-to −14-dB level. Choke
rings either inside the horn or at the aperture (Figure 18.6b) are useful for tailoring the
radiation pattern of small horns to minimize cross polarization over a moderate band-
width [16]. Figure 18.8 shows that up to a certain ka value, the E-plane beamwidth is
wider than the H -plane. By placing a 0.2λ to 0.26λ deep choke ring concentric with
the aperture, the E-plane beamwidth can be reduced to almost the same as the H -plane
beamwidth.

18.2.1.2 Conical Horn If a circular aperture is flared into a conical horn as shown
in Figure 18.6e, the field at the aperture has a spherical wavefront. In simple terms,
when the TE11 mode reaches the flare, it expands outward in order to satisfy the wall
conditions and forms a spherical wave, which propagates to the aperture. Therefore the
distance between a planar and a spherical wavefront is approximately given by [5]

δ ≈ 1

2

ρ′2

L
(18.21)

where ρ′ is the radial distance from the axis to the field point on the aperture and L is
the distance from the horn apex to the aperture. The result is that Eq. (18.17) is modified
by the application of the phase factor exp(−jkδ) and the radiated fields are now given
approximately by the functions

A(θ, φ) = L0(θ)− L2(θ) and B(θ, φ) = L0(θ)+ L2(θ) (18.22)

where

Lm(θ) = 2π
∫ a

0
Jm(1.841184ρ′/a)Jm(k sin θ ρ′) exp(−jkρ′2/2L)ρ′ dρ. (18.23)

Equation (18.22) gives reasonable results providing the semicone angle θo =
arctan(a/L)is less than about 30◦.

The radiation pattern of the conical horn is strongly dependent on the flare angle. In
Figure 18.11 the E- and H -plane patterns are plotted as a function � = (a/λ) tan(θo/2),
which is the distance in wavelengths between the spherical wavefront and the aperture
(see Figure 18.6e). As the angle is increased, the patterns broaden and lose distinc-
tive sidelobes. The phase center in these two principal planes has been calculated from
Eq. (18.8) over the angular range defined by the −12-dB semiangles. The results given
in Figure 18.12 show when � is small, the phase center is near the aperture. However,
as � increases, the phase centers in the two planes move toward the apex at a different
rate. When �> 0.8, the phase center is almost at the apex.

The radiation performance of the conical horn can be improved by changing the
surface of the horn, with corrugations, for example, or by introducing discontinuities
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(a)

(b)

Figure 18.11 Normalized radiation patterns of conical horn where � = (a/λ) tan(θ0/2) is the
parameter. (a) E-plane; and (b) H -plane.

to excite high-order modes, particularly the TM11 mode. The Potter horn discussed in
Section 18.2.1.6 uses steps placed near the throat to produce such improvements.

18.2.1.3 Corrugated Horns The corrugated horn is widely used as a feed antenna
for reflector antennas and lenses because it can radiate fields with a high degree of axial
symmetry. Smooth-wall circular waveguides and horns have, in general, different E - and
H -plane patterns because the electric and magnetic field components in the pipe satisfy
different types of boundary conditions on the walls (see Figure 18.7). In simple terms,
the tangential electric field of the TE11 mode experiences a short circuit at the wall
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Figure 18.12 Phase center location for the principal planes of conical, corrugated, and rectangular
horns.

while the tangential magnetic field experiences an open circuit. The end result is that the
field lines in the waveguide are curved. By modifying the wall-surface conditions, such as
corrugating the surface, covering it with dielectric, or inserting strips, the wall impedance
experienced by the mode can be altered and the field lines made almost unidirectional,
which results in low cross polarization.

The corrugated surface was one of the first used to create alternative wall impedances
and it has proved most successful in circular waveguide and horns. When there are many
corrugations per waveguide (typically greater than about five per wavelength) and the
corrugation depth is approximately λ/4 (where λ is the free-space wavelength), the radial
transmission line formed by the slots transforms the short circuit for the electric field
into an open circuit while having only a second-order effect on the transverse magnetic
field. This creates a nonzero axial electric field at the corrugated surface, allowing a
zero circumferential component. Consequently, the modes in the corrugated waveguide
or horn are no longer TE or TM to the longitudinal (propagation) direction and, because
both axial field components are generally nonzero, they are called hybrid modes. The
principal mode used for feed horns is the HE11 mode and this is shown in Figure 18.7b.
An axisymmetric radiation pattern is produced if the HE11 mode operates at the “balanced
hybrid condition,” which is achieved when the corrugations are approximately λ/4 deep.
Under this condition, the horn has low cross polarization, pattern symmetry, and low
sidelobes, which are almost ideal for many applications and give rise to the popularity
of these hybrid-mode feed horns [17, 18].

At the balanced hybrid condition, the aperture electric field of the HE11 mode is
approximately

Ea = x̂c0J0(kρρ) (18.24)

and the magnetic field is given by Eq. (18.17b). J0 is the zero-order Bessel function, c0 is a
constant, ρ(≤ a) is the radical distance, and kρa = 2.4048. The far-zone field radiated by
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the HE11 mode is provided in Table 18.2. The maximum gain of the corrugated waveguide
under these conditions is Gmax≈0.692(ka)2 and the maximum aperture efficiency is
69.2%.

The conical corrugated horn may be modeled by the same method described earlier
for the smooth-wall conical horn. The radiated fields are given approximately by Eq.
(18.14), where

A(θ, φ) = L0(θ) = B(θ, φ) (18.25)

where L0(θ ) is given by Eq. (18.23), wherein m= 0 and kc is replaced by kρ .
The radiation pattern of a corrugated horn operating in the balanced HE11 mode is

given by the set of universal curves shown in Figure 18.13 plotted as a function of
� = (a/λ) tan(θo/2). When �> 0.4, the shape of the horn’s pattern changes very little
with �, indicating the pattern and gain become virtually independent of aperture size.
This is called “gain saturated” and means the horn is suitable for wideband operation.
For �< 0.4, the horn is said to be narrowband.

By virtue of the high pattern symmetry, the phase center for the corrugated conical
horn is the same in all planes. Figure 18.12 gives the phase center location as a function
of � based on the pattern over the −12-dB beamwidth.

The reflection coefficient of the HE11 balanced hybrid mode at the aperture is relatively
low in most practical cases. If required it can be calculated from Eq. (18.17) and the
self-admittance

y11 = 5.783

(ka)2

k

β

∫ ∞

0

w(2−w2)√
1− w2

J 2
0 (kaw)

[w2 − (2.4048/ka)2]2
dw (18.26)

Equation (18.26) predicts that when a > 1.1λ, the HE11-mode reflection from the aperture
is less than −30 dB.

The corrugated horn equations given in Table 18.2 and Eq. (18.24) are useful only
for narrowband feed design near the balanced hybrid condition. In a typical conical
corrugated horn, there are five to ten slots per wavelength, the slot width-to-pitch ratio

Figure 18.13 Normalized radiation pattern of corrugated horn with balanced hybrid mode. � is
the parameter.
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(w /p) is >0.75, and the slot depth is approximately [19]

dn ≈ λ

4
exp[2/(5kan)] (18.27)

where an is the radius of the corrugated surface at the nth slot (see Figure 18.26f).
Wideband feed design requires more accurate design methods and to achieve best per-
formance attention needs to be paid to the input throat region, the flare from the input,
and the profile to the aperture. The corrugated horn is limited to a continuous bandwidth
performance of about 2.2:1. Thomas et al. [20] discuss matching of corrugated horns and
wideband design in detail.

The standard design of a corrugated horn starts from the smooth-wall input circular
waveguide with a section of about a wavelength long, where the depth of the corrugations
are gradually decreased from a half-wavelength to a quarter-wavelength deep as the horn
is widened. Following this input transition, a linear taper can be used for the horn profile,
although some other profiles, such as “hourglass” (sine-squared), have been found more
effective. To achieve the widest bandwidth operation, the first four or five slots of the
input section may need to terminate in a short-circuited coaxial waveguide—known as
ring-loaded slots. These slots present a capacitive reactance over a considerably wider
bandwidth than that of a conventional constant width slot. The design of ring-loaded slots
is described by James and Thomas [19]. The final part of the design is tapering the profile
from the initial transition to the final output diameter. Corrugated horns with a profiled
corrugated internal surface [21] produce a more compact design while maintaining high
performance. A number of different profiles have been tried with the aim of achieving
low sidelobes and cross polarization. The hyperbolic [10] or the identical Gaussian [22]
profile has been found very effective overall for designing compact horns. Thus if ai is
the radius of the input section, ao is the output or aperture radius, and L is the length of
the profile section, the horn profile as a function of axial distance (z) is given by

a(z) = ai

√√√√1+
( z

L

)2
[(

ao

ai

)2

− 1

]
(18.28)

18.2.1.4 Horns with Axial Corrugations Horns with internal axial corrugations
(or internal short-circuited ring slots) are widely used as feeds for direct broadcast by
satellite applications. As well as having good performance, they are relatively inex-
pensive to manufacture, especially by die-casting. There are several different types of
axially corrugated horn. One particular configuration is the choked aperture feed shown
in Figure 18.14a. It has choke rings in the aperture plane and also internal ring slots
[23]. Although a simple prime-focus feed, it has an excellent performance over nearly
an octave bandwidth.

Through the selection of a number of internal axial corrugations, a combination of
TE11, TM11, and TE12 modes is produced in the aperture. These modes are maintained by
a compensating action of the TE11 mode in the coaxial corrugations, which vary in length
from about 0.37λ at the throat to about 0.25λ at the aperture. At least two corrugations
are needed to achieve reasonable performance but little is gained from using more than
four corrugations.
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(a) (b) (d)

(c)

qo

0.7l

0.7l

1l

Figure 18.14 Circular horn feeds: (a) circular horn with axial corrugations, (b) scrimp horn, (c)
potter horn, and (d) stepped horn.

18.2.1.5 Scrimp Horn Originally devised by Wolf [24], the scrimp horn
(Figure 18.14b) is a compact and lightweight feed element for satellite antenna feed
arrays. The scrimp horn has high aperture efficiency (typically >80%), operating
bandwidth of about 20%, low cross polarization, and better sidelobes than most similar
sized horns. The scrimp horn has three main sections: a conical horn input section,
a shorted coaxial waveguide section, and a cylindrical output waveguide section that
terminates in the aperture. A TE11 mode in a circular waveguide of between 0.75λ
and 0.95λ is input to the conical horn section and this generates a standing wave in
the coaxial waveguide section, which is dominated by a TE11 mode. The semiangle of
the flare (θo in Figure 18.14b) of the conical horn is typically 15◦ to 25◦ and the length
of the coaxial waveguide is about 0.25λ. This input TE11 mode in the conical horn
oscillates in odd phase to the TE11 mode in the output section and to ensure continuity
of the fields additional higher-order modes, mainly TM11 and TE12, are generated.
These modes are superimposed with the fundamental TE11 mode to produce a field
distribution in the aperture that is low in cross-polarized components. The aperture
diameter can be from about 1.2λ to about 1.8λ depending on the required edge taper.

18.2.1.6 Multimode and Stepped Circular Horns The basic idea of multimode
and stepped horns is to excite modes in addition to the fundamental mode in such a
way as to improve the aperture efficiency, shape the radiation pattern, or reduce cross
polarization. An early feed antenna that was designed for low cross-polarization charac-
teristics is the dual-mode horn (Figure 18.14c) described by Potter [6]. In this horn, a
combination of TE11 and TM11 modes that are approximately in the ratio 1:0.3 in the
aperture modes are excited in a smooth-wall horn. The modes are brought into the correct
phase relationship over the length of the horn. This concept has been extended by several
workers including Takabayashi et al. [25], where a double-band dual-mode conical horn
design is described. The band separation is not given and, as is typical with this type of
design, the individual bandwidths are quite narrow (approximately <5%).
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Another approach due to Satoh [26] uses a thin dielectric ring in the flare of the
horn, producing a rotationally symmetric beam and low sidelobe levels over a bandwidth
greater than 25%.

Instead of inserting discontinuities inside the horn to generate higher-order modes,
the horn profile can also be stepped. A horn of this type, which is useful for closely
packed arrays, is the one-wavelength diameter dual-mode stepped horn in Figure 18.14d
[27]. This feed is excited by a traveling TE11 mode and an evanescent TM11, which
is produced at the step, is brought into phase over about a 0.7λ uniform section to the
aperture.

An example of multistepped circular horns are the elements of the multibeam array
feed for the Parkes radio telescope [28], which has been in operation since early 1997
(the horns and receiver cryogenics are shown in Figure 18.15). Bandwidths of about 20%
can be achieved with these types of horns.

The trimode horn of Rudge and Adatia [29] employs both steps and inserts to excite
modes in a circular horn to cancel cross polarization in a single offset parabolic reflector
via (Eq. (18.1)). In this “matched” feed approach, the horn aperture field is a conjugate
match of the field distributions at the focus of an offset parabolic reflector system, thereby
compensating for the cross-polarized fields introduced by the reflector. The TM11 and
TE21 modes are produced with just the right amount of amplitude and phase to cancel
the inherent cross-polar fields due to the single offset. The fundamental TE11 mode is
complemented by the TM11 mode, which is excited with a stepped section, and the TE21

mode, which is created with two orthogonal coplanar posts. Other means of exciting
the TE21 mode can be used. The amplitudes of the modes are determined by ratios of
the diameters and the probe depths. Matched feeds are narrowband in performance and
limited to only a few percent in operating range.

Aperture efficiencies in excess of 90% can be obtained with circular horns by exciting
the right combination of modes using steps. For example, Bhattacharyya and Goyette

Figure 18.15 The 13-element multibeam feed system for the Parkes (Australia) radio telescope.
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[30] achieve both high aperture efficiency and low cross polarization by exciting mainly
TE-type modes in appropriate amplitudes and suppressing undesired TM modes in
the aperture, although the TM modes can help to excite the TE modes of the correct
amplitude.

Excitation of two or more hybrid modes in corrugated horns can also be used to
improve aperture efficiency over a narrowband. For example, Thomas [31] showed that
if the HE11 and HE12 hybrid modes were excited, the feed gave an increased efficiency
of 12% over a single-mode design. Thomas and Bathkar [32] were able to achieve very
low sidelobes with a multimode corrugated horn.

18.2.1.7 Profiled and Optimized Circular Horns The profile of smooth-wall or
corrugated horns can be optimized to achieve a desired performance. This is done either
by using known information on the effect of conventional profiles, by combining some
of these profiles [22, 33], or through direct optimization [34]. The former approach is
illustrated by the use of Gaussian/hyperbolic profiles (Eq. (18.28)), which produce a beam
with low cross polarization over very wide bandwidths. Direct optimization is achieved
using the profile and/or slot depths of each corrugation as parameters. An alternative
approach that is more efficient is to fix the slot width-to-pitch ratio and optimize the
profile through a spline representation. An example of a horn designed by this method
for a Ku-band transmit/receive feed application is shown in Figure 18.16 [34]. Through
these means, excellent performance can be realized with very compact structures.
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18.2.1.8 Dual-Band and Multiband Feeds Some applications require feeds that
operate in two or more frequency bands simultaneously. Two basic ways to achieve this
are to multiband the feed or to use dichroic reflectors (see Section 18.5.4). A common
dual-band feed is a coaxial horn structure where the high frequency band is diverted
into an inner (usually) circular horn and the low frequency band is handled by an
outer coaxial waveguide. The two bands often share a tapered section that leads to the
aperture. The match of the outer coaxial horn is strongly affected by the diameter of the
inner pipe and, to keep this at an acceptable level, this waveguide is sometimes loaded
with dielectric or has an aperture choke ring. To improve the match and the pattern, the
dielectric loading sometimes protrudes into the common horn. The concentric coaxial
feed concept can be extended to three or more bands with increasing difficulty for
matching and inputting signals.

Multistep Potter-type horn designs can be used for coaxial structures, as demonstrated
by James et al. [35] in providing a simultaneous dual-band/dual circularly polarized
feed for a Cassegrain reflector antenna. Figure 18.17 shows a cross-sectional view of
the complete feed design to provide S/X-band operation and satellite tracking. The inner
section is a Potter horn for X-band (including provision of tracking) and the outer S-band
system is a coaxial waveguide geometry. In both horns, multiple steps are used in the
throat region of the horn to provide a symmetrical low cross-polarization radiation pattern
over the ∼5% bandwidth of each band. The input to the dual-polarized coaxial horn is
through four orthogonal probes (two excited in antiphase to couple the TE11 mode)
and the X-band horn is input through a compound bandpass/bandstop filter in a circular
waveguide, where both irises and ring-loaded slots were utilized in the design to achieve
the required performance. Another example of a coaxial feed is the compact dual-band
feed of Henderson and Richards [36] suitable for small front-fed parabolic reflectors.
This feed is integrated with a diplexer and septum polarizer to provide dual-circular
polarization in both bands.

An alternative approach to multiband horn design is shown in Figure 18.18 [37].
This dual-depth corrugated horn (see inset to Figure 18.18) operates in three relatively
narrow frequency bands to provide transmit and receive in X-band and receive-only in
Ka-band. The X-band receive signal is obtained from a junction of four waveguides that
are arranged radially at 90◦. A similar junction is used to inject the transmit signal at
X-band. Ka-band is extracted from the rear of the corrugated horn. Another example is

OMT Polarizer

Tracking electronics

Tracking probes
X-band

S-band

S-band signal
(2.2 - 2.3 GHz)X-band signal

(8.0 - 8.4 GHz)

Compound band-pass/
band-stop filter

Figure 18.17 Dual-band coaxial horn for S- and X-band operation. (Ref. 35.)
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Figure 18.18 A triband X/X/Ka horn. (From Ref. 37, courtesy of IEEE).

given by Green and Smith [38] for a dual-band corrugated horn design where operation
is required in Ku/Ka-bands separated by a ratio of 1.5:1.

18.2.1.9 Elliptical Horns Horns with elliptical cross section are used to feed reflec-
tors or lenses that are noncircularly symmetric, particularly when low cross polarization
or circular polarization is required. The field in the aperture of an elliptical-shaped horn
is tapered in the two principal planes, resulting in lower sidelobes in the E-plane than
for a rectangular horn. The dominant modes of the air-filled horn are the TEc11 (even)
and TEs11 (odd) modes, corresponding to the electric field maximum aligned with the
minor and the major axes, respectively.

In an elliptical waveguide or horn (Figure 18.19), the fields are expressed in terms
of Mathieu functions, which are readily calculated via a computer but which, unlike
circular geometries, preclude closed-form expressions in terms of known functions for
the radiated fields (Eq. (18.14)). When the flare angle is small (<10◦), the components of
the fields (Eq (18.41a)) for an elliptical aperture radiating in the TEc11 mode (polarized

a

b

L1

L2

Figure 18.19 Geometry of an elliptical horn.
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in the x-direction, Figure 18.14) are given by

Eθ(θ, φ) = Nx cosφ + Ny sinφ (18.29a)

and
Eφ(θ, φ) = cos θ(−Nx sinφ +Ny cosφ) (18.29b)

where

Nx = c0

∫ ξ0

0

∫ 2π

0
[−Ce1(ξ)ce

′
1(η) cosh ξ sin η + Ce′1(ξ)ce1(η) sinh ξ cos η]

× exp[jkh sin θ(cosh ξ cos η cosφ + sinh ξ sin η sinφ)]
√

cosh2 ξ − cos2 η dη dξ

(18.30a)
Ny = c0

∫ ξ0

0

∫ 2π

0
[Ce1(ξ)ce

′
1(η) sinh ξ cos η + Ce′1(ξ)ce1(η) cosh ξ sin η]

× exp[jkh sin θ(cosh ξ cos η cosφ + sinh ξ sin η sinφ)]
√

cosh2 ξ − cos2 η dη dξ

(18.30b)
where h = ae = √

a2 − b2, a is the length of the semimajor axis (see Figure 18.9) and c0

is a constant. The Mathieu functions ce1(η, q) and Ce1(ξ, q) are the ordinary and modified
even type of order 1, respectively, where a prime on the Mathieu functions denotes the
first derivative, q is the first zero of Ce′1(ξ0, q) = 0 and is implied in Eq. (18.30), e is
the eccentricity of the aperture, and cosh ξ0 = 1/e. The aperture mismatch for the TEc11

mode is less than −20 dB for a > λ providing e <0.92.
The patterns in the two principal planes are generally different, although for some

geometries and eccentricities it can be shown that the beam can be made symmetric. For
example, a horn of length 5.09λ along which the ellipticity varies, commencing from
an elliptical input waveguide having a semimajor axis 0.42λ and eccentricity 0.422, has
good beam symmetry for an aperture with semimajor axis 2.65λ when e ≈ 0.67 [39].

Elliptical corrugated horns have been designed and used in several applications
[40, 41], although care is required in the transition region to ensure maximum bandwidth
(about 45%), otherwise high-order modes will be excited.

18.2.1.10 Dielectric-Loaded Horns Horns that are partially loaded with a central
dielectric cone or core are capable of very wideband operation (Figure 18.20). Between
the core of permittivity εr2 and the metal wall is a material of thickness t with a permittiv-
ity εr1 close to 1. An estimate of the optimum gap thickness for circular, dielectric-lined
horns, which is valid for large apertures, is [42]

t ≈ λ

4π
√
εr2 − εr1

ln

(√
εr2 +√

εr1√
εr2 −√

εr1

)
(18.31)

However, the horn performance is not sensitive to the gap thickness. Dielectric-lined
horns support a hybrid mode similar to a corrugated horn [43], but which is not band
limited by the slot depth of the corrugations. The potential of the dielectric-loaded horn
has been made possible by the advent of accurate design software and also high quality
low loss dielectric materials. For example, Clark and James [44] showed that a partially



896 FEED ANTENNAS

er2

er1
t

(a) (b)

er = 1.04

er = 1.13

Air

Figure 18.20 Dielectric-lined horns: (a) cone-loaded and (b) profiled ultrawideband.

filled circular dielectric-loaded horn (Figure 18.20b) could have high performance with
respect to return loss, cross polarization, pattern symmetry, and phase center stability for
a bandwidth ratio of over 30:1. However, as frequency increases, the main frequency
dependency is in the general reduction in beamwidth.

Many different types of dielectric-loaded horns have been developed. Some use a solid
dielectric with permittivity of about 2.5 and others use foam materials with permittivity
close to 1. The wider bandwidth horns use a dielectric permittivity of between 1.1 and
1.2 for the inner core and also a thin air gap.

Other types of dielectric-lined horns have been shown to give excellent performance
[45]. An estimate for gap thickness is given by Eq. (18.31) but is often profiled to suit
the horn profile. In a rectangular dielectric-lined horn, if the air gap is small, the field
in the horn appears approximately uniform in the principal direction, compared with an
air-filled guide that has a cosine dependence. The result is a radiation pattern in both
principal planes with a sinc-function dependence. The elliptical dielectric-lined horn has
lower sidelobes compared to the rectangular horn for the same beamwidth, indicating
that the latter has a slightly lower efficiency when used as a feed.

A practical difficulty with the dielectric-loaded horn is obtaining suitable dielectric
materials with a permittivity of ∼1.2 with an acceptable low loss (loss tangent < 5×
10−4). One approach is to simulate the required dielectric by forming alternate layers of
low loss materials such as PTFE and low loss, low density, expanded polystyrene foam
in a sandwich construction. With several layers of foam and PTFE per wavelength, and
adjusting the relative thickness of the two materials or cutting holes in the material, a
simulated material of the required permittivity with low loss can be achieved [46].

18.2.2 Rectangular Feeds

Rectangular horns that operate predominantly in the fundamental TE10 mode† radiate
fields that have significantly different E- and H -plane patterns. Equation (18.14) and
Table 18.2 give the radiated field. The quantity a is the aperture width in the H -plane
and b is the height in the E-plane. The different patterns can be an advantage in some
array feed applications or where the secondary structure is not axisymmetric, as in a
pillbox reflector. The reason for this difference is seen through the TE10-mode aperture
fields. The E-plane of this mode’s field is almost uniform while in the H -plane the field is
cosine tapered. The radiation by single-mode rectangular and pyramidal horns is detailed

†The TE10 and TE01 modes are fundamental modes of a rectangular waveguide with the electric field aligned
in the y- and x-directions, respectively. The latter is obtained from the former by rotating the waveguide
clockwise by 90◦.
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in many texts on antennas and is not repeated here [5, 10]. In addition, a design procedure
for so-called standard gain horns is provided in these references. We note, however, that
although the standard gain horn design maximizes gain for given aperture dimensions, this
is usually not a good design strategy for feed antennas because the pattern shape is often
unsuitable, and high sidelobes occur in the E-plane causing significant spillover loss.

The radiation pattern of a rectangular horn radiating in the TE10 mode is given by
the set of universal curves shown in Figure 18.21 as a function of � = (w/λ) tan(θo/2),
wherein w = b in the E-plane and w = a in the H -plane. An open-ended rectangular
waveguide or small flare-angle horn is an effective feed antenna if the aperture dimen-
sions are suitably chosen. For a symmetrical reflector or lens the aperture dimensions are
usually chosen to equalize the E- and H -plane patterns across the main beam, although
the cross-polar level in the intercardinal planes remains high. The rectangular horn dimen-
sions for maximum gain with a given reflector F/Dm have been determined by Truman
and Balanis [47]. The dimensions are shown in Figure 18.22 for various horn slant lengths
(infinity corresponds to uniform waveguide).

The phase center in the two principal planes of a flared rectangular horn is given in
Figure 18.12, which was obtained from the patterns over the angular range defined by
the −12-dB semiangles in the E- and H -planes. In this figure, L is the distance from
the apex to the aperture in each plane. Similar to the conical horn, the phase centers are
significantly different in the two planes, except when the aperture size is large and they
are close to the horn apex.

The reflection coefficient of the TE10 mode at the aperture is given by Eq. (18.18)
and the mode self-admittance

y11 = 2jk2

πabβ

(∫ α0

0
dα

∫ a secα

0
dx +

∫ π/2

α0

dα

∫ b cosec α

0
dx

)
exp(−jkx)(b − x sinα)

×
{

1

kc

[
1+

(
kc

k

)2
]

sin(kcx cosα)+
[

1−
(
kc

k

)2
]

× (a − x cosα) cos(kcx cosα)

}
(18.32)

kb sinq
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Figure 18.21 Normalized pattern of rectangular horn: (a) E-plane and (b) H -plane.
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where kc = π/a and α0 = a tan(b/a). The aperture mismatch is less than −25 dB for
a > 2λ and a < b < 2a. When the height (b) is small compared with the width (a),
as with some sectoral horns, the aperture mismatch can be significant (approximately
−20 dB).

18.2.2.1 Multimode Feeds A way to improve the pattern of rectangular horns is
to excite one or more modes additional to the TE10 mode to make the patterns in the
two planes more identical or to reduce sidelobes. Beam shaping in rectangular horns can
be achieved in the same way as with circular horns. As described by Cohn [8], changes
of flare angle introduced along the length of the horn can be used to excite the required
mixture of high-order modes, which must be brought into correct phase at the aperture.
In particular, flare-angle changes can generate the TE12/TM12 mode pair and relative to
the TE10 mode the amplitude of the TE12/TM12 modes is

ATE12−TM12 ≈
2

3
j
(θ1 − θ2)s

λ
(18.33)

providing the flare angle change |θ1 − θ2| is small (<25◦), where s is the width of
waveguide at the transition. Since the mixture of the TE12/TM12 modes leads the phase
of the TE10 mode by 90◦, this phase must be removed with a length of waveguide that
gives a 270◦ phase shift. Despite this complication, especially in designing several flares
to avoid violating the above condition, good pattern symmetry can be achieved over
moderate bandwidths (about 30%).
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Figure 18.23 Width a2 in the H -plane required to produce a TE30 mode with amplitude one-third
that of the TE10 mode in the aperture of a dual-mode rectangular horn, which is excited from a
square waveguide with side length a1.

Rectangular horns are often used as feed elements in arrays to produce shaped beams
from secondary reflectors for satellite communications. In such cases, the efficient illu-
mination of the reflector is crucial and this can be achieved with multimode horns.
Multimode rectangular horns employ TEm0 (m = 1, 3, 5, . . .) modes with approximate
amplitude of 1/m to improve the aperture field uniformity. This results in higher aperture
efficiencies than horns with the fundamental mode alone, typically >90%. The aperture
dimension in the H -plane of these horns needs to be at least mλ/2 for efficient excitation
and for these modes to propagate. However, significant improvement in performance is
achieved by exciting the TE30 mode in addition to the fundamental TE10 mode [3]. The
TE30 mode is produced with an H -plane step and Figure 18.23 shows the dimension
needed for a step from a square waveguide to produce a TE30 mode with an amplitude
one-third that of the TE10 mode in the output waveguide [48]. This step excites the TE30

mode approximately 180◦ out of phase with the transmitted TE10 mode, and a length of
waveguide, s, is required to equalize the mode phases at the aperture.

18.2.2.2 Diagonal Horn Another type of dual-mode horn is the diagonal horn due
to Love [49, 50]. Two spatially orthogonal modes TE10 and TE01 are excited with equal
amplitude and phase in a square waveguide. This waveguide is then flared into the
required aperture dimensions. The principal electric field of the diagonal horn is along
one of the diagonals. While principal plane patterns are the same, in the intercardinal
plane the copolar pattern is different and the cross polarization is unacceptably high for
most dual-polarized applications. The horn has best performance when the aperture size
is relatively large and therefore is mainly suitable for long focal length or dual-reflector
applications.
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18.2.2.3 Dielectric-Loaded Rectangular Horns Another form of dielectric-
loaded rectangular horn has a dielectric lining the wall parallel to the E-plane as
shown in Figure 18.24. Dielectric loading of feed arrays of rectangular waveguides and
pyramidal horns provides an extra degree of freedom in the design of shaped beams
for satellite antennas. It improves the illumination efficiency of the array and can be
applied to both small and large aperture horns. The aperture field is almost uniform in
the H -plane if the dielectric thickness, t , is chosen to be approximately [51]

t ≈ λ

4
√
εr1 − εr2

(18.34)

where εr1 and εr2 are the dielectric constants of the regions shown in Figure 18.24
At the center frequency when t is given by Eq. (18.34), the radiation pattern of the
dielectric-loaded horn is obtained from Eq. (18.14) wherein A = B and A is given by

A(θ, φ) = 2bd S

(
U
b

2

)⎡⎢⎣S(V d)+ 2t

πd

cos
(
V a

2

)
+ 2t

π V sin(V d)

1−
(

2t
π V

)2

⎤⎥⎦ (18.35)

where S, U , and V are defined in Table 18.2 while a, b, and d are defined in Figure 18.24.
The factor in the square brackets determines the H -plane pattern and the first term
dominates if t/d is small. Consequently, for thin dielectric layers, the E- and H -plane
radiation patterns have almost the same shape.

An important property of dielectric-loaded horns is that their gain can be greater than
the corresponding unloaded horn. The relative aperture efficiency is

ηload

ηunload
= π2d2

2a(a − t)

(
1+ 2t

πd

)2
√

1−
(

λ

2a

)2

(18.36)
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Figure 18.24 Dielectric-lined rectangular horn.
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where “load” and “unload” subscripts refer to loaded (i.e., satisfy Eq. (18.34) with εr2 =
1) and unloaded waveguide cases. Equation (18.36) shows that, for most commonly
available dielectrics, an increase occurs only if a > λ. With dielectric loading, the H -plane
beamwidth is usually less than in the unloaded case. This is important in array feed
applications for satellites because the reflector edge is sometimes overilluminated, and
therefore dielectric loading can help improve antenna efficiency. However, ohmic loss in
the dielectric decreases the gain, although thin dielectric layers have low loss.

18.2.2.4 Rectangular Corrugated Horns Rectangular corrugated horns have
received attention as feeds since the mid-1960s [18, 52]. Corrugations in the two walls
parallel to the H -plane can be used to taper the field in the E-plane and thereby reduce
the sidelobes in that plane. Horns with corrugations on four faces were described
first by Bryant [53] with the aim of producing circularly polarized radiation with low
sidelobes [54]. The main advantage of the rectangular corrugated horn is that the
pattern can be shaped in both planes for feeding reflectors that are required to give
dual-polarized rectangular or elliptical shaped beams [18, 54, 55]. The disadvantages
compared with a circular corrugated horn are its comparatively narrow bandwidth,
higher cross polarization, difficulty of manufacture, and higher weight. Detailed analysis
is required to obtain the accurate mode combination in the aperture for the general
case and use of computer packages mentioned in Section 18.7 is highly recommended
for design. In brief, the corrugations are chosen to be close to a quarter-wavelength
deep near the aperture, with a gradual taper of the initial slots at the throat from about
a half-wavelength for a good reflection match. Sometimes pattern control is difficult.
This can be improved by filling the corners where the corrugations meet [54, 56]. The
bandwidth and poor cross polarization of the rectangular corrugated horn are due to the
generation of a higher-mode slow wave, which is predicted in the rigorous analysis of
the horn [56]. The bandwidth is typically <40% and this compares with the bandwidth
of a circular corrugated horn of over 70%.

18.2.3 Rear-Radiating Feeds

In prime-focus fed symmetrical reflectors, blockage by the feed and feed support struts
causes reduced gain and increased sidelobe levels. The loss of performance due to
strut blockage can be eliminated by employing a self-supporting or axial feed antenna.
Mechanical support is provided in this case by the transmission line, which extends from
the reflector vertex to the feed. Such feeds have a long history and many different types
have been reported. Some examples are shown in Figure 18.25.

All rear-radiating feeds depend for their operation on the efficient transition from the
feeder line in the axial conductor to the radiator. Usually it is this feature that limits the
usable bandwidth to only a few percent of the operating frequency. For example, the
match from the resonant dipole disk feed [3] in Figure 18.25a is narrowband and this is
even worse for the feed in Figure 18.25b, which incorporates a resonant ring to improve
the radiation pattern [57]. In the Cutler feed [4] (Figure 18.25c), two radiating slots are
excited by a cavity driven from the waveguide transmission line. A tuning screw in the
cavity improves the match, although the design remains essentially narrowband. The cup
feed (an example is shown in Figure 18.25d [58]) is distinguished by its axial symmetry,
and a number of designs have been tried in order to achieve an effective transition from
the circular central conductor to the cup region. An example of a cup feed design is a
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Figure 18.25 Rear-radiating feed antennas: (a) dipole and disk fed by transmission line (adapted
from Ref. 3); (b) the same as (a) with ring; (c) rectangular waveguide with radiating slots (adapted
from Ref. 4); (d) cup feed [58] (From Ref. 61, courtesy of IEEE); and (e) hat feed 63).

circular waveguide version of the Cutler feed using an annular slot, while another design
by Griffin [59] uses coaxial waveguide sections at the end of the cup to improve the
match. Both of these designs are relatively narrowband (approximately 5%). However,
Schwerdtfeger [60] was able to achieve up to 20% bandwidth by exciting dipoles within
the cup with a thin TEM transmission line.
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The cup feed developed by Poulton and Bird [58], shown in Figure 18.25d, uses a
simple transition from circular waveguide to excite the cup. This produces a bandwidth
of about 20% and its symmetry allows dual polarization to be used. The waveguide to
cup transition is most effective when the inner-to-outer conductor radius ratio (b/a) is
about 0.5. Radiation from the cup is predominantly due to the TE11 coaxial waveguide
mode in the cup. This radiates in the presence of the supporting central conductor, which
has a significant effect when the central conductor diameter is even moderately large. To
keep cross-polar levels less than −20 dB, the central conductor radius should be kept
relatively small, typically b/a < 0.3 and ka > 2.5. A cup feed excited with an air-filled
circular waveguide has a relatively poor performance with poor pattern symmetry and, as
a result, has high levels of cross polarization. Much improved performance is obtained
by dielectric loading the central conductor and this also provides mechanical support
for the cup. The main disadvantage of dielectric loading is matching into the feeder
waveguide. Further improvement in the pattern is possible by adjusting the size of the
flange surrounding the aperture and by inclusion of a concentric ring slot. The ring-slot
flange considerably improves the radiation performance over a narrow band (typically
5% to 10%) [61].

The “hat” feed of Kildal [62, 63], shown in Figure 18.25e, uses a circular waveg-
uide transmission line, a circumferential slot, and a corrugated reflecting brim. An
iris-matching network in the waveguide gives a good match over about a 15% band-
width. The feed is excited by a propagating TE11 mode in the waveguide and this excites
radial waveguide modes in the dielectric aperture. The λ/4-deep corrugations ensure the
radiation pattern is symmetrical with little spillover radiation. The beamwidth is rela-
tively broad for a flat brim but this can be reduced by angling the brim as shown in
Figure 18.25e.

18.2.4 Microstrip Feeds

Microstrip patch antennas are a possible alternative to horns in feed applications or as
a feeder for a horn. The advantages of a microstrip as a feed are its ease of integration
with the system electronics, compact size, reduced weight, and lower volume compared
with a horn. Multilayer patch antennas can provide a return loss of 10 dB or better over
a 50% or more bandwidth. Microstrip feed antennas are used singly or in arrays and
can be incorporated in a cavity or a horn to improve the radiation performance for feed
applications where low noise temperature is required [64, 65].

Microstrip antennas are suitably shaped printed circuits that are designed to radi-
ate at discontinuities [66, 67]. The most common types are rectangular and circular
patches. Two simple models are used to describe these antennas. These are the cavity
and transmission-line models. In the cavity model, the antenna, which is excited by a
probe or a slot in the ground plane, sets up resonances in the cavity formed between
the patch and the ground plane. The antenna radiates through currents set up around
the edge of the patch. In the case of a circular patch, for example, the radius of the
patch, a, is determined by the desired mode and its resonance frequency. The TM11

mode has suitable characteristics for feed antennas and its resonance occurs at the first
root of J1(k

√
εra) = 0, where J1 is the first-order Bessel function and εr is the dielectric

constant of the substrate, which gives a ≈ 0.61λ/
√
εr . In the transmission-line model of

a rectangular microstrip patch antenna, the radiation appears to occur at two rectangular
apertures on either side of the patch, and these apertures are connected by a parallel-plate
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transmission line, which is the length � of the patch. Now assume a patch of width w

lies in the yz -plane on a substrate of thickness h. The radiated fields are given by Eq.
(18.14) wherein A is approximately

A(θ, φ) = wh S

(
kw

2
sin θ sinφ

)
cos

(
k
√
εr�

2
cos θ

)
(18.37)

where the first function on the right side of Eq. (18.37) is defined in Table 18.2
and A(θ, φ) = B(θ, φ). The first factor in Eq. (18.37) is due to the radiation
pattern of the w × h apertures at the ends of the patch while the second function
is a consequence of the path length between these apertures. In this geometry,
the E-plane is the φ = 0 plane and the H -plane corresponds to θ = 90◦. Fur-
ther discussion of the design of microstrip antennas is beyond the scope of this
chapter and for further information the reader should consult specialized texts
[10, 66, 67].

The patterns given by Eq. (18.14) and (18.37) are asymmetric and produce high cross
polarization. By designing the ground plane size (typically a diameter of about 0.8λ)
and incorporating a choke at the edge of the ground plane, the pattern symmetry, and
hence cross-polar performance, can be improved considerably over about a 5% to 10%
bandwidth. The chokes also assist to reduce the spillover energy and rear-lobes, which
is important in low noise applications. An example of a two-layer microstrip patch feed
is shown in Figure 18.26 [64, 65].

18.2.5 Short-Backfire Antenna

A useful narrowband feed is the short-backfire antenna, particularly in low frequency
applications when compactness and light weight are important [68]. It has a relatively
directive pattern, low sidelobes, and low rear lobes. The short-backfire antenna consists
of two parallel-plate reflectors, spaced about λ/2 apart, and a driven element, an approx-
imately λ/2 dipole shown in the example in Figure 18.27, that is placed about midway
between the reflectors. In this arrangement the backfire antenna is basically a modified
endfire array. One of the reflectors is small and the energy concentrated between the
reflectors radiates through this reflector. The larger rear reflector has a skirt of about
λ/4 to reduce the sidelobes. Due to the resonant structure, the antenna has only about
a 3% bandwidth. Rectangular waveguide versions of this antenna have also performed
successfully.

x

y

Choke ring

Input probe

Top patch

Driven patch

Ground plane

∼0.25λ

∼0.8λ

Figure 18.26 Two-layer circular microstrip antenna in a cavity with a choke ring.
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Figure 18.27 Geometry of a circular short-backfire antenna that is fed by a folded dipole.

18.3 LINEAR FEED ANTENNAS

Historically, one of the earliest feeds for a reflector was a half-wave dipole, which was
fed from a transmission line via a balun. The dipole is backed by a circular disk set about
λ/4 away to produce a unidirectional radiation pattern (see Figure 18.25a) [3, Chap. 8].
The disk diameter is from 0.5λ to 1λ, depending on the required edge taper. Alternative
to the circular disk, one or more parasitic elements can achieve a similar effect. This
type of feed is relatively narrowband.

The extension of the parasitic array is the Yagi–Uda array and the log-periodic anten-
nas (Figure 18.28) [5, 50, 69–70]. These are often used as feeds especially at low
frequencies for practical considerations, such as low weight, and also because the latter
can operate over relatively wide bandwidths. Other practical advantages are that they are
low profile, which minimizes blockage, and they have relatively simple input require-
ments. A major disadvantage in wideband applications is the defocusing caused by axial
phase center movement with frequency. The optimum feed design for maximum antenna
gain changes with the angle subtended by the secondary antenna (i.e., ψc given in Eq.
(18.2) or (18.3)). In narrowband applications, the Yagi–Uda or log-periodic is placed at
the focal point of the secondary antenna and defocusing loss is negligible.

The Yagi–Uda array consists of a center-driven dipole element with a number of
parasitic elements arranged in the same plane. These parasitic elements increase the gain
of the antenna over that of a single dipole. A longer parasitic element is a reflector and
is opposite the main radiation direction. The shorter elements lying in the direction of
the main radiation are called directors. Varying the length and spacing of the elements
relative to the driven element optimizes the radiation pattern. The input match is sensitive
to the first reflector element and usually only one or possibly two reflectors are needed
to control the rear radiation and hence the pattern front-to-back ratio. The typical dimen-
sions of a Yagi–Uda feed for a reflector with F/Dm = 0.4 are given in Figure 18.28a.
The classical Yagi–Uda array has a limited bandwidth of about 2% and the directivity
increases approximately with the number of directors.

The bandwidth of a linear antenna may be increased significantly by means of a
log-periodic geometry that feeds all elements in the array instead of a single dipole
(Figure 18.28b). The log-periodic antenna consists of dipole elements arranged in a plane
that have a constant ratio (τ ) between the element’s distance from the apex (xn) and the
dipole lengths (ln). Successive dipole elements are excited by reversing the phase. The
pattern depends on the apex angle (α) and element spacing (dn) (Figure 18.28b), usually
expressed in terms of the parameter σ = dn/2ln. Higher gains occur with large τ and σ

and small α. For broadband designs, log-periodic antennas with large α are favored, as
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Figure 18.28 Linear feed antennas: (a) Yagi–Uda, (b) log-periodic, and (c) zigzag.

the phase center is closer to the apex and suffers less from defocusing loss. Details of
the optimum design of log-periodic feeds are given by Imbriale [71].

The tapered zigzag antenna (Figure 18.28c) has similar properties to the classical linear
log-periodic and can be more convenient to fabricate. It has found use as a wideband
feed for a reflector with F/Dm ratios from about 0.4 to 0.5. To ensure correct scaling
is achieved, the wire is replaced with a plane metal sheet that tapers along the antenna.
As well as the parameter τ , the design of the log-periodic zigzag antenna depends on
the two angles α and β shown in Figure 18.28c as described by Lo and Lee [70, Chap.
9]. Of importance in feed design is that the E- and H -plane half-power beamwidths are
similar when γ = 2α.

18.4 TRAVELING-WAVE FEEDS

Traveling-wave antennas of the surface-wave type support a wave propagating along
the antenna structure with a phase velocity v < c, producing an endfire beam. The
distinctive feature of this type of antenna is that the directivity is proportional to the



18.4 TRAVELING-WAVE FEEDS 907

length. With traveling-wave antennas, the maximum directivity is achieved by meeting
the Hansen–Woodyard condition [5], which requires that the phase difference between the
surface wave and the free-space wave be 180◦ at the termination of the antenna. Under
this condition, the gain is 10 log(10L/λ) dB and the beamwidth is 55

√
λ/L degrees,

where L is the length. Other excitation conditions give lower gain and sidelobe levels
that are often more suitable for feed antennas.

18.4.1 Dielectric Rod

The dielectric rod antenna is excited frequently with an open-ended waveguide and has the
property of a single lobe along the axis of the antenna. The wave traveling along the rod
consists of hybrid modes whose fields exist inside and outside the dielectric. To improve
the match and prevent standing waves from occurring, the rod is often tapered either
along its length or near its end. The radiation from a waveguide-fed tapered dielectric
rod has three main contributions: radiation from the waveguide–rod interface, along the
rod, and from the end of the rod. The choice of rod material is a compromise between
size, directivity, and bandwidth. Both circular and rectangular dielectric rod antennas are
used [71–73]. Rods can be used in arrays and for ease of integration with electronics and
printed launchers have proved effective over a modest bandwidth (Figure 18.29a) [74].
Excitation efficiencies approaching 100% are possible over a 20% bandwidth by realizing
a magnetic ring current equivalent to a ring diameter equal to 0.6 of the rod diameter.

18.4.2 Traveling-Wave Slot

This type of antenna consists of a tapered slotline cut in a thin layer of metal, which
is usually supported by a thin dielectric substrate on one side (Figure 18.29b) [75, 76].
The slotline is narrowed at one end to efficiently couple to the feeding network and is
tapered outward at the other end to improve radiation effectiveness. A traveling wave
excited by the feed network propagates in the slot and radiates in an endfire direction at
the tapered end. The energy in the traveling wave is tightly bound to the slotline when
the separation distance is small compared to the free-space wavelength. An electric field
is created across the slot, which produces a linearly polarized beam in the plane of the
antenna (E-plane). As the slotline width increases, radiation occurs most efficiently when
the slotline width is about a half-wavelength. Tapered slot antennas have been found to
have very wide bandwidths and the ability to generate a symmetric beam pattern despite
their planar geometry.

The Vivaldi antenna (Figure 18.29b) is one of a class of slot traveling-wave antennas
and is characterized by an exponential curve for the taper in the slotline [77]. It belongs
also to the class of aperiodic continuously scaled antenna structures that have the property
of a theoretically infinite bandwidth. The Vivaldi antenna can produce a symmetric endfire
beam (in both the E- and H -planes) with moderately high gain and low sidelobes.
Figure 18.29b shows the basic geometry of the Vivaldi antenna and how the exponential
taper is defined. Vivaldi antennas lend themselves well to integration with different types
of circuits due to their planar construction. The radiating portion of the antenna is well
separated and isolated from the nonradiating portion, allowing circuits to be integrated
onto the dielectric at the nontapered end of the slot. It is common for the tapered slot
to continue into a slotline circuit, which can then be fed by a microstrip/stripline to
slotline transition or a finline. There are many variations of the Vivaldi antenna, including
antipodal [78] and balanced configurations [79], which have, respectively, advantages of



908 FEED ANTENNAS

Figure 18.29 Traveling-wave feed antennas: (a) dielectric rod (from Ref. 74) and (b) Vivaldi
antenna.

better feeding and lower cross polarization than the conventional Vivaldi. Arrays of
Vivaldi antennas are used also as feeds for reflectors and lenses (Figure 18.30).

18.4.3 Line-Source Feeds

Some secondary antennas, unlike the parabolic reflector, do not have a unique focus.
Examples of such antennas are spherical and cylindrical reflectors. In a spherical reflector
(Figure 18.2b), only the axial ray has a unique point focus on the axis and the remainder
suffer from spherical aberration. There are several ways to correct for spherical aberration
and one approach is to use a phased line feed, which adds the incident radiation in correct
phase at a single point. Rumsey [80] detailed the condition for exciting a spherical
reflector for maximum gain. This is a conjugate field match condition (Eq. (18.1)) where
the feed produces a tangential electric field at the surface of a mathematical cylinder
that just encloses it, equal to the conjugate of the field that would be produced by the
reflector currents if the reflector were illuminated by a plane wave.

Line feeds can be divided into two main types: those that use waveguides and those
that use cables for phasing. A waveguide can support phase velocities higher than the
velocity of light and this gives the required aberration correction. Examples include a
channel waveguide, dielectric rod antennas, a combination of the previous two antennas
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Figure 18.30 Dense-packed array of Vivaldi antenna elements for a focal plane array (courtesy
of ASTRON).

as described by Love [81], and a slotted waveguide. In the latter, varying the slot length
while maintaining a fixed slot width and constant slot spacing throughout controls the rate
of radiation. Using the TE10 mode in a waveguide of rectangular cross section enables
the phase velocity to be controlled by varying the cutoff wavelength, which depends on
the wide dimension of the waveguide. The second approach is to use a linear array of
radiating elements such as dipoles, microstrip patches, or Vivaldi elements and achieve
the correct phasing by adjusting the transmission-line lengths between the elements. The
main limitation is that aberration correction can be maintained only over a very narrow
bandwidth with conventional transmission lines. When the frequency is varied, phase
errors arise and the gain of the antenna is reduced. This problem may be overcome by
means of a correcting subreflector and a point feed in which the spherical aberration is
corrected by introducing a correcting path length in air.

An example of a circularly polarized line feed was a feed developed for the 300-m
diameter spherical reflector antenna at Arecibo [82, 83]. This feed used slotted circular
cylinders (Figure 18.31a) with circumferential fins between each slot, which acted as
radial waveguides to provide the correct phasing between the two orthogonal fields
within the fins. The slots and fins provided also a radiation pattern with the correct
azimuthal dependence. To improve the illumination, a few of the upper feed elements of
the azimuthally directed slot fields were closed off to compensate for the finite length
and the spacing between the upper elements was reduced to lower spillover.

Another feed for spherical reflectors is the sectoral hoghorn shown in Figure 18.31b
[84]. This consists of a primary feed and a section of subreflector surface, which are
enclosed between parallel plates spaced <λ/2 apart. The aperture of the hoghorn is placed
parallel to the incident rays in the receiving case. Energy from the spherical reflector is
incident on the aperture of the hoghorn and an appropriate path length is included in the
parallel-plate region to produce in-phase addition of the incident energy at the primary
feed.
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Figure 18.31 Line-source feeds: (a) slotted cylinder (from Ref. 82, courtesy of IEEE) and (b)
sectoral hoghorn (from Ref. 84).

A parabolic cylinder reflector antenna, which is a cylindrical reflector with a parabolic
cross section, has a line feed along the focal line of the reflector. An example of a feed
for this antenna is a linear array of crossed dipoles. The dipoles are located parallel and
normal to the focal line (i.e., longitudinal and transverse polarization). The two polar-
izations are fed separately through two completely branched transmission-line systems,
exciting each dipole with identical amplitude and phase. The beam may be steered by
adjusting the phasing of the elements. Another suitable feed for a parabolic cylinder is
a pillbox horn [3]. These are usually single polarization although two polarizations can
be obtained by stacking two orthogonally polarized horns.

18.5 COMPOUND FEED ANTENNAS

Feeds for secondary antennas are sometimes made from a combination of the other types
of feeds, reflectors, or resonant structures. The most common types of compound feeds
are the array, beam waveguide, splash-plate, and dichroic reflector.

18.5.1 Array Feeds

Single antenna feeds can be combined in arrays to create properties that are unattainable
with more elementary antennas. Arrays of feeds are used for a variety of applications
including the creation of shaped beams, multiple pencil beams, beam scanning over a
limited region of space, or correction of deficiencies in the reflector system arising from
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surface errors or misalignments. Single feeds or clusters are used to excite multiple
beams. Overlapping clusters can produce beams closer together than arrays of single
feeds. In pencil beam applications, where the array essentially compensates for the field
distortion through the reflector, a natural design technique is conjugate-field matching
(Eq. (18.1)). In this approach, the network connected to the array input excites the feeds
so that the field in the aperture is the complex conjugate of the fields in the focal region
that would be produced by a beam from the required direction. If there is more than one
beam, then the array excitation is the conjugate of the superposition of focal fields of
these beams.

The most common elements of feed arrays are waveguide horns, typically circular
or rectangular cross section (see Figures 18.15 and 18.32). The circular geometry is
convenient for hexagonal array arrangements, while rectangular elements have advantages
for producing shaped beams from satellites. Other types of array elements used for array
feeds are tapered slot, dielectric rod, Vivaldi, and microstrip patches.

Array feeds can also be phased to allow beam scanning over a limited angular range,
the limit being the creation of undesirable grating lobes. If the spacing between elements
is s, the maximum angular range the beam can be scanned before grating lobes appear
is given by sin θmax = λ/2s. In typical practical arrays, s ∼ λ due to the physical size of
the elements, and therefore the scan range of the feed is less than 30◦. Grating lobes may
not be of concern in some feeding applications, providing the associated lower efficiency
is acceptable; these lobes do not illuminate part of the secondary antenna or a noise
source. Close spacing (s ≤ λ/2) is needed in wide-scan angle applications. The Vivaldi
element allows close packing and therefore has good scan capability. Coaxial waveguides
operating in the TE11 mode (see Table 18.2) can also be used in arrays to achieve closer
packing than circular horns in applications requiring moderate bandwidths [85]. In closely
packed arrays of TE11-mode coaxial apertures with inner and outer conductor radii b and
a, respectively, the array spacing s (in wavelengths) should satisfy

s

2λ
≥ a

λ
≥ 1

π
[1+ (b/a)] (18.38)

For example, with b/a > 0.6 a spacing of s < λ/2 can be maintained over a bandwidth
> 20%.

Figure 18.32 Array feed and beamforming network for the Galaxy IV satellite (courtesy of
Hughes Aircraft Co.).
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Another concern is the design of the individual elements in the array. For example,
Amitay and Gans [86] showed that blind spots can exist due to forced aperture resonances
in arrays of tapered rectangular horn elements with oversized (overmoded) apertures. The
dominant contributor to these blind spots is the resonance of the equivalent transverse
magnetic waveguide mode (TM12). By appropriate design of the taper these resonances
can be avoided.

Finally, the effect of mutual coupling between the elements should be included in
an array design. Mutual coupling affects both the input match and the radiated fields,
particularly cross polarization. Mutual coupling in finite arrays has been studied in detail
for many different horn types, including rectangular [47, 87], circular [88], and coaxial
[89] apertures and also tapered-slot arrays [90]. The effect can be represented by a
scattering matrix that is combined with the scattering matrices of the different elements
comprising the array. The results obtained from a multimode analysis of mutual coupling
are very accurate, and computer programs based on mode matching methods have been
widely used in satellite antenna and radio telescope feed array design (e.g., see Refs. 48
and 85). In large arrays, element patterns and array performance can be predicted with
success using the Floquet periodic boundary conditions in combination with finite-element
or finite-difference time-domain numerical methods (see Section 18.7).

18.5.2 Beam Waveguide

A beam waveguide feed uses a sequence of focusing elements to translate a beam pat-
tern from a conventional feed horn to the secondary antenna. An example is shown in
Figure 18.33 for the NASA Deep Space Network [91]. The focusing elements may be
reflectors or lenses, and sometimes polarizing grids are used to combine or separate two
beams with orthogonal polarizations. The design technique commonly used is based on
Gaussian beam propagation [92, 93]. In this approach, the field radiated by the feed
horn, usually a transversely corrugated horn, is represented by a sum of Gaussian beam
modes. These modes have the characteristic that the amplitude has a Gaussian function
dependence with distance from the axis of propagation. The distance from the axis to
the point where the Gaussian beam has decayed to 1/e of its value is called the beam
waist (w) and this is a function of distance (z) along the beam. Thus

w = w0

√√√√1+
(

λz

πw2
0

)2

(18.39)

where w0 is the minimum beam waist radius, which occurs where the radius of curvature
of the wavefront is infinite, corresponding to a plane wave. The path through the sequence
of reflectors, lenses, and grids can be represented step-by-step as a series of spreading
transverse Gaussian beams. Each transformation from input to output beam through the
focusing element can be represented by an ABCD matrix and the complete system can
be found by concatenating these matrices. The ABCD matrices of different focusing
elements is described by Kitsuregawa [92] and also by Goldsmith [93], who also give
many more details than there is space to record here. Ultimately, the method leads to
output Gaussian beams that can be summed to give the field emanating from the beam
waveguide. Kitsuregawa [92] provides a design procedure from feed horn to output
reflector and design equations. If the focusing elements are moderate in size (say, greater
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Figure 18.33 Geometry of beam waveguide system for the NASA Deep Space Network antenna
DSS-25. (From Ref. 91.)

than 10 wavelengths, the minimum size for a beam waveguide element), it is prudent
to calculate the effect of diffraction through the system using a more rigorous analysis
method than Gaussian beams before completing the system design.

18.5.3 Splash-Plate Feeds

A splash-plate feed is a version of a self-supporting feed (Figure 18.34). An open-ended
waveguide irradiates a small reflector, the “splash plate,” that is usually located a short
distance s away. The splash plate then illuminates the secondary antenna, commonly a
parabolic reflector. From image theory, the radiation pattern is approximately equal to that
of the waveguide situated a distance s behind the plate and directed at the reflector, plus
the edge diffraction field due to the rim of the splash plate [94]. Struts or a dielectric
insert in the waveguide are often used to support the plate, which is usually about a
wavelength in diameter a knob or cone (see Figure 18.34) is often fitted at the center to
minimize the reflections back into the feed. The reflection coefficient in the waveguide
is approximately given by [12]

� ≈ �wg + Gwgλ

8πs

[
R1R2

(R1 + s)(R2 + s)

]1/2

e−j (2ks+θwg) (18.40)

where �wg is the reflection coefficient of the waveguide alone, s is the distance from the
waveguide phase center to the splash plate, R1 and R2 are the principal radii of curvature
at the center of the splash plate, Gwg is the maximum gain of the waveguide, and θwg is
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Figure 18.34 Splash-plate feeds: (a) vertex plate with matching cone, (b) periscope, and (c)
step-cut Vlasov mode converter.

a phase constant that depends on the reference plane in the waveguide; θwg = 0 at the
waveguide aperture.

The periscope feed in Figure 18.34b is used to convert the beam shape to provide a
more appropriate edge illumination for a secondary antenna. A third type of splash plate,
the Vlasov mode converter, shown in Figure 18.34c, converts zero-azimuthal index modes
from high power microwave and millimeter-wave sources into TE11 or HE11 modes for
use in plasma heating and conventional antenna systems.

18.5.4 Dichroic Reflector

In the usual arrangement, a dichroic reflector (or frequency-selective surface) consists of
an array of resonant slots or patches on a surface that is illuminated by signals in two
frequency bands (see Figure 18.35). The resonant elements are designed to reflect the
fields of one feed in one frequency band and to transmit the fields of the second feed in the
second band. In this way, a dual-band feed can be designed for a secondary reflector. The
resonant patch approach uses a grid of crossed dipoles, resonant rings, concentric loops,
or dumbbell-shaped patches printed on a dielectric surface, which has the profile of the
desired subreflector for the primary reflector [93]. These patches resonate at the frequency
of the feed at the secondary focus of the surface, usually the higher of the two bands. The
second feed is placed in the prime focus of the primary reflector, and at low frequencies
the grid of patches and the dielectric is almost transparent. The complementary approach
to resonant patches is to use a metallic reflector with resonant slots or perforations. Here
the reflector reflects the signals at frequencies below the cutoff frequency of the slots and
is transparent above this cutoff frequency. More frequency bands can be accommodated
using more than one dichroic reflector as shown in Figure 18.33.
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Figure 18.35 Dichroic reflector.

18.6 FEED SYSTEMS

Before the feed antenna is usually a circuit consisting of waveguide, printed circuits,
finline, or coaxial cables and the design of these is a separate topic in itself [95]. However,
an overview of feed antennas would be incomplete without some mention of the circuit
following the feed, which is commonly called the feed system. There are several major
types of feed systems and these depend on the application. Three types of feed system
will be briefly mentioned—namely, diplexers, beamforming networks, and comparator
networks for monopulse tracking.

18.6.1 Diplexers

After the feed antenna, the orthomode transducer (OMT) and (for circular polarization)
a polarizer are basic components of the feed system. Uher et al. [95] detail design
techniques for waveguide components used in feed systems. To date, the maximum
continuous bandwidth achieved by both polarizers and OMTs is about 50% and this
limits the feed system configurations possible when considering multiband operation over
wide frequency ranges. The means of diplexing several frequency bands can complicate
considerably the feed system design. One of the “simpler” diplexing techniques is to
use a series of dichroic plates to deflect selectively a given band to an appropriate feed
system (Figure 18.33). This type of diplexing can be designed using Gaussian beam
optics analysis [93].

For dual-frequency operation a number of feed system configurations are possible. If
the individual bandwidths are small (typically less than 10%) and the overall bandwidth
ratio to cover the two bands is less than ∼40%, then diplexing can take place at the
OMT ports before the signals are combined through the OMT into a common waveguide
and through the polarizer. In that case we need consider only a single polarized signal
in the diplexer and associated filters. These are usually built in a rectangular waveguide
to maintain polarization purity. A feed system for reception of dual linear and circularly
polarized signals is shown in Figure 18.36.

For larger bandwidth requirements, it has been necessary to develop more sophisticated
feed configuration schemes. An example of a feed system for both circular and linear
polarization is shown in Figure 18.37. The feed is a very wideband dielectric-loaded
horn. The lower frequency band has a bandwidth of 24% while the upper band has a
bandwidth of 19%, with an interband separation ratio of ∼3.7:1 [96]. The bands of this
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Figure 18.37 Dielectric cone-loaded feed system for dual-band applications. (From Ref. 96,
courtesy of IEEE.)

feed system are separated in a coaxial orthomode-junction diplexer, where the center
core of the coaxial waveguide is a loaded circular waveguide, which uses a low loss
dielectric with a permittivity of 2.4. This coaxial junction is matched to the horn with a
dielectric of 1.15 permittivity by a dielguide section. The horn, dielguide section through
to the coaxial junction, and beyond the high-band rejection filter in the coaxial waveguide
were completely analyzed by mode-matching methods, which was essential to obtain a
workable design.

18.6.2 Beamforming Networks

A beamforming network (BFN) is required for an array feed to produce either a fixed
illumination, as for the case of a shaped beam for a satellite, or variable illumination, if
the feed is phased for radar systems. In satellite applications, the standard approach for
producing contoured beams is with a parabolic reflector and an array feed of which the
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Figure 18.38 Beamforming network layout for the vertical transmit beam [98]. Cmn is the cou-
pling value.

amplitude and phase at the input of each feed is supplied by a BFN, which must be low
loss, low volume, and lightweight [97]. Typically, for Ku- and Ka-bands these networks
are realized in waveguide technology and for C-band and lower frequencies in TEM
line. The BFN may need to be reconfigured into a number of fixed beams for different
satellite orbital locations. The main components are power dividers, often 1-to-2 way
1-to-4 way, or 1-to-8 way that may be fixed or variable lengths of waveguide for phasing,
variable phase shifters, and microwave switches. To achieve the best performance, the
power divider couplers need to be accurately known and made. Accurate computer-aided
design software is used for this purpose and, with software based on methods such as
mode matching, BFNs can be designed and built for flight without any trimming. An
example of a BFM for a reflector providing a beam covering the continental United
States, Puerto Rico, Alaska, and Hawaii is shown in Figure 18.38 [98]. The array itself
is shown in Figure 18.32. When the beam is scanned, rather than fixed, variable phase
shifters are usually required. There are several ways of doing this, including uniform
amplitude illumination over the array with variable phasing to steer the beam and use of
Butler matrices with intervening phase shifters to produce multiple simultaneous beams.
More details are given in Lo and Lee [70] and Mailloux [99].

18.6.3 Monopulse Feeds

A monopulse feed for a reflector or lens allows searching and tracking in radar and
communications. The aim of such a feed is to produce sum, azimuth difference, and
elevation difference signals from which tracking information can be obtained [100].
Among the available designs that use a secondary antenna there are three main types. The
first type uses four or five feeds arranged orthogonally in the focal plane of the secondary
antenna. One arrangement uses four multimode rectangular feed horns and a suitable
feed network to balance the efficiency of the sum and difference beams. A practical
implementation of this design is given by Lee and Chu [101] (see Figure 18.39a). These
multi-mode horn designs suffer from different phase centers and different beamwidths
between the sum and difference beams, which results in poor efficiency for the sum
beam and high spillover for the difference beam. The second method uses a single
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Figure 18.39 Monopulse tracking feeds: (a) multifeed array (from Ref. 101, courtesy of IEEE)
and (b) multimode monopulse feed.
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Figure 18.40 Schematic of a monopulse comparator (adapted from Ref. 104). � and � indicate
sum and difference ports of four-port magic “T” junctions.

circular waveguide input to a corrugated horn from a beamforming network, which
produces appropriate modes to give the three tracking signals. In one implementation
of this, due to Watson et al. [102], the beamforming network produces a combination
of TM01 and TE21 modes. The third method employs a single multimode horn and four
input waveguides that control the modes excited in the horn by means of a comparator
network (see Figs. 6.4b and 18.40). As shown in Figure 18.41, a corrugated horn can
be used in this case where the HE11 mode provides the sum beam while combinations
of orthogonal HE21 modes with H01 and E02 modes of corrugated waveguide provide
azimuth and elevation difference beams [103, 104]. The challenge with this type of
monopulse feed design is balancing the diameter of the horn at the junction, which gives
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Figure 18.41 Mode excitations used to create (a) sum, (b) azimuth difference, and (c) elevation
difference patterns; (d) desired aperture field distribution in horn and associated modes (adapted
from Ref. 104).

the correct mode excitation, with the size of the input waveguides and also phasing the
modes at the aperture. A rectangular waveguide can be used, but a square waveguide
allows better performance. While greater beam efficiency is obtained for all beams at the
center frequency, the bandwidth for best performance is typically narrow (∼2%) and the
match is often poor for the difference beam (reflection coefficient approximately −10
dB).

18.7 DESIGN METHODS

A feature of modern antenna feed design is the extent to which accurate computer soft-
ware is now used. Electromagnetic software is used to analyze both the antenna and the
feed system. While many analysis methods are available, there are five principal analy-
sis methods on which the main software packages are based. These are finite-difference
time-domain (FDTD), the finite-element method (FEM), mode matching (MM), method
of moments (MoM), and the transmission-line matrix (TLM) method [105]. A brief out-
line of these methods now follows; for details the reader should consult the references
[105–110]. The FDTD method is based on a discretization of Maxwell’s equations in
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differential form and the fields are solved iteratively in alternating time steps for a selected
time period. The FEM discretizes the geometry by representing the region as a large
number of subdomains, commonly tetrahedral or rectangular bodies in three dimensions
on which variables are represented usually as polynomials with unknown coefficients.
These are obtained by minimizing functions that incorporate Maxwell’s equations and
the boundary conditions. On the other hand, MM uses known closed-form solutions for
parts of the structure (i.e., already satisfy Maxwell equations) that meet some of the
boundary conditions, but not all, and therefore have unknown coefficients. The boundary
conditions are enforced on these modal solutions plus the use of orthogonality conditions
results in matrix equations in the unknown coefficients, which can be solved by usual
matrix methods. The MoM represents the surface currents, called shape functions, on
subdomains such as triangular functions for line currents [107] and the “roof top” tiles
of Rao et al. [110]. These shape functions are introduced into integral equations for the
fields, usually expressed as a summation of elementary radiating current sources, called
a Green’s function integral equation. Unknown coefficients on the shape functions are
found by solving a set of equations, which are obtained by enforcing the boundary condi-
tions. In the TLM method, the field equations are expressed as a network of transmission
lines where the voltages and currents are related to the fields. Voltage pulses at each time
step are incident on the network and the scattering of these pulses creates a new set of
pulses, which become incident pulses on adjacent parts of the network at the next time
step. The incident and scattered pulses are related through a scattering matrix. Additional
elements, such as active components, and different materials can easily be added to the
network. To handle radiation problems in FDTD, FEM, and TLM methods, in particular,
absorbing boundary conditions (ABCs) are used, which is a special element or region
that provides high loss for the numerically derived fields in the region and low reflection
from the surface. Radiation is readily included in the MM method and the MoM through
selected functions or Green’s functions.

For this reason, in the past, the most widely used methods for feed antennas were the
MoM and MM. However, with improvements in ABCs, the accuracy of the more general
finite methods such as FDTD and FEM is approaching that of the traditional methods.
Hybrid methods are also used and these can give additional flexibility. Methods used to
design components relevant to feed antennas are reviewed in articles by Steer et al. [108]
and Arndt et al. [109].

The most accurate method currently available for aperture-type feeds, and therefore
radiation problems, employs a combination of MM and MoM. The former is used to
analyze the internal structure while the MoM is used for the outer structure. To analyze
a feed by MM, the scattering matrix solution of the transverse modal coefficients is
required at each discrete boundary surface that describes the geometry of the structure.
By cascading these matrices, the device can be completely characterized [10, 109]. This
technique has been used with great success in analyzing numerous waveguide horns,
arrays, and components. While a common elemental or building-block solution required
to analyze complex structures in circular waveguide components is the junction between
two circular waveguides, other scattering matrix solutions are available for junctions
between coaxial waveguides, partially filled circular waveguides, rectangular waveguides,
elliptical waveguides, and ridged waveguides as well as junctions between rectangular
and circular waveguides. In all cases, however, the basic procedure remains the same.
Radiation from the outer structure is handled by the MoM. The MM and MoM equations
are solved together to give the mode amplitudes in the aperture and the external currents.
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Figure 18.42 Cut-away drawing of a quad-band feed system that is analyzed completely with
computer software (© CSIRO).

Once these are known, the radiated field is found by summing the contributions from all
modes and sources. It is important to include all high-order terms of the radiated field
in the calculation, especially when the feed and reflector are within the Fresnel zone, as
ignoring these terms can lead to significant errors in predicting cross polarization and
phase center. This particular approach can predict the performance of horn antennas very
accurately, frequently over a 60-dB range of the radiation pattern.

Proprietary electromagnetics software packages, such as Ansoft’s HFSS [111], which
uses FEM, and CST Microwave Studio [112], which is based on another technique called
finite integration that uses an integral form of Maxwell’s equations, are now achieving
impressive results that more specialized software attained in the past. As an example,
Figure 18.42 shows the three-dimensional picture of a quad-band feed system that has
been analyzed with CST Microwave Studio. The results for the input reflection coefficient
for all bands show excellent agreement with accurate mode-matching software as well
as with measured data for the fabricated feed system.

Another aspect of design is optimization for performance against specified criteria.
Until recently, computer speed limited the degree that this was possible. Now, for
example, horns are regularly designed by MM to suit particular performance criteria
by optimizing the profile [33]. Optimizers are also employed in many electromagnetics
software packages to adjust the geometry to peak the performance [108].

18.8 FUTURE

The developments in feed antennas proceed in parallel with new applications and
improvements in software, materials, devices, and manufacturing methods. The unending
requirement for higher levels of integration in future systems should see active devices,
both receivers and transmitters, fully integrated with the feed antenna. At the moment,
the lower bandwidth capability and higher initial costs of these units are limiting wider
use of integrated feeds. The ability to manufacture a feed antenna has, in the past,
limited some of the antennas that are used. With further improvements in software,
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materials, and computer-aided manufacture, some of these limitations should be reduced.
Of the feed antennas themselves, we expect to see more multiband and wideband feeds,
which will allow system designers to provide greater flexibility and functionality. Some
examples of these wideband feeds that will be more widely used are dielectric-lined
horns and arrays of traveling-wave slots. The means of extracting the different frequency
bands or wideband signals from these antennas remain a challenging problem. Another
influence on feed development is the use of higher frequencies than in the past to
achieve wider bandwidths and create smaller subsystems. The result is smaller feed
antennas, which have higher tolerances and are more difficult to manufacture.

Feed antennas are by definition used in conjunction with other antennas, forming
systems. In the past, these antennas were designed separately, and the effect of the inter-
actions between them was ignored as insignificant or calculated approximately. Effects
such as scattering from reflectors, feeds, struts, or the supporting structure itself can
be important contributors to cross-channel interference in communication systems. It is
anticipated that future computers and software, will allow the design and optimization of
complete antenna systems as a matter of course. Encouraging steps have been made in
this direction in recent years. While future developments depend much on improvements
in computers, software, and display technology, the search will continue for the most
accurate and fastest electromagnetics methods for the analysis and optimization of feed
antennas.
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CHAPTER 19

Near-Field Scanning Measurements:
Theory and Practice

MICHAEL H. FRANCIS and RONALD C. WITTMANN

19.1 INTRODUCTION

As antennas increase in size or operating frequency, it becomes increasingly difficult to
obtain adequate real estate to measure antenna properties in the far field. Typically, a
distance of nD2/λ is specified as the beginning of the far-field region, where n is often
2 for routine work, D is the diameter of the smallest sphere that encloses the antenna’s
radiating parts, and λ is the wavelength. At this distance and for a spherical wavefront,
the phase differs by π/8 between the center and edge of the antenna. For precision
measurements, n often must be much greater than 2 [1, Chap. 14]. Table 19.1 shows the
far-field distances for some sample antenna diameters and operating frequencies. We see
that even for antennas of modest size, the far-field distance can become prohibitively
large when the frequency is high enough. Thus there are situations where measuring an
antenna in the near field would be advantageous because large amounts of real estate
are not required. There are other advantages as well. Since the near-field method is
usually employed inside a chamber, it is not subject to the effects of the weather and
also provides a more secure environment.

Determining the far-field pattern of an antenna from near-field measurements requires
a mathematical transformation and correction for the characteristics of the measuring
antenna (hereafter referred to as the probe). The first efficient near-field-to-far-field
transformation for the planar geometry was developed by Kerns and Dayhoff [2] at
the National Bureau of Standards (now the National Institute of Standards and Tech-
nology). Subsequently Kerns [3, 4] introduced probe correction. (Probe correction was
developed earlier for a two-dimensional case (scanning on a circle) by Brown and Jull
[5].) Within a few years the transformations were formulated for the spherical geometry
by Jensen [6, 7] and Larsen [8] at the Technical University of Denmark. Wacker [9] of
the National Bureau of Standards also made important contributions to the early devel-
opment of spherical near-field scanning. The cylindrical transformation was developed,
using reciprocity, by Leach and Paris [10–11] at the Georgia Institute of Technology. Sub-
sequently, Yaghjian [12] at the National Bureau of Standards elaborated the cylindrical

Modern Antenna Handbook. Edited by Constantine A. Balanis
U.S. Government work, not subject to U.S. copyright.
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TABLE 19.1 Sample Far-Field Distances

Diameter Frequency Far-Field
(m) (GHz) Distance (m)

1 3 20
3 3 180

10 3 2000
1 30 200
3 30 1800

10 30 20000
1 100 667
3 100 6000

10 100 66700

transformation based on a scattering-matrix approach. A detailed history of the develop-
ment of near-field scanning methods can be found in Gillespie [13], especially the papers
by Baird et al. [14], Hansen and Jensen [15], and Joy [16]. An extensive bibliography
is given in these historical papers and also in Yaghjian [17]. A good, complementary
reference that also treats all three geometries is Appel-Hansen et al. [18].

In principle, it is possible to transform to the far-field from measurements made on
an arbitrary near-field surface. However, the transformation can be done efficiently for
only three scanning geometries: planar (Section 19.2.3), spherical (Section 19.2.4), and
Cylindrical (Section 19.2.5). These transformations require complex data (amplitude
and phase).

19.2 NEAR-FIELD MEASUREMENT THEORY

19.2.1 Overview

Near-field measurement methods require the development of formulas that describe the
coupling of two antennas in close proximity. Avoiding the polarization issue for now, we
outline the process using the simpler example of a scalar field u(r). (Near-field scanning
measurements have also been developed for applications in acoustics [19–22].)

First, we expand the field of the test antenna in a complete set of modes un(r):

u(r) = a0

N∑
n=1

tnun(r) (19.1)

where a0 is the excitation. (In cases where modes are not discrete, the sum is replaced
by an integral.) It must be possible to represent u(r) to acceptable accuracy by use of a
finite summation. The expansion (19.1) must be valid throughout the region of interest,
including the region where measurements are made.

Practical probes do not (or only approximately) measure the field at a point in space.
This fact is especially important near a source where fields may vary significantly over
the volume of the probe. To account for probe effects, it is necessary to catalog the
response of the probe to each mode in the expansion (19.1):

w′
n(r

′,R′) = [Pun]
(
r′,R′) (19.2)



19.2 NEAR-FIELD MEASUREMENT THEORY 931

where the arguments must specify probe position (location and orientation). In this case,
the vector r′ gives the location and the matrix R′ (Section 19.2.2.2.) determines the
orientation. The probe is represented as a linear operator P . (The probe can be modeled
effectively as a differential operator [23], [24, Chap. 8]). As discussed in subsequent
sections, w′

n can be calculated from the known receiving function of the probe.
The response of the probe to the field in Eq. (19.1) can be approximated as a super-

position of the responses of the probe to the contributing modes:

w′(r,R)

a0
=

N∑
n=1

w′
n(r,R)tn (19.3)

We assume that the presence of the probe does not affect the test-antenna field.
Discrepancies due to probe–test antenna interaction are called multiple-reflection or
mutual-coupling errors. (Multiple reflections are accounted for in developments that use
a full scattering-matrix theory [12, 25, 26]; however, practical implementations (so far)
retain only the direct interaction term discussed here.)

To determine the coefficients tn we can, in principle, make independent measurements
at the probe positions (locations and orientations) (ri ,Ri ), 1 ≤ i ≤ P , P ≥ N , and find
the least-squares solution of the system of linear equations generated from the transmis-
sion equation (19.3). This would require O(N3) operations using, for example, Gaussian
elimination. For many practical antenna problems 104 < N < 106 and computational
efficiency is a major concern. For this reason, near-field measurements are commonly
made so that data points lie on planar, spherical, or cylindrical surfaces. The separation
of coordinates, orthogonalities, and simple rotational and translational properties, which
characterize the modes in these geometries, allow for significant reduction in processing
time. Computational complexity is O(N logN) for the planar and cylindrical geome-
tries, and O(N3/2) for the spherical geometry. (Recent developments [27] suggest the
possibility of a practical O(N logN) algorithm for spherical scanning.)

As separation increases, the coupling between test antenna and probe reduces to a
simple asymptotic form. The resulting simpler theory (Friis transmission equation) and
data acquisition requirements are the primary motivations for making far-field measure-
ments . For electrically large antennas, however, obtaining adequate separation may not
be practical. Additionally, the ability to use smaller separation distances means that many
antenna measurements can be made within a controlled laboratory environment. This fact
may result in improved security and accuracy.

Theory presented here represents a mathematical ideal. An effective, practical imple-
mentation requires the spirit of intelligent compromise that embodies the “art” of mea-
surement.

19.2.2 General Considerations

19.2.2.1 Maxwell’s Equations and Plane Waves We consider time-harmonic
fields with frequency f = ω/2π , wavenumber k = 2π/λ, and wavelength λ. (Time
domain near-field measurements are discussed in [28].) The time-dependent factor
exp(−iωt) is suppressed. In free space, the complex electromagnetic fields obey the
equations

∇ · E(r) = ∇ ·H(r) = 0 (19.4)
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1

k
∇ × E(r) = iZ0H(r)

(19.5)

1

k
∇ ×H(r) = 1

iZ0
E(r)

The impedance of free space is Z0 =
√
μ0/ε0 ≈ 377 �. In particular, the electric and

magnetic fields each satisfy the Helmholtz equation:

(∇2 + k2)E(r) = 0 (19.6)

(∇2 + k2)H(r) = 0

Perhaps the simplest solution of Eqs. (19.4)–(19.6) is the plane wave,

Epw(r) = 1

2π
A(k̂) exp(ik · r) (19.7)

Hpw(r) = 1

iZ0
ik̂× Epw(r)

where

k · A(k̂) = 0 (19.8)

k · k = k2 (19.9)

k̂ = k/k (19.10)

When k is real, Epw is organized into planes of constant phase that are perpen-
dicular to k. These phase fronts propagate in the k direction at the speed of light
c = λf ≈ 3× 108 m/s. We define the unit vector corresponding to a as â = a/

√
a · a

so that â · â = 1; however, â · â∗ �= 1 when a is complex.

19.2.2.2 Coordinate Systems The laboratory system is specified by the set
(O, x̂, ŷ, ẑ), where O is the origin and the unit vectors x̂, ŷ, and ẑ give the directions
of the x, y, and z axes in a right-handed Cartesian coordinate system. We also embed
a local Cartesian coordinate system (O0, x̂0, ŷ0, ẑ0) in an antenna. The location of the
antenna is given by the coordinates of the point O0 in the laboratory coordinate system.
The orientation of the antenna is defined by expressing x̂0, ŷ0, and ẑ0 in terms of x̂,
ŷ, and ẑ; for example, x̂0 = Rx̂, ŷ0 = Rŷ, and ẑ0 = Rẑ, where R is the 3× 3 matrix
(Cartesian basis) that induces a specified rotation [29, Eq. (C.45)].

The minimum sphere is the smallest sphere, centered on O0, that encloses the antenna.
The mathematical description of an antenna is most efficient if O0 is chosen so that the
minimum sphere is as small as possible. Additionally, we assume that ẑ0 is directed
away from the antenna , usually along an axis of mechanical symmetry. This axis often
corresponds closely to the axis of maximum gain or effective area. See Figures 19.1
and 19.18.
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The term reference position is used to describe the state (O0, x̂0, ŷ0, ẑ0) = (O, x̂, ŷ, ẑ)
for the test antenna and (O′

0, x̂′0, ŷ′0, ẑ′0) = (z′ẑ,−x̂, ŷ,−ẑ) for the probe. When the test
antenna and probe are in their reference positions, they face each other along the lab-
oratory z axis (Figure 19.1). For any valid z′, there will be a plane z = z0 such that
the test antenna is contained in the region z < z0 and the probe is contained in the
region z > z0. It is convenient to begin in the reference positions when describing the
translations and rotations that effectively move the probe over the measurement surface.
(In some near-field scanning implementations, the test antenna rotates in the laboratory
coordinate system. See Figure 19.14, for example.)

19.2.2.3 Waveguide Feeds We assume that an antenna is coupled to a generator or
to a load through a single-moded, lossless waveguide feed (which may be coaxial). Phase
is measured relative to a reference plane that is usually located at the point (waveguide
port) where the antenna connects to the RF system. See Refs. 25 and 30 for a complete
discussion of waveguide circuit theory.

The power accepted by a transmitting antenna is

P0 = K|a0|2
(
1− |�|2) (19.11)

where a0 is the (complex) amplitude of the incident waveguide mode and � is the
reflection coefficient looking into the antenna through its feed.

The constant of proportionality K is arbitrary since it depends on the normalization
chosen for the waveguide modes. Once K is specified, |a0| can be uniquely determined
by a measurement of power. (The phase of a0 is often not important.) For convenience
we use

K = 1

2k2Z0
(19.12)

Thus a0 has the dimension V/m.

19.2.2.4 Transmitting and Receiving Functions Far from an antenna that is
transmitting, the radiated electromagnetic fields can be characterized simply:

z

y

x

z0

z′0

x0ˆ

ˆ

ˆ

ˆ

ˆ

x̂′0

y0

y′0O0

O′0

Figure 19.1 A test antenna and a probe in their reference positions in the laboratory coordinate
system; that is, (O0, x̂0, ŷ0, ẑ0) = (O, x̂, ŷ, ẑ) and

(
O′

0, x̂′0, ŷ′0, ẑ′0
) = (

z′ẑ,−x̂, ŷ,−ẑ
)
.
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E(r) ∼
r→∞ a0t(r̂)

exp(ikr)

ikr
, r̂ · t(r̂) = 0

H(r) ∼
r→∞

1

iZ0
ir̂× E(r)

(19.13)

The transmitting function t(r̂) depends only on direction, which is specified by the unit
vector r̂.

Next, consider a plane wave (Eq. (19.7))

Epw(r) = 1

2π
A(k̂) exp(ik · r)

that is incident on an antenna that is receiving. The receiving function s(k̂) is defined so
that the received signal is

w = (1− ���)b0 = s(k̂) · A(k̂) (19.14)

Here, b0 is the (complex) amplitude of the emergent waveguide mode and �� is the
reflection coefficient of the load; that is, w is the amplitude of the emergent waveguide
mode that would be present were the load nonreflecting.

The forms of the functions t and s depend on the position (location and orientation) of
the antenna in the laboratory coordinate system. For the special case (O0, x̂0, ŷ0, ẑ0) =
(O, x̂, ŷ, ẑ) in which the antenna is located at the origin and is pointed in the ẑ direction,
we add a subscript 0, so that

t(k̂)→ t0(k̂), s(k̂)→ s0(k̂) (19.15)

For the special case (O0, x̂0, ŷ0, ẑ0) = (O,−x̂, ŷ,−ẑ) in which the antenna is located at
the origin and is pointed in the −ẑ direction, we add a subscript π , so that

t(k̂)→ tπ (k̂), s(k̂)→ sπ(k̂) (19.16)

The functions tπ (r̂) and sπ(r̂) can be obtained by rotating t0(r̂) and s0(r̂) by 180◦ about
the laboratory y axis.

In accordance with our conventions, we may take

s(k̂) = t(−k̂) (19.17)

when an antenna is reciprocal . See Kerns [25, Chap. II, Appendix A] for a detailed
discussion of reciprocity.

19.2.2.5 Basic Antenna Parameters Following IEEE Standard 145-1993 [31],
the gain G(r̂) and effective area σ(r̂) of an antenna are

G(r̂) = 4π

1− |�|2 ‖t0(r̂)‖2 (19.18)
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σ(r̂) = λ2

1− |�|2 ‖s0(r̂)‖2 (19.19)

When an antenna is reciprocal (Eq. (19.17)),

σ(r̂) = λ2

4π
G(−r̂) (19.20)

We use the term pattern to refer to a transmitting or receiving “function” of unspecified
normalization. Any pattern can be normalized to satisfy Eq. (19.18) or (19.19) if � is
known and if the gain or effective area is available in some direction.

The directivity D(r̂) is given by

D(r̂) = G(r̂)
P0

PT

= 4π∫ 2π
0

∫ π

0 ‖t0(r̂)‖2 sin θ dθ dϕ
‖t0(r̂)‖2 (19.21)

where PT is the total radiated power. Due to ohmic losses, PT < P0 and so G(r̂) < D(r̂).
Equation (19.21) holds regardless of the normalization used for the pattern. Calculation
of directivity in planar or cylindrical scanning is subject to truncation error because the
measurement surfaces never completely enclose the test antenna. Spherical scanning,
however, provides the simple result (see Eq. (19.60))∫ 2π

0

∫ π

0
‖t0(r̂)‖2 sin θ dθ dϕ =

∑
nm

(∣∣t1
nm

∣∣2 + ∣∣t2
nm

∣∣2) (19.22)

In addition to the above parameters, the equivalent isotropic radiated power (EIRP)
[31]

EIRP (r̂) = G(r̂)P0 (19.23)

is often of interest, particularly for communication satellite applications. Near-field mea-
surement of EIRP may require a specialized technique since the antenna’s waveguide
port is not accessible in some systems [32].

19.2.2.6 Miscellaneous Conventions We assume the “standard” branch when
specifying square roots; that is, if

a + ib =
√
x + iy

then a ≥ 0, b ≥ 0 when y ≥ 0, and b < 0 when y < 0. In particular, the square root of
a nonzero real number is either positive real or positive imaginary .

Quantities associated with a probe are marked with primes (single or double) when
such distinctions are desirable.

In this development, the probe always receives and the test antenna always transmits.
Transmission equations for transmitting probes and receiving test antennas may be found
by straightforward generalization of our arguments. For the convenience of the reader,
however, Appendix A lists transmission equations for transmitting probes and receiving
test antennas.
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For the most part, theories of near-field planar, spherical, and cylindrical scanning have
developed independently. We have attempted to bring some uniformity to the notation.
Here, for example, (1) modal functions are dimensionless, (2) pattern functions (and the
scattering matrix, in general) are dimensionless, and (3) the modal coefficients carry the
dimensions of the electric field (V/m).

19.2.3 Planar Scanning

19.2.3.1 Plane Wave Representation Scalar solutions of Eq. (19.6), separated in
Cartesian coordinates (Figure 19.2), are given by plane waves

uαβ(r) = 1

2π
exp(ik · r) (19.24)

= 1

2π
exp(iαx + iβy) exp(iγ z)

where
k · k = k2

In Eq. (19.24) we restrict k so that

kx = α, ky = β, kz = γ

−∞ < α, β <∞
γ =

√
k2 − α2 − β2

(19.25)

In formulas where α, β, or γ appear explicitly, it is to be understood that k = αx̂+
βŷ+ γ ẑ.

When γ is real (corresponding to k2 > α2 + β2), uαβ(r) describes a plane wave that
propagates into the half-space z > z0. When γ is imaginary (corresponding to k2 <

α2 + β2), uαβ(r) is an “evanescent” wave that decays exponentially as z increases. When

x

z

y

O0

O′0

x0

x′0

y0ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

y′0

z0

z′0

Figure 19.2 Planar scanning geometry. The scan plane is z = d . The test antenna is in its reference
position (see Figure 19.1). The probe is shown at the position (x, y, z) with x = d/2, y = d/2,
and z = d . Furthermore, x̂′0 = −x̂, ŷ′0 = ŷ, and ẑ′0 = −ẑ.
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sources are confined to the region z < z0, the functions uαβ(r) form a complete basis for
representing fields in the free-space region z > z0.

Vector solutions of Eqs. (19.4) and (19.6) follow directly from the scalar solutions
(Eq. (19.24)):

mαβ(r) = 1

k
∇ × nαβ(r) = uαβ(r)e1(k̂)

(19.26)

nαβ(r) = 1

k
∇ ×mαβ(r) = uαβ(r)e2(k̂)

k̂ ·mαβ(r) = k̂ · nαβ(r) = 0 (19.27)

Here,

e1(r̂) =
⎧⎨⎩

ẑ× r̂√
1− (ẑ · r̂)2

, r̂ �= ±ẑ

±ŷ, r̂ = ±ẑ
(19.28)

e2(r̂) = ir̂× e1(r̂)

Equation (19.27) is a direct restatement of Eq. (19.4).
The electromagnetic fields of a test antenna (in the reference position) can be

expanded as

E(r) = a0

∫ ∞

−∞

∫ ∞

−∞

[
t1
αβmαβ(r)+ t2

αβnαβ(r)
] dα dβ

γ k

iZ0H(r) = a0

∫ ∞

−∞

∫ ∞

−∞

[
t2
αβmαβ(r)+ t1

αβnαβ(r)
] dα dβ

γ k
, z > z0 (19.29)

When γ is real,
dα dβ

γ k
→ sin θ dθ dϕ (19.30)

so that dα dβ/γ k is a differential solid angle. For α2 + β2 > k2, the integrand in
Eq. (19.29) is exponentially attenuated with increasing |γ |. The resulting bandlimit has
important consequences in the practical implementation of the theory.

We write
t0(k̂) = t1

αβe1(k̂)+ t2
αβe2(k̂) (19.31)

and, following Kerns [25] and Yaghjian [33, Eq. 8],

E(r) = a0

2π

∫ ∞

−∞

∫ ∞

−∞
t0
(
k̂
)

exp(ik · r)
dα dβ

γ k
, z > z0 (19.32)

Equation (19.32) is a superposition of vector plane waves of the form in Eq. (19.7) in
which k is restricted according to Eq. (19.25), so that kz = γ is positive real or positive
imaginary.
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A stationary-phase evaluation of Eq. (19.32) suggests the asymptotic result

E(r) ∼
r→∞ a0t0(r̂)

exp (ikr)

ikr
(19.33)

that confirms t0(r̂) as the transmitting function. Equation (19.33) can be justified rigor-
ously when the source is finite [34]. (A finite source can be enclosed within a sphere of
finite radius.)

The transverse field is

Et (r) = E(r)− ẑẑ · E(r) = a0

2π

∫ ∞

−∞

∫ ∞

−∞
tt (k̂) exp(ik · r)

dα dβ

γ k
(19.34)

This is a two-dimensional Fourier transform that can be inverted to give

tt (k̂) = γ k

2π

∫ ∞

−∞

∫ ∞

−∞

Et (r)
a0

exp(−ik · r)dx dy, z = d > z0 (19.35)

Because k̂ · t0(k̂) = 0,

t0(k̂) = 1

γ
k× [tt (k̂)× ẑ] (19.36)

Thus the transmitting function is determined by the transverse electric field on any plane
z = d > z0.

19.2.3.2 Probe Response We begin with the test antenna and probe in their refer-
ence positions. In planar scanning, the response of the probe is recorded as the probe is
translated (no rotation allowed) over the measurement plane z = z′ = d. See Figure 19.1.

In the laboratory coordinate system, position (location and orientation) of the probe is
described by the parameter set (x, y, z) with the probe reference position corresponding
to (0, 0, d). The position of a similarly translated test antenna is also described by these
parameters with the test antenna reference position corresponding to (0, 0, 0).

Consider the output when the test antenna is at its reference position and the probe
is at (x ′, y ′, z′). The same output will be observed when the probe is at (0, 0, 0) and the
test antenna is at (−x ′,−y ′,−z′). This fact may be expressed mathematically as

w′(r′) = [P · E](x ′, y ′, z′) = [P · Ẽ](0, 0, 0) (19.37)

Here, P is a linear operator that represents the probe, E(r) is the field of the test antenna
(at its reference position), and Ẽ(r) is the field of the translated test antenna.

Now, let the “test antenna” radiate the plane wave

Eαβ(r) = 1

2π
t0(k̂) exp(ik · r)

so that

Ẽαβ(r) = 1

2π
t0(k̂) exp[ik · (r+ r′)] = Eαβ(r) exp(ik · r′) (19.38)
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From Eqs. (19.37) and (19.38)

w′
αβ(r

′) = exp(ik · r′)
[P · Eαβ

]
(0, 0, 0) (19.39)

or
w′

αβ(r
′) = s′π(k̂) · t0(k̂) exp(ik · r′) (19.40)

where we have applied Eqs. (19.14) and (19.16). Equation (19.40) expresses the “obvi-
ous” fact that the output of a probe can vary only by a phase factor as it is translated
from location to location in the presence of an incident (propagating) plane wave field.
In the notation of Section 19.2.2.4,

s′π(k̂) = s′π(k̂) exp(ik · r′) (19.41)

where s′π(k̂) is the receiving function of the translated probe at the location r′.

19.2.3.3 Kerns Transmission Equation In Eq. (19.32) we have a modal expan-
sion corresponding to Eq. (19.1). In Eq. (19.40) we have the response of the probe to
each mode corresponding to Eq. (19.2). Finally, corresponding to Eq. (19.3), we have
the Kerns transmission formula [25]

w′(r)
a0

=
∫ ∞

−∞

∫ ∞

−∞
s′π (k̂) · t0(k̂) exp(ik · r)

dα dβ

γ k
(19.42)

Equation (19.42) is valid when multiple reflections can be ignored and when the probe
and test antenna can be physically separated by a plane perpendicular to ẑ.

The Fourier transforms in Eq. (19.42) may be inverted to yield

T ′
αβ = s′π(k̂) · t0(k̂) = s1′

αβt
1
αβ − s2′

αβt
2
αβ

= γ k

4π2

∫ ∞

−∞

∫ ∞

−∞

w′(r)
a0

exp(−ik · r)dx dy, z = d (19.43)

with Eq. (19.31) and
s′π(k̂) = s1′

αβe1(k̂)+ s2′
αβe2(k̂) (19.44)

Since T ′
αβ can be computed from data w′(r)/a0 measured on the plane z = d, Eq. (19.43)

provides one equation for the two unknown components of t0(k̂). Data from a second
probe are needed to provide sufficient information to solve for t0(k̂). With two probes,
we have the linear system⎛⎝ T ′

αβ

T ′′
αβ

⎞⎠ =
⎛⎝ s1′

αβ −s2′
αβ

s1′′
αβ −s2′′

αβ

⎞⎠⎛⎝ t1
αβ

t2
αβ

⎞⎠ (19.45)

Here, quantities associated with the second probe are marked with a double prime. Thus⎛⎝ t1
αβ

t2
αβ

⎞⎠ = −i

k̂ · (s′π × s′′π
)
⎛⎝ −s2′′

αβ s2′
αβ

−s1′′
αβ s1′

αβ

⎞⎠⎛⎝ T ′
αβ

T ′′
αβ

⎞⎠ (19.46)
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Obviously, probes should be selected so that s′π
(
k̂
)× s′′π

(
k̂
) �= 0. If the first probe is

linearly polarized, a “second” probe may be realized by rotating the first probe by 90◦

about its z axis.
In the most general setting, the Kerns transmission formula may be written

w′

a0
=
∫ ∞

−∞

∫ ∞

−∞
s′(k̂) · t(k̂)

dα dβ

γ k
(19.47)

This describes the coupling between two arbitrarily positioned antennas, provided they
can be separated by a planar surface (which is used to define the z direction). From this
point of view, both the spherical and cylindrical transmission formulas may be considered
special cases.

19.2.4 Spherical Scanning

19.2.4.1 Spherical Wave Representation Scalar solutions of Eq. (19.6), sepa-
rated in spherical coordinates (Figure 19.3), are given by spherical waves

unm(r) = fn(kr)Ynm(r̂) (19.48)

fn(x) = inh(1)
n (x)

(See Ref. 35, for example). Here, the h
(1)
n are spherical Hankel functions of the first

kind and the Ynm are (scalar) spherical harmonics. The multipole index is a nonnegative
integer, n = 0, 1, . . .. For a given n, the azimuthal (or component) index is an integer m

z

y

x

r

O0
x0

x′0

y0 y′0

z0

z′0

ˆ

ˆ

ˆ
ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

q

q

j

j

c

Figure 19.3 Spherical scanning geometry. The scan sphere is r = d . The test antenna is in its
reference position (see Figure 19.1). The probe is shown at the position (r, ϕ, θ, χ) with r = d,
ϕ = π/4, and θ = π/3. Furthermore, ŷ′0 = ϕ̂ when χ = 0, ŷ ′0 = θ̂ when χ = −π/2, and z′0 = −r̂.
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in the range −n ≤ m ≤ n. (The nth multipole has 2n+ 1 components.) Scalar spherical
waves satisfy the radiation condition

unm(r) ∼
r→∞ Ynm (r̂)

exp(ikr)

ikr
(19.49)

and the functions unm(r) form a complete basis for representing fields in free space out-
side the minimum sphere r = r0 that contains the sources. The plane wave representation

unm(r) =
∫ ∞

−∞

∫ ∞

−∞
Ynm

(
k̂
)
uαβ (r)

dα dβ

γ k

= 1

2π

∫ ∞

−∞

∫ ∞

−∞
Ynm

(
k̂
)

exp (ik · r)
dα dβ

γ k
, z > 0 (19.50)

can be established rigorously. See Eq. (19.24).
Vector solutions of Eqs. (19.4) and (19.6) follow directly from the scalar solutions

(Eq. (19.48)):

mnm(r) = 1

k
∇ × nnm(r) = 1√

n (n+ 1)
Lunm(r)

(19.51)

nnm(r) = 1

k
∇ ×mnm(r)

where the differential operator L is

L = 1

i
r×∇ = i

sin θ
θ̂∂ϕ − iϕ̂∂θ = i

sin θ
∂ϕ θ̂ − i

sin θ
∂θ sin θ ϕ̂ (19.52)

That mnm and nnm are solutions of Eq. (19.6) is a consequence of the commutation
relationships ∇2L = L∇2 and ∇2∇ = ∇∇2. Written out more fully,

mnm(r) = fn (kr)X1
nm (r̂)

(19.53)

nnm(r) = gn (kr)X2
nm (r̂)−

√
n (n+ 1)

ikr
fn (kr)X0

nm (r̂)

with

fn (x) = inhn (x) ∼
x→∞

exp(ix)

ix (19.54)

gn (x) =
[

1

ix

d

dx
(xfn)

]
(x) ∼

x→∞
exp(ix)

ix

The (vector) spherical harmonics [36, Chap. 9]

X0
nm (r̂) = r̂Ynm (r̂)

X1
nm (r̂) = 1√

n (n+ 1)
LYnm (r̂) = −

(
θ̂

m

sin θ
+ iϕ̂∂θ

) Ynm (r̂)√
n (n+ 1)

(19.55)

X2
nm (r̂) = ir̂× X1

nm (r̂)
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form an orthonormal set∫ 2π

0

∫ π

0
Xa∗

νμ (r̂) · Xb
nm (r̂) sin θ dθ dϕ = δabδνnδμm (19.56)

We have the asymptotic formulas

mnm(r) ∼
r→∞ X1

nm (r̂)
exp (ikr)

ikr (19.57)

nnm(r) ∼
r→∞ X2

nm (r̂)
exp (ikr)

ikr

and the corresponding plane wave representations

mnm(r) = 1

2π

∫ ∞

−∞

∫ ∞

−∞
X1

nm(k̂) exp (ik · r)
dα dβ

γ k (19.58)

nnm(r) = 1

2π

∫ ∞

−∞

∫ ∞

−∞
X2

nm(k̂) exp (ik · r)
dα dβ

γ k
, z > 0

The electromagnetic fields of a test antenna (in the reference position) can be written
as the superposition

E(r) = a0

∞∑
n=1

n∑
m=−n

[
t1
nmmnm(r)+ t2

nmnnm(r)
]

(19.59)

iZ0H(r) = a0

∞∑
n=1

n∑
m=−n

[
t2
nmmnm(r)+ t1

nmnnm(r)
]

, r > r0

There is no monopole term (n = 0) in spherical wave expansions of the electromagnetic
fields in free space. Using Eq. (19.57), we obtain the asymptotic formula

E(r) ∼
r→∞ a0t0 (r̂)

exp (ikr)

ikr

where the transmitting function is

t0(r̂) =
∞∑
n=1

n∑
m=−n

[
t1
nmX1

nm(r̂)+ t2
nmX2

nm(r̂)
]

(19.60)

From Eq. (19.59),

Et (r) = E (r)− r̂r̂ · E(r)

= a0

∞∑
n=1

n∑
m=−n

[
fn (kr) t

1
nmX1

nm(r)+ gn (kr) t
2
nmX2

nm(r)
]

(19.61)



19.2 NEAR-FIELD MEASUREMENT THEORY 943

An application of the orthogonalities in Eq. (19.56) yields

t1
nm =

1

fn (kr)

∫ 2π

0

∫ π

0
X1∗

nm(r̂) ·
E(r)
a0

sin θ dθ dϕ

(19.62)

t2
nm =

1

gn (kr)

∫ 2π

0

∫ π

0
X2∗

nm(r̂) ·
E(r)
a0

sin θ dθ dϕ, r = d > r0

Thus the transmitting pattern is determined by the tangential electric field on any sphere
r = d > r0.

19.2.4.2 Probe Response We begin with the test antenna and probe in their refer-
ence positions. In spherical scanning, the response of the probe is recorded as the probe
is rotated over a measurement sphere of radius r = r ′ = d. First the probe is rotated
by angle χ = χ ′ about the laboratory z axis. Then it is rotated by angle θ = θ ′ about
the laboratory y axis. Finally, the probe is again rotated about the laboratory z axis by
an angle ϕ = ϕ′. The members of the triplet (ϕ, θ, χ) are collectively known as Euler
angles .† (The positive sense of these angles is determined, in the usual manner, with the
“right-hand rule.”) The angles ϕ′ and θ ′ fix the location of the probe on the measurement
sphere. The angle χ ′ specifies a rotation about the probe axis. When χ ′ = 0, ŷ′0 = ϕ̂,
and when χ ′ = −π/2, ŷ′0 = θ̂ . See Figure 19.3.

In the laboratory coordinate system, position (location and orientation) of the probe is
described by the parameter set (r, ϕ, θ, χ) with the probe reference position corresponding
to (d, 0, 0, 0). The position of a similarly rotated test antenna is also described by these
parameters with the test antenna reference position corresponding to (0, 0, 0, 0).

Consider the output when the test antenna is at its reference position and the probe
is at

(
r ′, ϕ′, θ ′, χ ′

)
. The same output will be observed when the probe is at its reference

position and the test antenna is at
(
0,−χ ′,−θ ′,−ϕ′,

)
. This fact may be expressed

mathematically as

w′ (r ′, ϕ′, θ ′, χ ′) = [P · E]
(
r ′, ϕ′, θ ′, χ ′,

) = [
P · Ẽ

] (
r ′, 0, 0, 0

)
(19.63)

Here P is a linear operator that represents the probe, E (r) is the electric field of the test
antenna (at its reference position), and Ẽ (r) is the field of the rotated test antenna.

Now, let the “test antenna” radiate the vector spherical wave mnm (r) or nnm (r). As it
turns out, rotated n-poles can be reexpressed as superpositions of multipole components
with the same multipole index n:

m̃nm(r) =
n∑

μ=−n

mnμ(r)Dn
μm(−χ ′,−θ ′,−ϕ′)

(19.64)

ñnm(r) =
n∑

μ=−n

nnμ(r)Dn
μm(−χ ′,−θ ′,−ϕ′)

†The reader should be aware that several definitions of Euler angles are commonly used.
We apply the Euler angles as rotations about axes fixed in the laboratory coordinate system. An equivalent

result may be obtained by rotating about axes fixed in the body being moved. Begin with the laboratory and
body coordinate systems coincident: first rotate by angle ϕ about the body z axis; then rotate by angle θ about
the body y axis; finally, rotate by angle χ about the body z axis.
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We discuss the rotation functions Dn
μm later. From Eqs. (19.63) and (19.64)

w1′
nm

(
r ′, ϕ′, θ ′, χ ′

) = [P · m̃nm

] (
r ′, 0, 0, 0

) = n∑
μ=−n

σ 1′
nμ(r

′)Dn
μm(−χ ′,−θ ′,−ϕ′)

w2′
nm

(
r ′, ϕ′, θ ′, χ ′

) = [P · ñnm

] (
r ′, 0, 0, 0

) = n∑
μ=−n

σ 2′
nμ(r

′)Dn
μm(−χ ′,−θ ′,−ϕ′)

(19.65)

The translated probe coefficients are

σ 1′
nμ (r) = [P ·mnμ

]
(r, 0, 0, 0)

(19.66)
σ 2′
nμ (r) = [P · nnμ

]
(r, 0, 0, 0)

Thus the response of the probe to the modes mnm(r) or nnm(r) can be summarized
in terms of the 2n+ 1 numbers σ 1′

nμ or σ 2′
nμ that are the responses of the probe, in its

reference position, to the n-pole component functions.
Appendix C.2 discusses the evaluation of the translated probe coefficients (Eq.

(19.66)), which depend on the known receiving function of the probe.

19.2.4.3 Jensen Transmission Equation In Eq. (19.59) we have a modal expan-
sion corresponding to Eq. (19.1). In Eq. (19.65) we have the response of the probe to
each mode corresponding to Eq. (19.2). Finally, corresponding to Eq. (19.3), we have
the Jensen transmission formula [6]

w′(r, ϕ, θ, χ)
a0

=
∞∑
n=1

n∑
m=−n

n∑
μ=−n

[
σ 1′
nμ(r)t

1
nm + σ 2′

nμ(r)t
2
nm

]
Dn

μm(−χ,−θ,−ϕ) (19.67)

A full discussion of the rotation functions†

Dn
μm(−χ,−θ,−ϕ) = exp(iμχ)dn

μm(−θ) exp(imϕ) (19.68)

is beyond the scope of this chapter. The orthogonalities of the Dn
μm can be used to solve

for the unknown t1,2
nm . In particular, were the translated probe coefficients σ 1′

nμ and σ 2′
nμ

significant for |μ| ≤ Np, then measurements would be required at 2NP + 1 values of χ

for each (ϕ, θ). In order to require only two spin values per direction and to retain the
advantages of orthogonality, standard practice employs special probes [26] designed so
that σ 1′

nμ = σ 2′
nμ = 0 unless μ = ±1.

Consider such a μ = ±1 probe and define the measurement vector

w′(r) = w′
θ (r, ϕ, θ)θ̂ +w′

ϕ(r, ϕ, θ)ϕ̂ (19.69)

†We define the rotation functions according to the convention of Rose [37] and Tinkham [38]. To use the
convention of Edmonds [39], substitute Dn

μm(ϕ, θ, χ) for Dn
μm(−χ,−θ,−ϕ). To use the convention of Hansen

[26], substitute Dn
μm(χ, θ, ϕ) for Dn

μm(−χ,−θ,−ϕ).
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w′
ϕ(r, ϕ, θ) = w′(r, ϕ, θ, χ = 0)

(19.70)
w′

θ (r, ϕ, θ) = w′(r, ϕ, θ, χ = −π/2)

With

dn
±1,m(−θ) exp(imϕ) =

√
4π

2n+ 1

(
θ̂ ∓ iϕ̂

) · X1
nm(r̂) (19.71)

the Jensen transmission formula Eq. (19.67) can be written [23, Eq. (27)]

w′(r)
a0

=
∞∑
n=1

n∑
m=−n

[
T 1′
nm (r)X1

nm(r̂)+ T 2′
nm (r)X2

nm(r̂)
]

(19.72)

where in matrix form⎛⎝ T 1′
nm

T 2′
nm

⎞⎠ = −i

√
4π

2n+ 1

⎛⎝ σ 1′
n1 − σ 1′

n,−1 σ 2′
n1 − σ 2′

n,−1

σ 1′
n1 + σ 1′

n,−1 σ 2′
n1 + σ 2′

n,−1

⎞⎠⎛⎝ t1
nm

t2
nm

⎞⎠ (19.73)

Equations (19.67) and (19.72) are valid when multiple reflections can be ignored and
when the probe and test antenna can be physically separated by a plane perpendicular
to r̂.

Application of the orthogonalities in Eq. (19.56) gives

T 1′
nm =

∫ 2π

0

∫ π

0
X1∗

nm(r̂) ·
w′(r)
a0

sin θ dθ dϕ

(19.74)

T 2′
nm =

∫ 2π

0

∫ π

0
X2∗

nm(r̂) ·
w′(r)
a0

sin θ dθ dϕ, r = d

Finally, Eq. (19.73) provides two equations that can be solved for t1
nm and t2

nm:

⎛⎝ t1
nm

t2
nm

⎞⎠ =
i

√
2n+ 1

16π
σ 1′
n1σ

2′
n,−1 − σ 1′

n,−1σ
2′
n1

⎛⎝ σ 2′
n1 + σ 2′

n,−1 −σ 2′
n1 + σ 2′

n,−1

−σ 1′
n1 − σ 1′

n,−1 σ 1′
n1 − σ 1′

n,−1

⎞⎠⎛⎝ T 1′
nm

T 2′
nm

⎞⎠
(19.75)

Thus the transmitting function is determined by data w′(r)/a0 measured on the sphere
r = d. Unlike planar and cylindrical scanning, where the second probe may be distinct,
the present formulation of spherical scanning assumes that one probe is used in two
orientations. If this probe is circularly polarized, then Eqs. (19.73) will not be indepen-
dent; however, if a complete set of measurement data is obtained for both a right- and a
left-circularly polarized probe, then the resulting set of four equations can be solved for
t1
nm and t2

nm in a least-squares sense.
An example μ = ±1 probe is the conceptual ideal probe that directly measures a

component of the transverse electric field; however, physical μ = ±1 probes are not
difficult to construct (see Appendix A.2). In fact, any practical probe will approach a
μ = ±1 probe as the separation between test antenna and probe increases.

Formula (19.71) can be derived from first principles by forcing Eqs. (19.61) and
(19.67) to agree when the probe is ideal.
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19.2.5 Cylindrical Scanning

19.2.5.1 Cylindrical Wave Representation Scalar solutions of Eq. (19.6), sepa-
rated in cylindrical coordinates (Figure 19.4), are given by the cylindrical waves

unβ(r) = 1√
2π

Fn (κρ)�n(ρ̂) exp (iβy) (19.76)

Fn (x) = in
√

π

2
H(1)

n (x)

�n(ρ̂) = 1√
2π

(
z+ ix

ρ

)n

= exp(in�)√
2π

(19.77)

Here, the H
(1)
n are cylindrical Hankel functions of the first kind [40, Chap. 9] and

ρ =
√
r2 − y2

κ =
√
k2 − β2 (19.78)

ρ̂ = zẑ+ xx̂
ρ

In order to keep the reference positions of the test antenna and the probe on the z axis,
we take the y axis as the axis of cylinders of constant ρ. Cylindrical waves propagate or
decay away from the y axis when κ is real (k > β) or imaginary (k < β), respectively.
If sources are confined to the region ρ < ρ0, then the functions unβ form a complete
basis for representing fields in free space ρ > ρ0. The plane wave decomposition

unβ(r) =
∫ ∞

−∞
�n(κ̂)uαβ(r)

dα

γ

= 1

2π

∫ ∞

−∞
�n(κ̂) exp(ik · r)

dα

γ
, z > 0 (19.79)

ρ
x

y

z

O0

O′0

x0

x′0

y0

y′0

z0

z′0ˆ

ˆ ˆ

Φ̂

Φ

Θ̂ˆ

ˆ

ˆ

ˆ

Figure 19.4 Cylindrical scanning geometry. The scan cylinder is ρ = d . The test antenna is in
its reference position (see Figure 19.1). The probe is shown at the position (ρ,�, y) with ρ = d,
� = π/3, and y = d/2. Furthermore, x̂′0 = −�̂, ŷ′0 = ŷ, ẑ′0 = −ρ̂, and �̂ = �̂× r̂.
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where

κ̂ = γ ẑ+ αx̂
κ

(19.80)

can be established rigorously [41, Eqs. (3.753) and (3.754)]. See Eq. (19.24).
Vector solutions of Eqs. (19.4) and (19.6) follow directly from the scalar solutions of

Eq. (19.76):

mnβ(r) = 1

k
∇ × nnβ(r) = 1

iκ
ŷ×∇unβ

(19.81)

= 1√
2π

[
−nFn(κρ)

κρ
ρ̂ +Gn(κρ)�̂

]
�n(ρ̂) exp(iβy)

nnβ(r) = 1

k
∇ ×mnβ(r) = − β

ik
ŷ×mnβ(r)− κ

ik
unβ(r)ŷ

(19.82)

= 1√
2π

[
β

ik
Gn(κρ)ρ̂ + β

ik

nFn(κρ)

κρ
�̂− κ

ik
Fn (κρ) ŷ

]
�n(ρ̂) exp (iβy)

with

Fn(x) = in
√

π

2
H(1)

n (x) ∼
x→∞

exp(ix)√
ix (19.83)

Gn(x) = 1

i

d

dx
Fn(x) ∼

x→∞
exp(ix)√

ix

From Eqs. (19.79), (19.81), and (19.82), we have the plane wave decompositions

mnβ(r) = 1

2π

∫ ∞

−∞
1

n(k̂) exp(ik · r)
dα

γ (19.84)

nnβ(r) = 1

2π

∫ ∞

−∞
2

n(k̂) exp(ik · r)
dα

γ
, z > 0

The angular functions are

1
n(r̂) = ŷ× ρ̂�n(ρ̂) = �n(ρ̂)�̂ (19.85)

2
n(r̂) = ir̂×1

n(ρ̂) = −i�n(ρ̂)�̂

The electromagnetic fields of a test antenna (in the reference position) can be written
as the superposition

E(r) = a0

∞∑
n=−∞

∫ ∞

−∞

[
t1
nβmnβ(r)+ t2

nβnnβ (r)
] dβ

k
(19.86)

iZ0H(r) = a0

∞∑
n=−∞

∫ ∞

−∞

[
t2
nβmnβ(r)+ t1

nβnnβ(r)
] dβ

k
, ρ > ρ0
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A substitution of Eq. (19.84) yields the plane wave expansion

E(r) = a0

2π

∫ ∞

−∞

∫ ∞

−∞
t0(k̂) exp(ik · r)

dα dβ

γ k
, z > ρ0

where the transmitting function is represented by the Fourier series

t0(r̂) =
∞∑

n=−∞

[
t1
n,ky/r

1
n(r̂)+ t2

n,ky/r
2
n(r̂)

]
(19.87)

By inverting the Fourier transform and applying the orthogonality∫ 2π

0
�∗

ν (ρ̂)�n(ρ̂)d� = δνn (19.88)

we can solve Eq. (19.86) for the cylindrical-mode coefficients

t1
nβ =

1

Gn(κρ)

k

2π

∫ 2π

0

∫ ∞

−∞

(
�̂+ nβ

κ2ρ
ŷ
)
· E(r)

a0
exp(−in�− iβy) dy d�

(19.89)

t2
nβ =

1

Fn(κρ)

k

2π

∫ 2π

0

∫ ∞

−∞

k

iκ
ŷ · E(r)

a0
exp (−in�− iβy) dy d�, ρ = d > ρ0

Thus the transmitting function is determined by the tangential electric field on any cylin-
der ρ = d > ρ0.

19.2.5.2 Probe Response We begin with the test antenna and probe in their refer-
ence positions. In cylindrical scanning, the response of the probe is recorded as the probe
is translated and rotated over a measurement cylinder of radius ρ = ρ′ = d. The probe
is translated in the ŷ direction by a distance y = y ′. Then the probe is rotated about the
y axis by an angle � = �′. (The positive sense of � is determined, in the usual manner,
with the “right-hand rule.”) See Figure 19.4.

In the laboratory coordinate system, position (location and orientation) of the probe is
described by the parameter set (ρ,�, y) with the probe reference position corresponding
to (d, 0, 0). The position of a similarly rotated and translated test antenna is also described
by these parameters with the test antenna reference position corresponding to (0, 0, 0).

Consider the output with the test antenna at its reference position and the probe at(
ρ′, �′, y ′

)
. The same output will be observed with the probe at its reference position

and the test antenna at
(
0,−�′,−y ′

)
. This fact may be expressed mathematically as

w′ (r′) = [P · E]
(
ρ′, �′, y ′

) = [
P · Ẽ

] (
ρ′, 0, 0

)
(19.90)

Here P is a linear operator that represents the probe, E (r) is the field of the test antenna
(at its reference position), and Ẽ(r) is the field of the rotated and translated test antenna.

Now, let the “test antenna” radiate the vector cylindrical wave mnβ or nnβ . Then,

m̃nβ(r) = mnβ(ρ,�+�′, y + y ′) = mnβ(r) exp(in�′ + iβy ′)
(19.91)

ñnβ(r) = nnβ(ρ,�+�′, y + y ′) = nnβ(r) exp(in�′ + iβy ′)



19.2 NEAR-FIELD MEASUREMENT THEORY 949

From Eqs. (19.90) and (19.91),

w1′
nβ(r

′) = [P · m̃nβ

] (
ρ′, 0, 0

) = σ 1′
nβ(ρ

′) exp(in�′ + iβy ′)
(19.92)

w2′
nβ(r

′) = [P · ñnβ

] (
ρ′, 0, 0

) = σ 2′
nβ(ρ

′) exp(in�′ + iβy ′)

The translated probe coefficients are

σ 1′
nβ(ρ) =

[P ·mnβ

]
(ρ, 0, 0)

(19.93)
σ 2′
nβ(ρ) =

[P · nnβ

]
(ρ, 0, 0)

Thus w1′
nβ(r

′) and w2′
nβ(r

′) depend on the transverse location of the probe through a simple
phase factor.

Appendix C.3 discusses the evaluation of the translated probe coefficients in Eq.
(19.93), which depend on the known receiving function of the probe.

19.2.5.3 Transmission Equation In Eq. (19.86) we have a modal expansion cor-
responding to Eq. (19.1). In Eq. (19.92) we have the response of the probe to each
mode corresponding to Eq. (19.2). Finally, corresponding to Eq. (19.3), we have the
transmission formula [10–12]

w′(r)
a0

=
∞∑

n=−∞

∫ ∞

−∞

[
σ 1′
nβ(ρ)t

1
nβ + σ 2′

nβ(ρ)t
2
nβ

]
exp(in�+ iβy)

dβ

k
(19.94)

(Brown and Jull [5] earlier developed a two-dimensional form of this equation.)
Equation (19.94) is valid when multiple reflections can be ignored and when the probe
and test antenna can be physically separated by a plane perpendicular to ρ̂.

Inversion of the Fourier transform and use of the orthogonality in Eq. (19.88) gives

T ′
nβ (ρ) = σ 1′

nβt
1
nβ + σ 2′

nβt
2
nβ

= k

4π2

∫ 2π

0

∫ ∞

−∞

w′(r)
a0

exp(−in�− iβy) dy d�, ρ = d (19.95)

Since T ′
nβ can be computed from data w′(r)/a0 measured on the cylinder ρ = d, Eq.

(19.95) provides one equation for the two unknown components of t0(k̂). Data from a
second probe are needed to provide sufficient information to solve for t0(k̂). With two
probes, we have the linear system⎛⎝ T ′

nβ

T ′′
nβ

⎞⎠ =
⎛⎝ σ 1′

nβ σ 2′
nβ

σ 1′′
nβ σ 2′′

nβ

⎞⎠⎛⎝ t1
nβ

t1
nβ

⎞⎠ (19.96)

Here, quantities associated with the second probe are marked with a double prime. Thus⎛⎝ t1
nβ

t1
nβ

⎞⎠ = 1

σ 1′
nβσ

2′′
nβ − σ 1′′

nβ σ
2′
nβ

⎛⎝ σ 2′′
nβ −σ 2′

nβ

−σ 1′′
nβ σ 1′

nβ

⎞⎠⎛⎝ T ′
nβ

T ′′
nβ

⎞⎠ (19.97)

If the first probe is linearly polarized, then a “second” probe may be realized by rotating
the first probe by 90◦ about its z axis.
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19.3 NEAR-FIELD MEASUREMENT PRACTICE

19.3.1 General Considerations for Near-Field Scanning

19.3.1.1 Overview Here (Section 19.3.1) we discuss practical issues that are sub-
stantially the same for all implementations of near-field scanning methods. Later sections
deal with geometry-specific considerations: planar scanning (Section 19.3.2), spherical
scanning (Section 19.3.3), and cylindrical scanning (Section 19.3.4).

19.3.1.2 Implementation

RF Equipment Transformation from near field to far field requires complex data (both
amplitude and phase information). Figure 19.5 shows a typical antenna measurement
system. Key components include a phase/amplitude receiver and a phase-stable signal
source, such as that provided by a synthesizer. Because cables may be long, remote
mixing is often used to reduce attenuation.

Alignment Equipment Requirements and techniques vary from geometry to geometry,
but the basic alignment tools are the same. These include laser straightness interferom-
eters, electronic levels, and theodolites (with autocollimation capability). A laser tracker
can greatly reduce the time required by and improve the accuracy of some procedures.

Probe Characterization To evaluate the far-field properties of the test antenna from
near-field measurements, it is necessary to know the far-field properties of a reference
antenna (probe). These properties (gain, polarization, and pattern) are usually measured
with traditional far-field techniques, which are not in the scope of this chapter. See Refs.
42–44.

RF source

Test
antenna

RF

RF

Mixer
Positioner

Computer controller

Phase/amplitude
receiver

Positioner

LO

IF

Probe Mixer

RF

Reference channel

LO

IF

Signal
channel

Figure 19.5 Typical components of a near-field measurement system.
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Absorber and Absorber Placement The use of a good quality microwave absorber
helps to reduce the effects of stray signals. As discussed previously, the planar tech-
nique is best used for moderately to highly directive antennas. Since the antenna under
test (AUT) is fixed in the laboratory, it is usually sufficient to place absorber only in front
of the test antenna. The mounting structure behind the probe is especially critical. More
absorber coverage is needed for nondirective and/or rotating test antennas. For many
cylindrical and spherical scanning implementations, a full anechoic chamber is required.
Typically, a pyramidal absorber is used. The optimal size of the pyramids depends on
the operational frequency range.

Microwave absorber (even that treated with fire retardant salts) is flammable [45]. Once
ignited, absorber burns hot and produces many toxic gases, including cyanide, carbon
monoxide, carbon dioxide, and hydrochloric acid. Potential ignition sources should be
treated with care. These include high power RF radiation (beyond the rating of the
absorber), soldering and welding irons, and high intensity lights.

Cross-Talk and Leakage Cross-talk is the unwanted coupling between two ports
of a measurement system or subsystem. Examples include signals traveling from the
reference channel to the measurement channel of the receiver; signals traveling from the
x polarization port to the y polarization port of a dual-port probe; and signals traveling
from the LO (local oscillator) port to the RF port of a remote mixer. A good receiver
will have 80 dB or better of isolation between the reference and measurement channels.
Cross-talk problems are often due to poor isolation in switches, mixers, isolators, or
dual-port probes. The direct way to test for cross-talk is to insert a signal into one port
and measure the output at the other port.

Leakage is unwanted coupling due to imperfections in the cables, connectors, and
joints used to link the components of a measurement system. One technique of checking
for leakage is to make three near-field scans: a reference scan is taken with the AUT
transmitting and the probe receiving the signal; a second scan is taken with the transmit
signal terminated at the antenna and a third is taken with the receive signal terminated.
The second scan detects leakage in the circuit preceding the transmitting antenna The
third scan detects leakage in the circuit following the receiving antenna. (See Figure 19.6.)

The bias is the average leakage signal over the scan area. A nonzero bias can lead to
a spurious peak in the z direction.

A cross-talk/leakage contribution that is 20 dB lower than a signal of interest results
in a measurement uncertainty of about 1 dB.

Cable Flexing Ideally, the stressing of cables, connectors, and rotary joints should have
no effect on a measurement. Practically, of course, there will always be some undesirable
variation in amplitude and (especially) phase. The severity of the problem depends on
the quality and condition of the components. If the errors are repeatable, one can use
the reflectometer setup illustrated in Figure 19.7 to estimate the effect of cable flexing
and to correct for it. In this procedure, the probe (or test antenna) is replaced with a
reflectometer. The reflected signal is measured with respect to some reference point on
the scan surface, where for convenience the amplitude and phase are set to 1.0 and 0◦,
respectively. The measured signal at other points on the surface will be given by 1+ 2ε
for the amplitude and 2δφ for the phase, where ε is the amplitude error and δφ is the
phase error of the one-way path. An alternative method of measuring these errors is to
use the three-cable method of Hess [46]. This method involves the use of three cables
(with unknown properties) in pairs to determine the effect of cable flexing.
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Figure 19.6 Sample leakage test results. The solid line represents the measured near field of the
test antenna. The dashed line is a test result showing significant leakage problems. The −+−+
line is a test result showing more acceptable leakage levels.
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Figure 19.7 Reflectometer setup for estimating errors due to cable flexing.
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Noise and Dynamic Range Parseval’s theorem states that the root sum square (RSS)
noise in the near field is equal to the RSS noise in the far field. The far-field peak is
greater than the near-field peak by approximately the gain of the antenna. This implies
that for a 30-dB gain antenna, if the noise level were at −40 dB relative to the near-field
peak, we would expect it to be at about −70 dB relative to the far-field peak. A noise
level that is 20 dB lower than a signal of interest results in a measurement uncertainty
of about 1 dB.

Dynamic range is affected, not only by the noise level, but also by receiver saturation
at high signal levels.

Nonlinearity Many receivers that have been manufactured, since about 1990, and used
for antenna measurements are fairly linear in their optimal operating ranges. However,
other receivers, especially those manufactured earlier, may exhibit significant nonlinear-
ity. The effects of nonlinearity can be mitigated through comparison with a calibrated
rotary vane or step attenuator. The system linearity can be evaluated by inserting a cal-
ibrated rotary vane attenuator. The setting of the attenuator is varied and the receiver
output compared to the calibrated value of the attenuator. One obtains results similar to
those in Table 19.2, where measurements are typically made relative to some reference
point in the near field. (Table 19.2 is not intended to represent any particular receiving
system.) In Table 19.2, column 2 represents the best value of the attenuation for the
attenuator setting in column 1. Column 3 is the receiver reading for that attenuation. For
example, for an attenuator setting of 30 dB, the calibrated attenuation is 30.02 dB and
the receiver reading is −29.96 dB. That is, the receiver reading is 0.06 dB high since
it should be −30.02 dB. This information can be used to generate a correction to the
receiver output to obtain a calibrated value for each near-field data point.

Many modern devices, however, have better linearity than the rotary vane attenuator.
In this case, it makes no sense to construct and use a table to correct the receiver output;

TABLE 19.2 Attenuator Calibration

Attenuator Calibrated Attenuator Receiver
Setting (dB) Value (dB) Reading (dB)

0 0 0
2 2.00 − 2.00
4 4.00 − 4.00
6 6.01 − 6.01
8 8.01 − 8.01

10 10.01 −10.01
12 12.00 −12.00
14 14.00 −14.00
16 15.99 −15.99
18 17.99 −17.99
20 19.99 −19.99
25 24.98 −24.99
30 30.02 −29.96
35 35.02 −35.08
40 40.03 −40.12
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however, this linearity test is still useful to detect abnormalities due to, for example, a
faulty or improperly biased mixer.

Normalization There are several methods of determining the normalization ratios
(b′0/a0 and b′′0/a0). (1) Measure the insertion loss (a measurement of the power with
the probe antenna and test antenna inserted in the circuit relative to the power with
the generator and load connected directly together without the antennas) at a near-field
reference point, as illustrated in Figure 19.8. The insertion loss measurement requires
multiple connections and disconnections, so a connector of high quality is required. (2)
In the gain substitution method, a known reference antenna is scanned to calibrate the
measurement system. In this method we do not need to know the probe gain. (3) If the
ohmic losses are negligible or can be calculated, then the gain can be determined from
the directivity, Eq. (19.21). (4) The normalization can be accomplished using absolute
power measurements.

To normalize the two polarization components relative to each other, it is necessary
to refer them to a common signal. This can be done by measuring the signal at some
near-field reference point of each component relative to the through connection (with
the generator and load hooked directly together). Both the amplitude and phase must be
determined in order to perform the probe correction accurately.

19.3.2 Planar Scanning Measurements

19.3.2.1 Overview of Planar Scanning In the planar scanning geometry, the test
antenna is normally fixed and the probe antenna moves over the surface of a plane in front
of the AUT. The probe and scanner act as an x–y recorder. Because of truncation effects,
the planar near-field scanning geometry is most useful for measuring moderately to highly
directive antennas. For antennas with broad beams, the use of the planar near-field method
is not advised since much of the energy will not be intercepted by a finite measurement
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Generator
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Test Probe

10 dB Pad

Mixer
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Reference Line
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Source

Receiver

Figure 19.8 Illustration of the insertion loss measurement. The attenuator setting is usually higher
for the generator-to-load connection to avoid nonlinearity effects and damage to the mixer.
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region. Data are usually acquired “on the fly” in the scanning direction (e.g., the y

direction). The probe is then stepped in the orthogonal direction (e.g., the x direction)
and scanning reinitiated in the scanning direction.

19.3.2.2 Implementation

Alignment A properly aligned planar scanning measurement setup satisfies the fol-
lowing requirements. (1) The x and y axes are perpendicular. Furthermore, the plane
over which the probe moves must be flat to within a small fraction of a wavelength
(typically 0.01λ–0.02λ). (2) The probe z axis is perpendicular to the scan plane. The
probe y axis must be parallel to the laboratory y axis. (3) The AUT coordinate system
must be parallel to the laboratory coordinate system. (Translational displacement from
the reference position produces only a phase factor in the far field, which is usually
unimportant.)

The flatness required of the scan plane depends on the accuracy requirements and the
nature of the error [47, Eqs. (53)–(61)]. For example, periodic position errors produce
larger errors in the pattern, but these errors are concentrated in specific directions. The
scan plane can be efficiently aligned or characterized by use of a laser tracker. Often, a
mirror is positioned parallel to the scanner as a reference in the alignment of the probe
and AUT.

The alignment of the probe may be accomplished by aligning a theodolite to the
reference mirror mentioned above and using the autocollimation feature of the theodolite.
Mirrors used for alignment should be of high quality with good optical surfaces and
parallel front and back surfaces.

The AUT is generally aligned relative to an aligned probe.

Sampling Criteria Sampling considerations require that two data points be acquired
for the shortest period in the measured data. Provided the measurements are acquired in
a region where the evanescent (nonpropagating modes) are unimportant, increments of
less than λ/2 in both x and y will generally satisfy the sampling criteria. However, there
are error mechanisms that have periods that are less than a wavelength. In these cases,
a sample spacing of less than λ/2 is necessary to prevent such errors from being aliased
into the pattern.

Failure to satisfy the sampling criteria will lead to aliasing. One way to test for aliasing
is to acquire data at intervals of much less than λ/2 (e.g., 0.1λ) and to check whether
the pattern changes when fewer points (e.g., every other point) are used. Figure 19.9
shows how the root mean square error changes with spacing interval for a sample slotted
waveguide array. Since this array had low sidelobes and measurements were required
down to −60 dB, it was necessary to use spacing intervals of 0.4λ or less. The smaller
spacing size is required because of the high frequency errors (see Figure 19.10) that
occur due to probe–AUT multiple reflections. These errors are associated with the regular
spacing between the slotted elements.

Scan Area Truncation The theory assumes an infinite scan plane and this is obviously
not practical. Acquiring data over a finite area has two effects. First, the pattern beyond
±θv is invalid [47], where

θv = arctan

(
L− a

2d

)
(19.98)
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Figure 19.9 Example of the RMS error as a function of spacing size. Larger spacings lead to
higher errors due to aliasing effects.

−400 0 400

X position (cm)

−80

−60

−40

−20

0

R
el

at
iv

e 
am

pl
itu

de
 (

dB
)

Figure 19.10 Near-field cut showing the ripple due to multiple reflections between the probe
and the slots of the Ultralow Sidelobe Array (ULSA). The period of these ripples requires spacing
sizes of less than about 0.38λ to avoid unacceptable aliasing errors.
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Figure 19.11 Illustration of the planar truncation geometry showing the angle of validity θv .

L is the scan length, a is the AUT diameter, and d is the separation distance between
the AUT aperture and the scan plane (see Figure 19.11). Second, there are errors in the
valid region due to ringing caused by the discontinuity at the edge of the scan plane.
Yaghjian [48, p. 29] showed that this truncation error can be estimated from a knowledge
of the measured data on the perimeter of the scan area. To determine whether the scan
area is large enough, we set the data in the outer perimeter of the scan area to zero and
observe how much the computed far field changes. As a rule of thumb, the scan area
should be large enough so that measurements, at the edges, are at least 30 dB below (and
preferably 40 dB or more below) the near-field peak.

Positioning Tolerances and Position Correction The fast Fourier transform, which
provides an efficient near-field-to-far-field transform for the planar geometry, requires
measurement points to be located on the plane z = d in a regular grid, equispaced in
x and equispaced in y. Errors can occur in the z coordinate (perpendicular to the scan
plane) due to imperfections in the scanner (see Figure 19.12). Errors can occur in the
step coordinate due to inertia in the scanner and errors in the y rails, which limit the step
resolution (see Figure 19.13). Lastly, errors can occur in the scan coordinate due to errors
in the x rails, the position encoders, the trigger timing accuracy, and the time to acquire a
measurement. Newell [47, Eqs. (53)–(61)] and Yaghjian [48, Eq. (61)] may be consulted
to estimate the errors in the far-field pattern due to position errors. Alternatively, one can
use a laser tracker to determine the actual positions where the data are acquired and use
a position-correction method such as that developed by Wittmann et al. [49] to perform
an efficient near-field-to-far-field transform.

In addition, other sampling grids have been proposed [50–53]. The method of
Wittmann et al. [49] can be used to process data acquired on a “nonstandard” grid.

Choosing a Separation Distance Several factors must be taken into account when
choosing a probe–test antenna separation distance. First, we must ensure that evanescent
(nonpropagating) modes do not contribute significantly to the measured near-field data
(since it is extremely difficult to determine the response of the probe to these modes).
A minimum separation of 3λ is often sufficient. The second consideration is that, as the
separation distance increases, the valid region of the pattern decreases for a given scan
area (see Eq. (19.98)). Thus we must choose a separation distance that allows adequate
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Figure 19.13 Illustration of the step position error. For the NIST planar scanner the step axis
corresponds to the horizontal (x) axis.

pattern coverage. The final consideration is that of probe–AUT multiple reflections.
When the signal travels from the transmitting antenna to the receiving antenna, not all
the signal is received. Some of this signal is scattered from the receiving antenna back
to the transmitting antenna and re-reflected to the receiving antenna. These reflections
are not accounted for in the practical implementation of the theory. Multiple reflection
errors generally increase with decreasing separation distance. It is preferable to choose a
separation distance where the amplitude of the variation is smaller and where the gradient
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is small. The multiple reflection effect can be estimated by taking measurements on two
planes separated by λ/4, calculating the far field for each measurement, and computing
the difference, direction by direction.

In choosing a separation distance, the need of smaller separation distances to increase
pattern coverage (and improve signal to noise due to limited power) must be counterbal-
anced with the need to increase separation distance to decrease the effects of multiple
reflections and evanescent modes.

Choosing a Probe As shown in Section 19.2.3.3, probe correction for planar near-field
measurements is performed direction by direction after the transformation to the far field.
One consequence is that if the probe has a null in its pattern, the uncertainty in the probe
correction for that direction will be large. In planar scanning the probe should have good
sensitivity in any direction for which we need an accurate determination of the AUT
pattern.

Experience shows that the closer the probe and test antenna are in gain, the worse the
multiple reflections will be. Thus the gain of the probe should be considerably less than
that of the test antenna. However, if the gain is too small, then the insertion loss will
be large and cannot be measured accurately. These factors lead us to generally choose a
probe that has a gain that is approximately 20–30 dB less than that of the test antenna.

Finally, the return loss of the probe should be at least 10 dB (preferably 20 dB or
more) to reduce the impedance mismatch. Corrections can be made for the impedance
mismatch, but larger mismatch corrections are usually accompanied by larger measure-
ment uncertainties.

Probe Correction The theory of probe correction (Section 19.2.3.3) requires the com-
plex far-field patterns of two probes. The amplitude and phase of the second probe pattern
must be known relative to the first probe pattern. If the second probe is the first probe
rotated by 90◦ (as might be the case if one uses a linearly polarized probe to measure
first one polarization and then the other), then the second probe pattern is the first probe
pattern rotated by 90◦. (For circularly polarized probe, the orthogonal polarization cannot
be obtained by rotating the probe.) If the probe is a single antenna with more than one
port (for different polarizations), then we must know the relative phase and amplitude
between the ports. The amplitude difference can be calculated from the difference in
gain between the ports. The phase difference must be measured (in the far field) by
switching between the ports [43].

19.3.3 Spherical Scanning Measurements

19.3.3.1 Overview of Spherical Scanning A basic spherical scanning geometry
is shown in Figure 19.3. There are a number of practical implementations of spherical
scanning. (See Figures 19.14 and 19.15 for examples.) In all of them, the probe effectively
moves over the surface of a sphere. We focus on the implementation of Figure 19.14 in
which the test antenna is mounted on a roll-over-azimuth positioner. In this case, in
contrast to the planar scanning case, it is the probe, rather than the AUT, that is fixed.
The test antenna rotates in the two angular coordinates (see Figure 19.14). The spin angle
χ is controlled at the probe, which is located on the laboratory z axis.

For AUTs with broad beams, the spherical near-field method is preferred because
radiation in all directions is intercepted by the probe. Either θ ′ or ϕ′ can be used as
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Figure 19.14 Spherical scanning with a roll-over-azimuth positioner. The inset shows the probe
as viewed from the test antenna.
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Figure 19.15 Spherical scanning with the probe on an arch and the test antenna on an azimuth
rotator.

the scanning direction. The test antenna is then stepped in the orthogonal direction and
scanning reinitiated in the scanning direction.

19.3.3.2 Implementation

Alignment A properly aligned roll-over-azimuth measurement setup satisfies the fol-
lowing requirements. (1) The azimuth (vertical) axis must be coincident with the labo-
ratory y axis. The roll (horizontal) axis must be coincident with the laboratory z axis
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when θ = 0. (2) The AUT coordinate system must be coincident with the laboratory
coordinate system when θ = 0 and ϕ = 0. (3) The probe z axis must be coincident with
the laboratory z axis. The probe y axis must be parallel to the laboratory y axis when
χ = 0.

Actual alignment procedures will vary from situation to situation. Because adjustments
tend to be mutually dependent, it is necessary to iterate any procedure until further
improvement is not practical. Perfect alignment is prevented, of course, by mechanical
imperfections. For example, due to a lack of stiffness, it is generally not possible to
maintain alignment of the za axis as a function of the roll angle ϕ. The alignment for
spherical scanning is considerably more complex and time consuming than the alignment
for planar or cylindrical scanning.

Sampling Criteria We must obtain enough data to determine the contributions of all
relevant spherical modes. The magnitudes of the modal coefficients are observed to drop
sharply for n > N , where N ∼ kr0 and r0 is the radius of the minimum sphere. (The
minimum sphere is the smallest sphere, centered on the origin of the laboratory coordinate
system, that encloses the radiating parts of the AUT.) Sampling considerations then imply
that

�θ,�ϕ ≤ 2π

2N + 1
(19.99)

To provide a margin of safety, N is often chosen so that N = kr0 + 10. As in the planar
case, undersampling leads to aliasing. A similar test can be performed for aliasing; that
is, we obtain data with spacing about one-tenth that required by Eq. (19.99) and compare
the results using all of the data with those obtained using every other point, then every
third point, and so forth. In spherical scanning, oversampling can be used to reduce the
effects of room reflections.

Scan Area Truncation In theory, data must be acquired over a complete sphere.
Sometimes there are blockages (e.g., from mounting structures) so that obtaining data
over a complete sphere becomes impossible. Acquiring data over a partial sphere has
two effects. First, the pattern beyond ±θv is invalid [26, p. 233], where

θv = θm − arcsin
( r0

d

)
(19.100)

where θm is the angle to which we obtain measured near-field data (see Figure 19.16),
and d is the radius of the measurement sphere. Second, as in the planar case, there are
errors in the valid region due to ringing. To determine whether the scan area is large
enough, we set the data in the outer perimeter of the scan area to zero and observe how
much the computed far field changes. As a rule of thumb, the scan area should be large
enough so that measurements, at the edges, are at least 30 dB below (and preferably
40 dB or more below) the near-field peak. Some mitigation of truncation effects can be
accomplished with a procedure such as that outlined in Wittmann et al. [54].

Positioning Tolerances and Position Correction The standard algorithm, which
provides an efficient near-field-to-far-field transform for the spherical geometry, assumes
that measurement points are located on the sphere r = d in a regular grid, equispaced
in θ and equispaced in ϕ. The position error must be small compared to the maximum
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Figure 19.16 The spherical truncation geometry illustrating the angle of validity θv .

sample size allowed by Eq. (19.99). If one is able to determine the actual positions where
the data are acquired, a position-correction method, such as that developed by Wittmann
et al. [55], will provide an efficient near-field-to-far-field transform.

In addition, other sampling schemes have been proposed [56]. The method of
Wittmann et al. [55] can be used to process data acquired on a “nonstandard” grid.

Choosing a Separation Distance In choosing the separation distance between
the AUT and the probe (the measurement radius), we must consider the effects of
probe–AUT multiple reflections and the effects of noise. An increased separation will
reduce the effects of multiple reflections. However, increasing the separation tends to
decrease the signal level so that the relative noise level is higher. Unlike the situation for
planar scanning, an increase in the separation distance (measurement radius) decreases the
effect of truncation for spherical scanning, Eq. (19.100). In spherical scanning, the sepa-
ration between probe and AUT can never be less than the radius of the minimum sphere.

Choosing a Probe As shown in Section 19.2.4.3, the spherical transform relies on
the probe having some special properties. The probe must have only spherical modes
corresponding to μ = ±1. That is, the probe response must have the form A cos (χ + χ0),
where χ is the rotation angle about the z axis of the probe. Also, the spherical transform
theory assumes that the second probe (used for measuring the orthogonal polarization) is
the same as the first probe but rotated 90◦. Since a circularly polarized antenna rotated
by 90◦ has the same polarization but a different tilt angle, this means we cannot use a
circularly polarized probe in spherical scanning (but see the discussion after Eq. (19.75)).

As in the planar case, the gain of the probe should be considerably less than that of
the test antenna. However, if the gain is too small, then the insertion loss will be large
and cannot be measured accurately. These factors lead us to generally choose a probe
that has a gain that is approximately 20–30 dB less than the test antenna.

Finally, the return loss of the probe should be at least 10 dB (preferably 20 dB or
more) to reduce the impedance mismatch. Corrections can be made for the impedance
mismatch, but larger mismatch corrections are usually accompanied by larger measure-
ment uncertainties.
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Probe Correction The theory of probe correction (Section 19.2.4.3) requires the com-
plex far-field pattern of a single probe that is essentially linearly polarized. This probe
is used in two χ orientations.

19.3.4 Cylindrical Scanning Measurements

19.3.4.1 Overview of Cylindrical Scanning In common implementations of
cylindrical scanning, both the probe and the AUT move. The AUT rotates in the angular
coordinate �, while the probe is usually translated in the y (vertical) direction. The net
result is equivalent to a probe moving over the surface of a cylinder about the test antenna
(see Figure 19.4). The cylindrical scanning method is particularly useful for fan-beam
antennas, which have a broad beam in one plane but a narrow beam in the orthogonal
plane. For antennas with broad beams in both planes, the use of the spherical near-field
method is preferred because radiation in all directions will be intercepted by the probe.
Either � or y can be used as the scanning direction; that is, either the AUT is stepped in
� and the probe scanned in y, or the probe is stepped in y and the AUT scanned in �.

19.3.4.2 Implementation

Alignment Cylindrical scanning is typically accomplished by use of an azimuth rotator
for the � rotation and a vertical transport to move the probe in the laboratory y direction.
The rotator is aligned so that its axis is coincident with the laboratory y axis. The probe
is aligned so that ŷ′0 = ŷ and ẑ′0 = −ẑ at � = 0 (see Figure 19.4).

Sampling Criteria For the angular coordinate the sampling requirement for cylindrical
scanning is similar to that for the spherical scanning case (see Eq. (19.99)). For the
translational coordinate the sampling requirement is similar to that for the planar scanning
case (see Section 19.3.2.2). That is,

�� ≤ 2π

2N + 1 (19.101)

�y ≤ λ

2

where N ∼ kρ0 and ρ0 is the radius of the minimum cylinder. (The minimum cylinder is
the smallest cylinder, centered on the y axis, that encloses the radiating parts of the AUT.)

Scan Area Truncation The theory requires data over an infinite cylinder. Acquiring
data over a finite cylinder has two effects. First, the pattern beyond the cutoff angle is
invalid. For the angular coordinate, the azimuthal angle of validity Av is similar to the
spherical case (Figure 19.16) and is given by

Av = �m − arcsin
(ρ0

d

)
(19.102)

where �m is the truncation angle for the near-field scan and d is the radius of the
measurement cylinder. The elevation angle of validity Ev is similar to the planar angle
of validity (Figure 19.11) and is given by

Ev = arctan

(
Ly − ay

2d

)
(19.103)
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where Ly is the scan length in the y direction, and ay is the antenna extent in the y

direction. Second, as in the planar case, there are errors in the valid region due to ringing.
To determine whether the scan area is large enough, we set the data in the outer perimeter
of the scan area to zero and observe how much the computed far field changes. As a rule
of thumb, the scan area should be large enough so that measurements, at the edges, are
at least 30 dB below (and preferably 40 dB or more below) the near-field peak.

Positioning Tolerances and Position Correction The standard algorithm, which pro-
vides an efficient near-field-to-far-field transform for the cylindrical geometry, requires
measurement points to be located on the cylinder ρ = d in a regular grid, equispaced
in y and equispaced in �. The position error must be small compared to the maximum
sample spacing allowed by Eq. (19.101). A probe-position correction algorithm for cylin-
drical scanning, such as those developed for spherical and planar scanning, has not been
implemented to date, although such a scheme is certainly possible.

In addition, other sampling grids have been proposed [57].

Choosing a Separation Distance In choosing the separation distance between the
test antenna and the probe (the measurement radius), we must consider the effects of
probe–AUT multiple reflections, truncation, and noise. An increased separation will
reduce the effects of multiple reflections. However, increasing the separation distance
decreases the signal level, so that the relative noise level is higher. Increasing the sepa-
ration distance has mixed results on the truncation in cylindrical scanning. It decreases
the effects of truncation for the � direction (increases the angle of validity) but increases
the truncation effect in the y direction (reduces the angle of validity). For cylindrical
scanning, the separation between the probe and AUT cannot be less than the radius of
the minimum cylinder.

Choosing a Probe As in the planar case, the gain of the probe should be considerably
less than that of the test antenna. However, if the gain is too small, then the insertion
loss will be large and cannot be measured accurately. These factors lead us to generally
choose a probe that has a gain that is approximately 20–30 dB less than the test antenna.

The return loss of the probe should be at least 10 dB (preferably 20 dB or more)
to reduce the impedance mismatch. Corrections can be made for the impedance mis-
match, but larger mismatch corrections are usually accompanied by larger measurement
uncertainties.

Probe Correction The theory of probe correction (Section 19.2.5.3) requires the com-
plex far-field patterns of two probes. The amplitude and phase of the second probe pattern
must be known relative to the first probe pattern. If the second probe is the first probe
rotated by 90◦ (as might be the case if one uses a linearly polarized probe to measure
first one polarization and then the other), then the second probe pattern is the first probe
pattern rotated by 90◦. (For a circularly polarized probe, the orthogonal polarization
cannot be obtained by rotating the probe.) If the probe is a single antenna with more
than one port (for different polarizations), then we must determine the relative phase
and amplitude between the ports. The amplitude difference can be calculated from the
difference in gain between the ports. The phase difference must be measured (in the far
field) by switching between the ports [43].
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19.3.5 Sources of Measurement Uncertainty

No measurement is truly complete without an uncertainty analysis that provides an esti-
mate of how large the measurement error might be. A detailed analysis for estimating
the errors in planar scanning has been presented by Newell [47]. For spherical scanning,
an analysis of error sources has been done by Hansen [26, Chap. 6]. The sources of
uncertainty are similar in all three scanning geometries. Tables 19.3 and 19.4 show the
sources of uncertainty for test antenna gain and pattern, respectively. These tables are
similar to the 18-term uncertainty table found in Newell [47].

Measurements of the AUT gain and the relative pattern share many sources of uncer-
tainty. There are exceptions, however. The “probe relative pattern” uncertainty does not
affect the resulting gain uncertainty of the AUT unless the AUT’s main beam is steered
off axis. Also, when the second probe is the same as the first probe but rotated 90◦, the
AUT relative pattern uncertainty is not affected by uncertainty in the “probe gain” or in
the “impedance mismatch.”

Near-field scanning has been used successfully to measure low sidelobe arrays [58,
59]. One example, the pattern of the ULSA for 3.0 GHz, is shown in Figure 19.17.
The uncertainties for the measurement for this antenna are discussed in detail in Fran-
cis et al. [58]. The uncertainties relative to peak for directions other than the main
beam and the grating lobe (at about 46◦) are shown in Table 19.5. These values cor-
respond to a coverage factor of 2. (Were we to assume a normal distribution, a cover-
age factor of 2 would correspond to a 95% (2σ ) confidence level.) If an uncertainty
source in Table 19.4 is not listed in Table 19.5 that is because its contribution is
−100 dB or less. Table 19.6 shows the corresponding uncertainties versus sidelobe level.

TABLE 19.3 Sources of Uncertainty for Gain Measurement

Probe gain Probe–AUT multiple reflections
Probe alignment System nonlinearity
Probe relative pattern System dynamic range
AUT alignment Flexing cables
Normalization constant Temperature (drift) effects
Impedance mismatch Room scattering
Aliasing Leakage and cross-talk
Measurement area truncation Random errors
Probe position errors

TABLE 19.4 Sources of Uncertainty for Relative Pattern Measurement

Probe polarization ratio Probe position errors
Probe gain Probe–AUT multiple reflections
Probe alignment System nonlinearity
Probe relative pattern System dynamic range
AUT alignment Flexing cables
Normalization constant Temperature (drift) effects
Impedance mismatch Room scattering
Aliasing Leakage and cross-talk
Measurement area truncation Random errors
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Figure 19.17 Azimuth cut of the far-field pattern of the ULSA as determined on the NIST planar
near-field range. This pattern generally agrees with the ULSA pattern measured on a far-field range
to within the uncertainties of measuremment. Note the grating lobe at 46◦.

TABLE 19.5 Relative Pattern Uncertainties for the
ULSA

Uncertainty Level
Uncertainty Source (dB relative to peak)

Probe–AUT multiple reflections −65
Room scattering −70
Cable flexing −70
Position errors −75
Random errors −75
Leakage and cros-stalk −75
Truncation −90
Aliasing −90

Root sum square −62

TABLE 19.6 Relative Pattern Uncertainties Versus
Sidelobe Level

Sidelobe Level Uncertainty
(dB relative to peak) (dB)

−30 ±0.25
−45 +1.2, −1.3
−55 +3.2, −5.0
−60 +5.0, −13.3
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In the main beam region and the direction of the grating lobe, the probe–AUT multiple
reflections are greater, and separate uncertainty tables are required for these directions.

19.4 SUMMARY

There are three geometries in which near-field scanning can be performed efficiently: pla-
nar, spherical, and cylindrical. As compared to far-field measurements, near-field scanning
measurements use less real estate and provide a more controlled environment.
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APPENDIX A: TRANSMITTING PROBE, RECEIVING TEST ANTENNA

Transmission formulas for cases when the probe transmits and the test antenna receives
can be developed via slight generalization of the foregoing arguments. We list some key
formulas.

Planar scanning: Corresponding to Eq. (19.42),

w(r)
a′0

=
∫ ∞

−∞

∫ ∞

−∞
t′π(−k̂) · s0(−k̂) exp(ik · r)

dα dβ

γ k
(19.104)

Spherical scanning: Corresponding to Eqs. (19.67), (19.60), and (19.104),

w (r, ϕ, θ, χ)

a′0
=

∞∑
n=1

n∑
m=−n

n∑
μ=−n

[
τ 1′
nμ(r)s

1
nm + τ 2′

nμ(r)s
2
nm

]
Dn

μm(−χ,−θ,−ϕ)

(19.105)

s0(r̂) =
∞∑
n=1

n∑
m=−n

[
s1
nmX1

nm(r̂)+ s2
nmX2

nm(r̂)
]

(19.106)

τ 1′
nm(r) =

∫ ∞

−∞

∫ ∞

−∞
t′π
(−k̂

) · X1
nm(−k̂) exp(iγ r)

dα dβ

γ k (19.107)

τ 2′
nm(r) =

∫ ∞

−∞

∫ ∞

−∞
t′π (−k̂) · X2

nm(−k̂) exp(iγ r)
dα dβ

γ k

Cylindrical scanning: Corresponding to Eqs. (19.94), (19.87), and (19.132),

w(r)
a′0

=
∞∑

n=−∞

∫ ∞

−∞

[
τ 1′
n,−β (ρ) s

1
n,−β + τ 2′

n,−β (ρ) s
2
n,−β

]
exp(in�+ iβy)

dβ

k
(19.108)

s0(r̂) =
∞∑

n=−∞

[
s1
n,ky/r

1
n(r̂)+ s2

n,ky/r
2
n(r̂)

]
(19.109)
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τ 1′
n,−β (ρ) =

∫ ∞

−∞
t′π (−k̂) ·1

n(−k̂) exp(iγρ)
dα

γ (19.110)

τ 2′
n,−β (ρ) =

∫ ∞

−∞
t′π (−k̂) ·2

n(−k̂) exp(iγρ)
dα

γ

In all geometries
w

a′0
= w′

a0
(19.111)

when both the probe and test antenna are reciprocal.

APPENDIX B: SPECIAL PROBES

The use of μ = ±1 probes leads to significant simplifications in the practical implemen-
tation of spherical near-field scanning techniques. These probes are often constructed by
attaching a section of circular waveguide to a rectangular waveguide feed via a “smooth”
transition. The guides are joined so they have a common axis and the transition region
is designed so that the probe has reflection symmetry through two perpendicular planes.
Figure 19.18 shows a μ = ±1 probe intended for applications near 16 GHz.

The first few circular waveguide modes and their cutoff frequencies fc are given in
Table 19.7 [60, Sec. 2.3], where c is the speed of light and d is the inside diameter
of the guide. Because of symmetry, the rectangular guide will not respond to TEμν or

O0

y0ˆ

z0ˆ

x0ˆ

Figure 19.18 A Ku-band probe for spherical scanning measurements constructed from a section
of WR-62 waveguide, followed by a symmetric transition to circular guide, followed by a section
of circular waveguide. The length of each section is 5 cm. The inside diameter of the circular guide
is 2 cm. The waveguide flange is not shown. The fiducial coordinate system has been chosen so
that the origin is at the center of the circular aperture, the z axis is parallel to the probe axis, and
the y axis is perpendicular to the broad side of the rectangular guide.
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TABLE 19.7 Circular Waveguide Modes

Mode fc

TE11 1.841
c

πd

TM01 2.405
c

πd

TE21 3.054
c

πd

TE01, TM11 3.832
c

πd

TE31 4.201
c

πd

TMμν modes when μ is even. To obtain the required μ = ±1 dependence, the circular
waveguide must filter out only the TE31 (and higher order) modes. When d = 2.2 cm,
the TE31 mode is exponentially attenuated below 18.2 GHz and the probe will be useful
over the full Ku band (12.4–18 GHz).

APPENDIX C: TRANSLATED PROBE COEFFICIENTS

C.1 Planar Geometry

The Kerns transmission formula (Eq. (19.42)) can be written

w′(r)
a0

=
∫ ∞

−∞

∫ ∞

−∞

[
σ 1′
αβ(z)t

1
αβ + σ 2′

αβ(z)t
2
αβ

]
exp(iαx + iβy)

dα dβ

γ k
(19.112)

where the translated probe coefficients are

σ 1′
αβ (z) =

[P ·mαβ

]
(0, 0, z) = s1′

αβ exp(iγ z)
(19.113)

σ 2′
αβ (z) =

[P · nαβ

]
(0, 0, z) = −s2′

αβ exp(iγ z)

This form is directly comparable to Eqs. (19.67) and (19.94). Evaluation of the trans-
lated probe coefficients is considerably more complicated in the spherical and cylindrical
geometries.

C.2 Spherical Geometry

The translated probe coefficients are defined in Eq. (19.66). Using the Kerns transmission
formula (19.42) and plane wave representations for the spherical waves (19.58),

σ 1′
nm(r) =

[P ·mnμ

]
(r, 0, 0, 0) =

∫ ∞

−∞

∫ ∞

−∞
s′π(k̂) · X1

nm(k̂) exp(iγ r)
dα dβ

γ k
(19.114)

σ 2′
nm(r) =

[P · nnμ

]
(r, 0, 0, 0) =

∫ ∞

−∞

∫ ∞

−∞
s′π(k̂) · X2

nm(k̂) exp(iγ r)
dα dβ

γ k
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Introducing the spherical-harmonic expansion

s′π(r̂) =
∞∑
ν=1

ν∑
μ=−ν

[
s1′
νμX1

νμ(r̂)+ s2′
νμX2

νμ(r̂)
]

(19.115)

we have

σ 1′
nm =

∞∑
ν=1

[
B (ν,−m|nm) s1′

ν,−m + C (ν,−m|nm) s2′
ν,−m

]

σ 2′
nm = −

∞∑
ν=1

[
C (ν,−m|nm) s1′

ν,−m + B (ν,−m|nm) s2′
ν,−m

] (19.116)

with

B (ν,−m|nm) =
∫ ∞

−∞

∫ ∞

−∞
X1

ν,−m(k̂) · X1
nm(k̂) exp(iγ r)

dα dβ

γ k

C (ν,−m|nm) =
∫ ∞

−∞

∫ ∞

−∞
X2

ν,−m(k̂) · X1
nm(k̂) exp(iγ r)

dα dβ

γ k

(19.117)

Products of vector spherical harmonics can be expanded in scalar spherical harmonics
[24, Chap. 6]:

X1
ν,−m(k̂) · X1

nm(k̂) =
ν+n∑

�=|ν−n|
b (�0|ν,−m, nm) Y�0

(
k̂
)

X2
ν,−m(k̂) · X1

nm(k̂) =
ν+n∑

�=|ν−n|
c (�0|ν,−m, nm) Y�0

(
k̂
) (19.118)

so that

B (ν,−m|nm) =
ν+n∑

�=|ν−n|

√
π (2�+ 1)f� (kr) b (�0|ν,−m, nm)

C (ν,−m|nm) =
ν+n∑

�=|ν−n|

√
π (2�+ 1)f� (kr) c (�0|ν,−m, nm)

(19.119)

where we have used Eqs. (19.48), and (19.50) and the fact that

Ynm (ẑ) =
√

2n+ 1

4π
δm0 (19.120)
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The coefficients in Eq. (19.118) are [24, see Chap. 7]

b (�0|ν,−m, nm) =
√

(2�+ 1) (2ν + 1) (2n+ 1)

16πν (ν + 1) n (n+ 1)
[� (�+ 1)−ν (ν + 1)−n (n+ 1)]

×
(

� ν n

0 0 0

)(
� ν n

0 −m m

)
(19.121)

c (�0|ν,−m, nm) = −
√
(2�+ 1) (2ν + 1) (2n+ 1)

16πν (ν + 1) n (n+ 1)

√[
�2− (ν − n)2] [(ν + n+ 1)2 −�2

]
×
(

�− 1 ν n

0 0 0

)(
� ν n

0 −m m

)
(19.122)

The 3-j symbols (which are scalars, not matrices) in these formulas may be computed
recursively.

For a μ = ±1 probe, we require the special cases

b (�0|ν,±1, n,∓1) =
√
(2�+ 1) (2ν + 1) (2n+ 1)

4π

× [� (�+ 1)− ν (ν + 1)− n (n+ 1)]2

4ν (ν + 1) n (n+ 1)

(
� ν n

0 0 0

)2

(19.123)

c (�0|ν,±1, n,∓1) = ±
√

(2�+ 1) (2ν + 1) (2n+ 1)

4π

×
[
�2 − (ν − n)2] [(ν + n+ 1)2 − �2

]
4ν (ν + 1) n (n+ 1)

(
�− 1 ν n

0 0 0

)2

(19.124)
The 3-j symbols in Eqs. (19.123) and (19.124) may be evaluated from the formulas(

� ν n

0 0 0

)
= 0 (19.125)

when �+ ν + n is odd, � < |ν − n|, or � > ν + n,

∑
�

(2�+ 1)

(
� ν n

0 0 0

)2

= 1 (19.126)

ξ�

(
�− 1 ν n

0 0 0

)2

= ξ�+1

(
�+ 1 ν n

0 0 0

)2

(19.127)

ξ� =
[
�2 − (ν − n)2] [(ν + n+ 1)2 − �2] (19.128)
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Asymptotic formulas are available for σ 1′
nm and σ 2′

nm. Beginning with Eq. (19.114), a
stationary-phase evaluation yields

σ 1′
nm(r) ∼

r→∞ s′π(ẑ) ·
∫ ∞

−∞

∫ ∞

−∞
X1

nm(k̂) exp(iγ r)
dα dβ

γ k

∼
r→∞ 2πfn(kr)s′π(ẑ) · X1

nm(ẑ) (19.129)

σ 2′
nm(r) ∼

r→∞ s′π(ẑ) ·
∫ ∞

−∞

∫ ∞

−∞
X2

nm(k̂) exp(iγ r)
dα dβ

γ k

∼
r→∞ 2πgn (kr) s′π (ẑ) · X2

nm(ẑ) (19.130)

where

X1
nm(ẑ) = iẑ× X2

nm(ẑ) =
√

2n+ 1

16π
(x̂± iŷ) δm,±1 (19.131)

Formulas (19.129) and (19.130) provide a convenient numerical check in the evaluation
of the translated probe coefficients. They also suggest, even for intermediate separa-
tions when the test antenna is in the “far field” of the probe, that practical probes are
approximately μ = ±1 and that on-axis properties of s′π are most important.

C.3 Cylindrical Geometry

The translated probe coefficients are defined in Eq. (19.93). Using the Kerns transmission
formula (19.42) and plane wave representations for the cylindrical waves (19.84),

σ 1′
nβ (ρ) =

[P ·mnβ

]
(ρ, 0, 0) =

∫ ∞

−∞
s′π (k̂) ·1

n(k̂) exp(iγρ)
dα

γ

σ 2′
nβ (ρ) =

[P · nnβ

]
(ρ, 0, 0) =

∫ ∞

−∞
s′π (k̂) ·2

n(k̂) exp(iγρ)
dα

γ

(19.132)

With the Fourier series representation

s′π (r̂) =
∞∑

ν=−∞

[
s1′
ν,ky/r

1
ν(r̂)+ s2′

ν,ky/r
2
ν(r̂)

]
(19.133)

it follows that

σ 1′
nβ (ρ) =

∞∑
ν=−∞

∫ ∞

−∞
s1′
νβ1

ν(k̂) ·1
n(k̂) exp(iγρ)

dα

γ

=
√

2π
∞∑

ν=−∞
s1′
νβ

1

2π

∫ ∞

−∞
�ν+n(κ̂) exp(iγρ)

dα

γ

=
√

2π
∞∑

ν=−∞
s1′
νβuν+n,β (ρẑ)
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= 1√
2π

∞∑
ν=−∞

s1′
νβFν+n (κρ) (19.134)

where we have used Eqs. (19.76) and (19.79). Similarly,

σ 2′
nβ (ρ) = − 1√

2π

∞∑
ν=−∞

s2′
νβFν+n (κρ) (19.135)

Asymptotic formulas are available for σ 1′
nβ and σ 2′

nβ [12, 61]: Beginning with Eq.
(19.134), a stationary-phase evaluation yields

σ 1′
nβ (ρ) =

∞∑
ν=−∞

∫ ∞

−∞
s1′
νβ�ν(κ̂)�n(κ̂) exp (iγρ)

dα

γ

∼
ρ→∞

√
2π

∞∑
ν=−∞

s1′
νβ

1

2π

∫ ∞

−∞
�n(κ̂) exp (iγρ)

dα

γ

∼
ρ→∞

√
2π

∞∑
ν=−∞

s1′
νβunβ (ρẑ)

∼
ρ→∞

1√
2π

Fn(κρ)

∞∑
ν=−∞

s1′
νβ (19.136)

and similarly,

σ 2′
nβ (ρ) ∼

ρ→∞ − 1√
2π

Fn(κρ)

∞∑
ν=−∞

s2′
νβ (19.137)

But

s′π

(
κ

k
ẑ+ β

k
ŷ
)
= 1√

2π

∞∑
ν=−∞

(
s1′
νβ�̂− is2′

νβ�̂
)

(19.138)

so that

σ 1′
nβ (ρ) ∼

ρ→∞ Fn(κρ)�̂ · s′π

(
κ

k
ẑ+ β

k
ŷ
)

(19.139)

σ 2′
nβ (ρ) ∼

ρ→∞ −iFn(κρ)�̂ · s′π

(
κ

k
ẑ+ β

k
ŷ
)

Formulas (19.139) provide a convenient numerical check in the evaluation of the trans-
lated probe coefficients. They also suggest, even for intermediate separations when the
test antenna is in the “far field” of the probe, that the � = 0 cut of s′π is most important.
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CHAPTER 20

Antenna Measurements

CONSTANTINE A. BALANIS and CRAIG R. BIRTCHER

20.1 INTRODUCTION

Some antennas, because of their complex structural configurations or excitation methods,
cannot be investigated analytically. Although the number of radiators that fall into this
category has diminished because of advanced analytical methods (such as the method of
moments, finite-difference time-domain, finite-element method, etc.) that have developed
over the past few years, there are still a fair number that have not been examined
analytically. Measurements are a practical method for characterizing the performance of
such antennas. In addition, experimental results are often needed to validate theoretical
data or to verify antenna construction.

Experimental investigations suffer from a number of drawbacks such as:

1. For pattern measurements, the distance to the far-field region (r > 2D2/λ) may
be too long even for outdoor ranges. It also becomes difficult to keep unwanted
reflections from the ground and the surrounding objects below acceptable levels.

2. In many cases, it may be impractical to move the antenna from the operating
environment to the measuring site.

3. For some antennas, such as phased arrays, the time required to measure the
necessary characteristics may be enormous.

4. Outside measuring systems provide an uncontrolled environment, and they do not
possess an all-weather capability.

5. Enclosed measuring systems usually cannot accommodate large antenna systems
(such as ships, aircraft, or large spacecraft).

6. Measurement techniques, in general, are expensive.

The parameters that often best describe an antenna system’s performance are the pat-
tern (amplitude and phase), gain, directivity, efficiency, impedance, current distribution,
and polarization. Each of these topics is addressed briefly in this chapter, which has been
largely adapted from Chapter 17 of Antenna Theory: Analysis and Design [1]. A more
extensive and exhaustive treatment of these and other topics can be found in the IEEE
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Standard Test Procedures for Antennas [2], in a summarized journal paper [3], and in
a book on microwave antenna measurements [4]. Much of the material in this chapter
is drawn from these four sources. The authors recommend that the IEEE publication on
test procedures for antennas becomes part of the library of every practicing antenna and
microwave engineer.

There are a variety of antenna ranges, instrumentation, and techniques with which the
parameters that characterize an antenna can be measured. These include outdoor ranges,
rectangular and tapered anechoic chambers [5], compact and extrapolation ranges [6],
and near-field probing techniques [6–9]. Some of these are more appropriate than the
others for measuring certain classes of antennas or at particular operating frequencies.
Although the topic of near-field measurements is included in this chapter, it is a subject
of considerable complexity and is treated separately in Chapter 19 of this handbook.

20.2 ANTENNA RANGES

20.2.1 Fundamental Considerations

It is usually most convenient to perform antenna measurements with the test antenna in
its receiving mode. If the test antenna is reciprocal, the receiving mode characteristics
(gain, radiation pattern, etc.) are identical to those transmitted by the antenna. The ideal
condition for measuring far-field radiation characteristics then is the illumination of the
test antenna by plane waves: those uniform in amplitude and phase. Although this ideal
condition is not achievable, it can be approximated by separating the test antenna from
the illumination source by a large distance on an outdoor range. As this separation
distance increases, the curvature of the spherical phasefront produced by the source
antenna becomes more planar over the test antenna aperture. If the separation distance
is equal to the inner boundary of the far-field region, 2D2/λ, where D is the largest
dimension of the antenna or scatterer, then the maximum phase error of the incident
field from an ideal plane wave is about 22.5◦, as shown in Figure 20.1. In addition to
phasefront curvature due to finite separation distances, reflections from the ground and

Spherical
phasefronts
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antenna

Amplitude
pattern

l

Planar
surface

22.5°

Test
antenna
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2D2

l

Figure 20.1 The phase error across the aperture of a test antenna in the far field when illuminated
by a spherical wave.
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nearby objects are possible sources of degradation of the test antenna illumination. Thus
optimizing the planarity of the wavefronts illuminating the test antenna, while reducing
or controlling environmental reflections, are the primary objectives of facilities designed
to measure the far-field characteristics of antennas.

Measurements of test antennas are performed on antenna ranges . Antenna test facilities
are categorized as either outdoor or indoor ranges, and there are limitations associated
with both of them. Outdoor ranges are not protected from environmental conditions.
Clearly, any kind of precipitation will have a negative impact on radiation measure-
ments, but wind can also have the deleterious effect of causing undesired movements of
the test and/or source antennas. Radiated phase is particularly susceptible to wind-induced
error. Furthermore, when the measurements involve proprietary or classified informa-
tion, achieving a satisfactory level of security may not be possible on an outdoor range.
Another complication for outdoor ranges is their stray radiated emissions, which must
be sufficiently low in power to preclude interfering with neighboring communications or
navigation systems. This requirement conflicts with the increased radiated signal power
necessary to compensate for the 1/r2 space attenuation that the signal accrues in prop-
agating across the large separation distance between the test and auxiliary antennas. On
very large outdoor ranges, the inconvenience of traveling between the transmitting and
receiving antenna locations can be nontrivial.

Indoor facilities are primarily limited by space restrictions. Because some of the
antenna characteristics are measured in the receiving mode and require that the far-field
criteria be satisfied, the ideal field incident upon the test antenna should be a uniform
plane wave. To meet this specification, a large space is usually required. The finite space
enclosed by an indoor facility limits the size and/or frequency range of the test antenna
that can be measured. On balance, however, indoor ranges are generally more convenient
than, and are usually favored over, outdoor ranges.

20.2.2 Reflection Ranges

Antenna measurement ranges can also be categorized as either reflection or free-space
ranges. The reflection ranges, if judiciously designed [10], can create a constructive
interference in the region of the test antenna, which is referred to as the “quiet zone.”
This is accomplished by designing the ranges so that specular reflections from the ground,
as shown in Figure 20.2, combine constructively with the direct illumination.

Usually it is desirable for the illuminating field to have a small and symmetric ampli-
tude taper. This can be achieved by adjusting the transmitting antenna height while
maintaining constant that of the receiving antenna. These ranges are of the outdoor type,
where the ground is the reflecting surface. Although they are usually employed in the
ultra-high frequency (UHF) region for measuring the patterns of moderately broad beam
antennas, they can also be used for systems operating at higher frequencies.

20.2.3 Free-Space Ranges

Free-space ranges are designed to suppress the contributions from the surrounding envi-
ronment and include elevated ranges, slant ranges [11], anechoic chambers , and compact
ranges [6].

20.2.3.1 Elevated Ranges Elevated ranges are usually designed to operate mostly
over smooth terrains. The antennas are mounted on towers or roofs of adjacent buildings.
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Figure 20.2 Geometrical arrangement for reflection range. (From Ref. 10, © 1973 IEEE.)

These ranges are used to test physically large antennas. A geometrical configuration is
shown in Figure 20.3a. The contributions from the surrounding environment are usually
reduced or eliminated [7] by (1) carefully selecting the directivity and sidelobe level of
the source antenna; (2) clearing the line-of-sight between the antennas; (3) redirecting or
absorbing any energy that is reflected from the range surface and/or from any obstacles
that cannot be removed; and (4) utilizing special signal-processing techniques such as
modulation tagging of the desired signal, or by using short pulses combined with range
gating.

In some applications, such as between adjacent mountains or hilltops, the ground
terrain may be irregular. For these cases, it is more difficult to locate the specular reflec-
tion points (points that reflect energy toward the test antenna). To take into account the
irregular surface, scaled drawings of the vertical profile of the range are usually con-
structed from data obtained from the U.S. Geological Survey. The maps show ground
contours [12], and they give sufficient details that can be used to locate the specular
reflection points, determine the level of energy reflected toward the test antenna, and
make corrections if it is excessive.

20.2.3.2 Slant Ranges Slant ranges [11] are designed so that the test antenna, along
with its positioner, are mounted at a fixed height on a nonconducting tower while the
source (transmitting) antenna is placed near the ground, as shown in Figure 20.3b. The
source antenna is positioned so that the pattern maximum, of its free-space radiation, is
oriented toward the center of the test antenna. The first null is usually directed toward the
ground specular reflection point to suppress reflected signals. Slant ranges, in general,
are more compact than elevated ranges in that they require less real estate.

20.2.3.3 Anechoic Chambers To provide a controlled environment, all-weather
capability, security, and to minimize electromagnetic interference, indoor anechoic cham-
bers have been developed as an alternative to outdoor testing. By this method, the
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Figure 20.3 Geometries of (a) elevated and (b) slant ranges. (Part (a) from Ref. 2; part (b) from
Ref. 11, © 1966 IEEE.)

testing is performed inside a chamber having walls that are covered with radiofrequency
(RF) absorbers. The availability of commercial high quality RF absorbing material, with
improved electrical characteristics, has provided the impetus for the development and pro-
liferation of anechoic chambers. Anechoic chambers are mostly utilized in the microwave
region, but materials have been developed [13] which provide a normal-incidence reflec-
tion coefficient of −40 dB at frequencies as low as 100 MHz. In general, as the operating
frequency is lowered, the thickness of RF absorbing material must be increased to main-
tain a given level of reflectivity performance. An RF absorber that meets the minimum
electrical requirements at the lower frequencies usually possesses improved performance
at higher frequencies.

Presently there are two basic types of anechoic chamber designs: the rectangular and
the tapered chamber . The design of each is based on geometrical optics techniques, and
each attempts to reduce or to minimize specular reflections. The geometrical configuration
of each, with specular reflection points depicted, is shown in Figure 20.4.

The rectangular chamber [14] is usually designed to simulate free-space conditions
and maximize the volume of the quiet zone. The design takes into account the pattern and
location of the source and the frequency of operation, and it assumes that the receiving
antenna at the test point is isotropic. Reflected energy is minimized by the use of high
quality RF absorbers. Despite the use of RF absorbing material, significant specular
reflections can occur, especially at large angles of incidence.

Tapered anechoic chambers [15] take the form of a pyramidal horn. They begin with
a tapered chamber that leads to a rectangular configuration at the test region, as shown in
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(a) Rectangular chamber (b) Tapered chamber

Amplitude of
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Figure 20.4 (a) Rectangular and (b) tapered anechoic chambers and the corresponding sidewall
specular reflections. (From Ref. 3, © 1978 IEEE.)

Figure 20.4b. At the lower end of the frequency band for which the chamber is designed,
the source is usually placed near the apex so that the reflections from the sidewalls,
which contribute to the illuminating fields in the region of the test antenna, occur near
the source antenna. For such paths, the phase difference between the direct radiation and
that reflected from the walls near the source can be made very small by properly locating
the source antenna near the apex. Thus the direct and reflected rays near the test antenna
region add vectorially and provide a relatively smooth amplitude illumination taper. This
can be illustrated by ray-tracing techniques.

As the frequency of operation increases, it becomes increasingly difficult to place the
source sufficiently close to the apex such that the phase difference between the direct
and specularly reflected rays can be maintained below an acceptable level. For such
applications, reflections from the walls of the chamber are suppressed by using high gain
source antennas whose radiation toward the walls is minimal. In addition, the source is
moved away from the apex, and it is placed closer to the end of the tapering section so
as to simulate a rectangular chamber.

20.2.4 Compact Ranges

Microwave antenna measurements require that the radiator under test be illuminated by a
uniform plane wave. This is usually achieved only in the far-field region, which in many
cases dictates very large distances, as illustrated in Figure 20.1. The requirement of an
ideal plane wave illumination can be nearly achieved by utilizing a compact range.

A compact antenna test range (CATR) is a collimating device that generates nearly
planar wavefronts in a very short distance (typically 10–20 meters) compared to the
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2D2/λ (minimum) distance required to produce the same size test region using the
standard system configuration of testing shown in Figure 20.1. Some attempts have
been made to use dielectric lenses as collimators [16], but generally the name compact
antenna test range refers to one or more curved metallic reflectors that perform the
collimating function. Compact antenna test ranges are essentially very large reflector
antennas designed to optimize the planar characteristics of the fields in the near field of the
aperture. Compact range configurations are often designated according to their analogous
reflector antenna configurations: parabolic, Cassegrain, Gregorian , and so forth.

One compact range configuration is that shown in Figure 20.5, where a source antenna
is used as an offset feed that illuminates a paraboloidal reflector, which converts the
impinging spherical waves into plane waves [6]. Geometrical optics (GO) is used in
Figure 20.5 to illustrate general CATR operation. The rays from a feed antenna can, over
the main beam, be viewed as emanating from a point at its phase center. When the phase
center of the feed is located at the prime focus of a parabolic reflector, all rays that
are reflected by the reflector and arrive at a plane transverse to the axis of the parabola
have traveled an equal distance. Therefore the field at the aperture of the reflector has a
uniform phase (e.g., that of a plane wave).

In addition to GO, analysis and design of CATRs have been performed with a number
of other analytical methods. Compact range test zone fields have been predicted by the
method of moments (MoM), but at high frequencies, the large electrical size of the CATR
system makes the use of MoM, finite-difference time-domain (FDTD), and finite-element
method (FEM) impractical. High frequency techniques, however, are well suited for com-
pact range analysis because the fields of interest are near the specular reflection direction,
and the reflector is electrically large. The geometrical theory of diffraction (GTD) is, in
principle, an appropriate technique, but it is difficult to implement for serrated-edge
reflectors due to the large number of diffracting edges. To date, physical optics (PO) is
probably the most practical and efficient method of predicting the performance of CATRs
[17, 18].

The major drawbacks of compact ranges are aperture blockage, direct radiation from
the source to the test antenna, diffractions from the edges of the reflector and feed

+ Vertex

Test
zone

Parabolic
surface

Feed

CATR
reflector

Figure 20.5 A compact antenna test range (CATR) synthesizes planar phasefronts by collimating
spherical waves with a section of paraboloidal reflector.
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support, depolarization coupling between the two antennas, and wall reflections. The use
of an offset feed eliminates aperture blockage and reduces diffractions. Direct radiation
and diffractions can be reduced further if a reflector with a long focal length is chosen.
With such a reflector, the feed can then be mounted below the test antenna and the
depolarization effects associated with curved surfaces are reduced. Undesirable radiation
toward the test antenna can also be minimized by the use of high quality absorbing
material. These and other concerns are discussed briefly.

20.2.4.1 CATR Designs Four reflector configurations that have been commercially
developed are briefly discussed: the single paraboloid , the dual parabolic-cylinder , the
dual shaped-reflector , and the single parabolic-cylinder systems . The first three config-
urations are relatively common fully collimating compact ranges; the fourth is a hybrid
approach that combines aspects of compact range technology with near-field/far-field
(NF/FF) techniques.

The single paraboloidal reflector CATR design is illustrated in Figure 20.5. As with
all compact range designs, the feed antenna is offset by some angle from the propaga-
tion direction of the collimated energy. An installation of this type of CATR system is
depicted in Figure 20.6. This is done to eliminate blockage and to reduce scattering of
the collimated fields by the feed. To achieve this offset, the reflector is a sector of a
paraboloid that does not include the vertex. This design is referred to as a virtual vertex
compact range. With only one reflector, the paraboloidal CATR has a minimum number
of surfaces and edges that can be sources of quiet-zone ripple. Feed spillover into the
quiet zone is also low with this design since the feed antenna is pointed almost directly
away from the test zone. On the other hand, it is more difficult and costly to produce
a high precision surface that is curved in two planes (three dimensionally) compared to
producing a reflector that is curved in only one plane (two dimensionally). In addition,
it has been reported that the single paraboloidal reflector design depolarizes the incident
fields to a greater degree than other CATR designs. This is due to the relatively low f/d

Figure 20.6 An artist’s rendering of an anechoic chamber equipped with a single paraboloidal
reflector CATR. (Courtesy of MI Technologies.)
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ratio needed to simultaneously maintain the feed antenna between the test zone and the
reflector while keeping the test zone as close as possible to the reflector aperture [19]. A
photograph of a single paraboloidal CATR reflector, manufactured by MI Technologies
[20], is shown in Figure 20.7.

The dual parabolic-cylinder reflector concept is illustrated in Figure 20.8, and a sketch
of an installation of such a system is shown in Figure 20.9. A photograph of a dual
parabolic-cylinder CATR system manufactured by March Microwave System B.V. is
shown in Figure 20.10. It consists of two parabolic cylinders arranged so that one is
curved in one plane (vertical or horizontal) while the other is curved in the orthogonal
plane. The spherical phasefronts radiated by the feed antenna are collimated first in the
horizontal or vertical plane by the first reflector, then are collimated in the orthogonal
plane by the second reflector [21]. Because the boresight of the feed antenna is directed
at almost 90◦ to the plane wave propagation direction, direct illumination of the test zone

Figure 20.7 A photograph of a single paraboloidal CATR reflector. (Courtesy of MI
Technologies.)

Test
zone

Feed

First reflector
(vertical collimation)

Second reflector
(horizontal collimation)

Figure 20.8 A dual parabolic-cylinder compact range collimates the fields in one plane with the
first reflector and then collimates the fields in the orthogonal plane with the second reflector.
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Figure 20.9 A dual parabolic-cylinder CATR installation. (Courtesy of March Microwave Sys-
tems B.V., Nuenen, The Netherlands.)

Figure 20.10 A photograph of a dual parabolic-cylinder CATR system. (Courtesy of SELEX
Sensors and Airborne Systems, Edinburgh.)

by the feed can be relatively high. In practice, the effects of quiet-zone contamination
from feed spillover are virtually eliminated through the use of range gating. Relatively
low cross polarization is produced with this design because the doubly folded optics
results in a long focal length main reflector.

The dual shaped-reflector CATR, shown schematically in Figure 20.11, is similar in
design to a Cassegrain antenna, but the reflector surfaces are altered from the classical
parabolic/hyperbolic shapes. An iterative design process is used to determine the shapes of
the subreflector and main reflector needed to yield the desired quiet-zone performance.
The shape of the subreflector maps the high gain feed pattern into a nearly optimum
illumination of the main reflector. An almost uniform energy density illuminates the
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Figure 20.11 Dual shaped-reflector compact range analogous to a Cassegrain antenna system.

central part of the main reflector while the amplitude tapers toward the reflector edges.
This design results in a very high illumination efficiency (the power of the collimated
quiet-zone fields relative to the system input power) [23]. Two of the consequences of this
high illumination efficiency are (1) the reduction of spillover into the chamber reduces
range clutter, and (2) the increased RF power delivered to the target increases system
sensitivity. A photograph of a Harris Corporation [24] dual shaped-reflector system is
shown in Figure 20.12.

The single parabolic-cylinder reflector system is essentially half of the dual parabolic-
cylinder CATR of Figures 20.9 and 20.10. The reflector has a parabolic curvature in the
vertical plane and is flat in the horizontal plane. This semicompact antenna test range
collimates the fields only in the vertical plane, producing a quiet zone that consists of
cylindrical waves, as shown in Figure 20.13 [25–27]. Such a compact range configuration
is utilized in the ElectroMagnetic Anechoic Chamber (EMAC) at Arizona State University
(ASU) (Figure 20.14) [26, 27].

This single-plane collimating range (SPCR) approach results in a number of advan-
tages and compromises compared to conventional CATR systems and near-field/far-field

Figure 20.12 A dual shaped-reflector compact range system manufactured by Harris Corporation
[22].
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Figure 20.13 ASU single-plane collimating range (SPCR) produces a cylindrical wave in the
quiet zone. (Artist rendering by Michael Hagelberg.)

Figure 20.14 A photograph of a scale model helicopter in the quiet zone of ASU’s single-plane
collimating range.

(NF/FF) systems. For antennas that are small compared to the curvature of the cylindrical
phasefront, far-field radiation patterns can be measured directly. Because of the folded
optics, the radius of the cylindrical phasefront produced by the SPCR is larger than the
radius of the spherical phasefront obtainable by separating the source antenna from the
test antenna in a direct illumination configuration within the same anechoic chamber.
Thus with the SPCR it is possible to measure directly the far-field patterns of larger
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antennas compared to those directly measurable on an indoor far-field range. When the
size of the antenna is large relative to the curvature of the cylindrical phasefront, a NF/FF
transformation is used to obtain the far-field pattern. However, because the fields are col-
limated in the vertical plane, only a one-dimensional transformation is required. This
greatly simplifies the transformation algorithm. Most importantly, there is a one-to-one
correlation between a single azimuthal pattern cut measured in the near-field and the
corresponding predicted far-field pattern. The data acquisition time is identical to that
of conventional CATRs, and the NF/FF calculation time is nearly negligible. Another
advantage of the SPCR is the size of the quiet zone. In the vertical plane, the quiet-zone
dimension compared to the SPCR reflector is similar to that of conventional CATRs
(about 50–60%). However, in the horizontal plane, the quiet zone is nearly 100% of the
horizontal dimension of the reflector. For a given size anechoic chamber and reflector,
targets having much larger horizontal dimensions (e.g., yaw patterns of aircraft) can be
measured using the SPCR than is possible using a conventional CATR. The SPCR sys-
tem is relatively inexpensive; the manufacturer estimates that its cost is about 60% of
conventional CATR systems.

An example of an antenna radiation pattern measured under this cylindrical wave illu-
mination is shown in Figure 20.15. In Figure 20.15a the uncorrected near-field azimuthal
pattern of a 1.8-m dish antenna, measured using ASU’s SPCR, is compared with its
far-field pattern, measured on an outdoor antenna range at 10.7 GHz. After the NF/FF
transformation has been applied to the near-field measurement, the far-field pattern of the
antenna agrees extremely well with its outdoor measurement, as seen in Figure 20.15b.

In addition to the added complexity of NF/FF transformation considerations, this cylin-
drical wave approach has other disadvantages compared to conventional CATR designs.
Because the quiet-zone fields are expanding cylindrically as they propagate along the
axis of the range, a large portion of the anechoic chamber is directly illuminated. This
should be carefully considered in the design of the sidewalls of the anechoic chamber
to control range clutter. Also, some measurement sensitivity is sacrificed for the same
reason.

20.2.4.2 CATR Performance A perfect plane wave would be produced by a CATR
if the reflector has an ideal parabolic curvature, is infinite in size, and is fed by a point
source located at its focus. Of course, CATR reflectors are of finite size, and their surfaces
have imperfections; thus the test zone fields they produce can only approximate plane
waves. Although there are different configurations of CATR, their test zone fields have
some common characteristics. The usable portion of the test zone consists of nearly planar
wavefronts and is referred to as the quiet zone. Outside the quiet zone, the amplitude of
the fields decreases rapidly as a function of distance transverse to the range axis. The
size of the quiet zone is typically about 50–60% of the dimensions of the main reflector.
Although the electromagnetic field in the quiet zone is often a very good approximation,
it is not a “perfect” plane wave. The imperfections of the fields in the quiet zone relative
to an ideal plane wave are usually represented as phase errors, and ripple and taper
amplitude components. These discrepancies from an ideal plane wave, which occur over
a specified test zone dimension, are the primary figures of merit of CATRs. For most
applications, phase deviations of less than 10◦, peak-to-peak amplitude ripples of less
than 1 dB, and amplitude tapers of less than 1 dB are considered adequate. More stringent
quiet-zone specifications may be required to measure, within acceptable error levels, low
sidelobe antennas and low-observable scatterers. The sources of quiet-zone taper and
ripple are well known, but their minimization has been a source of much debate.
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Figure 20.15 Comparisons of amplitude radiation patterns of a 1.8-meter dish antenna at 10.7
GHz, measured on an outdoor far-field range and measured at ASU’s EMAC facility: (a) before
applying the far-field transformation and (b) after the NF/FF transformation.

Amplitude taper across the quiet zone can be attributed to two sources: the feed
pattern and space attenuation. That portion of the radiation pattern of the feed antenna
that illuminates the CATR reflector is directly mirrored into the quiet zone. For example,
if the 3-dB beamwidth of the feed is equal to about 60% of the angle formed by lines
from the reflector edges to the focal point, then the feed will contribute 3 dB of quiet-zone
amplitude taper. In general, as the directivity of the feed antenna increases, quiet-zone
amplitude taper increases. Usually, low gain feed antennas are designed to add less than
a few tenths of a decibel of amplitude taper. The other contributor of amplitude taper,
the 1/r2 space attenuation, occurs because of the spherical spreading of the uncollimated
radiation from the feed. Although the total path from the feed to the quiet zone is a
constant, the distance from the feed to the reflector varies. These differences in the



20.2 ANTENNA RANGES 991

propagation distances from the feed to various points across the reflector surface cause
amplitude taper in the quiet zone due to space attenuation. This taper is asymmetric in
the plane of the feed offset.

Amplitude and phase ripple are primarily caused by diffractions from the edges of
the reflector. The diffracted fields spread in all directions, which, along with the specu-
lar reflected signal, form constructive and destructive interference patterns in the quiet
zone, as shown in Figure 20.16a. Considerable research has been done on reflector edge
terminations in an effort to minimize quiet-zone ripple. Reflector edge treatments are the
physical analogs of windowing functions used in Fourier transforms. Edge treatments
reduce the discontinuity of the reflector/free-space boundary, caused by the finite size of

Feed

Feed

Field
point

Diffracted
ray

Edge
diffracted

rays

Edge
diffracted

rays

Diffracted
ray

Reflected ray

Fields reflected
from curved surface

Fields reflected
from curved surface

Plane wave
from parabola
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reflector

Curved surface
diffracted rays

Curved surface
diffracted rays

Curved edge
modification

Curved edge
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(b) Rolled-edge

(a) Knife-edge

Parabolic
reflector

Figure 20.16 Amplitude and phase ripple in the quiet-zone fields produced by a compact antenna
test range caused by the phasor sum of the reflected and diffracted rays from the reflector. (From
Ref. 30, © 1987 IEEE.)
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(a) Front view of a serrated-edge
CATR reflector.

(b) Side view of a rolled-edge
CATR reflector.

Figure 20.17 Two common CATR reflector edge treatments that are used to reduce the diffracted
fields in the quiet zone.

the reflector, by providing a gradually tapered transition. Common reflector edge treat-
ments include serrations and rolled edges, as shown in Figure 20.17. The serrated edge
of a reflector tapers the amplitude of the reflected fields near the edge. An alternate
interpretation of the effects of serrations is based on edge diffraction. Serrations pro-
duce many low-amplitude diffractions as opposed to, for example, the large-amplitude
diffractions that would be generated by the four straight edges and corners of a rect-
angular knife-edged reflector. These small diffractions are quasirandomized in location
and direction; hence there is a propensity for them to cancel each other out when added
together in the quiet zone. Although most serrated-edge CATRs have triangular serra-
tions, curving the edges of each serration can result in improved performance at high
frequencies [28].

A number of blended, rolled-edge treatments have been suggested as alternatives
to serrations and have been implemented to gradually redirect energy away from the
quiet zone, as shown in Figure 20.16b [29–31]. In these designs, the concave parabolic
surface of the reflector is blended into a convex surface that wraps around the edges
of the reflector and terminates behind it. The predicted quiet-zone fields produced by a
knife-edged reflector compared to those produced by a rolled-edged reflector are shown
in Figure 20.18 and demonstrate the effectiveness of this edge treatment.

Another method of reducing quiet-zone ripple is to taper the illumination amplitude
near the reflector edges. This can be accomplished with a high gain feed or the feed
can consist of an array of small elements designed so that a null in the feed pattern
occurs at the reflector edges [32–35]. Finally, the surface currents on the reflector can
be terminated gradually at the edges by tapering the conductivity and/or the impedance
of the reflector via the application of lossy material.

The frequency of operation of a CATR is determined by the size of the reflector and
its surface accuracy. The low frequency limit is usually encountered when the reflector is
about 25–30 wavelengths in diameter [36]. Quiet-zone ripple becomes large at the low
frequency limit. At high frequencies, reflector surface imperfections contribute to the
quiet-zone ripple. A rule of thumb used in the design of CATRs is that the surface must
deviate less than about 0.007λ from that of a true paraboloid [37]. Since the effects of
reflector surface imperfections are additive, dual reflector systems must maintain twice
the surface precision of a single reflector system to operate at the same frequency. Many
CATR systems can operate from 1 to 100 GHz.

Quiet-zone probing is the most direct method of measuring the deviations of the fields
produced in a measurement range from those of an ideal plane wave. To probe the quiet
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Figure 20.18 Predicted quiet-zone field amplitude versus transverse distance for knife-edge and
rolled-edge reflectors. (From Ref. 30, © 1987 IEEE.)

zone, a small antenna or open-ended waveguide is moved in a direction perpendicular to
the propagating fields with the aid of a linear scanner. The received amplitude and phase
are recorded as a function of transverse position, usually along horizontal and vertical
lines that cross at the center of the quiet zone. This is done for both horizontal and
vertical polarizations, and at many different frequencies.

Examples of quiet-zone field probe results are shown in Figures 20.19–20.23. In these
figures, the amplitude and phase variations of the quiet-zone fields produced by ASU’s
SPCR (Figures 20.13 and 20.14) are plotted for the case of vertical polarization and
at a frequency of 7.0 GHz [27, 38]. The solid curve of Figure 20.19 is the measured
amplitude as a function of vertical distance through the quiet zone. To resolve this
measured scan into taper and ripple components, a least-squares fit curve (the dashed line
of Figure 20.19) was calculated. The least-squares curve represents the amplitude taper
of the fields. The value of the taper is defined as the difference between the maximum
and minimum values that occur within a specified region. In this case, the amplitude
taper over a 1.20-meter quiet zone (−60 to+60 cm) is 0.45 dB.

Normalizing the measured amplitude by the least-squares taper results in a plot, shown
in Figure 20.20, from which the amplitude ripple can be found. Again, the value of the
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Figure 20.19 The measured amplitude of the quiet-zone field in the vertical plane produced by
ASU’s SPCR at 7.0 GHz (solid line), and a calculated least-squares fit curve (dashed line) that
corresponds to the amplitude taper.

Figure 20.20 Normalizing the measured amplitude by the least-squares fit curve allows the ampli-
tude ripple to be determined.

amplitude ripple is defined as the difference between the maximum and minimum values
that occur within the specified zone. For a 1.20-meter zone in the vertical plane, the
amplitude ripple at 7.0 GHz and vertical polarization is 0.3 dB.

The measured phase in the vertical plane is shown in Figure 20.21. Because the fields
are collimated in the vertical plane, the phase is essentially flat, with a peak-to-peak
variation over the 1.20-meter quiet zone of 2.0◦.

Since the SPCR produces cylindrical waves, the measured phase in the horizontal
plane of the quiet zone has a circular curvature, as shown in Figure 20.22. In this case,
the figure of merit is the deviation from an ideal cylinder. Normalizing the measured
horizontal-plane phase to an ideal cylinder results in the plot of Figure 20.23. It can now
be seen that the horizontal-plane phase variation (relative to a cylinder) over the entire
1.92-meter length of the linear scanner is less than 2.5◦.
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Figure 20.21 The measured phase produced by the SPCR in the vertical plane at 7.0 GHz.

Figure 20.22 The measured phase produced by the SPCR in the horizontal plane at 7.0 GHz.
The phase exhibits the curvature of a cylindrical wave.

In summary, compact antenna test ranges enable the measurement of full-sized anten-
nas in very short distances, usually within the controlled environment of an anechoic
chamber. A compact antenna test range can be used to accomplish any type of antenna
testing (including radiation patterns, gain, and efficiency) that can be performed on an
outdoor facility.

20.2.5 Near-Field/Far-Field Methods

The distribution of the fields radiated by an antenna does not assume the same amplitude
(or phase) pattern at all radial distances; it evolves with increasing distance from the
antenna. Three regions surrounding an antenna are recognized and are classified according
to the development of the field distribution [1], as shown in Figure 20.24. In the space
immediately surrounding an antenna (closer than approximately 0.62

√
D3/λ, where D

is the largest dimension of the antenna), there is a significant electric field component
that does not propagate radially and the energy is predominantly reactive—hence the
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Figure 20.23 After normalizing the measured phase to an ideal cylinder, the phase variations in
the horizontal plane are seen to be less than 2.5◦ over the 1.92-meter length of the available linear
scanner.

Field
distributions

Range

FraunhoferFresnel

D

Reactive
near field

Radiating
near field Far field

2D2

D3 /l
l

0 0.62

Figure 20.24 The evolution as a function of radial distance of the amplitude field distributions
emanating from an antenna.

term “reactive near field.” From approximately 0.62
√
D3/λ to 2D2/λ, the propagation

vectors gradually become, as the distance increases, radial. However, the contributions
to the total radiated field at any observation point in this region do not have mutually
identical phases. The main lobe of the radiation pattern in this radiating near-field region
is frequently broadened and bifurcated. At ranges beyond approximately 2D2/λ, the
differences in phase among the field components contributed from all parts of the antenna
are negligible, and the radiation pattern approaches the same shape that would basically
be observed at an infinite distance from the antenna.

The dimensions of a conventional test range can be reduced by making measurements
in the radiating near field, and then using analytical methods to transform the measured
data to the far-field radiation characteristics [6–9, 30]. These are referred to as near-field
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Figure 20.25 The three near-field scanning surfaces that permit convenient data acquisition (pla-
nar, cylindrical, and spherical).

to far-field (NF/FF) methods. The advantages of these methods are offset by their more
complex measurement systems, more extensive calibration procedures, and sophisticated
data processing requirements. Nonetheless, the availability of “turnkey” NF/FF systems
can make them an attractive alternative to other antenna measuring systems.

In this method, the amplitude and phase of the test antenna’s electric field is sampled
at predetermined positions over a geometric surface in the near field. From the near-field
data, an angular spectrum of basis functions is generated. The basis functions are either
planar, cylindrical, or spherical waves depending on the measurement scan geometry.
A “probe correction” is applied to the angular spectrum to account for the directive
and polarization effects of the measuring probe. The far-field radiation patterns of the
test antenna can then be computed using the vector wave functions that are orthogonal
to the scanning surface. Three coordinate systems (planar, cylindrical , and spherical )
satisfy the geometrical requirements for near-field to far-field transformations and are
conducive to convenient data acquisition. Those three near-field scanning surfaces, and
the maximum data acquisition spacings that will ensure the accurate construction of
far-field patterns according to sampling theory, are depicted in Figure 20.25.

The efficacy of (NF/FF) measurements is illustrated in Figure 20.26. The sum and
difference patterns of a four-foot reflector test antenna, transformed from near-field data
measured with a planar system, are compared with those patterns measured on far-field
ranges. The agreement between the three patterns in both figures is excellent.

Near-field techniques are discussed in much greater detail in Chapter 19 of this hand-
book.

20.3 MICROWAVE ABSORBING MATERIAL

In this context, the terms microwave absorbing material or absorbers refer to materials
that are used to cover a surface in order to reduce the reflection of electromagnetic waves
that would have otherwise occurred at that surface. These surfaces are usually the walls,
floor, and ceiling of an anechoic chamber, as depicted in Figure 20.27, but it is often
desirable to minimize the reflections from other objects as well.
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Figure 20.26 Measured and computed sum and difference mode principal-plane far-field patterns
for a four-foot parabolic reflector. (From Ref. 9, © 1978 IEEE.)

On indoor antenna ranges, absorbers are ubiquitous and crucial. Some knowledge
of absorbers (the various types, shapes and sizes, and their performance) is of immense
value to the antenna measurement engineer/technician, even on ranges other than anechoic
chambers. Microwave absorbing material can also be used to modify the radiation patterns
of antennas, accentuate their front/back ratios, improve the isolation between antennas,
and suppress resonant fields inside conducting enclosures, among other applications.

Microwave absorbing materials can basically be categorized into five classifications
based on their construction and absorbing mechanisms:

1. Carbon-loaded absorbers are electrically lossy. They are generally ultra-
broadband. The parameters that most strongly impact their performance include
their thickness, shape, and carbon loading density.

2. Sintered ferrite material , usually in tile form, absorbs electromagnetic energy
via magnetic loss. It exhibits favorable performance at lower frequencies
(10–1000 MHz) and is compact in size compared to carbon-loaded absorber.
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Figure 20.27 Shaped, carbon-loaded foam microwave absorbers line the surfaces of anechoic
chambers to approximate the conditions of free space suitable for antenna and radar cross-section
measurements.

3. By combining ferrite tiles with carbon-loaded absorbers, hybrid absorbers are
capable of functioning over broader frequency ranges.

4. Ferrite-loaded elastomeric absorbers are thin sheets of rubber-like material that
can be conformally applied to curved structures.

5. Salisbury screens achieve absorption via phase cancellation between the inci-
dent wavefront and its reflection off a conductive backplane that is located a
quarter-wavelength behind its 377-�/sq impedance front surface. Absorbers of
this class are thin and narrowband.

Carbon-loaded absorbers are by far the most prevalent and most effective type of
absorber for frequencies above 1 GHz. The most common carrier material for the carbon
is polyurethane foam. It has mechanical and electrical properties that are appropriate
for this application. Expanded polystyrene is also used as a substrate for carbon-based
absorbers. Both materials are relatively lightweight, can be cut or formed into various
shapes, and have low dielectric constants. A key parameter affecting the frequency of
operation of carbon-foam absorbers is thickness. An absorber that is three or more free-
space wavelengths thick may achieve a reflectivity level of −55 dB at normal incidence.
An absorber that is one wavelength thick will typically have a reflectivity of −35 dB
or higher. Thus the lowest expected frequency of operation will play a large part in
choosing the thickness of material used to cover the surfaces of an anechoic chamber, for
example. This also explains the preference for ferrite tiles over carbon-foam absorber for
frequencies much below 500 MHz. Although carbon-foam absorbers of up to 144 inches
thick are commercially available, they are expensive and they occupy a lot of space.
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Two other parameters that impact the performance of carbon-foam absorbers can be
viewed as interrelated: the doping density of the carbon and the shape of the absorber.
To minimize the reflectivity of an absorber, the impedance of the illuminated side must
approach that of free space. One method to achieve a graduation of doping density is to
laminate together relatively thin sheets of carbon-loaded foam such that the most lightly
doped layer is on the illuminated side, and subsequent layers are increasingly doped with
a higher percentage of carbon, terminating in the most heavily doped layer that will be
placed against the otherwise reflective surface. Such laminates have limited performance
due to the discontinuities at the layer interfaces. A much better way to effectively achieve
the desired gradient between free space and fully doped absorber is to cut or form shapes
on the illumination side of uniformly doped material. The shape that provides the best
normal-incidence performance is the pyramid, as shown in Figure 20.28. The fact that the
urethane foam substrate material is simultaneously tapered is not inconsequential to the
excellent performance achieved with the pyramidal shape. Since the relative permittivity
of the substrate material is not equal to unity, an abrupt discontinuity (a flat surface)
between it and free space would have a negative impact on reflectivity.

While the normal-incidence performance of pyramidal absorbers is excellent, their
reflectivity increases as a function of incidence angle [40]. Furthermore, as the incidence
angle approaches grazing, the reflectivity is higher for incidence parallel to the rows of
pyramids than at other angles. Additionally, there is an angle of incidence that is normal
to the flat sides of the pyramids, which results in a relative peak in the backscatter.
This can be detrimental to radar cross-section measurement ranges for which backscatter
from the anechoic chamber itself must be minimized. One shape that provides moderate
performance over a broad angular region of incidence, particularly at millimeter-wave
frequencies, is referred to as “convolute.” Convolute (egg crate-shaped) absorbers, shown
in Figure 20.29, have continuously curved surfaces. By eliminating any flat surfaces,
convolute absorbers reduce incidence angle-specific scattering.

The incidence angles of the most significant stray illumination on the interior sur-
faces of an anechoic chamber can be predicted according to geometrical optics or ray
tracing. Most of the energy incident on the endwalls, for example, will be nearly normal
to those walls; thus the use of pyramidal absorbers are most appropriate there. Near

Figure 20.28 Pyramidal carbon-foam absorbers generally have the lowest normal-incidence
reflectivity and operate over a very wide bandwidth.
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Figure 20.29 Convolute absorber provides moderate reflectivity over a wide range of incidence
angles at up to millimeter-wave frequencies.

the middle of the chamber, most of the illumination on the sidewalls, floor, and ceiling
will be at near-grazing angles to those surfaces. For this reason, particularly for radar
cross-section measurement applications in which minimizing backscatter from the cham-
ber is paramount, wedge absorbers are frequently used. A piece of wedge absorber is
shown in Figure 20.30. When the lengths of the wedges are oriented parallel to the
longitudinal axis of the chamber, the majority of the energy that is not absorbed by the
wedge material scatters bistatically in directions approximately according to Snell’s law,
rather than backscatter to be received by the radar. That bistatically scattered energy is
subsequently terminated in the absorber on the endwalls.

There are many other possible shapes and configurations of carbon-loaded absorbers
[41] including pyramids of honeycomb material for high power application and for
ventilation, closed-cell foams and vinyl covered materials for all-weather applications,
walkway material, and exotic shapes to enhance performance.

Additional details about ferrite tiles are of greater use to the designers of anechoic and
semianechoic chambers than to the antenna measurement engineer; and Salisbury screens,

Figure 20.30 Wedge absorber exhibits reduced backscatter at near-grazing incidence angles.
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Figure 20.31 An assortment of ferrite-loaded elastomeric absorber material.

having been supplanted by superior materials for most applications, are infrequently
encountered. Ferrite-loaded elastomeric absorbers (pictured in Figure 20.31), on the other
hand, have a broad range of applications. These are highly engineered absorbers that are
loaded with very specific quantities and combinations of a wide array of powdered
ferrites, iron, and other compounds. A review of these materials can be found in Ref. 42.
The substrate materials for the powdered ferrites can be a variety of polymers including
silicone, nitrile, urethane, neoprene, and natural rubber.

This type of absorber can be further classified according to its designed purpose. In
one design, sometimes called magRAM (a contraction of magnetic and radar absorbing
material ), the mix of ferrites and thickness of the substrate are designed to optimize
the suppression of specular reflections from metallic surfaces [43, 44]. In addition to
the matrix thickness, the performance is dependent on the ferrite/rubber ratio and the
material properties. Since the permeability and permittivity of these materials are higher
than unity, they are very thin (a few millimeters) at microwave frequencies. Such
absorbers exhibit resonant behavior, with a relative null in reflectivity at a particular
frequency [45]. Two or more layers having different resonant frequencies can be
laminated together to increase their operational bandwidth. One commercially available
dual-band absorber, for example, has a nominal reflectivity of better than −17 dB from
approximately 7.2 to 18 GHz.

The other type of ferrite-loaded elastomeric absorber is sometimes referred to as
surface wave absorbing material (SWAM). By suppressing surface currents before they
encounter a discontinuity (such as the edge of a ground plane), SWAM reduces the fields
that would otherwise be reradiated.

20.4 INSTRUMENTATION

The instrumentation required to accomplish a measuring task depends largely on the
functional requirements of the design (Figure 20.32) An antenna-range instrumentation
must be designed to operate over a wide range of frequencies, and it usually can be
classified into five categories [7]:

1. Source antenna and transmitting system

2. Receiving system
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Figure 20.32 Instrumentation for typical antenna-range measuring system. (From Ref. 2, © 1979
IEEE.)

3. Positioning system

4. Recording system
5. Data processing system

A block diagram of a system that possesses these capabilities is shown in Figure 20.33.
The source antennas are usually log-periodic antennas for frequencies below 1 GHz,

families of parabolas with broadband feeds for frequencies above 400 MHz, and even
large horn antennas. The dual-ridged horn shown in Figure 20.34 operates from 500 MHz
to 6 GHz. The system must be capable of controlling the polarization. Continuous rota-
tion of the polarization can be accomplished by mounting a linearly polarized source
antenna on a polarization positioner. Antennas with circular polarization can also be
designed, such as crossed log-periodic arrays, which are often used in measurements.
Some broadband antennas are not appropriate as feed antennas for CATRs, however, due
to the displacement of their phase centers as a function of frequency.

The transmitting RF source must be selected [2] so that it has frequency control,
frequency stability, spectral purity, controllable power level, and possibly modulation.
The receiving system could be as simple as a bolometer detector, followed possibly by an
amplifier, and a recorder. More elaborate and expensive receiving systems that provide
greater sensitivity, precision, and dynamic range can be designed. One such system is a
heterodyne receiving system [2], which uses double conversion and phase locking, which
can be used for amplitude measurements. A dual-channel heterodyne system design is
also available [2], and it can be used for phase measurements.

The vector network analyzer (VNA) has become an attractive alternative to the piece-
meal component instrumentation described above. Hewlett-Packard’s 8510 C is pictured
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Figure 20.33 Block diagrams of typical network analyzer-based instrumentations, configured for
(a) antenna pattern measurements and (b) radar cross-section measurements.

Figure 20.34 This dual-ridged horn, which operates from 500 MHz to 6 GHz, is suitable as a
broadband source antenna.

in Figure 20.35. Since an antenna pattern measurement can be conceptually viewed as the
S21 between the input connectors of the source and test antennas, the VNA is well suited
for this application. VNAs exhibit excellent phase stability, spectral purity, sensitivity,
and dynamic range (well in excess of 100 dB). Furthermore, some of today’s VNAs can
operate in both pulsed-RF and swept frequency modes.

To achieve the desired plane cuts, the mounting structures of the system must
have the capability to rotate in various planes. This can be accomplished by utilizing
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Figure 20.35 The HP8510 vector network analyzer has become a fairly common antenna-range
instrumentation.

rotational mounts (pedestals), two of which are shown in Figure 20.36. Tower-model
elevation-over-azimuth pedestals are also available [7]. A model tower , shown in
Figure 20.37, is a commonly used positioning system for antenna pattern measurements.
The test antenna is mounted on the roll axis at the top of the tower, which places it
in the quiet zone of the measurement range. A linear offset axis is located beneath the
tower, and it is used to place the phase center of the antenna above the rotation center
of the azimuthal table to which it is bolted. The elevation axis at the bottom is useful
for tilting the top of the tower down to ground level for ease of test antenna mounting.
The test antenna can be positioned to any spherical orientation with this combination of
roll and azimuthal axes.

Modern antenna measurement facilities utilize a computer and software to coordinate
the actions of the positioning and measuring systems, to store and process the acquired
data, and to display or plot the resulting measurements. A communication bus connects
the computer to the positioner controller and instruments. The IEEE-488 GPIB (general
purpose instrument bus) is frequently used.

There are a number of commercially available computer software packages that are
specifically designed for antenna measurement ranges. Such software packages provide
an immediate measurement automation and data acquisition solution, usually with a lot
of features and convenient graphical user interface (GUI). One such software package,
ARCS , is available from March Microwave Systems B.V., the leading manufacturer of
dual parabolic-cylinder compact range systems. ARCS includes fully automated acquisi-
tion software for radiation and RCS patterns, 2D and 3D visualization codes, and a suite
of postmeasurement processing tools.
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Figure 20.36 Azimuth-over-elevation and elevation-over-azimuth rotational mounts. (From
Ref. 2, © 1979 IEEE.)

Figure 20.37 The front and side views of a model tower positioning system. A roll axis is located
at the top of the tower, which is mounted on a fore-aft linear offset axis. This in turn is mounted
on the azimuthal table of an AZ/EL positioner.
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It is not unheard of for an antenna measurement facility to trade time for money
by writing its own custom data acquisition software. A third software option that lies
between these two extremes is to use a generalized instrument control and data acquisition
software like LabVIEWTM [46] as a shortcut to writing an antenna measurement-specific
package.

20.5 RADIATION PATTERNS

The radiation patterns (amplitude and phase), polarization, and gain of an antenna, which
are used to characterize its radiation capabilities, are measured on the surface of a con-
stant radius sphere. Any position on the sphere is identified using the standard spherical
coordinate system of Figure 20.38. Since the radial distance is maintained fixed, only the
two angular coordinates (θ, φ) are needed for positional identification. A representation
of the radiation characteristics of the radiator, as a function of θ and φ for a constant
radial distance and frequency, is defined as the pattern of the antenna.

In general, the pattern of an antenna is three dimensional. Because it is impractical to
measure a three-dimensional pattern, a number of two-dimensional patterns are measured.
They are used to construct a three-dimensional pattern. The number of two-dimensional
patterns needed to construct faithfully a three-dimensional graph is determined by the
functional requirements of the description and the available time and funds. The minimum
number of two-dimensional patterns is two, and they are usually chosen to represent the
orthogonal principal E- and H -plane patterns.

di
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n

q

(q
, f

)

Figure 20.38 Spherical coordinate system geometry. (From Ref. 2, © 1979 IEEE.)
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A two-dimensional pattern is also referred to as a pattern cut , and it is obtained by
fixing one of the angles (θ or φ) while varying the other. For example, by referring
to Figure 20.38, pattern cuts can be obtained by fixing φj (0 ≤ φj ≤ 2π) and varying
θ (0 ≤ θ ≤ π). These are referred to as elevation patterns. Similarly, θi can be maintained
fixed (0 ≤ θi ≤ π) while φ is varied (0 ≤ φ ≤ 2π). These are designated as azimuthal
patterns.

The patterns of an antenna can be measured in the transmitting or receiving mode.
The mode is dictated by the application. However, if the radiator is reciprocal, as is the
case for most practical antennas, then either the transmitting or receiving mode can be
utilized. For such cases, the receiving mode is selected. Unless otherwise specified, it is
assumed here that the measurements are performed in the receiving mode.

20.5.1 Amplitude Pattern

The total amplitude pattern of an antenna is described by the vector sum of the two
orthogonally polarized radiated field components. The pattern on a conventional antenna
range can be measured using the system of Figure 20.32 with an appropriate detec-
tor. The receiver may be a simple bolometer (followed possibly by an amplifier), a
double-conversion phase-locking heterodyne system [7, Figure 14], or any other design.

In many applications, the movement of the antenna to the antenna range can sig-
nificantly alter the operational environment. Therefore, in some cases, antenna pattern
measurements must be made in situ to preserve the environmental performance char-
acteristics. A typical system arrangement that can be used to accomplish this is shown
in Figure 20.39. The source is mounted on an airborne vehicle, which is maneuvered
through space around the test antenna and in its far field, to produce a plane wave and to
provide the desired pattern cuts. The tracking device provides to the recording equipment
the angular position data of the source relative to a reference direction. The measure-
ments can be conducted either by a point-by-point or by a continuous method. Usually
the continuous technique is preferred.

Figure 20.39 System arrangement for in situ antenna pattern measurements. (From Ref. 2, ©
1979 IEEE.)
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Figure 20.40 Near-field and far-field phase pattern measuring systems. (From Ref. 2, © 1979
IEEE.)

20.5.2 Phase Measurements

The phase pattern of the field, in the direction of the unit vector û, is given by the
ψ(θ, φ) phase function see Eq. (13-63), Chapter 13 of [1]. For linear polarization, û is
real, and it may represent âθ or âφ in the direction of θ or φ.

The phase of an antenna is periodic, and it is defined in multiples of 360◦. In addition,
the phase is a relative quantity, and a reference must be provided during measurements
for comparison.

Two basic system techniques that can be used to measure phase patterns at short
and long distances from the antenna are shown in Figure 20.40. For the design of
Figure 20.40a, a reference signal is coupled from the transmission line, and it is used to
compare, in an appropriate network, the phase of the received signal. For large distances,
this method does not permit a direct comparison between the reference and the received
signal. In these cases, the arrangement of Figure 20.40b can be used in which the signal
from the source antenna is received simultaneously by a fixed antenna and the antenna
under test. The phase pattern is recorded as the antenna under test is rotated while the
fixed antenna serves as a reference. The phase measuring circuit may be the dual-channel
heterodyne system [7, Figure 15].

20.6 GAIN MEASUREMENTS

The most important figure of merit that describes the performance of a radiator is the
gain. There are various techniques and antenna ranges that are used to measure the gain.
The choice of either depends largely on the frequency of operation.

Usually free-space ranges are used to measure the gain above 1 GHz. In addition,
microwave techniques, which utilize waveguide components, can be used. At lower fre-
quencies, it is more difficult to simulate free-space conditions because of the longer
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wavelengths. Therefore between 0.1 and 1 GHz, ground-reflection ranges are utilized.
Scale models can also be used in this frequency range. However, since the conductivity
and loss factors of the structures cannot be scaled conveniently, the efficiency of the full-
scale model must be found by other methods to determine the gain of the antenna. This is
accomplished by multiplying the directivity by the efficiency to result in the gain. Below
0.1 GHz, directive antennas are physically large and the ground effects become increas-
ingly pronounced. Usually the gain at these frequencies is measured in situ . Antenna
gains are not usually measured at frequencies below 1 MHz. Instead, measurements are
conducted on the field strength of the ground wave radiated by the antenna.

Usually there are two basic methods that can be used to measure the gain of an electro-
magnetic radiator: absolute-gain and gain-transfer (or gain-comparison) measurements.
The absolute-gain method is used to calibrate antennas that can then be used as standards
for gain measurements, and it requires no a priori knowledge of the gains of the anten-
nas. Gain-transfer methods must be used in conjunction with standard gain antennas to
determine the absolute gain of the antenna under test.

The two antennas that are most widely used and universally accepted as gain standards
are the resonant λ/2 dipole (with a gain of about 2.1 dB) and the pyramidal horn antenna
(with a gain ranging from 12 to 25 dB). Both antennas possess linear polarizations. The
dipole, in free space, exhibits a high degree of polarization purity. However, because of its
broad pattern, its polarization may be suspect in other than reflection-free environments.
Pyramidal horns usually possess, in free space, slightly elliptical polarization (axial ratio
of about 40 to infinite dB). However, because of their very directive patterns, they are
less affected by the surrounding environment.

20.6.1 Absolute-Gain Measurements

There are a number of techniques that can be employed to make absolute-gain measure-
ments. Very brief reviews of each are included here. More details can be found in Refs. 3
and 4. All of these methods are based on the Friis transmission formula, which assumes
that the measuring system employs, each time, two antennas. The antennas are separated
by a distance R, and it must satisfy the far-field criterion of each antenna (see Figure
2.31 of [1]).

20.6.1.1 Two-Antenna Method In a logarithmic decibel form we can write

(G0t )dB + (G0r )dB = 20 log10

(
4πR

λ

)
+ 10 log10

(
Pr

Pt

)
(20.1)

where

(G0t )dB = gain of the transmitting antenna (dB)

(G0r )dB = gain of the receiving antenna (dB)

Pr = received power (W)

Pt = transmitted power (W)

R = antenna separation (m)

λ = operating wavelength (m)

If the transmitting and receiving antennas are identical (G0t = G0r ), Eq. (20.1) reduces to
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(G0t )dB = (G0r )dB = 1

2

[
20 log10

(
4πR

λ

)
+ 10 log10

(
Pr

Pt

)]
(20.2)

By measuring R, λ, and the ratio of Pr/Pt , the gain of the antenna can be found.
At a given frequency, this can be accomplished using the system of Figure 20.41a.
The system is simple and the procedure straightforward. For continuous multifrequency
measurements, such as for broadband antennas, the swept-frequency instrumentation of
Figure 20.41b can be utilized.

20.6.1.2 Three-Antenna Method If the two antennas in the measuring system are
not identical, three antennas (a, b, c) must be employed and three measurements must
be made (using all combinations of the three) to determine the gain of each of the three.
Three equations (one for each combination) can be written, and each takes the form of
Eq. (20.1). Thus (a–b combination)

(Ga)dB + (Gb)dB = 20 log10

(
4πR

λ

)
+ 10 log10

(
Prb

Pta

)
(20.3a)
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Figure 20.41 Typical two- and three-antenna measuring systems for single- and swept-frequency
measurements. (From Ref. 4.)
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(a–c combination)

(Ga)dB + (Gc)dB = 20 log10

(
4πR

λ

)
+ 10 log10

(
Prc

Pta

)
(20.3b)

(b–c combination)

(Gb)dB + (Gc)dB = 20 log10

(
4πR

λ

)
+ 10 log10

(
Prc

Ptb

)
(20.3c)

From these three equations, the gains (Ga)dB, (Gb)dB, and (Gc)dB can be determined
provided R, λ, and the ratios of Prb/Pta, Prc/Pta , and Prc/Ptb are measured.

The two- and three-antenna methods are both subject to errors. Care must be utilized
so (1) the system is frequency stable; (2) the antennas meet the far-field criteria; (3) the
antennas are aligned for boresight radiation; (4) all the components are impedance and
polarization matched; and (5) there is a minimum of proximity effects and multipath
interference.

Impedance and polarization errors can be accounted for by measuring the appropriate
complex reflection coefficients and polarizations and then correcting accordingly the
measured power ratios. The details for these corrections can be found in Refs. 2 and 3.
There are no rigorous methods to account for proximity effects and multipath interference.
These, however, can be minimized by maintaining the antenna separation by at least a
distance of 2D2/λ, as is required by the far-field criteria, and by utilizing RF absorbers
to reduce unwanted reflections. The interference pattern that is created by the multiple
reflections from the antennas themselves, especially at small separations, is more difficult
to remove. It usually manifests itself as a cyclic variation in the measured antenna gain
as a function of separation.

20.6.1.3 Extrapolation Method The extrapolation method is an absolute-gain
method, which can be used with the three-antenna method, and it was developed [16]
to rigorously account for possible errors due to proximity, multipath, and nonidentical
antennas. If none of the antennas used in the measurements are circularly polarized, the
method yields the gains and polarizations of all three antennas. If only one antenna is
circularly polarized, this method yields only the gain and polarization of the circularly
polarized antenna. The method fails if two or more antennas are circularly polarized.

The method requires both amplitude and phase measurements when the gain and
the polarization of the antennas are to be determined. For the determination of gains,
amplitude measurements are sufficient. The details of this method can be found in Refs.
3 and 47.

20.6.1.4 Ground-Reflection Range Method A method that can be used to mea-
sure the gain of moderately broadbeam antennas, usually for frequencies below 1 GHz,
has been reported [48]. The method takes into account the specular reflections from the
ground (using the system geometry of Figure 20.2), and it can be used with some restric-
tions and modifications with the two- or three-antenna methods. As described here, the
method is applicable to linear antennas that couple only the electric field. Modifications
must be made for loop radiators. Using this method, it is recommended that the linear
vertical radiators be placed in a horizontal position when measurements are made. This
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is desired because the reflection coefficient of the earth, as a function of incidence angle,
varies very rapidly for vertically polarized waves. Smoother variations are exhibited for
horizontally polarized fields. Circularly and elliptically polarized antennas are excluded,
because the earth exhibits different reflective properties for vertical and horizontal fields.

To make measurements using this technique, the system geometry of Figure 20.2 is
utilized. Usually it is desirable that the height of the receiving antenna hr be much smaller
than the range R0 (hr � R0). Also the height of the transmitting antenna is adjusted so
that the field of the receiving antenna occurs at the first maximum nearest to the ground.
Doing this, each of the gain equations of the two- or three-antenna methods take the
form of

(Ga)dB + (Gb)dB = 20 log10

(
4πRD

λ

)
+ 10 log10

(
Pr

Pt

)
− 20 log10

(√
DADB + rRD

RR

)
(20.4)

where DA and DB are the directivities (relative to their respective maximum values)
along RD , and they can be determined from amplitude patterns measured prior to the
gain measurements. RD,RR, λ, and Pr/Pt are also measured. The only quantity that
needs to be determined is the factor r , which is a function of the radiation patterns of
the antennas, the frequency of operation, and the electrical and geometrical properties of
the antenna range.

The factor r can be found by first repeating the above measurements but with the
transmitting antenna height adjusted so that the field at the receiving antenna is mini-
mized. The quantities measured with this geometry are designated by the same letters as
before but with a prime (′) to distinguish them from those of the previous measurement.

By measuring or determining the parameters

1. RR,RD, Pr,DA, and DB at a height of the transmitting antenna such that the
receiving antenna is at the first maximum of the pattern

2. R′
R, R

′
D, P

′
r , D

′
A, and D′

B at a height of the transmitting antenna such that the
receiving antenna is at a field minimum

it can be shown [48] that r can be determined from

r =
(
RRR

′
R

RDR
′
D

)[√
(Pr/P ′

r )(D
′
AD

′
B)RD −

√
DADBR

′
D√

(Pr/P ′
r )RR + R′

R

]
(20.5)

Now all parameters included in Eq. (20.4) can be either measured or computed from
measurements. The free-space range system of Figure 20.41a can be used to perform
these measurements.

20.6.2 Gain-Transfer (Gain-Comparison) Measurements

The method most commonly used to measure the gain of an antenna is the gain-transfer
method. This technique utilizes a gain standard (with a known gain) to determine absolute
gains. Initially relative gain measurements are performed, which, when compared with
the known gain of the standard antenna, yield absolute values. The method can be used
with free-space and reflection ranges and for in situ measurements.
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The procedure requires two sets of measurements. In one set, using the test antenna
as the receiving antenna, the received power (PT ) into a matched load is recorded. In
the other set, the test antenna is replaced by the standard gain antenna and the received
power (PS) into a matched load is recorded. In both sets, the geometrical arrangement
is maintained intact (other than replacing the receiving antennas), and the input power is
maintained the same.

Writing two equations of the form of (20.1) or (20.4), for free-space or reflection
ranges, it can be shown that they reduce to [7]

(GT )dB = (GS)dB + 10 log10

(
PT

PS

)
(20.6)

where (GT )dB and (GS)dB are the gains (in dB) of the test and standard gain antennas.
System disturbance during replacement of the receiving antennas can be minimized

by mounting the two receiving antennas back-to-back on either side of the axis of an
azimuth positioner and connecting both of them to the load through a common switch.
One antenna can replace the other by a simple, but very precise, 180◦ rotation of the
positioner. Connection to the load can be interchanged by proper movement of the switch.

If the test antenna is not too dissimilar from the standard gain antenna, this method
is less affected by proximity effects and multipath interference. Impedance and polariza-
tion mismatches can be corrected by making proper complex reflection coefficient and
polarization measurements [8].

If the test antenna is circularly or elliptically polarized, gain measurements using the
gain-transfer method can be accomplished by at least two different methods. One way
would be to design a standard gain antenna that possesses circular or elliptical polariza-
tion. This approach would be attractive in mass productions of power-gain measurements
of circularly or elliptically polarized antennas.

The other approach would be to measure the gain with two orthogonal linearly polar-
ized standard gain antennas. Since circularly and elliptically polarized waves can be
decomposed to linear (vertical and horizontal) components, the total power of the wave
can be separated into two orthogonal linearly polarized components. Thus the total gain
of the circularly or elliptically polarized test antenna can be written

(GT )dB = 10 log10(GTV +GTH ) (20.7)

GTV and GTH are, respectively, the partial power gains with respect to vertical-linear
and horizontal-linear polarizations.

GTV is obtained, using Eq. (20.6), by performing a gain-transfer measurement with the
standard gain antenna possessing vertical polarization. The measurements are repeated
with the standard gain antenna oriented for horizontal polarization. This allows the deter-
mination of GTH . Usually a single linearly polarized standard gain antenna (a linear λ/2
resonant dipole or a pyramidal horn) can be used, by rotating it by 90◦, to provide both
vertical and horizontal polarizations. This approach is very convenient, especially if the
antenna possesses good polarization purity in the two orthogonal planes.

The techniques outlined above yield good results provided the transmitting and stan-
dard gain antennas exhibit good linear polarization purity. Errors will be introduced if
either one of them possesses a polarization with a finite axial ratio. In addition, these
techniques are accurate if the tests can be performed in a free-space, a ground-reflection,
or an extrapolation range. These requirements impose a low frequency limit of 50 MHz.
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Below 50 MHz, the ground has a large effect on the radiation characteristics of the
antenna, and it must be taken into account. It usually requires that the measurements are
performed on full-scale models and in situ . Techniques that can be used to measure the
gain of large HF antennas have been devised [49–51].

20.7 DIRECTIVITY MEASUREMENTS

If the directivity of the antenna cannot be found using solely analytical techniques, it can
be computed using measurements of its radiation pattern. One of the methods is based
on the approximate expressions of Kraus or Tai and Pereira. [see (2.26) and (2.30a) of
Ref. 1]. The computations can be performed very efficiently and economically with
modern computational facilities and numerical techniques.

The simplest, but least accurate, method requires that the following procedure is
adopted:

1. Measure the two principal E- and H -plane patterns of the test antenna.

2. Determine the half-power beamwidths (in degrees) of the E- and H -plane patterns.

3. Compute the directivity using (2.26) or (2.30a) of [1].

The method is usually employed to obtain rough estimates of directivity. It is more
accurate when the pattern exhibits only one major lobe, and its minor lobes are negligible.

The other method requires that the directivity be computed using (2.35) of [1], where
Prad is evaluated numerically. The F(θi, φj ) function of (2.43) of [1] represents the
radiation intensity or radiation pattern, and it will be obtained by measurements. Umax

represents the maximum radiation intensity of F(θ, φ) in all space, as obtained by the
measurements.

The radiation pattern is measured by sampling the field over a sphere of radius r . The
pattern is measured in two-dimensional plane cuts with φj constant (0 ≤ φj ≤ 2π) and
θ variable (0 ≤ θ ≤ π), as shown in Figure 20.42, or with θi fixed (0 ≤ θi ≤ π) and φ

variable (0 ≤ φ ≤ 2π). The first are referred to as elevation or great-circle cuts, whereas
the second represent azimuthal or conical cuts. Either measuring method can be used.

The spacing between measuring points is largely controlled by the directive properties
of the antenna and the desired accuracy. The method is most accurate for broadbeam
antennas. However, with the computer facilities and the numerical methods now available,
this method is very attractive even for highly directional antennas. To maintain a given
accuracy, the number of sampling points must increase as the pattern becomes more
directional.

The above discussion assumes that all the radiated power is contained in a single polar-
ization, and the measuring probe possesses that polarization. If the antenna is polarized
such that the field is represented by both θ and φ components, the partial directivities
Dθ(θ, φ) and Dφ(θ, φ) must each be found. This is accomplished from pattern measure-
ments with the probe positioned, respectively, to sample the θ and φ components. The
total directivity is then given by

D0 = Dθ +Dφ (20.8)
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Figure 20.42 Digitization scheme of pattern in spherical coordinates.

where

Dθ = 4πUθ

(Prad)θ + (Prad)φ
(20.8a)

Dφ = 4πUφ

(Prad)θ + (Prad)φ
(20.8b)

Uθ, (Prad)θ and Uφ, (Prad)φ represent the radiation intensity and radiated power as
contained in the two orthogonal θ and φ field components, respectively.

The same technique can be used to measure the field intensity and to compute the
directivity of any antenna that possesses two orthogonal polarizations. Many antennas
have only one polarization (θ or φ). This is usually accomplished by design and/or proper
selection of the coordinate system. In this case, the desired polarization is defined as the
primary polarization . Ideally, the other polarization should be zero. However, in practice,
it is nonvanishing, but it is very small. Usually it is referred to as the cross polarization ,
and for good designs it is usually below −40 dB.

The directivity of circularly or elliptically polarized antennas can also be measured.
Precautions must be taken [2] as to which component represents the primary polarization
and which the cross-polarization contribution.

20.8 RADIATION EFFICIENCY MEASUREMENTS

The radiation efficiency is defined as the ratio of the total power radiated by the antenna
to the total power accepted by the antenna at its input terminals during radiation. System
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factors, such as impedance and/or polarization mismatches, do not contribute to the
radiation efficiency because it is an inherent property of the antenna.

A common method of measuring the efficiency of an antenna involves the physical
realization of the above definition. The radiated power can be determined by measuring
the power density radiated by the antenna for all directions over a spherical surface and
then integrating the measured samples. The input power can be obtained by either utilizing
a power meter in place of the test antenna, or through a knowledge of the output power
of the signal source and the S21 values of the devices and transmission lines between the
source and the antenna, and taking into account any impedance mismatches. However,
due to the relationship between gain and input power, the efficiency reduces to [52]

ecd = 1

2π

∫ π

θ=0

∫ 2π

φ=0
GT (θ, φ) sin(θ)dθdφ (20.9)

This pattern integration method is time consuming, but it is the most rigorous of the
efficiency measurement techniques. To avoid an accumulation of errors, however, extra
care should be taken at each step of the measurement.

The radiation efficiency can also be defined, using the direction of maximum radiation
as reference, as

ecd = radiation efficiency = gain

directivity
(20.10)

where the definitions of directivity and gain imply that they are measured or computed in
the direction of maximum radiation. Using techniques that were outlined in Sections 20.4
and 20.5 for the measurements of the gain and directivity, the radiation efficiency can
then be computed using Eq. (20.10).

If the antenna is very small and simple, it can be represented as a series network.
For antennas that can be represented by such a series network, the radiation efficiency
can also be defined by ecd = Rr/(Rr + RL), where Rr is the radiation resistance and
RL is the loss resistance of the antenna. This definition enables the measurement of
efficiency using the Wheeler cap method [53, 54]. For these antennas, the real part of the
input impedance is equal to the total antenna resistance, which consists of the radiation
resistance and the loss resistance. Therefore the input resistance can be measured directly
using a vector network analyzer. According to Wheeler, the radiation resistance can be
canceled out by enclosing the antenna in a conducting shell. When so enclosed, the input
resistance of the antenna then consists of only the loss resistance. The efficiency can thus
be found by making two input resistance measurements: with the antenna radiating in
free space, and when it is enclosed in a conducting shell.

Because the loss resistance of antennas coated with lossy dielectrics or antennas over
lossy ground cannot be represented in series with the radiation resistance, this method
cannot be used to determine their radiation efficiency.

20.9 IMPEDANCE MEASUREMENTS

Associated with an antenna, there are two types of impedances: a self and a mutual
impedance. When the antenna is radiating into an unbounded medium and there is no
coupling between it and other antennas or surrounding obstacles, the self-impedance is
also the driving-point impedance of the antenna. If there is coupling between the antenna
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under test and other sources or obstacles, the driving-point impedance is a function of its
self-impedance and the mutual impedances between it and the other sources or obstacles.
In practice, the driving-point impedance is usually referred to as the input impedance.

To attain maximum power transfer between a source or a source–transmission line
and an antenna (or between an antenna and a receiver or receiver transmission line), a
conjugate match is usually desired. In some applications, this may not be the most ideal
match. For example, in some receiving systems, minimum noise is attained if the antenna
impedance is lower than the load impedance. However, in some transmitting systems,
maximum power transfer is attained if the antenna impedance is greater than the load
impedance. If conjugate matching does not exist, the power lost can be computed [2]
using

Plost

Pavailable
=
∣∣∣∣Zant − Z∗

cct

Zant + Zcct

∣∣∣∣2 (20.11)

where

Zant = input impedance of the antenna

Zcct = input impedance of the circuits that are connected to the antenna at its
input terminals

When a transmission line is associated with the system, as is usually the case, the
matching can be performed at either end of the line. In practice, however, the matching
is performed near the antenna terminals, because it usually minimizes line losses and
voltage peaks in the line and maximizes the useful bandwidth of the system.

In a mismatched system, the degree of mismatch determines the amount of incident or
available power that is reflected at the input antenna terminals into the line. The degree of
mismatch is a function of the antenna input impedance and the characteristic impedance
of the line. These are related to the input reflection coefficient and the input VSWR at
the antenna input terminals by the standard transmission-line relationships of

Prefl

Pinc
= |�|2 = |Zant − Zc|2

|Zant + Zc|2 =
∣∣∣∣VSWR− 1

VSWR+ 1

∣∣∣∣2 (20.12)

where

� = |�|ejγ = voltage reflection coefficient at the antenna input terminals

VSWR = voltage standing wave ratio at the antenna input terminals

Z c = characteristic impedance of the transmission line

Equation (20.12) shows a direct relationship between the antenna input impedance
(Zant) and the VSWR. In fact, if Zant is known, the VSWR can be computed using
Eq. (20.15).

Once the reflection coefficient is completely described by its magnitude and phase, it
can be used to determine the antenna impedance by

Zant = Zc

[
1+ �

1− �

]
= Zc

[
1+ |�|ejγ
1− |�|ejγ

]
(20.13)
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The reflection coefficient is also equal to S11, and the mutual coupling between two
antennas in proximity to one another is S21. The instrument best suited for measuring
S-parameters is the network analyzer. The convenience, versatility, and precision of a
network analyzer makes it extremely attractive as the instrumentation for an antenna
measurement range.

It is beyond the scope of this chapter to completely describe network analyzer opera-
tion. However, a simplified overview can be summarized as follows:

1. The start and stop frequencies, number of frequency points, source power, and
other measurement parameters are specified.

2. The VNA is calibrated by measuring its response to a number of calibration
standards (typically an open circuit, short circuit, and an impedance-matched
termination). The calibration corrects for any residual frequency response, power
loss, impedance mismatch, and so on in the instrument and cables leading up the
calibration plane to which the test antenna(s) will be connected.

3. The antenna(s) are then connected to the test cables, and the S-parameters are
measured.

The input impedance is generally a function of frequency, geometry, method of exci-
tation, and proximity to its surrounding objects. Because of its strong dependence on the
environment, it should usually be measured in situ or in an anechoic chamber. A simple
test for environmental influence on the input impedance is to repeat the measurement
after changing the orientation of the antenna. If the measured impedance changes, then
scattering from the surrounding objects is disturbing the measurement.

Mutual impedances, which take into account interaction effects, are usually best
described and measured by the cross-coupling coefficients Smn of the device’s (antenna’s)
scattering matrix. The coefficients of the scattering matrix can then be related to the
coefficients of the impedance matrix [55].

20.10 CURRENT MEASUREMENTS

The current distribution along an antenna is another very important antenna parameter.
A complete description of its amplitude and phase permits calculation of the radiation
pattern.

There are a number of techniques that can be used to measure the current distribution
[56–59]. One of the simplest methods requires that a small sampling probe, usually a
small loop, be placed near the radiator. On the sampling probe, a current is induced
which is proportional to the current of the test antenna.

The indicating meter can be connected to the loop in many different ways [56]. If the
wavelength is very long, the meter can be consolidated into one unit with the measuring
loop. At smaller wavelengths, the meter can be connected to a crystal rectifier. In order
not to disturb the field distribution near the radiator, the rectifier is attached to the meter
using long leads. To reduce the interaction between the measuring instrumentation and
the test antenna and to minimize induced currents on the leads, the wires are wound on
a dielectric support rod to form a helical choke. Usually the diameter of each turn, and
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spacing between them, is about λ/50. The dielectric rod can also be used as a support
for the loop. To prevent a dc short circuit on the crystal rectifier, a bypass capacitor is
placed along the circumference of the loop.

There are many other methods, some of them more elaborate and accurate, and the
interested reader can refer to the literature [56–59].

20.11 POLARIZATION MEASUREMENTS

The polarization of a wave is defined as the curve traced by the instantaneous electric
field, at a given frequency, in a plane perpendicular to the direction of wave travel . The
far-field polarization of an antenna is usually measured at distances where the field
radiated by the antenna forms, in a small region, a plane wave that propagates in the
outward radial direction.

In a similar manner, the polarization of the antenna is defined as the curve traced by
the instantaneous electric field radiated by the antenna in a plane perpendicular to the
radial direction , as shown in Figure 20.43a. The locus is usually an ellipse. In a spherical
coordinate system, which is usually adopted in antennas, the polarization ellipse is formed
by the orthogonal electric field components of Eθ and Eφ . The sense of rotation, also
referred to as the sense of polarization, is defined by the sense of rotation of the wave
as it is observed along the direction of propagation (see Figure 20.43b).

The general polarization of an antenna is characterized by the axial ratio (AR), the
sense of rotation (CW or CCW, RH or LH), and the tilt angle τ . The tilt angle is used
to identify the spatial orientation of the ellipse, and it is usually measured clockwise
from the reference direction. This is demonstrated in Figure 20.43a, where τ is measured
clockwise with respect to âθ , for a wave traveling in the outward radial direction.

Care must be exercised in the characterization of the polarization of a receiving
antenna. If the tilt angle of an incident wave that is polarization matched to the receiv-
ing antenna is τm, it is related to the tilt angle τt of a wave transmitted by the same
antenna by

τt = 180◦ − τm (20.14)

if a single coordinate system and one direction of view are used to characterize the
polarization. If the receiving antenna has a polarization that is different from that of
the incident wave, the polarization loss factor (PLF) can be used to account for the
polarization mismatch losses.

The polarization of a wave and/or an antenna can best be displayed and visualized
on the surface of a Poincaré sphere [60]. Each polarization occupies a unique point on
the sphere, as shown in Figure 20.44. If one of the two points on the Poincaré sphere is
used to define the polarization of the incident wave and the other the polarization of the
receiving antenna, the angular separation can be used to determine the polarization losses.
The procedure requires that the complex polarization ratios of each are determined, and
they are used to compute the polarization efficiency in a number of different ways. The
details of this procedure are well documented, and they can be found in Refs. 2 and 3.

Practically, it is very difficult to design radiators that maintain the same polarization
state in all parts of their pattern. A complete description requires a number of measure-
ments in all parts of the pattern. The number of measurements is determined by the
required degree of polarization description.
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Figure 20.43 Polarization ellipse and sense of rotation for antenna coordinate system. (From
Ref. 2, © 1979 IEEE.)

There are a number of techniques that can be used to measure the polarization state
of a radiator [2, 3], and they can be classified into three main categories:

1. Those that yield partial polarization information. They do not yield a unique point
on the Poincaré sphere.

2. Those that yield complete polarization information but require a polarization stan-
dard for comparison. They are referred to as comparison methods .

3. Those that yield complete polarization information and require no a priori polar-
ization knowledge or no polarization standard. They are designated as absolute
methods .
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Figure 20.44 Polarization representation on the Poincaré sphere. (From Ref. 3, © 1978 IEEE.)

The method selected depends on such factors as the type of antenna, the required accu-
racy, and the time and funds available. A complete description requires not only the
polarization ellipse (axial ratio and tilt angle), but also its sense of rotation (CW or
CCW, RH or LH).

In this chapter, a method is discussed that can be used to determine the polarization
ellipse (axial ratio and tilt angle) of an antenna but not its sense of rotation. This technique
is referred to as the polarization-pattern method . The sense of polarization or rotation
can be found by performing auxiliary measurements or by using other methods [7].

To perform the measurements, the antenna under test can be used either in the trans-
mitting or in the receiving mode. Usually the transmitting mode is adopted. The method
requires that a linearly polarized antenna, usually a dipole, be used to probe the polariza-
tion in the plane that contains the direction of the desired polarization. The arrangement
is shown in Figure 20.45a. The dipole is rotated in the plane of the polarization, which
is taken to be normal to the direction of the incident field, and the output voltage of the
probe is recorded.

If the test antenna is linearly polarized, the output voltage response will be proportional
to sinψ (which is the far-zone field pattern of an infinitesimal dipole). The pattern
forms a figure-eight, as shown in Figure 20.45b, where ψ is the rotation angle of the
probe relative to a reference direction. For an elliptically polarized test antenna, the
nulls of the figure-eight are filled and a dumbbell polarization curve (usually referred to
as a polarization pattern) is generated, as shown in Figure 20.45b. The dashed curve
represents the polarization ellipse.

The polarization ellipse is tangent to the polarization pattern, and it can be used to
determine the axial ratio and the tilt angle of the test antenna. The polarization pattern
will be a circle, as shown in Figure 20.45b, if the test antenna is circularly polarized.
Ideally, this process must be repeated at every point of the antenna pattern. Usually it
is performed at a number of points that describe sufficiently well the polarization of the
antenna at the major and the minor lobes.
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Figure 20.45 Polarization measuring system and typical patterns.

In some cases the polarization needs to be known over an entire plane. The axial ratio
part of the polarization state can be measured using the arrangement of Figure 20.45a,
where the test probe antenna usually is used as a source while the polarization pattern of
the test antenna is being recorded while the test antenna is rotated over the desired plane.
This arrangement does not yield the tilt angle or sense of rotation of the polarization
state. In order to obtain the desired polarization pattern, the rate of rotation of the linear
probe antenna (usually a dipole) is much greater than the rotation rate of the positioner
over which the test antenna is mounted and rotated to allow, ideally, the probe antenna
to measure the polarization response of the test antenna at that direction before moving
to another angle. When this is performed over an entire plane, a typical pattern recorded
in decibels is shown in Figure 20.46 [61], and it is referred to as the axial ratio pattern .
It is apparent that the axial ratio pattern can be inscribed by inner and outer envelopes.
At any given angle, the ratio of the outer and inner envelope responses represents the
axial ratio. If the pattern is recorded in decibels, the axial ratio is the difference between
the outer and inner envelopes (in dB); 0-dB difference represents circular polarization
(axial ratio of unity). Therefore the polarization pattern of Figure 20.46 indicates that the
test antenna it represents is nearly circularly polarized (within 1 dB; axial ratio less than
1.122) at and near θ = 0◦ and deviates from that almost monotonically at greater angles
(typically by about 7 dB maximum; maximum axial ratio of about 2.24).
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Figure 20.46 Pattern of a circularly polarized test antenna taken with a rotating, linearly polarized,
source antenna. (From Ref. 61.)

The sense of rotation can be determined by performing auxiliary measurements. One
method requires that the responses of two circularly polarized antennas, one responsive
to CW and the other to CCW rotation, be compared [56]. The rotation sense of the test
antenna corresponds to the sense of polarization of the antenna that produced the more
intense response.

Another method would be to use a dual-polarized probe antenna, such as a dual-
polarized horn, and to record simultaneously the amplitude polarization pattern and the
relative phase between the two orthogonal polarizations. This is referred to as the phase –
amplitude method, and it can be accomplished using the instrumentation of Figure 20.47.
Double-conversion phase-locked receivers can be used to perform the amplitude and
phase comparison measurements.

Another absolute polarization method, which can be used to completely describe the
polarization of a test antenna, is referred to as the three-antenna method [2, 3]. As its
name implies, it requires three antennas, two of which must not be circularly polarized.

Phase
amplitude
receiver

Figure 20.47 System configuration for measurements of polarization amplitude and phase. (From
Ref. 3, © 1978 IEEE.)
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There are a number of transfer methods [2, 3], but they require calibration standards for
complete description of the polarization state.

20.12 SCALE MODEL MEASUREMENTS

In many applications (such as with antennas on ships, aircraft, large spacecraft, etc.), the
antenna and its supporting structure are so immense in weight and/or size that they cannot
be moved or accommodated by the facilities of an antenna measuring range. In addition,
a movement of the structure to an antenna range can eliminate or introduce environmental
effects. To satisfy these system requirements, in situ measurements are usually executed.

A technique that can be used to perform antenna measurements associated with large
structures is geometrical scale modeling . Geometrical modeling is employed to (1) phys-
ically accommodate, within small ranges or enclosures, measurements that can be related
to large structures; (2) provide experimental control over the measurements; and (3) min-
imize costs associated with large structures and corresponding experimental parametric
studies.

Geometrical scale modeling by a factor of n (n smaller or greater than unity) requires
the scaling indicated in Table 20.1. The primed parameters represent the scaled model
while the unprimed represent the full-scale model. For a geometrical scale model, all the
linear dimensions of the antenna and its associated structure are divided by n, whereas
the operating frequency and the conductivity of the antenna material and its structure are
multiplied by n. In practice, the scaling factor n is usually chosen greater than unity.

Ideal scale modeling for antenna measurements requires exact replicas, both physi-
cally and electrically, of the full-scale structures. In practice, however, this is closely
approximated. The most difficult scaling is that of the conductivity. If the full-scale
model possesses excellent conductors, even better conductors will be required in the
scaled models. At microwave and millimeter-wave frequencies this can be accomplished
by utilizing clean polished surfaces, free of films and other residues.

Geometrical scaling is often used for pattern measurements. However, it can also be
employed to measure gain, directivity, radiation efficiency, input and mutual impedances,
and so forth. For gain measurements, the inability to properly scale the conductivity can
be overcome by measuring the directivity and the antenna efficiency and multiplying
the two to determine the gain. Scalings that permit additional parameter changes are
available [62]. The changes must satisfy the theorem of similitude.

TABLE 20.1 Geometrical Scale Model

Scaled Parameters Unchanged Parameters

Length: l′ = l/n Permittivity: ε′ = ε

Time: t ′ = t/n Permeability: μ′ = μ

Wavelength: λ′ = λ/n Velocity: υ ′ = υ

Capacitance C ′ = C/n Impedance: Z′ = Z

Inductance: L′ = L/n Antenna gain: G0
′ = G0

Echo area: Ae
′ = Ae/n

2

Frequency: f ′ = nf

Conductivity: σ ′ = nσ
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20.13 TROUBLESHOOTING

After an antenna is designed using either analytical methods or computer software, it
is desirable to verify the design and its performance via measurements. The analytical
or CAD geometry of the antenna is reproduced in the physical world for operation at
a particular range of frequencies, and selected parameters (e.g., gain, input impedance,
E- and H -plane radiation patterns) are chosen to be measured for comparison with
their theoretically predicted counterparts. Occasionally, the comparisons between the
measured and predicted values exhibit discrepancies that are greater than acceptable. For
this discussion, it is assumed that the predictions are ideal and free of error. In which
case, it is up to the measurement engineer/technician to determine the sources of the
discrepancies, and to correct them if possible. Sometimes the “error” is unique to the set
of circumstances involved in a particular measurement and cannot be anticipated here.
There are, however, a number of common sources for these discrepancies, which are
discussed in this section.

20.13.1 Dimensional Discrepancies

One of the most likely sources of discrepancy between measured and predicted antenna
performance is a lack of congruency between the CAD model of the antenna and its
physical realization. Clearly, measurements of an antenna cannot be expected to agree
well with predictions of an antenna having a different geometry.

The actively radiating element(s) is critical, and errors in its dimensions can cause a
frequency shift in its resonance and changes in input impedance and can alter the gain
characteristics of the antenna. The structures in close proximity to the active element,
including cavities, substrate heights and parasitic elements, can also be very sensitive
to small dimensional variations. Also be alert to the separation distances between these
structures and the active element. Higher-order effects can be linked to mechanical dis-
crepancies that are not immediately obvious, resulting in performance discrepancies at
certain frequencies and observation angles. For example, ground plane edges that are
imperfectly straight and/or that have angular orientations different from the design (usu-
ally orthogonal to the antenna’s principal planes) can redirect scattered fields away from
the plane of the measurement.

The electrical properties of materials (substrates, superstrates, loading ferrites and
dielectrics, etc.) should be identical to those in the CAD model. For cases in which
materials with the designed properties cannot be obtained, it may be necessary to repeat
the predictions using the properties of the materials actually used in the physical antenna.

Finally, as the measurement frequency increases, the absolute tolerances that must be
held on the dimensions and material parameters of the physical antenna decrease. While
good agreement might be obtainable with an antenna that is constructed to within 1.0 mm
of the designed dimensions at a frequency of 200 MHz, for example, to achieve a similar
level of agreement at 20 GHz, the dimensions would need to be within 0.01 mm of those
specified.

20.13.2 Angular Misalignments

Angular misalignments are another possible source of error (as it is implicitly defined
in this section, e.g., the discrepancy between measurements and predictions) that might
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be overlooked by the newly practicing measurement engineer, particularly with respect
to gain and pattern measurements. It is most convenient to reference alignments to the
vertical, enabling the use of spirit levels to verify that antenna surfaces and edges are
orthogonal to the vertical, and carpenter’s protractors to measure intended angles relative
to the vertical. Alignments that can usually be measured using these tools include:

• Polarization angles (for linearly polarized antennas) of the source, gain standard,
and test antennas

• Elevation angles of the source, gain standard, and test antennas
• Rotation axes of the positioning system

The source and test antennas should be located in the same horizontal plane (at the
same height above a level floor). In a compact range environment, this would usually be
located at the vertical center of the main reflector.

The gains of calibration standards are defined at their boresight directions. After
ensuring the other alignments, if the gain standard is mounted on the positioning system,
the azimuthal table of the positioner might be employed to find the peak gain and hence
its boresight direction. Another strategy to align a horn antenna (e.g., a standard gain
horn—SGH) in azimuth is to temporarily affix a flat mirror across its aperture. Assuming
that the boresight direction of the SGH is perpendicular to its aperture, the boresight
direction will be pointed directly at the location of a laser pointer when the beam of the
laser is reflected back to its point of origin by the mirror. These methods can also be
used to align the test antenna in azimuth.

A common practice is to utilize a support structure between the positioning system and
the test antenna to raise the antenna up to the measurement plane and to isolate it from
the positioner. This support structure might be an expanded polystyrene column. If the
base of the column is centered on the azimuthal rotation axis but the top of the column is
not, then the top of the column (along with the test antenna) will move in a circle while
an azimuthal pattern is measured. Furthermore, if the antenna mounted at the top of such
a column is aligned to the vertical at one azimuthal orientation (e.g., at the beginning of
an azimuthal pattern), its orientation relative to the vertical will continuously change as
a function of azimuthal angle. To detect such a condition, place a stationary reference
pointer close to the side of the support column, near its top. With the azimuthal axis
of the positioning system rotating continuously, observe the separation distance between
the pointer and the column. If this distance is constant (within some small tolerance),
the column is properly aligned, and its top is nearly centered on the rotation axis. If the
separation between the pointer and the column varies with azimuthal angle, realign the
column to correct this condition.

For copolarized measurements, these alignments enhance measurement accuracy and
help to ensure that measured pattern cuts are in the intended planes about the antenna.
The cross-polarized fields, on the other hand, are extremely sensitive to these alignments.
Very careful attention to all alignments are imperative in order to accurately measure the
cross-polarized component patterns of most linearly polarized antennas.

20.13.3 RF Cables

While it is nearly universal that an RF cable connects a test antenna to the receiving
instrumentation during a measurement, it is rare that such a cable is included in the
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analytical model. Therefore its presence represents a common source of possible mea-
surement error. How much of an error can vary widely depending on the impact that its
presence has on the value to be measured. For many classes of test antennas, the cable
is practically invisible. For example, an antenna mounted on one side of a ground plane
usually has its input connector located on the opposite side. If the ground plane is large,
the cable has essentially no impact on the measurements, especially in the half-space of
the antenna element side of the ground plane. Similarly, for antennas mounted on scale
models, the cable can be routed through the inside of the model to exit a long distance
away from the active element, and at a point not in the plane of the measurement. Also,
it is usually possible to route an RF cable connected to a highly directive test antenna in
such a way as to minimize the impact of its presence.

The presence of the RF cable becomes a serious impediment to measurement accuracy
when the electrical size of the antenna is small, when the directivity of the antenna is
low, or when the antenna system is balanced and a balun is not integral to its design.
For some types of instrumentation and test antennas, the ideal solution is to eliminate the
RF cable. An example might involve building a small, battery-powered CW oscillator
into the body of a cell phone for measuring the radiation patterns of cell phone antennas.
This strategy is not an option for network analyzer-based instrumentations.

Sometimes the only option is to attempt to minimize the effect of the cable. Among
the methods to do so include the following:

• Avoid routing the length of the cable parallel with the receiving polarization. Cur-
rents induced on the cable reradiate, and the cable behaves like an electrically
long monopole. If the reradiated fields are cross polarized to those of the intended
measurement, their received amplitude is minimized.

• Avoid routing the cable through the plane of the measurement.
• Use a small-diameter cable in the vicinity of the antenna in an attempt to minimize

scattering and/or shadowing effects.
• Use ferrite beads on the cable to choke off stray currents.
• Apply microwave absorber on the outside of the cable. There are ferrite-loaded

elastomeric tubes intended for this application. A possible contraindication to this
strategy occurs when the increased diameter of the cable plus absorber would
increase shadowing effects.

• There are instances in which it is advantageous to route the cable along the rotation
axis through a hollow support structure. Although the gain and frequency response
errors still exist, the contribution to the radiation pattern from the cable can be made
constant.

There are other possible measurement issues associated with RF cables. One of these
occurs when the measurement frequency exceeds the operating frequency limit of the
cable. In general, cable losses (at a given frequency) decrease as the overall diameter of
the cable increases. Cable losses are generally undesirable, and it is reasonable to select
the largest cable that is consistent with any mechanical constraints of the antenna/support
system (the ability of the cable to withstand small-radius bends, to fit through an aperture,
to be lightweight enough to be supported by the antenna/support structure, etc.). However,
the single-mode operating frequency of the cable decreases with increasing diameter.
When the measurement frequency exceeds the cable’s operational frequency limit (the
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cutoff frequency), the cable can support modes other than the TEM mode. When this
occurs, the additional transmission modes can interfere destructively with the desired
TEM mode, resulting in dramatic reductions in the transmitted power at some frequencies.

Another possible cable-related issue involves RF leaks. If the shielding of the cable,
due to either wear, damage, or by design, is not significantly greater than the lowest
amplitude that is measurable, fields passing through the outer conductor of the cable
can cause measurement errors. This is not a common occurrence. However, if a leaky
cable or connector is suspected, replace the antenna under test with a matched load
and observe the received power. If the received power is above the noise floor of the
instrumentation, the cable likely needs to be replaced. Keep in mind that semirigid cables
(those with solid copper outer conductors) inherently have a higher degree of shielding
than flexible cables (those having an outer conductor comprised of many small metal
strands braided together). That statement is not meant to imply that flexible cables are
deficient in shielding. Most double-shielded flexible cables (having outer conductors
comprised of both braided wires and thin metal foil) have excellent shielding performance
that exceeds the requirements of nearly any antenna measurement application.

In general, keep in mind that coaxial cables and their connectors can wear out and
fail. Clean the mating surfaces of connectors frequently. Dirty connectors accelerate wear
and decrease performance. If the power transmitted through a cable fluctuates abruptly
when it or its point of connection is being flexed, it probably needs to be repaired or
replaced.

20.13.4 Environmental Reflections

Implicit in the measurement of antenna gain or radiation patterns is that a test signal
only propagates from one antenna in a straight line directly to a receiving antenna.
However, energy from the transmitting antenna propagates in varying degrees outward
in all directions, and the receiving antenna can receive energy from any direction. Any
nearby object is a potential source of reflection that can cause measurement error by
introducing an undesired signal path in addition to the path directly between the two
antennas. Since microwave absorbers are finitely effective, even an absorber-covered
wall inside an anechoic chamber can be such a reflecting object.

The following is a hypothetical example to illustrate how an environmental reflection
can cause a measurement error. Consider the azimuthal radiation pattern measurement
of a +20-dBi horn antenna that is being operated in the receiving mode. The auxiliary
antenna is the transmitting antenna, and to simplify the discussion it is postulated to be an
isotropic radiator. The pattern measurement begins at θ = 0◦, with the boresight direction
of the horn pointed toward the auxiliary antenna. Measurements of the horn’s main beam
are comparatively immune from environmental reflections because the relatively high
gain of its main lobe biases the reception in favor of energy coming from the direction
of the auxiliary antenna (the desired signal path direction). The horn rotates in azimuth
as the pattern measurement progresses until the horn is oriented at θ = 37◦, where a null
in its radiation pattern is pointed toward the auxiliary antenna. The true value of this null
is −40 dBi. However, at this orientation the boresight direction of the horn is pointed at
the specular reflection point on the anechoic chamber wall, between it and the auxiliary
antenna. At this angle and frequency, the absorber on the wall has a reflectivity of −35
dB, and the propagation distance from the auxiliary antenna to the wall and then to the
horn is such that the reflected signal is in phase with the direct signal from the auxiliary
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antenna to the horn. The reduction in power of the reflected signal caused by its longer
propagation distance and the associated additional 1/r2 space attenuation is neglected
for this example. Because the reflected signal is received through the main beam of the
horn, the resulting erroneously measured radiation pattern exhibits a small −14.99-dBi
lobe at θ = 37◦ instead of the −40-dBi null.

Although the consequences to the measured pattern were modest, the previous example
is representative of an error due to an environmental reflection. The impact of an envi-
ronmental reflection can, of course, be more severe than was illustrated above. When
such an error is suspected, due to a discrepancy between measurement and prediction or
an asymmetry in the measured pattern of a symmetrical antenna, two courses of action
are indicated: first, locate the source of the reflection; second, reduce or eliminate the
reflection (or its effects).

Identifying the source of a reflection may not always be trivial. As in the example, the
orientation of the test antenna can be an important clue to its location. If a time-domain
response of the measurement environment is available, it can be a valuable tool in finding
the reflection by indicating the scattered signal path length relative to the desired signal
path length. The location of a reflection might be inferred by deliberately enhancing the
reflectivity at the suspected location and observing the resulting effects on the measure-
ment. If the intentional disturbance to the radiation pattern is similar in nature and occurs
at the same observation angle as the one suspected, then it is probable that the location
has been identified. In more difficult cases, the offending signal might be reflected from
more than one surface before it is receivable by the test antenna.

Having identified the point of reflection, it may simply be a matter of employing some
local treatment by, for example, applying absorbing material to its surface to reduce
its reflectivity. If the surface is already covered by absorber, it might be possible to
reduce the reflectivity further by replacing the existing absorber with some that is more
appropriate for the application or frequency in question. Alternatively, the reflectivity
of the absorber-covered surface might be modified by applying pieces of additional
absorber, between the pyramids of carbon-foam material, for example. Finally, it might
be possible to modify the geometry of the measurement configuration either to scatter
the energy away from the AUT (antenna under test) or to orient a relative null in the
pattern of the auxiliary antenna toward the point of reflection.
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CHAPTER 21

Antenna Scattering and Design
Considerations

OREN B. KESLER, DOUGLAS PASQUAN, and LARRY PELLETT

21.1 INTRODUCTION

An aircraft’s radar signature can be limited by the sum of its apertures/antennas, but
avionics requirements still demand traditional antenna performance. This contradiction of
having a platform that is designed to have low radar cross section (RCS) or signature with
minimal radio frequency (RF) reflections while simultaneously having avionics systems
that require efficient RF radiation through antennas/radomes has profound implications on
the design of antennas and platforms. Ultimately, the only way to achieve desired perfor-
mance is by designing the antenna as a balanced system. Trade-offs between the platform
signature and electronics subsystems must be considered together while understanding
the system requirements. Typical requirements for low signature antennas include:

• Avionics/electronics system (gain, pattern, impedance, coupling, polarization, aver-
age power, peak power, bandwidth, sidelobes, grating lobes)

• Aerodynamic/structural performance (e.g., static loads, fatigue, flutter, weight, shear,
impact strength, thermal)

• RCS (different modes)
• Materials (multiple layers, μ, ε, impedance mismatch)
• RM&S (reparability, maintainability, supportability, interchangeability)
• Manufacturability (cost, tolerance, special tooling)

This chapter is primarily about antenna scattering or the radar cross section of anten-
nas and design approaches. Those interested in the general topic of radar cross section
including many of the electromagnetic modeling concepts should Consult Radar Cross
Section [1] and Radar Cross Section Handbook [2]. They Provide a much more in-depth
background on the general topic of radar cross section.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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21.2 CONCEPT OF RADAR CROSS SECTION

By definition, RCS (σ ) is a far-field parameter relating the scattered electric field to the
incident electric field and it can be expressed as:

σ = lim
R→∞

4πR2 |E2
s |

|E2
i |

(21.1)

where

Es = electric field scattered or reflected by the target in the direction of the observer

Ei = electric field incident on the target

R = range from the observer to the scattering object

σ = radar cross section

Conceptually RCS is the “effective size” of the reflection of a target. The RCS of a
target is a function of the polarization of the incident wave, the angle of incidence, the
angle of observation, the geometry of the target, the electrical properties of the target, and
the frequency of operation. RCS is expressed in various ways. For a three-dimensional
object, the most common way of expressing RCS (m2) is using meters squared or for
normalized values, decibels per square meter (dBsm). Sometimes RCS is normalized and
unitless by expressing scattering as the ratio RCS/λ2 in dB. Representative values of
some typical objects are shown in Table 21.1 [3].

Equation (21.1) is consistent with the physical model shown in Figure 21.1 in relat-
ing the received power to the reflected power. RCS or σ can be considered equivalent
to the projected area of a sphere (σ = πa2, a being the sphere’s radius) that intercepts
an amount of incident power and reflects a portion of that power toward an observer.
RCS changes with various parameters. This conceptual model has an angular and elec-
tromagnetic dependence associated with the target. If we carry the concept of the sphere
further, the “equivalent sphere” for the target changes with aspect angle, frequency, and
polarization.

TABLE 21.1 RCS of Some Typical Objects

Object RCS (m2) RCS (dBsm)

Pickup truck 200 23
Automobile 100 20
Jumbo jet liner 100 20
Cabin cruiser boat 10 10
Four-passenger jet 2 3
Adult male 1 0
Conventional missile 0.5 −3
Bird 0.01 −20
Insect 0.00001 −50

Source: From Ref. 3.
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Watts Unitless 1/m2 m2  1/m2 m2 Watts

Aperture

Pt

Gt

R1 R2

Gain 1/4πR2
2 Effective

Aeσ

Pr

PrPt RCS1/4πR1
2

Figure 21.1 Radar-target detection model illustrated using a linear flow diagram relating power
transmitted (Pt ) to power received (Pr ) via a scatterer, σ .

As a physical starting point, modeling the radar’s system performance along with the
power flow is a valuable method to provide insight into an antenna’s RCS. Figure 21.1
models the power flow from a radar to a target/scatterer and finally to a receiver that
detects the power. This is the general radar range formulation. As ilustrated in Figure 21.1,
the radar is bistatic meaning that the transmitter and receiver are in different locations.
This model provides physical insight into radar detection with respect to scattering.

The radar range equation is derived using the model in Figure 21.1. Solving for the
power received (Pr ) we obtain

Pr = Pt ·Gt · 1

4πR2
1

· σ · 1

4πR2
2

· Ae · pi (21.2)

where

Pt = power transmitted

Gt = gain of transmit antenna

R1 = range from transmit antenna to scatterer

σ = radar cross section (RCS) of a target or scatterer

R2 = range from scatterer to receiver

Ae = effective area of receive antenna

Pr = power received at the terminal

λ = wavelength

pi = polarization factor

The effective aperture (Ae) of an antenna (Eq. (21.3)) is the concept of how much
power is extracted over an equivalent area. If the receive antenna is efficient, we can
substitute Eq. (21.3) for Ae. If the transmit and receive sites are the same (i.e., monostatic
case =>R1 = R2 = R and G1 = G2 = G) and if polarization is aligned or copolarized
(pi = 1), then we generate the familiar Eq. (21.4), the radar range equation. This version
of the RCS equation is simplified such that any effects of pulse width and receiver
bandwidth are not included (Eq. (21.4) is for continuous wave illumination), but even so
it is a very accurate model for the physics of target detection. Equation (21.4) can easily
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be transformed into a form that includes pulse train/receiver bandwidth effects related to
a signal-to-noise (S/N) detection model of pulse radars or other radar systems.

Ae = λ2

4π
G (21.3)

Pr = σ
G2λ2

(4π)3R4
Pt (21.4)

Examining the radar range equation and the model in Figure 21.1, we see that σ , or
RCS, represents the physical area that intercepts the incoming power density and then
reradiates a power. It relates the transmitted power to the power reflected (radiated) in
the direction toward the receiver. This is equivalent to the concept definition described
in Eq. (21.1). Another way of looking at the radar range equations is that both σ and Ae

(effective aperture) represent the interaction with the power density (watts/meter2) inci-
dent at that location. The radar range equation can be seen as two serial Friis transmission
equations, in which σ contains the power extracted from the incident field, Pr for the first
of the Friis equations, and then becomes the source (or Pt , power transmitted) for the
second Friis transmission equation. This is shown in Figure 21.1. By using the definition
for Ae shown in Eq. (21.3), and using σ at the target for the power density intercepted
and power reradiated, it is easy to recast Eq. (21.2) into the radar range equation:

Pr Gt· ·= Pt
4pR2

Friis Equation 1 Friis Equation 2

1
 · Aes

s

 · Gs ·
4pR2

1
Ae·

(21.5)

RCS or σ is range independent and is a function of the target (shape, composition,
etc.). Implied in this definition of σ is that the target is in the far field of the transmitter
and receiver and wavefronts at the target as well as the receiver are planar. Furthermore,
in keeping with comparing antennas and σ aligned with the concept of antennas, σ can
be considered an area intercepting an amount of power density that is reradiated.

Two characteristics suppressed in the radar range equation (Eq. (21.4)) should be
further understood before continuing; those are polarization and differences between
bistatic/monostatic RCS.

The polarization response of a target’s RCS can be quite different depending on the
target’s geometry and the radar’s transmit/receive polarization. The enhancement of RCS
with respect to polarization at certain frequencies is so pronounced that radar designers
make use of these characteristics to provide maximum system performance. Because
of these characteristics, radar designs can make use of vertical polarization, horizon-
tal polarization, circular polarization, and so on depending on the target’s polarization
characteristics.

Polarization is typically expressed as a scattering matrix that relates the scattered
E-field RCS with respect to the incident polarization. A general form of the polarization
scattering matrix (SM) used in conjunction with Eq. (21.1) is given as

SM =
[√

σ11e
jφ11

√
σ12e

jφ12√
σ21e

jφ21
√
σ22e

jφ22

]
(21.6)
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where the RCS or σ is for various combinations of transmit (subscript 1) and receive
(subscript 2) polarizations and ejφ establishes the phase relationship of the reflected
field to the incident field. Equation (21.6) can be formulated using any two orthogonal
polarizations. Typically, horizontal and vertical polarizations are chosen, which results
in the scattering matrix being recast as

SM =
[√

σHHejφHH
√
σHV e

jφHV√
σVH ejφVH

√
σVV e

jφV V

]
(21.7)

Using this notation, σVV is the vertical RCS component for a scatterer that was illumi-
nated by a vertical E-field and σVH and σHV are the cross-polarized RCS contributions.
If the system is linear and reciprocal, σVH equals σHV . Figure 21.2 is an example of
the scattering matrix description of scattering for a vertically polarized incident field. As
shown in Figure 21.2, a vertical E-field illuminates and scatters from a vertical thin flat
plate generating the displayed scattering matrix. The incident condition has the energy
normal to the edge of the thin flat plate such that for this example the angular dependence
has been suppressed. The scattering matrix is shown for this single incident angle. The
scattering matrix indicates that the scattered RCS for this case will have a magnitude
of σ = L2/π (assumption is L λ) and will be collinear with the incident or vertical
E-field. The horizontal RCS will be negligible.

Polarization effects will seem to be somewhat minimized in the remainder of this
chapter but for completeness the polarization effects must be understood. Antennas can set
up numerous modes that both cancel and provide enhanced antenna performance depend-
ing on polarization. A good example is the conformal annular slot antenna mounted on
the upper fuselage of an aircraft. The slots on each side of the antenna are phased to
provide a null on boresight (if on top of an aircraft, the boresight direction would be
zenith) and summed to provide vertical polarization on the horizon. Figure 21.3 illus-
trates an example of a conformal annular cavity backed slot antenna fed to generate a
null on zenith and enhanced radiation (gain) toward the horizon. If one were to look at
the antenna performance, one might be inclined to consider only the σVV components of
its scattering matrix since that is where the antenna has gain. This would be a mistake
since the electromagnetic components that make up the RCS may not combine in the
same way as the electromagnetic components combine as antenna energy.

Incident
Field

k

E

Flat Plate 
Edge On Indence

L
S =

0

0

0

L
p

Figure 21.2 Example of scattering matrix for a very thin flat plate having a width = L. The
incident E-field is collinear with the plate edge. Illumination direction is normal to the plate edge.
The resulting scattered field or RCS is collinear with the incident E-field. No scattered energy is
observed when illuminated by a horizontal E-field. k is the propagation vector. (From Ref. 4.)
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Cavity Antenna

Antenna Elevation Gain Pattern

Blade Antenna

Figure 21.3 Different antennas with similar gain and patterns may have different RCS due to the
summation of the antenna modes and structural/resonant mode. The structural mode of the sleeve
monopole blade antenna in this figure would have significantly higher RCS.

One other definition that needs to be established is the difference between monostatic
RCS and bistatic RCS. Monostatic RCS is the RCS measured when the radar transmitter
and receiver are in the same direction. Bistatic RCS is the RCS when the radar transmitter
and the receiver are in different directions. Monostatic radar systems are prevalent and as
a result when the single term “RCS” is discussed, it most often refers to monostatic RCS.

Another characteristic of the monostatic radar system when compared to a bistatic
radar system is the monostatic azimuth RCS pattern has a lobe structure that has twice
the frequency (in angle space) as the bistatic case; in other words, the monostatic’s
RCS spatial frequency is twice that of a bistatic RCS pattern for a given scatterer or
an antenna aperture. This is caused by the transmit and receive antennas moving in
angle simultaneously and creating an effective two times angle change for any given
angle change with respect to the target. Figure 21.4 illustrates the effect with the antenna
shown having a bistatic RCS pattern twice as wide (angle extent) as the monostatic RCS
pattern.

Monostatic –
Both the Transmit (TX) & 

Receive (RX) antennas move 
together and are co-located

Bistatic –
The Transmit (TX) & 

Receive (RX) antennas move 
independently and generally 

are separated

Tx Rx Tx

Antenna Antenna

RCS
Pattern RCS

Pattern

q

Tx

Rx
Rx

q

Rx

Figure 21.4 Monostatic RCS refers to having the transmitter and receiver in the same direction
and typically if it is not specified, RCS refers to monostatic.



21.3 RADAR CROSS SECTION OF ANTENNAS: MULTIPLE MODES 1041

21.3 RADAR CROSS SECTION OF ANTENNAS: MULTIPLE MODES

The function of an antenna is to provide a method of transforming radiated electro-
magnetic energy into currents/voltage to be used by circuits, or reciprocally, take power
generated by the circuit and through currents/voltage on the antenna transform that power
into radiated electromagnetic waves. The antenna is a transducer converting energy from
one form to another. This coupling is based on the resonant modes (current/voltage)
on the antenna structure, in which substantial gain in the coupling is possible based on
antennas with excellent coupling qualities. In addition, the antenna also contains struc-
tures that are not involved with the coupling of power. These structures are used to
support or protect the antenna. Other structures such as fasteners may be in the vicinity
of the radiating structure and will also modify and influence the antenna performance by
interacting with the electromagnetic energy.

To gain insight into antenna scattering, it is convenient to break up the scattering
mechanism into different components. Earliest work in this area was by Green [5] in
which antenna scattering was broken up into two components: residual scattering and
antenna mode scattering. It is important to realize that these terms are not standard.
In some texts, the antenna mode is considered to be only the energy that is delivered
to the antenna terminals while any residual component is what remains. This would
allow for an antenna mode to be zero if it is correctly matched and if all energy deliv-
ered to the antenna terminals was absorbed. The current that is on the antenna and
reradiates along with any other structural scattering is combined as the residual scat-
tering mode. The concept of breaking up antenna RCS modes into an antenna mode
that can be zero with the correct match allows the problem to be worked such that
if the residual scattering mode can also be designed as zero, you have a low RCS
antenna. This residual remainder would include the reradiated energy from the currents
on the antenna as well as the surrounding structural components. This antenna/residual
mode concept is particularly useful when working with arrays. This chapter evolves
the concept of breaking antenna scattering into components along a slightly different
model.

Here we intend to break up antenna scattering into three components:

• Structural mode scattering is a function of the structure and is not an effect of the
antenna being resonant or operating as an antenna. Structural scattering is caused by
discontinuities, impedance mismatch, material boundaries, and so on. Of particular
importance is that radiating elements outside their band of operation (when they
are no longer resonant or antenna elements) are considered structural scattering
mechanisms.

• Antenna resonant mode scattering is the scattering caused by the resonating currents
on the antenna. Currents on the antenna will deliver energy to the terminals but these
same currents may reradiate regardless of the antenna terminal load. Since this mode
is directly a function of the currents on the antenna, the scattering from the antenna
resonant mode would be proportional to the gain and pattern of the antenna.

• Antenna terminal mode scattering is a function of how the antenna is terminated or
loaded. As an antenna couples energy from free space to its terminal, characteristics
at that terminal or its load will determine how much energy is reradiated as antenna
terminal mode RCS. In concept, if the terminal is shorted, all of the energy received
by the antenna would be reradiated.
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(If one were to equate these concepts to Green’s development [5], one would sum
the structural mode scattering plus the antenna resonant mode scattering to equal the
residual mode scattering . Many texts use residual mode scattering for all scattering except
the antenna terminal mode scattering.)

Tight coupling between RCS and antenna performance forces tough decisions during
the design of the antenna. This definition also allows one to partition the problem into
three very different categories and to systematically attack antenna scattering reductions.

Studying the three modes separately would seem to be an oversimplification of the
problem, but by separating the three modes and studying the behavior of these modes we
obtain insight into the antenna scattering problem. RCS when converted to m2 (instead of
its usual form of dBsm) is a linear system and is a sum of its individual responses. The
total integration of all scattering modes on the antenna will be dominated by the scattering
mechanism that is the largest. Based on the relationship between the RCS of antennas
and their structures, it is apparent that one must study the antenna support structure as
well as the antenna launch structure. The antenna terminal and resonant modes will be
investigated first since they are unique to an antenna. Figure 21.3 illustrates how two
antennas with very similar gain patterns would have very different RCS values. The
blade antenna having a large amount of metal protruding from the surface and making a
right angle with the ground plane will have an RCS much greater than that of the cavity
antenna due to structural scattering.

21.4 ANTENNA TERMINAL MODE SCATTERING AND RESONANT MODE
SCATTERING FOR A SMALL SINGLE WIRE ANTENNA ELEMENT

We have already described how the radar range equation can be viewed as a back-to-back
Friis transmission equation (Eq. (21.5)) in which σ represents the amount of energy
intercepted and then reradiated. In a similar way, the RCS of the antenna in relationship
to gain is found the same way. Using the receive port on the radar range equation for
this illustration, we find that the amount of power intercepted by the receive antenna is
Ae, the effective aperture. Now applying the same principle as the definition of RCS,
the RCS of an antenna should be given by the Aeσ , the power density intercepted by the
antenna, multiplied by the gain Gσ of the antenna. Equation (21.8) models this physical
situation for an antenna (at σ consistent with Eq. (21.5)) and is the logical derivative of
the serial Friis equations.

σ = Aeσ ·Gσ (21.8)

An alternate way of determining this equation is to use the fundamental equation for
radar cross section, Eq. (21.4). Hansen [6] and Montgomery et al. [7] derive the same
equation for a simplified antenna having its RCS due to the collection of the energy by
the aperture and then the reradiation of that energy with the antenna shorted. If we have
an antenna with an effective area Ae that is immersed in a field with a power density of
Si , then the power received by the antenna as a scatterer is

Pr = Si · Ae (21.9)

If the antenna is set up to reradiate its received energy, and as a first approximation
it is assumed that the antenna is an isotropic radiator, the omnidirectional energy will
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be equally distributed over the entire surface of a sphere about the antenna, represented
by 1/4πR2. To make this equation a bit more general, the concept of gain (G) is used
to indicate how much energy is radiated in any given direction when compared to an
isotropic radiator. With the physics modeled as such, the reflected power density Sr
will be

Sr = Pr ·G · 1

4πR2
= SiAe

4πR2
G (21.10)

and using the definition of RCS with power densities replacing electric fields

σ = lim
R→∞

(4πR2)
|E2

s |
|E2

i |
= lim

R→∞
(4πR2)

|Ss |
|Si | = lim

R→∞
(4πR2)

SiAeG

4πR2Si
= Ae ·G (21.11)

As shown, Eqs. (21.8) and (21.11) are the same using both of these techniques to derive
the relationship of RCS with the gain of an antenna. Now using the definition of Ae and
G with Eq. (21.11) gives us the typical equation for antenna resonant mode scattering:

σ = G2λ2

4π
(21.12)

Equation (21.12) is the typical equation for antenna resonant mode RCS. It still is not
complete in that accommodations for the terminal impedance or load are not factored in
Eq. (21.12) but for practical application, Eq. (21.12) is a good benchmark on what an
individual radiating antenna will have as its RCS based on antenna factors (remember
that polarization effects have been simplified, this is for a monostatic condition, and no
accommodations for load impedance or antenna mismatch have been modeled). From
Eq. (21.12) we see that the RCS is related to the gain of the antenna and has the same
pattern as the gain squared of the antenna. Intuitively, this is sometimes called the “cat’s
eye” effect and it can be somewhat interpreted that for an antenna to receive energy that
antenna will scatter energy and the higher the efficiency in receiving energy (higher gain)
the higher the scattering or RCS. In effect, the currents that resonate on the antenna to
deliver energy to a circuit will also be the currents that reradiate and cause the antenna
resonant mode RCS. (See Figure 21.5.)
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Figure 21.5 Based on the derivation of Eq. (21.12), for a 0-dBi antenna gain, a good approxima-
tion for the antenna resonant mode RCS is plotted versus frequency. This represents the contribution
from one of the multiple antenna RCS modes.
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Figure 21.6 Pyramidal standard gain horn antenna gain and pattern computed from measuring
the RCS and calculating the resultant gain and pattern. (From Ref. 8.)

Another interesting form that Eq. (21.12) can take is to find the RCS in terms of the
effective aperture, Ae. Using Eq. (21.3) we can recast the equation to the form shown in
Eq. (21.13). What is significant is that the form of Eq. (21.13) is similar to the normal
RCS return of a metallic flat plate with the area of a metallic flat plate, A, replaced with
the antenna effective area, Ae. Intuitively, this makes sense especially for large aperture
antennas or arrays in which the antenna occupies an area and the RCS is proportional to
the area squared.

σ = 4πA2
e/λ

2 (21.13)

Figure 21.6 is an example of measuring an antenna’s RCS and determining its gain
using these concepts. In this example, a pyramidal standard gain horn antenna had its
RCS measured in an anechoic chamber. From these RCS measurements, the antenna’s
gain and pattern were generated utilizing the relationship between RCS and antenna
gain/pattern.

21.5 IMPEDANCE EFFECTS ON ANTENNA SCATTERING

Antenna gain is the metric that defines the coupling between the electromagnetic fields
and circuits. For an elemental antenna, it is convenient to model the antenna and its load
impedance by a lumped Thevenin equivalent source. The Thevenin source is VA, and
the equivalent impedance ZA = RA + jXA, where RA is the antenna radiation resistance
and XA is related to the energy stored in the near field [5].

Figure 21.7 illustrates a model for this condition and ZL is the load seen by the
antenna. From this simple model it can be shown that, as a maximum, only 50% of the
power captured by the antenna can be delivered to the load, ZL, and that occurs for
the ideal case of ZL = Z∗

A, the complex conjugate. If ZL �= Z∗
A, the reradiated power

is increased until the antenna is shorted, at which point all of the captured power is
reradiated. For the general case, the remaining power that is not dissipated in ZL must
be dissipated in RA and is the antenna resonant mode contribution [9].
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Figure 21.7 A dipole is modeled as a Thevenin equivalent circuit having a driving source of VA,

an equivalent impedance of ZA, and a load impedance of ZL with a transmission line impedance
of Z0.

Deriving the general case of antenna scattering with different impedances has been
done in a number of ways. Hansen [6] used an approach favored by Collin [10] and
Montgomery et al. [7] that incorporates many of the previous concepts put forward. The
derivation makes use of the idea that the scattered electric field, ES , is equal to the total
electric field, ET , minus the incident electric field, EI .

ES = ET − EI (21.14)

For this concept, the antenna is considered to have a single port, M (for simplification,
more ports could be included), and the electric field is assumed to be expanded in a series
of spherical waves, N modes. The complex applied and reflected electric field waves in
the feed network are represented by a and b, respectively, and the incoming and outgoing
spherical waves are represented by cn and dn. The scattering matrix for this geometry,
S, can be written ∣∣∣∣∣∣∣∣∣

b

d1
...

dN

∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣
S00 S01 · · · S0N

S10 · · ...

· · · · · ...

SN0 · · · · SNN

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
a

c1
...

cN

∣∣∣∣∣∣∣∣∣ (21.15)

For this derivation in which we initially are assuming the antenna to be radiating
only, all of the incoming spherical waves, cn, are set to 0 and the scattering matrix
reduces to b = S00 · a with S00 as the antenna reflection coefficient with a wave incident
from the source. To obtain the total field, the antenna is removed and dn = cn; that
is, the incoming and outgoing spherical waves are equivalent and this results in the
identity matrix. When the antenna is driven by the incident fields, the mode in the feed
reflects at the load impedance and a = �b, where � is the reflection coefficient. We now
have all of the components to solve for the scattering electric field by subtracting the
incident field from the total field. The scattered field is obtained by the summation of
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all dn and using the open condition to separate components into a scattering mode and
antenna mode.

ds
n = dsc

n + Sn0(1+ �)

(1− �S00)(1+ S00)

N∑
1

S0mcm (21.16)

where

ds
n = Es , total scattered field

dsc
n = Esc, field when the antenna is shorted

This ultimately becomes

Escat = Eshort − Eant
I0ZL

Ia(Za + ZL)
(21.17)

where

I0 = current on a short circuit antenna from incident external fields

Ia = antenna driving current

Z = impedance consistent with the definitions shown in Figure 21.7

Finally, for a small elemental antenna, Eq. (21.17) can be simplified to

σ = G2λ2

4π
|� − 1|2 (21.18)

If we look at the conditions of an open circuit, matched load, and shorted feed for a
single small, very thin, wire antenna, we obtain for the scattering normal to the wire

σ =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 (or−∞ dBsm), open circuit feed =>� = 1

G2λ2

4π
, matched load =>� = 0

G2λ2

4π
× 4, shorted feed =>� = −1

If the antenna’s terminal is open for this small elemental antenna, the antenna no
longer operates as an antenna. With the open terminal, the two halves of the thin dipole
would behave as two individual structural scatterers (they still could be two anten-
nas, operating at twice the initial frequency with their terminal shorted). This is an
example of an antenna becoming only a structural scatterer outside its band of operation.
With a matched load, we get the equation developed earlier in this chapter, which is
equivalent to the RCS equal to the antenna resonant mode, Eq. (21.12). With the feed
shorted, all of the energy that would have been delivered to the load would be reradi-
ated along with the antenna resonant mode component. Summing both the components
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TABLE 21.2 Comparison of Small Antenna Scattering from Antennas with Various
Impedance Conditions Across the Terminalsa

λ/10 Dipole λ/2 Dipole

Open Load Short Open Load Short
RCS (dBsm) (� = 1) (matched) (� = −1) (� = 1) (matched) (� = −1)

Simplified formula (dBsm) −∞ −17.9 −11.9 −∞ −17.1 −11.1
MOM code (dBsm) −75 −17.9 −11.9 −35.7 −17.2 −11.2

aComparison is between Eq. (21.18) and a method of moments analysis.

Source: From Ref. 11.

from the antenna resonant and antenna terminal modes increases the RCS by a factor of
4 (or 6 dB).

Example 1 Equation (21.18) can be used to find the RCS for different small, thin wire
antennas with varying loads. In this example, calculations using Eq. (21.18) are compared
to a method of moments solution (Table 21.2) for a short dipole ( 1

10 wavelength) and a
half-wave dipole having three different load conditions—matched, shorted, and open.

Gain of λ/10 dipole (tuned) = 1.8 dBi

Gain of λ/2 dipole = 2.2 dBi → (1.643 linear)

Matched load for a λ/10 antenna is RL = 1.5 �+ j1000 � (inductive)

Matched load for a λ/2 antenna is RL = 72 �+ j0 �

Frequency for this example is 1 GHz

For the half-wave dipole with a matched load, we obtain

σ = G2λ2

4π
|� − 1|2 → G = (1.643)2, � = 0 (matched), λ = 0.3 meter

→ [(1.643)2 × (1)2 × 0.32]/4π

→ 0.01933 m2

σ = 10 log10(0.01933) = −17.1 dBsm

In this manner, all of the different scattering conditions can be calculated using
Eq. (21.18) for different load conditions. The method of moments comparison shows
good agreement and both of these antennas exhibit the characteristic that their signature
increases 6 dB when the antenna match is replaced by a short. For the two antennas in
this example, when they are terminated in an open, they have very low scattering since
the antennas no longer resonate or operate like antennas at the analyzed frequency.

Figure 21.8 pulls many of these concepts together using a time-domain scattering
measurement of a standard gain horn antenna. The time-domain measurements clearly
separate out the different scattering modes. Also, the two conditions measured include
the antenna terminated with a matched load and with a short. As shown, the terminal
mode is reduced by 20 dB with the matched load.
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Figure 21.8 Band-limited impulse scattering response as a function of range for a standard gain
horn. Frequency band is 6.27–12.32 GHz for vertical E-field polarization, with azimuth looking
right into the horn throat. The graphic at the top of each graph indicates the geometry. As shown
with the antenna shorted, the antenna mode consists of two almost equal amplitude returns—one
from the antenna terminal mode reflecting 50% of the energy and one from the antenna resonant
mode reflecting 50% of the energy. (From Ref. 12.)

Even though the equations developed in this section were derived for simple, small
element antennas to relate gain to RCS, they are very powerful in the development
of antennas and their understanding. Equation (21.18) can be used to understand the
boundaries of an RCS versus antenna design and the system impacts. In practical designs,
these equations are too simple to fully model antennas when the complexity of the
antennas increases. Effects such as RCS impacts from cross-polarization effects coupling
other antenna modes into RCS returns, interaction of arrays, impedance mismatches in
load impedance down the transmission line, and in some cases continuous current aperture
antennas require full electromagnetic modeling of the radiating structure to fully optimize
the antenna/RCS trade.
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21.6 UNIFORM TOTAL ANTENNA RADIATION AND SCATTERING
REPRESENTATION

Most antenna radiation and scattering representations are formulated separately. In the
following we give a uniform representation where both radiation and scattering are given
together as a single formulation as shown in Figure 21.9. The formulation clearly shows
the relationship between the antenna match, s11, the receive and transmit patterns, the
antenna termination load reflection coefficient, �, and the terminal scattering mode and
the residual mode (structural scattering mode plus antenna resonant mode scattering).

Define the Green’s function G(R) in Eq. (21.19) and the far-field scattered field in
Eq. (21.20). The far-field scattered field on the left side of the equation is independent
of R due to the limit process. The far field is transverse to the radial vector and depends
on the angles and the incident polarization.

G(R) ≡ e−jkR

4πR
(21.19)[

E
sf

H

E
sf

V

]
≡ lim

R→∞
1√

4πG(R)

[
Es

H (R, θ, φ)

Es
V (R, θ, φ)

]
(21.20)

With these definitions, the linear relationship between the incident and scattered fields is
given in Eq. (21.21). The notation used is as follows:

s11 = antenna voltage reflection coefficient

gH , gV = antenna H and V polarization gains

λ=wavelength,

Ei
H ,Ei

V = incident plane waves at the origin for H and V polarizations

a1, b1 = incident and reflected voltage traveling waves for the antenna port

φH1, φV 1 =H and V antenna pattern phases

x

y

z E
k
j

H

kAntenna

Port 1

→

Figure 21.9 The geometry and conditions used in the derivation of the complete scattering and
radiation conditions.
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σ s
HH , σ s

HV , σ
s
VH , σ s

V V = residual mode scattering radar cross sections

φs
HH , φs

HV , φ
s
VH , φs

V V = residual mode scattering voltage phases

⎡⎢⎣ b1

E
sf

H

E
sf

V

⎤⎥⎦ =

⎡⎢⎢⎢⎣
s11 λ

√
gH

4π
ejφH1 λ

√
gV

4π
ejφV 1

√
gHejφH1

√
σ s
HHejφHH

√
σ s
HV e

jφHV

√
gV e

jφV 1
√
σ s
VH ejφHV

√
σ s
VV e

jφVV

⎤⎥⎥⎥⎦
⎡⎢⎣ a1

Ei
H

Ei
V

⎤⎥⎦ (21.21)

The matrix in Eq. (21.21) is not symmetric even though the scattering is assumed recip-
rocal. This is because the dependent and independent variables are of different units
and were selected to represent the antenna radiation and scattering. The formulation can
easily be generalized to include nonreciprocal materials by distinguishing transmit and
receive antenna gains and phases. The formulation is for monostatic scattering but is
easily generalized to bistatic scattering.

The matrix has all elements of the antenna and scattering. The matrix is partitioned
in Eq. (21.22) to show these components.

M3 ≡

⎡⎢⎢⎢⎢⎢⎣
s11 λ

√
gH

4π
ejφH λ

√
gV

4π
ejφV

√
gHejφH

√
gV e

jφV

√
σ s
HHejφHH

√
σ s
HV e

jφHV√
σ s
VH ejφVH

√
σ s
VV e

jφVV

⎤⎥⎥⎥⎥⎥⎦ (21.22)

The upper left element is the antenna reflection coefficient. The lower left is the vector
of transmit voltage patterns for the H and V polarizations. The upper right element is the
vector of receive pattern length (square root of the effective aperture area). The bottom
right matrix represents the residual mode (structural mode and antenna resonant mode)
scattering.

When the antenna is terminated with a load, its linear relationship is given in terms
of the load reflection coefficient in Eq. (21.23).

a1 = �b1 (21.23)

[
E

sf

H

E
sf

V

]
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩�(1− �s11)
−1

[ √
gHejφH1

√
gV e

jφV 1

]⎡⎢⎢⎢⎣
λ

√
gH

4π
ejφH1

λ

√
gV

4π
ejφV 1

⎤⎥⎥⎥⎦
T

+
[ √

σ s
HHejφHH

√
σ s
HV e

jφHV√
σ s
VH ejφVH

√
σ s
VV e

jφVV

]⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
[

Ei
H

Ei
V

]
(21.24)
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M2 ≡

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩�(1− �s11)
−1

[ √
gHejφH1

√
gV e

jφV 1

]⎡⎢⎢⎢⎣
λ

√
gH

4π
ejφH1

λ

√
gV

4π
ejφV 1

⎤⎥⎥⎥⎦
T

+
[ √

σ s
HHejφHH

√
σ s
HV e

jφHV√
σ s
VH ejφVH

√
σ s
VV e

jφV V

]}
(21.25)

The antenna RCS is then given using the linear relation in Eq. (21.24).

[
σHH σHV

σVH σVV

]
=

⎡⎢⎢⎢⎢⎣
|Esf

HH |2
|Ei

H |2
|Esf

HV |2
|Ei

V |2
|Esf

VH |2
|Ei

H |2
|Esf

V V |2
|Ei

V |2

⎤⎥⎥⎥⎥⎦ (21.26)

Each RCS element has the following form: a square of the magnitude of the sum of
the antenna terminal mode and the residual complex components. Equation (21.24) also
shows that the antenna gain patterns and the antenna match can be measured on an RCS
range capable of measuring phase. The antenna patterns and match can be determined by
measuring the antenna scattering when the antenna is terminated with a matched load,
short, and an open and then using Eq. (21.24) to solve for the desired antenna parameters.
Appel-Hansen used a simplified version of this concept to generate the RCS of a horn
using antenna measurements as shown in Figure 21.6.

The formulation has been kept simple to illustrate the factors. The representation can
readily be generalized to include multiple antenna ports, multiple incidence angles, and
multiple scattering angles. The representation is basically of the same form as Eqs. (21.21)
and (21.22). The partitioned square s11 matrix is the scattering matrix for the ports.
The other partitioned matrices are not necessarily square. The top right and bottom
left matrices are, respectively, the port received patterns and the transmit patterns. The
remaining partitioned matrix relates the incident waves to the received waves when all
of the ports are matched. Since the incident angles and received angles may differ, the
multistatic problem is represented. A difference is that the load and antennas, and the
other matrices do not commute, resulting in a slightly different form for the representation
corresponding to M2.

Another representation of antenna scattering results from Eq. (21.24). As derived from
the antenna/scattering matrix, a term for the terminal mode, �, is shown and a term, A,
for the residual (antenna structural mode + antenna resonant mode) can be introduced.
Equation (21.18) can be rewritten

σ = G2λ2

4π
|� − A|2 (21.27a)

where � and A are complex numbers. Since |�| ≤ 1, if |A|> 1 then |� − A| will never
be a small number and the scattering from the antenna will remain large. For a half-wave
dipole, A ∼ 1 and substituting in the impedance concepts from Section 21.5, we obtain

σ = G2λ2

4π

∣∣∣∣ZL − ZA

ZL + ZA

− 1

∣∣∣∣2 (21.27b)
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The uniform antenna and scattering representation in Eqs. (21.21) through (21.26) clearly
illuminate the previous simpler Eq. (21.18). The simpler representation of Green does
not consider the interaction between the antenna and load match. Assuming a perfectly
matched antenna (s11 = 0) and equal transmit and receive antennas, the residual RCS
can be reconciled in the uniform and the simpler representations. If the antenna is not
matched then the “A” term in the simpler representation must incorporate parts of the
antenna and load match and the residual components.

Example 2 Equation (21.27a) can be used to develop a closed form solution for a
resonant antenna with its terminal shorted. In practice, this can be a special antenna
known as “chaff.” Chaff is an antenna that is released into the air and is used to confuse
radar systems by extracting energy from a radar pulse and then, since the antenna is
shorted at the terminal, all of the energy is reradiated, increasing the clutter and helping
to hide objects. For chaff, the terminal is shorted such that ZL = 0 and for this example
the chaff is assumed to be one-half wavelength and A ∼ 1. Equation (21.27a) becomes

σ = λ2

4π
· (1.643)2 · 4

σ = λ2

π
· (1.643)2

σ = 0.8593 λ2 or σ/λ2 ∼ 0.86

Calculate the scattering from half-wavelength chaff at 4.02 GHz. ZL = 0

λ = 3× 108

4.02× 109
= 0.07463 m

such that

σ = 0.8593 (0.07463)2 = 4.786× 10−3 m2

σ = 10 log10(4.786× 10−3) = 10 (−2.32)

σ = −23.2 dBsm

Figure 21.10 is the measurement of a shorted half-wavelength dipole that matches the
example for a shorted dipole antenna that could be used as chaff around 4 GHz.

Another example of antenna scattering is shown in Figure 21.11. Figure 21.11 shows
scattering measurements of a horn antenna that illustrate the complexity of antenna scat-
tering beyond a small dipole. These examples continue to show the scattering reductions
that are achieved by matching the antenna (antenna terminal mode = 0) and the effects
of a short circuit terminal such that all of the received energy is reradiated.

The “A” term from Eq. (21.27a) varies with angle and its magnitude can be compared
to the terminal/resonant mode with respect to angle. On axis (incident angle 0◦), where
the antenna has substantial gain, the terminal mode and resonant mode dominate. As one
moves in aspect, the gain of the antenna drops while the structural aspects of the antenna
become much more visible (side of the horn). The structural mode does not change
with terminal impedance and, from Figure 21.11, it is apparent that beyond ±15◦, the
structural mode component of this antenna’s RCS is dominant. This also reinforces the
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Figure 21.10 Measured scattering from a half-wave dipole that matches the conditions of
Example 2. For the shorted condition, the scattering has a ∼−23- to 24-dBsm radar cross section.
(From Ref. 13.)

concept that both the terminal and resonant modes are proportional to gain. As one moves
off axis, the horn antenna’s gain pattern decreases and the magnitudes of the terminal and
resonant modes similarly decrease. The A term can have significant variations depending
on the structural scattering of the antenna and is a function of all the parameters that
can vary with respect to RCS. In this example, the variation with incident angle for A

is clear.
Another characteristic exhibited by the horn example and contrasted with

Example 1—the small, very thin, dipole antenna—is that the antennas behave
differently with their terminals open. For the small, very thin dipole, leaving the terminal
open resulted in an antenna with very low scattering since the resultant antenna had very
little structural scattering and very small antenna gain (antenna would operate as two
antennas at twice the frequency but at the frequency analyzed it does not resonate (low
gain)). The horn measurement from Figure 21.11 illustrates that leaving the terminals
open for the horn does not necessarily result in a low scattering antenna. In the case of
the horn, even with the terminal open, captures significant energy and reradiates it as
scattering. The behavior of the small, very thin dipole with the open terminal creating a
minimum scattering condition is rare and should be considered the exception.

21.7 STRUCTURAL ANTENNA CONTRIBUTIONS

With much of an antenna’s RCS return caused by structural or non-antenna-related mech-
anisms (especially antenna elements outside their operational band), many techniques can
be applied to understand and reduce the antenna’s structural RCS. As described in ear-
lier sections, structural RCS is not proportional to the antenna gain so the antenna’s
structural RCS can be modified significantly with little or no impact on antenna per-
formance. Figure 21.12 illustrates some of the many ways in which structural scattering
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Figure 21.11 RCS azimuth response of a pyramidal horn with the horn terminated in a matched
load, short circuit, and open circuit. The antenna related modes (terminal and resonant) dominate
on boresight (0◦ incident angle) and the structural mode scattering dominates beyond ±15◦ incident
angle.

RCS can be generated. From a systems input, we will consider the antenna to contain not
only the radiation structure but also any of the adjacent structure that would be required
for strength, installation, or attachment. Typically, one would want to reduce structural
scattering to a minimum to achieve low RCS antenna designs.

As with most scattering systems, the primary scattering control mechanisms include
shaping, minimizing discontinuities, using materials to absorb energy, and energy can-
cellation. Figure 21.13 illustrates the primary methods of structural scattering reduction
or control, and we have conceptually seen how structural scattering can be reduced with
minimal loss of antenna performance by substituting the sleeve monopole blade antenna
with a conformal annular slot antenna in Figure 21.3.

21.7.1 Shaping

Shaping makes use of the concept that there may be volume or sectors in space in which
you would want to control your RCS at the expense of other sectors. For example, on a



21.7 STRUCTURAL ANTENNA CONTRIBUTIONS 1055

Slope Discontinuity
Curvature Discontinuity

End of Body

Steps / Gaps Material Change,
Surface Impedance

Diffraction

Specular

Creeping / Traveling
 Wave

Figure 21.12 Typical scattering mechanisms. Antenna RCS structural mode control requires con-
trolling these types of scattering phenomena. (From Refs. 1 and 2.)
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Figure 21.13 Primary scattering control mechanisms for any scatterer. (From Ref. 1.)

dish antenna you may wish to shape the feed struts to have a reduced scattering shape
for antenna performance. An antenna performance (instead of RCS) reason to shape
the struts may be to reduce retroreflections back into the dish and thus reduce antenna
sidelobe structure and antenna “noise.”

Since shaping does not include energy absorption, the total energy scattered for a
given intercept shape will be conserved. In contrast, the integral over 4π steradians of
the monostatic RCS is not conserved. Figure 21.14 shows a number of shapes and their
RCS values (physical optics approximation) when illuminated from the same direction.
In the case of the ogive, sphere, and flat plate, the RCS toward the observer can vary
greatly given an equivalent intercept area and the example illustrates how shaping can
be used to control the RCS.

Example 3 Using four of the shapes in Figure 21.14 (sphere, flat plate, diagonal flat
plate, ogive) each having an equivalent incident intercept area (measured at 0◦, normal
incidence, direction �k as shown in Figure 21.14), we are able to see the wide variation
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Figure 21.14 Closed form physical optics RCS approximations demonstrating the range of mono-
static RCS returns for given shapes illuminated at “normal” incidence (shown by �k). For a given
physical intercept area, the RCS can vary considerably due to shaping. (From Ref. 3.)

in RCS due to shaping. The intercept area for each shape will be 0.7854 m2 and the
frequency is 3 GHz.

λ = 300× 106

3000× 106
= 0.1 m

Sphere: A sphere with a projected intercept area of 0.7854 m2

→ πa2 = 0.7854 → a = 0.5 m

→ σ = πa2 = π(0.5)2 = 0.7854 → 10 log10(0.7854) = −1.05 dBsm

Flat Plate: A square flat plate (edges a = b) with a projected intercept area of
0.7854 m2

→ 0.7854 m2 = a2; a = 0.886 m

→ σ = 4πa2b2

λ2
= 4πa4

λ2
= 4π(0.886)4

0.12
= 774.36 m2 = 10 log10(774.36)

= 28.9 dBsm

Diagonal Flat Plate: Has the same projected area as the flat plate.

Ogive: Dimensions, diameter = 1 m, length = 3.7 m and an included half-angle,
α = 30.1◦

→ σ(from Ref. 4) ∼ −39 dBsm
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Figure 21.15 RCS returns for a number of shapes having equivalent intercept areas. (From Refs. 3
and 14.)

Each shape at 0◦ incident angle intercepts the same power (watts/m2) with an intercept
area defined as => 0.7854 m2. From Figure 21.15 and looking at incident angle 0◦, we
see that the plates have the highest return of 28.9 dBsm, the sphere has a return of −1
dBsm, and the ogive has a return of −39 dBsm. This example illustrates how shaping
causes large variations in RCS. For this example, the data at 0◦ compares the RCS for
shapes having the same intercept area but the RCS varies by almost 70 dB.

Figure 21.15 also provides an example of how shaping can impact RCS as a function of
incident angle. Certainly when the incident angle changes, the four shapes in Example 3
each will have different intercept areas (except for the two flat plates) but even near
normal, where their intercept areas are similar, each shape has very distinct angular
scattering characteristics. The sphere is a constant at any angle. The two flat plates
have identical specular (0◦ incident angle) RCS values of 28.9 dBsm but their angular
behavior is quiet different. The flat plate edge-on has a sidelobe structure that rolls off
with a ((sin x)/x)2 behavior with the first sidelobe ∼13 dB down, the second ∼17 dB
down, and so on. With the plate just rotated 45◦ such that the angular plane cuts across
an apex instead of an edge, the sidelobe structure rolls off with a ((sin x)/x)4 behavior
with the first sidelobe at ∼26 dB down and the second sidelobe ∼34 dB down. The ogive
with a pointed tip aligned at 0◦ has the lowest RCS on axis but as you move in angle,
the ogive’s signature increases rapidly. These four examples illustrate the large swings
in RCS that are possible with shaping.

For antennas, shaping is a primary method for controlling RCS. For a typical airborne
antenna in which we may wish to reduce the RCS in a sector, we may decide to shape the
scattering mechanisms such that they have minimum scattering in a particular direction.
If the radiating structures are also shaped and made conformal to the platform’s surface,
the antenna pattern may be impacted since the projected aperture in the RCS reduced
direction could also lead to a reduced antenna aperture, thus reducing the antenna’s gain.
Figure 21.3 illustrates this concept. In Figure 21.3, we have designed the antenna radiating
slots and attachment to be conformal to the surface of the platform. This minimizes
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the structural scattering that would occur from an equivalent antenna blade that has an
effective flat plate scatter as well as the corner reflector that is created by the antenna
blade being at a right angle to the surface of the platform.

21.7.2 Minimizing Discontinuities

Once the antenna has been optimally shaped consistent with the vehicle signature require-
ments, any discontinuities need to be understood and minimized. Discontinuities in this
context could be remnants of antenna resonating structure that are out of band and now are
considered structural scattering elements. Figure 21.16 illustrates two common disconti-
nuity geometries and approximate maximum signature returns from those discontinuities.
Equations (21.27c) and (21.28) (see Figure 21.16) are for perfect electrical conductor
(PEC) conditions and are equivalent to scattering from a flat plate.

σ ∼ 4π(Lh)2/λ2 (21.27c)

σ ∼ 4π(LW)2/λ2 (21.28)

The angular dependence for both nonlinear discontinuities and linear discontinuities
is shown in Figure 21.17. The effective length Le determines the maximum return when
used with Eqs. (21.27c) and (21.28). The RCS return for nonlinear discontinuities will
have a varying specular return based on the effective length, Le, and that specular RCS
return will occur over the region in which Le has a surface normal. For a linear discon-
tinuity, the RCS return falls off with a characteristic ((sin x)/x)2 function and is similar
to the roll-offs shown in Figure 21.17.

Le =
√
λR/2 (21.29)

f (θ) = ((sinN)/N)2 cos2 θ (21.30)

E E

L
J

h

J

h

L

W

-  Current J flows through GAP 

-  Surface wave coupling

-  Worst case currents in gap
 appear like a separate plate 

-  Peak RCS approximated by 

-  Current J flows over step

-  Estimate for E-plane only coupling 

-  Peak RCS approximated by 

σ ∼ (21.27c)
4 p (LH ) 2

λ2
σ ∼ (21.28)

4 p (LW ) 2

λ2

Figure 21.16 Physical optics approximation of gaps and step RCS returns. Assumption is L λ.
Scattering approximates a flat plate return, that is, σ = 4π(Area)2/λ2. Many antenna elements
out of band exhibit this type of structural scattering. (From Ref. 15.)
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Figure 21.17 RCS versus angle behavior derived using a physical optics approximation for both a
nonlinear (or curved) discontinuity and a linear discontinuity. The nonlinear or curved discontinuity
will scatter with a magnitude similar to a linear scatter with an effective length of Le in the direction
perpendicular to the surface normal.

Certainly if all of the discontinuities can be faired in or covered over, one can mini-
mize the contribution from these scattering sources. A number of the concepts illustrate
the use of a PEC material covering or filling the gap. These are good techniques, but
unfortunately, the nature of antennas is that not all of the slots can be covered or filled
with PEC since the slot will no longer be functional as a radiator.

21.7.3 Absorbers

The nature of antennas is that you cannot fill all of the slots or gaps with a PEC to reduce
discontinuities since many of these gaps are radiating elements within bands of operation.
Often, absorbing materials are used to reduce the scattering from these discontinuities.
An example of such a material is magnetic RAM used as a surface wave absorber. This
technique is used to reduce the scattered energy from a discontinuity and, by reducing
the scattering, the resultant RCS is reduced.

Figure 21.18 illustrates the geometry for scattering reduction of a radiation slot in a
ground plane using RAM to attenuate energy before it scatters from the discontinuity.
Using the geometry in Figure 21.18, Strattan [16] solved two transcendental equations
with assumptions that ε1 > 15 and μ1 > 1 with a resultant ε1μ1 > 20 to generate the
propagation constant in the RAM:

β = 2π

λ0

[
1+ μ1

ε1
tan2

(√
μ1ε1

2π

λ0
d

)]0.5

(21.31)
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Figure 21.18 Geometry and interaction of an incident transverse magnetic (TM) field with radar
absorbing material (RAM) over a ground plane and a radiating slot. (From Ref. 16.)

where

μ1 = relative permeability

ε1 = relative permittivity

d = thickness of the material

λ0 = free-space wavelength at frequency of interest

and the lossy part of Eq. (21.31)
α = −Im(β) (21.32)

leading to a loss factor L of
L = 8.69α dB/m (21.33)

For the RAM coating to operate properly, one would want the surface to have inductive
impedance. Surface impedances that are inductive guide the Poynting vector into the
RAM, allowing the material to attenuate the energy. The easiest way to create an inductive
surface impedance is to ensure that the material is less than a quarter-wavelength in
height with 1

4λ1 referenced as the wavelength within the material. If the surface is not
inductive (it would be capacitive), then the energy is shed away from the surface. (see
Figure 21.19.)

To meet the criteria of remaining inductive, the surface wave absorber often has a
tapered thickness with the thinnest part of the RAM away from the scattering mechanism.
The thinner section of the taper is designed to inductively couple the highest frequency
surface energy into the RAM. The RAM tapers to thicker levels to further attenuate lower
frequency RCS (having a larger wavelength).

Using lossy material to reduce structural scattering will impact antenna performance.
Figure 21.18 illustrates a geometry in which a lossy RAM is used over a radiating slot.
Deriving the impact of an arbitrary material in front of an antenna is developed using
Figure 21.20.

Using the geometry in Figure 21.20, a set of Fresnel coefficients are generated along
with Snell’s law for complex media; and finally a transmission coefficient from Region
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Figure 21.19 Surface wave attenuation curves for Rockwell NR-95. Attenuation levels are very
large for thin layers of material since the geometry allows the surface material to extend from the
scattering mechanism for some distance. (From Ref. 16.)
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d

θ

θθ

Figure 21.20 The geometry for an arbitrary material (complex μ,ε) over a radiating element.

1 through Region 2 back into Region 1′ can be generated for use with antennas in
arbitrary matter. To generate the transmission coefficient, one must first generate the
Fresnel coefficients for parallel and perpendicular polarizations incident on the geometry
shown in Figure 21.20:

‖�1,2 =

√
μ2r

ε2r
cos θ2 −

√
μ1r

ε1r
cos θ1√

μ2r

ε2r
cos θ2 −

√
μ1r

ε1r
cos θ1

(21.34)
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⊥�1,2 =

√
μ2r

ε2r
cos θ1 −

√
μ1r

ε1r
cos θ2√

μ2r

ε2r
cos θ1 −

√
μ1r

ε1r
cos θ2

(21.35)

with Snell’s law as

sin θ2 =
√
μ1rε1r√
μ2rεr2

sin θ1 (21.36)

And finally the transmission coefficient, T , can be generated when all of the internal
reflections are accounted for and using the geometric series we obtain

‖/⊥T = (1− ‖/⊥�2
1,2)e

−jk2d cos θ2

1− ⊥/‖�2
1,2e

−j2k2d cos θ2
(21.37)

Shown in Figure 21.21 is a typical example of the transmission loss that occur when
using magnetic RAM over a slot or in front of a radiating structure.

There are many materials that can be used to control radiation properties of antennas
for both antenna performance and RCS. Some (certainly there are many more materials
than listed here) of the materials that may be used include:

• Alternate magnetic materials
• Dielectric RAM
• Volumetric materials
• Salisbury screens
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Figure 21.21 Typical loss experienced when radiating through a magnetic RAM. These curves
were generated using a RAM available from Steward and using Eq. (21.37). The Steward material,
a FeSi product from their November 1995 catalogue, is 40 mils thick and has permittivity and
permeability as shown in Table 21.3.
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• Jaumann absorbers
• Circuit analog absorbers

Each of these materials has its own unique characteristics and can be used to control
fields around antennas. For this chapter, the case of magnetic RAM was developed as an
example. To understand and model the effects of the many other scattering controlling
materials, once again one is directed to Knott [1].

21.7.4 Cancellation

Cancellation techniques rely on the existence of multiple scattering mechanisms to be
combined in such a way that the resultant scattering from the system is reduced over a
select frequency band or angular aspect.

One of the simplifications used in deriving Eq. (21.18) for a simple radiation antenna
element is that the terminal mode and the resonant mode were collocated. Since they are
collocated, the scattering that occurs when the antenna is shorted (� = −1) is twice that
of just the resonant mode. If an antenna can be constructed that has the antenna resonant
mode separated from the antenna terminal mode, one can have these two scattering
mechanisms interact to provide some reduction of the antenna’s RCS. With a separation
distance of d between the two scattering mechanisms, Eq. (21.18) can be rewritten

σ = G2λ2

4π
|�e−j2kd − 1|2 (21.38)

with the phase factor e−j2βd being frequency dependent. In this situation, a short circuit
at a quarter-wavelength distance can cause the summation of the antenna resonant mode
and antenna terminal mode to provide some cancellation. One example of such an antenna
may be a horn that transitions into its waveguide section gradually such that the antenna
terminal position is set by the location of the coax to waveguide adapter and the antenna
resonant mode would occur in the throat of the horn. This would be an example of
cancellation occurring internal to the antenna with the resonant and terminal modes
interacting.

Figure 21.22 illustrates the amplitude and phase deltas possible to achieve a certain
level of cancellation. If over a set of frequencies or aspect angles the reflection from
the terminal and the reflection from the antenna resonant modes are close enough in
amplitude and close to 180◦ out of phase, then RCS reduction is possible.

TABLE 21.3 Steward FeSi RAM

Frequency εreal εimag μreal μimag

2 GHz 23.5 1.20 2.45 0.81
5 GHz 22.8 1.02 1.88 0.91
10 GHz 22.4 1.15 1.39 0.91
15 GHz 22.1 1.06 1.01 0.78
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Figure 21.22 Isocancellation lines indicate the ability of two scattering centers to cancel each
other. If the two signals are identical (0-dB delta or difference) and 180◦ apart, the cancellation is
perfect.

Example 4 Given that an antenna has a resonant mode scattering RCS of +2 dBsm
with phase of 35◦ and a structural mode scattering RCS of −3 dBsm with phase of 185◦

(terminal mode assumed zero), find the resultant new RCS when these two scattering
contributions are combined.

The easiest way is to use Figure 21.22 and determine where the vector differences are
located on the graph. Delta amplitude between the two scatterers is −5 dB (−3 dBsm −2
dBsm). Delta phase between the two scatterers is 150◦ (185◦ − 35◦). From Figure 21.22,
the delta −5 dB/150◦ point is found to be between the −4 and −6 dB cancellation lines.
Applying the range of values from Figure 21.22 (−4 to −6 dB) to the original scatter,
+2 dBsm, we find that the new RCS should be between −2 and −4 dBsm.

Mathematically the combined RCS can be calculated as follows:

Vector 1 → 2 dB/35◦ Vector 2 → −3 dB/185◦

Convert to linear → 102/20/35◦ → 10−3/20/185◦

Linear phasor → 1.26/35◦ → 0.708/185◦

Real and imaginary → 1.26 cos(35◦)+ j1.26 sin(35◦)

→ 0.708 cos(185◦)+ j0.708 sin(185◦)

Linear vector → 1.03+ j0.723 →−0.705− j0.062

Combine → 0.325+ j0.661
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Create phasor →
√

[(0.325)2 + (0.661)2]

→
√

[0.106+ 0.437] =
√

0.543 = 0.737

Convert back to dBsm → 20 log10(0.737)

Resultant new RCS →−2.65 dBsm

This compares favorably with using Figure 21.22, which indicated that the new RCS was
between −4 dBsm<σ < −2 dBsm.

Another form of cancellation can occur external to the antenna as the complexity of the
antenna increases. Equation (21.38) was qualified by being accurate for a simple element
radiator, such as a dipole. As the complexity of an antenna increases, the summation of
the antenna from a gain perspective versus an RCS perspective can be quite different
due to the two times around path for RCS compared to the antenna geometry.

Figure 21.23 illustrates how the two-way path from multiple elements can be used
for signature control. If the antenna is matched such that the antenna terminal mode is
very small, then the primary scattering occurs from the antenna resonant mode for each
slot (assuming that the structural mode is zero). In Figure 21.23 this is illustrated by two
slot antennas. The two slot antennas are designed to sum to as large as possible on the
horizon. This is achieved as shown in the graph of Figure 21.23, where the distance d

between the slots along the direction of the gain pattern, is such that the slots sum on
the horizon. The antenna pattern shows a peak around −50◦ from zenith. The drop in
antenna gain near grazing incidence is caused by the slot element pattern falling off due
to the aperture projected on the horizon shrinking. For the RCS geometry, the d has an
effective length of 2d since RCS is a two-way or round-trip effect. This two-way effect
can cause signature reduction if designed correctly. In some ways, this is similar to the
phenomena we will discuss when we get to arrays.

Another method that is similar to cancellation was developed by Dr. Munk [17]. Dr.
Munk determined that if designed correctly the structural scattering mechanisms and the
antenna resonant mode can sum such that the RCS is reduced. Dr. Munk recognized that
if one had an array of dipoles and they were illuminated from an external source, the
resultant resonant mode scattering would occur both in the backscatter direction as well
as in the forward scatter direction. Figure 21.24a illustrates this situation. If one then
places that array in front of a ground plane, the forward scatter will be intercepted by
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Figure 21.23 Cancellation from multiple elements can provide some RCS reduction.
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Figure 21.25 An array of dipoles in front of a conductive ground plane can be used to extend
the concept in Figure 21.24 to a two-dimensional system.

the ground plane and be reflected back in the direction of the antenna mode scattering
backscatter from the array of dipole antennas. Figure 21.24b,c illustrates that situation,
and if the impedances and ground plane are designed correctly, one can reduce RCS.

Figure 21.25 illustrates how one would expand this technique to a two-dimensional
array. To balance the scattering from the antenna and the ground plane, one would use
Eq. (21.13) for the antenna’s effective aperture and the equation for a flat plate shown
in Figure 21.12 to correctly size the scattering from the ground plane:

4πA2
e

λ2
= 4πA2

λ2
(21.39)

where

Ae = effective area of receive antenna

λ = wavelength

A = area of the conduction plate = ab
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Figure 21.26 Measured backscatter from an array of dipoles in front of a circular ground plane.
The three curves represent the circular ground plane (pipe), a foil covering the circular array of
antennas and the circular gound plane, and the ground plane with a circular array or resistively
loaded dipoles. (From Ref. 18.)

By balancing these two equations, we can satisfy the requirement to have the two scat-
tering mechanisms with near equivalent RCS amplitudes. This concept can be extended
to other geometries such as a circular ground plane with an array of resistively loaded
dipoles in front of the circular ground plane. Figure 21.26 is a measurement of such a
system containing an array of resistively loaded dipoles in front of a circular ground
plane.

21.8 ARRAYS

Arrays have proved to be a solution for many antenna systems but they must be designed
differently to control scattering. It is well known that a flat plate has a large reflected
(also defined as forward scatter) scatter component and a relatively small backscatter
(nonnormal incidence) component as shown in Figure 21.27 and in Figure 21.13. If
possible, emulating a flat plate with a discrete set of element should have the same effect
such that the antenna could have significant gain in a given direction along with a large
forward scatter but in the backscatter (monostatic) direction, it would have a reduced
backscatter.

To determine the spacing required to primarily have the energy reflect as forward scat-
tered energy instead of backscattered energy, a small linear subset of a two-dimensional
array is analyzed. Figure 21.28 models this geometry.

For simplicity, the elements that form the array in Figure 21.28 are assumed to have
an isotropic or omniscattering pattern. This is a good assumption since most antenna
elements in an array are electrically small and have a broad antenna pattern. If the
scattering from the elemental antenna has significant directivity, then the results of this
array analysis would need to be modified by the element scattering pattern.
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Flat Plate Array with Bragg Lobes Array No Bragg Lobes

Figure 21.27 A flat plate has a relatively low backscatter compared with its forward scattering.
Arrays may have a large backscatter associated with “Bragg” lobes.

θ

d

2d Cos θ

Forward
scatter

Observation point 
Direction of arrival 
Backscatter

Linear array antenna with source, forward, and
backscatter as shown

Figure 21.28 Scattering from an array of antennas. Forward scatter is determined by Snell’s law
and the summation of all the individual scatterers. Backscatter will be determined by how each
element sums in the backscatter direction.

For the array to sum in the backscatter direction, all of the elements would need to
add in phase in that direction. The term “in phase” for backscatter indicates that the
elements are related by integer multiples of 360◦. If this occurs, then a backscatter lobe
will be generated. These lobes have been named “Bragg” lobes. From Figure 21.28
we see that the distance has a factor of 2 applied to account for the backscatter’s
two-way path and is adjusted for the angle of incidence (with respect to the plane
of the array). From this, the Bragg lobe condition occurring for an array spacing
of d is

d = nλ

2 cos θ
(21.40)

where

d = array element-to-element spacing

λ = wavelength

θ = angle of incidence with respect to grazing

n = integer= 1, 2, 3 . . .

To satisfy the maximum element-to-element spacing preventing Bragg lobes, we use
n = 1 and the incident angle at grazing or θ = 0.

d ≤ λ/2 (21.41)
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This is a familiar expression in near-field sampling of antennas and is considered the
Nyquist sample interval that is used to sample a continuous aperture to generate the
aperture’s far field. A more general form of the equation given an element-to-element
spacing and a desire to work the problem with respect to which aspect incident angles
(not just grazing) and frequency combinations will crate a Bragg lobe, we obtain

fGHz = 0.15

d cos θ
(21.42)

where fGHz is frequency in gigahertz (GHz) and d is in meters.
In this manner, arrays can be used to approximate continuous surfaces and the artifacts

of scattering from arrays, mainly Bragg lobes, can be accounted for and designed to
control an array’s backscatter.

21.9 RADOMES AND FREQUENCY SELECTIVE SURFACES

21.9.1 Radomes

One way to separate the structural mode from the antenna modes and attack them sepa-
rately is by the use of a radome. Radomes have always been an important part of antenna
design and integration by providing a protective surface around the antenna elements.
The protective surface allows the antenna elements to have much lower environmental
requirements, opening up the design space for the antenna elements. For example, a
nose radome needs to withstand high speeds and loads, lightning strikes, bird strikes,
rain erosion, and so on, but the antenna behind the radome can have many of these
requirements reduced. As avionic systems have become more complex, these radomes
have evolved from “dust” covers that just provide protection to a complex system whose
function is more aptly described as a “prescription lens.” For antenna scattering, radomes
also provide an ability to separate out different scattering modes and thus allowing for
improved signature design freedom for the antenna elements.

Figure 21.29 shows how a radome supports the RCS reduction of antenna sys-
tems. Figure 21.29a illustrates the radome’s transmission/backscatter performance. This
example is for a bandpass radome. For the bandpass radome, the out-of-band perfor-
mance has low reflectivity (due to its shape) by behaving similar to a reflective surface
shaped for low scattering. Over the “in-band” region, the radome becomes transmissive
and its backscatter is considered to be somewhat “high” since with a transparent radome,
the cavity behind the radome generates a large backscatter. Figure 21.29b shows how
the antenna behaves conceptually. The antenna’s RCS has a reduced backscatter in the
operational band, but outside the antenna’s band of operation, the antenna has a large
backscatter. Together, the radome and antenna provide a reduced broadband backscat-
ter system with the radome handling the backscatter both above and below band and
the antenna handling the backscatter in-band. This is shown in Figure 21.29c. Since
the antenna has no out-of-band backscatter requirements, there are more choices for the
antenna and its design. The radome’s ability to eliminate much of the structural scattering
from the antenna design is similar to a traditional antenna’s ability to cover much of the
environmental requirements for the system without imposing those requirements on the
antenna.
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a) Radome 
Reflectivity

b) Antenna 
Reflectivity

In-Band

Roll-off
Amplitude

dBsm

Amplitude
dBsm

Amplitude
dBsm

Frequency

Frequency

Frequency

Out-of-Band

c) Resultant 
Radome /
Antenna
Backscatter

Figure 21.29 Use of radomes to control scattering by having the radome responsible for the
out-or-band RCS and the antenna responsible for the in-band RCS. Together as a system, the
system has low backscatter.

21.9.2 Frequency Selective Surfaces

Radomes that have passband characteristics usually are fabricated using frequency selec-
tive surface (FSS) materials. In reality, most materials/systems have transmission or
reflection characteristics that change with frequency. The traditional radome behaves as
an FSS with a very low loss passband at the operational band and higher reflections
outside the passbands.

The RAM in Figure 21.20 illustrates performance that could be utilized as an FSS. In
Figure 21.21, the transmission coefficient at low band has very little loss while at high
frequencies and higher incident angles, the loss increases substantially. This RAM has
characteristics of a lowpass FSS. A grid of wires, each with spacing less than 0.1λ, will
reflect almost 100% of the energy incident on it while at higher frequencies, the grid will
be fairly transmissive. The grid’s behavior is characterized as a highpass FSS. Another
lowpass system that could be used as an FSS is the skin depth of thin metallic materials.
The skin depth δ is given as

δ = 1√
πfμσ

(21.43)

and
E(z) = E0e

−z/δ (21.44)

where

δ = skin depth, distance at which the field drops 64%

f = frequency

μ = magnetic permeability (free space= 4π × 10−7 h/m)

σ = material conductivity

E0 = field strength outside the metal

z = depth of penetration into the metal
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Example 5 If it was desired to achieve a 12-dB reduction in one-way transmission at
10 GHz, what would be the required thickness of the copper to achieve this shielding?
What would be the one-way transmission reduction at 1 GHz for this thickness of copper?

Skin depth is given as

→ δ = 1/
√
π(10× 109)(4π × 10−7 H/m)(5.8× 107 S/m) = 6.6× 10−4 mm

To achieve 12 dB reduction,

→−12 dB=> 10−12/20 = 0.25 of original field

→ E(z) = 0.25E0 = E0e
−z/δ =>−z/δ = ln(0.25) = −1.39

→−z/δ = −z/(6.6× 10−4 mm) = −1.39, z→= 9.2× 10−4 mm of copper

Now to determine the field transmission at 1 GHz, we use

→ δ = 1/
√
π(1× 109)(4π × 10−7 H/m)(5.8× 107 S/m) = 21× 10−4 mm

→−z/δ = −9.2× 10−4 mm of copper/21× 10−4 mm = −0.438

→−0.438 = ln(field strength)→ e−0.438 = eln(field strength) → 0.645 = field strength

→ to obtain dB → 20 log(0.645) = −3.8 dB

Thus a thin copper layer will operate as a lowpass FSS; and 9.2× 10−4 mm of copper
will reduce the one-way transmission at 10 GHz by 12 dB while reducing the one-way
transmission at 1 GHz by only 3.8 dB. (See Figure 21.30.)

Bandpass or bandstop FSS performance can be achieved by etching periodic shapes
into a continuous metallic layer. For cases in which the “element” is metallic and the
remainder of the surface metal has been etched away, the performance is of a band-
stop or reflective surface in band. For cases in which the “element” is the etched unit
and the remainder of the surface is metallic, the system performs as a bandpass FSS.
Practical implementation of an FSS typically utilizes a nonmetallic composite surface
that is metallized and then the FSS elements are formed using chemical etch or other

9.2x10^-4 mm thick copper
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Figure 21.30 Analytically modeled thin layer of metal behaves as a lowpass frequency selective
surface (FSS).
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methods. Since the radome and elements are in close proximity to the antenna, the
metal and dielectric are usually formed from highly conductive materials and low loss
dielectrics.

Figure 21.31 illustrates some of these bandpass/bandstop FSS geometries. It is beyond
the scope of this chapter but many of these shapes have been analyzed for their perfor-
mance in systems and the reader is referred to Mittra, Chan, and Cwik [19] for the
analytical underpinnings needed to support the design of bandpass/bandstop FSSs. An
example of an FSS system and its performance is shown in Figure 21.32. Figure 21.32
shows the frequency response of the Jerusalem cross FSS that is operated as a bandstop
element. The antenna element is on the order of 0.5λ in size at the design frequency cen-
ter. Center design frequency is at 8 GHz and at that center frequency the FSS system has
a reflection coefficient of 1 or is 100% reflective. Out of band, the FSS system becomes

DIPOLE DIPOLE Jerusalem Cross Circular Ring Loop

Convoluted Square 
Loop

Square
Loop

TripoleAngular
Slot

FSS ELEMENTS

Figure 21.31 Bandpass FSS elements can come in many different shapes, each with their own
frequency response.

Figure 21.32 Frequency response of bandstop FSS centered at 8 GHz. (From Ref. 19.)
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more reflective as one moves away from the design frequency. FSS layers can be used
to provide additional performance in roll-off but usually with each layer, additional loss
will be incurred since none of the layers is totally lossless.

Beyond the frequency response, one must also be concerned with other FSS character-
istics such as the FSS’s behavior with respect to incident angles and incident polarization.
The transverse electric field performance, in particular, becomes poor as the incident angle
moves toward grazing. Figure 21.33 shows frequency versus incident angle transmission
performance for an FSS used in a radome wall. As shown, this is a bandpass system that
has approximately 12% bandwidth measured with 1 dB, one way as the metric. The FSS
supports transverse electric field transmission incident out to 65◦.

In a radome there are many ways to utilize an FSS to achieve performance.
Figure 21.34 illustrates ways that FSS radomes can be used to reduce backscatter.
System trades for FSS radomes with different performance are discussed later.

One method (method a) of integrating an FSS with an antenna, shown in Figure 21.34,
is to install the FSS just above the antenna at FSS Surface B in the cavity, away from
the outer mold line surface. Since the FSS is not part of the exterior radome (no FSS in

Incident Angle q (q = 0 is normal to radome wall)
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Figure 21.33 Bandpass FSS radome wall performance with respect to angle and frequency.
Transmission is problematic for a transverse electric field beyond 65◦ from normal.

Radome

Outer Mold Line Surface 

FSS
Surface B

FSS
Surface A

Antenna

Figure 21.34 Radome/FSS integration concepts to support electrical, RCS, and environmental
requirements. (From Ref. 20.)
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FSS Surface A), its environmental requirements are reduced. The following trades are
available:

• Better choice of materials since exterior environmental is not a concern
• Lowest cost solution since the surface can be contoured as desired (usually flat or

at least curved in a single dimension because of material flexibility)
• Good radar antenna performance since there is maximum flexibility in material

choices and coupling between antenna and FSS
• Simplified analysis for both RCS and RF due to the planar nature of the FSS and

antenna
• Internal reflections limit scattering reduction due to cavity effects
• Avoids difficult environmental requirements (such as protection against lightning

strikes)

A second method (method b) of integrating an FSS with an antenna, shown in
Figure 21.34, is to install a highpass FSS just above the antenna at FSS Surface B
in the cavity, away from the surface, and a lowpass FSS in FSS Surface A, the radome.
This allows some flexibility in tailoring both FSSs to meet bandwidth requirements. Since
the FSS is a part of both the radome (FSS in FSS Surface A) and FSS Surface B, this
hybrid approach does have compromises. Advantages and disadvantages are:

• Some flexibility in materials but having an FSS in Surface A will require it to meet
environmental requirements.

• Slight increase in weight.
• Increase in cost, considered moderate cost solution with FSS surface A needing to

conform to the surface and reduced material choices.
• Some internal scattering eliminated (compared to method a) with the FSS in FSS

Surface A.

A third method (method c) of integrating an FSS with an antenna, shown in
Figure 21.34, is to install a bandpass FSS just above the antenna at FSS Surface A in
the exterior radome. Since the FSS is a part of the radome (FSS in FSS Surface A), all
RF, environmental, scattering, and structural requirements need to be satisfied by this
system. Advantages and disadvantages are:

• Low to moderate weight (elimination of second radome reduces weight).
• Higher cost—complex electrical structure in an environmentally challenged location

with reduced material selection drives cost.
• Reduced radar performance; since FSSs are tied to radome shape, there may be

conflicts if radome shape has high incident angles to RF (antenna) energy.
• Higher analytical complexity for both RCS and antenna performance.
• Internal cavity scattering is minimized.

All three concepts—method a, method b, and method c—provide advantages and
disadvantages. As in all designs, understanding the system requirements and what drives
the extremes in the decision is critical.
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21.10 SUMMARY

Finally, in putting it all together, a low observable/RF system has many competing
variables. Environmental considerations include lightning, hail, static, rain erosion, open-
ing and closing loads, static loads, fatigue loads, structural resonances, weight, impact
strength and repair, humidity intrusion, and CTE. Operational considerations include
produceability, maintainability, repairability, and interchangeability.

Antenna considerations include gain, pattern, boresight, image lobes, impedance,
mutual coupling, transmit power, loss, and polarization. And finally, the scattering con-
siderations are shown in Figure 21.35.

As a final checklist for low observable antenna designs, the following is a summary
of concepts from this chapter:

• Know and understand the requirements and how those requirements map to the
antenna system variables.

• Conformal is good; understand the as-is installed performance. Select antenna types
with low backscatter potential.

• Decompose the antenna RCS problem into the different scattering modes:

• Structural mode

• Antenna resonant mode

• Antenna terminal mode

• Apply scattering reduction techniques to the different modes that yield the best
combination of backscatter and antenna performance.

• Using vector math, attack the largest scattering contributors first.
• Understand and control the four scattering mechanisms as applied to the antenna

system.
• Radomes are our friends: use them to separate requirements from the antenna—

RCS, environmental, and so on.

Radome

Antenna Scattering

Antenna

Radome / Radar Interactions

Radome Reflections

Radome Scattering 

Figure 21.35 Scattering considerations when integrating a radome with an antenna.
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CHAPTER 22

Integrated Antennas for Wireless
Personal Communications

YAHYA RAHMAT-SAMII, JERZY GUTERMAN, A. A. MOREIRA, and C. PEIXEIRO

22.1 INTRODUCTION

During the last decade, the popularity of personal wireless communication devices has
grown tremendously, and according to market evaluations, this trend will continue. The
explosion of cellular telephony undoubtedly places handsets among the most numerous
of released mobile units (Figure 22.1). As the wireless local area network (WLAN)
and personal area network (PAN) are becoming a standard, the vast majority of new
laptop computers and personal digital assistants (PDAs) are being equipped with radio
interfaces. Moreover, a single terminal often integrates several wireless systems, for
example, novel mobile phones (“smart phones” or “blackberries”) come with built-in
WLAN and Bluetooth cards, while some laptops integrate cellular network radios giving
access to the Internet in areas not covered by WLANs. In addition, some terminals are
equipped with digital television and global positioning system (GPS) receivers.

Antennas play a paramount role in the optimal design of a personal wireless commu-
nication terminal unit. A properly designed and integrated radiator not only enables a
reliable connectivity, independent of terminal orientation, but also helps prevent exces-
sive battery energy consumption due to an improvement in efficiency. Additionally, the
antenna design (see Figure 22.2) takes into account the housing effects within a small,
densely packaged terminal. Furthermore, as the unit usually operates in close vicin-
ity to the user, the mutual interaction between the antenna and human body has to be
understood and accounted for in the antenna design and integration stages. The antenna
implementation issues are schematically represented in Figure 22.2.

In general, antennas for mobile units are required to be small, lightweight, and low
profile. The volume constraints, often combined with large bandwidth and high efficiency
specifications, make the antenna design a challenging task. Moreover, multiple wireless
systems often use a common antenna element, hence multiband designs are necessary. An
overview chart of common wireless frequency bands, with corresponding bandwidths, is
presented in Figure 22.3.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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Handsets Laptops Others

Figure 22.1 Types of mobile wireless unit terminals addressed in this chapter.

Housing Effects

Human Interactions

Multiple Antennas

Antenna Design

Figure 22.2 Integrated antenna design and related issues. The radiator performance depends on
all environmental factors, which should also be considered in the antenna design stage.

Many of antennas for mobile terminals are required to have horizontal plane radiation
patterns that are close to omnidirectional, as this favors maintaining a reliable wireless
connection independent of terminal orientation. Due to the omnidirectional nature, the
far-field radiation pattern of an integrated antenna can be significantly affected by other
nearby terminal components as well as by the presence of the operator. Therefore the
antenna housing effects and interaction with the human have to be carefully studied in
order to select the best antenna design and radiator location within the terminal.
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Figure 22.3 Overview of wireless bands widely used in wireless personal communications. The
chart presents the general bands allocation, which may vary for different geographical regions.

The antenna position within the terminal also affects the amount and distribution of
radio frequency (RF) power absorbed by the user’s body and nearby objects. These effects
are most pronounced in the handset terminals, where in normal operating conditions, the
radiating elements are in close vicinity to human tissues and wearable fabrics. Moreover,
the maximum radiated power by the terminal antenna is significantly higher for cellular
than for WLAN units. This is because the distance to a cellular base station can be much
larger than to a WLAN access point.

The global pursuit of wireless system reliability and the growing demand for high
spectrum efficiency are witnessed through the recent achievements of diversity, smart
antennas, and multiple-input multiple-output (MIMO) techniques. As a result, integrated
multiple element antenna arrangements are becoming a trend in mobile terminal develop-
ment. The design challenges in these arrangements are related to terminal size constraints
since small spacing relative to the wavelength between elements causes high mutual
coupling, degrades the performance, and lowers the total efficiency of multiple antenna
arrangements.

The aim of this chapter is a systematic presentation of basic design concepts of
integrated antennas for wireless terminals. The material presented is divided into four
main sections:

• Fundamentals (Section 22.2)
• Integrated handset antennas (Section 22.3)
• Integrated antennas for laptops (Section 22.4)
• Integrated antennas for other mobile devices (Section 22.5)

For each mobile terminal type (Figure 22.1), the antenna design procedure is described,
dealing with the issues depicted in Figure 22.2. After presenting the most common
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antenna configurations and design methodologies, the housing effects and human inter-
actions are described. Finally, for each mobile unit type, the integration of multiple
antennas is discussed and illustrated with representative examples.

22.2 FUNDAMENTALS

This section contains a brief review of important design parameter definitions for inte-
grated antennas. An outline of the characteristics used for an individual antenna element
is followed by the list of measurements used in evaluating multiantenna arrangements.

22.2.1 Individual Antenna Design Parameters

22.2.1.1 Antenna Impedance, Reflection Coefficient, and Operation Band
The antenna input impedance is defined as the ratio of the voltage V (0) to the current
I (0) at the antenna feed point:

Zin = V (0)

I (0)
= V +

0 + V −
0

V +
0 − V −

0

Z0 (22.1)

where Z0 denotes the characteristic impedance of the feeding transmission line, and
V +

0 , V −
0 are the amplitudes of incident and reflected voltage waves at the antenna feed

point, respectively.
The S11 parameter is the antenna voltage reflection coefficient, which is defined as

the amplitude of the reflected voltage, V −
0 , normalized to the incident voltage amplitude

at the feed point

S11 =
V −

0

V +
0

= Zin − Z0

Zin + Z0
(22.2)

In wireless applications, the antenna operation frequency band is often defined as the
impedance match band, where |S11| is below a certain level (typically −6 or −10 dB,
which corresponds to 25.1% or 10% reflected power, respectively).

22.2.1.2 Directivity and Gain The directivity of an antenna in a given direction
(θ , φ), D(θ , φ), is the ratio of the radiated power density S(θ , φ) to the radiated power
density averaged in all directions, or

D(θ, φ) = 4πS(θ, φ)∫ 2π
0

∫ π

0 S(θ, φ) sin θdθdφ
(22.3)

The gain of an antenna in a given direction (θ , ϕ), G(θ , ϕ), takes into account the
radiation efficiency ηcd of the antenna as well as the directivity. It is defined as

G(θ, φ) = 4πr2S(θ, φ)

Pin

= ηcdD(θ, φ) (22.4)

where Pin denotes power accepted (input) by antenna.
If the direction (θ , φ) is not specified, D and G are usually taken in the direction of

maximum radiation.
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22.2.1.3 Absorbed Power and Specific Absorption Rate For a handset antenna
located in the vicinity of the human biological tissue, some portion of the antenna deliv-
ered power is absorbed in the tissue. The total power absorbed in the lossy tissues can
be defined as

Pabs = 1

2

∫∫∫
V

σ |E|2dV (22.5)

where σ is conductivity of the tissue, E is the electric field intensity, and V is the volume
of the biological tissue. The radiated power to the far-field region can be obtained from

Prad = 1

2
Re

∫∫
©
S

(E×H∗) · n̂ dS (22.6)

where E and H are electric and magnetic field intensities on the surface S completely
enclosing the antenna and the biological tissue, and n̂ is the outward unit vector normal
to the surface. One may now define the efficiency of the antenna/tissue system as

ηa = Prad

Prad + Pabs
= Prad

Pdel
(22.7)

where Pdel is delivered by antenna. The total antenna efficiency ηa is the product of
the reflection efficiency (1− |S 11|2), conduction efficiency, dielectric efficiency, and
antenna–tissue efficiency.

The specific absorption rate (SAR) is an important parameter when discussing the
health risk associated with electromagnetic power absorption. SAR is defined as

SAR = σ

2ρ
|E|2 (22.8)

where ρ is the tissue density. The ANSI/IEEE standard C95.3–2002 RF Safety Guide-
line [1] suggests that the 1-g averaged peak SAR should not exceed 1.6 W/kg and
the whole-body averaged peak SAR should be less than 0.08 W/kg. These guidelines are
applicable to uncontrolled situations and therefore must be satisfied for personal handsets.
The maximum value of 2 W/kg defined for 10-g averaged peak SAR is more commonly
used in Europe [2, 3].

22.2.2 Multiple Antenna Design Parameters

22.2.2.1 Mutual Coupling In N -element antenna arrangements, the mutual cou-
pling Sij between ith and j th antenna elements is found by driving port j with an
incident wave of amplitude aj , and measuring the reflected wave amplitude, bi , coming
out of port i:

Sij = bi

aj

∣∣∣∣
ak=0 for k �=j

(22.9)

The incident waves on all other k ports except for the j th port are set to zero, which
means that all ports should be terminated in matched loads to avoid reflections.
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For the N -antenna arrangement, the individual elements’ reflection coefficients and
mutual coupling parameters constitute the scattering matrix [S]:⎡⎢⎢⎣

b1
b2
...
bN

⎤⎥⎥⎦ =

⎡⎢⎢⎣
S11 S12 · · · S1N
S21 · · · · S2N
... · . . .

...
SN1 · . . . SNN

⎤⎥⎥⎦
⎡⎢⎢⎣

a1
a2
...
aN

⎤⎥⎥⎦ (22.10)

22.2.2.2 Total Active Reflection Coefficient The total active reflection coeffi-
cient (TARC) is a new parameter used to evaluate the performance of a multiport antenna
in a single measure. TARC is calculated as the square root of the incident power provided
by all excitations minus the radiated power and then dividing by the incident power [4].
For lossless antennas it can be calculated as

TARC =

√
N∑
i=1

|bi |2√
N∑
i=1

|ai |2
(22.11)

TARC can be used as an alternative criterion to define the multiport antenna operating
band, as described in Section 22.4.4.

22.3 INTEGRATED HANDSET ANTENNAS AND HUMAN INTERACTIONS

In the last fifteen years, mobile communications have experienced a tremendous develop-
ment. The demand for innovative systems and services has created new and challenging
handset requirements. More and more the handset has to be small, robust, aesthetically
appealing, multiband, and with long-life (battery). Moreover, in the very competitive
global market, low price can provide a definitive positive differentiation for success.
As the antenna is an important component of the handset, new and more challenging
requirements have to be faced by its designers.

New types of antennas have been developed and well known antenna types have been
adapted to the new handset applications. Initially, external antennas such as whip and
stubby antennas were used almost exclusively [5] (see Section 22.3.1). However, today
internal antennas are mainly used. Many types of handset internal antennas have been
created, but the planar inverted-F antenna (PIFA) remains one of the most popular [5–7].

With the demand for multistandard handsets and for higher and higher transmission
rates, the integration of multiple antennas has become a need. Different antennas can
be used for different systems as, for instance, a PIFA for mobile communications and
an inverted-F antenna (IFA) for GPS [5] (see Section 22.3.2). However, more than one
similar or different antenna can be used for the same system for diversity or MIMO
enhancement [8, 9] (see Section 22.3.3.3).

The design of one or more antenna elements to be integrated into a small handset has
to be carried out taking into account the housing effects of specific handset components.
Due to the very compact structure of the handset, components such as the battery, the
display, the speaker, and many others are in close vicinity to the antenna system and
may have nonnegligible effects on its performance. Some of these components, as well
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as the small ground plane and the plastic (or metal) cover, have to be included in the
final design model.

Another very important issue is the interaction of the antenna with the user. This
interaction has to be considered from two points of view. One is the impact of the user
on the antenna performance. The user represents a large dielectric and lossy body that
affects the antenna parameters (impedance, radiation pattern, and efficiency) [10–12].
Although different users have different characteristics and hold the handset in different
positions, there are some basic guidelines that can be followed in the design procedure
to minimize the user effects [10]. The other point of view is the impact of the handset
electromagnetic (EM) radiation on the user. The absorption of EM energy by the human
body is quantified in the SAR. The SAR of handsets is a very hot topic as the potential
health risks have become a point of very intense and critical public discussions [13].
Handset manufacturers conduct SAR measurements to comply with the maximum SAR
accepted levels [1, 2, 14]. Therefore the SAR of the handset has to be taken into account
in the design procedure [15].

The structure and topics of this section are presented in the flowchart shown in
Figure 22.4.

22.3.1 Overview of Handset External Antennas

In spite of the huge improvements in electronics that now enable small and feature-rich
units, the physical constraints on the size of the antennas remain wavelength dependent
and cannot be overlooked. In the first hand-held communication radios, a grounded (by
the user) quarter-wavelength whip or helical antenna was virtually the only solution
due to the long wavelengths used. These solutions were adopted in the beginning of
modern mobile communication systems and can still be found in a few present-day
hand-held phones. The major difference between the older and newer portable radios is
due to the wavelength: in modern day handsets, the wavelength is much shorter, allowing
for smaller and more complex structures. In many instances, the antennas are partially
external to the main body of the handset and are typically referred to as external antennas.
In some phones, like those of the “clamshell” type, the available space is minimal and
unavoidably some sort of external antenna is likely to be the best solution. Additionally,

Integrated
Handset Antennas

External Antennas
- whip antennas
- stubby antennas

Internal Antennas
- monopole,
- slot and IFA
- ceramic antennas
- PIFA

Multiple Antennas
Integration

- multiband PIFA
- PIFA-FA combination
- multi-element

Interaction with Human
- impedance match
- radiation pattern
- SAR characterization

Antenna Housing
Effects

- ground plane effects
- battery effects

Figure 22.4 Flowchart of topics presented in Section 22.3.
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when noncellular systems, like GPS, are to be included, a combination of external and
internal antennas is often implemented.

In general, antennas for handsets have been required to be small, lightweight, and
low profile and to have an omnidirectional radiation pattern in the horizontal plane.
The most prevalent types of these external antennas still on the market today are the
whip (monopoles) and stubby antennas. Figure 22.5a shows a whip antenna. At the top,
a plastic cap is present so users can pull the whip out. The bottom part is connected
to the feed point on the printed wiring board (PWB). Conventional whip antennas are
quarter-wavelength ( 1

4λ) monopoles. Using the ground plane to create an image, the
monopole unit behaves similarly to a dipole antenna. In practical configuration, a gain
of 2.15 dB can be achieved. At the 800-MHz band, the radiation pattern is the typical
donut shape, while at the 1900-MHz band, the butterfly-shape pattern is usually seen.
The electrical length of the monopole determines the input impedance and the reso-
nant frequency; however, the position of the monopole antenna in the handset does not
significantly affect the impedance and the resonant frequency.

Whip antennas are used in the U.S. code division multiple access (CDMA) market
because there are fewer base stations in a CDMA network, so a handset with only a
PIFA hardly meets the performance requirements from mobile carriers. Also, when a
handset with only a PIFA is put against the user’s head, the gain can drop up to 3 dB. A
PIFA–whip combination (Figure 22.5b) helps to overcome this drawback. Research on
the coupling between the whip and the PIFA have been reported [16, 17].

External antennas are usually designed to be retractable so that when they are extended,
better antenna performance against the human head, hand, and body can be achieved. On
the one hand, this is an advantage; but on the other hand, movable parts are a drawback
because the antenna can easily be damaged by the user. For the sake of ruggedness,
retractable antennas tend to be avoided in handsets nowadays.

Stubby antennas are another example of external antennas. These antennas are either
of the helix or of the meander type (shown in Figure 22.6). The helix is typically made
of a metal wire, while the meander is basically made of a flex with printed wire and
wrapped around. The meander is relatively easy to fabricate and more adequate for mass
production.

Stubby antennas have less dependency on the size of the ground plane than internal
antennas. Although more robust than the whip antenna, the stubby antenna still protrudes
from the handset case and therefore is more prone to damage than internal antennas.

(a) (b)

Figure 22.5 (a) Plastic-coated nickel titanic whip antenna with a plastic cap for extension or
retraction; (b) PIFA–whip combination. (From Ref. 5, with permission.)
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Figure 22.6 A stubby antenna and the meander. (From Ref. 5, with permission.)

Radiation losses due to the presence of the user have been compared for handsets
with internal and external antennas, and it has been shown that handsets with built-in
antennas are much less sensitive to how the phone is held than handsets with external
antennas [18].

22.3.2 Overview of Handset Internal Antennas

Internal antennas have been adopted by most handset manufacturers, mainly because of
mechanical and aesthetic reasons. Furthermore, these designs are inherently less prone to
damage. Internal antenna solutions are usually based on planar antenna configurations.
These are mostly PIFAs (planar inverted-F antennas) and folded monopoles [19, 20]. A
schematic view of these two types of antennas is shown in Figure 22.7.

The main difference between the antenna types is that the ground plane directly
underneath the monopole is cut out, while for the PIFA, the ground plane underneath
the patch is required. It is generally accepted that the ground plane in the PIFA structure
helps block the backward RF radiation and lower the SAR values [10].

Special designs of folded planar monopole antennas have been reported [21] with
a broadband behavior potentially covering the bandwidth needs of Global System
for Mobile Communication (GSM), Digital Communication System (DCS), Personal

(a)

Monopole

Feed pin

Ground
Plane

Substrate

(b)

Feed pin

Shorting
pin

PIFA
Patch

Ground
Plane

Figure 22.7 Configuration of two internal antennas: (a) planar monopole antenna and (b) PIFA.
(From Ref. 5, with permission.)
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(a) (b) (c)

Figure 22.8 Internal antennas for mobile terminals: (a) dual-band GSM patch, (b) slot antenna,
and (c) low temperature cofired ceramic (LTCC) antenna for Bluetooth. (From Ref. 22, with
permission © 2005 IEEE.)

Communication System (PCS), Universal Mobile Communication System (UMTS), and
Industrial Science Medical (ISM) bands.

In a recent survey of internal antennas used in GSM phones from 1998 to 2005
[7], different handset topologies, referred to as “clamshell” and “candy bar,” as well
as different antenna placements were examined. Of those types, the PIFAs appeared in
several configurations such as PIFA combined with a switched matching circuit, stacked
PIFAs, PIFAs with grounded parasitics, and PIFAs with special high resistivity materials.
Different types of internal antennas were listed, such as PIFAs, ungrounded internal
antennas, and slot antennas.

Relevant mechanical issues of internal antennas include the antenna volume (and its
correlation with antenna performance and frequency of operation) and the production
technology used to fabricate the antennas.

Antennas have evolved along with phone types in recent years. Common handset
forms like clamshell, sliders, and dual-hinges include more frequency bands and larger
screens. Moreover, antennas are going from single-band to dual-band, triple-band, or
even quad-band combinations of 2G and 3G solutions.

Due to commercial reasons, terminal aesthetics are of great importance. This goes
in favor of internally mounted antennas, such as those displayed in Figure 22.8 [22].
As stated before, the antenna performance is affected by the volume constraints, the
close proximity to electronic components and the handset case and battery [23]. Another
important feature affecting the antenna performance is the interaction with the user.

Since terminals are now multistandard, they must be multiband, implying the use of
either multiple antennas or multiband antennas. Multiple antennas are also necessary in
handsets that incorporate noncellular services such as GPS in the U.S. market (PIFA–IFA
combinations are a possible total internal antenna solution [24]; a prototype is shown in
Figure 22.9).

Future mobile terminals will require diversity schemes (this is already in use in
Japanese and Korean systems). System aspects, such as the decision algorithms, affect
the overall performance and have to be taken into account in the antenna design proce-
dure. For handsets, due to the lack of space, the antennas must be electrically small [25]
and inverted-F antennas appear to be a good candidate [26].

22.3.3 Integration of Multiple Antennas

With the huge increase of mobile communication and WLAN systems and services, the
use of more than one antenna in a handset is often required. Some solutions have already
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Figure 22.9 PIFA–IFA combination.

been reported [20–28] and advanced research activities in the field are being carried out
worldwide. As the volume available in a small handset for the antenna system is very
limited (typically less than 10–12 cm3), integration of more than one antenna element
is usually quite difficult. When two or more antennas are integrated in such a small
volume, the separation between them is necessarily small and mutual coupling can be
quite strong [29–32]. Although some techniques have been proposed to decrease or
compensate for the mutual coupling [33–36], it still has some unwanted effects such
as a decrease in efficiency, a change in the radiation pattern, and an increase in the
correlation.

In order to fulfill the needs of various systems and standards, different antennas can
be implemented for different standards: for instance, an inverted-F antenna (IFA) for
GPS and a planar inverted-F antenna (PIFA) for mobile cellular communications [5].
However, several different or similar antennas can be used for the same standards [27,
37]. In this case, the antenna system provides diversity or MIMO enhancement.

In this section, a multiband PIFA design is introduced first. Then the integration of
multiple antennas into a single handset is investigated. A combination of a cellular PIFA
with a GPS IFA is described in Section 22.3.3.2 [5]. Section 22.3.3.3 contains a detailed
description of a two wideband PIFA configuration [37].

22.3.3.1 Multiband PIFA Design A PIFA is a compact and low profile microstrip
patch loaded with a short circuit. Its properties are well documented and have provided
generalized use in small handset applications [6, 38]. Many variations have been intro-
duced in the initial PIFA configuration. By cutting slots on the patch or by adding parasitic
elements, dual-band or multiband behavior can be obtained [20, 39–42].

Figure 22.10 shows a triple-band PIFA integrated into a small 100× 40 mm2 hand-
set [41]. The main requirement of the antenna is the ability to operate in GSM 1800
(1710–1880 MHz), UMTS (1900–2170 MHz), and IEEE 802.11a (5150–5350 MHz)
bands. Due to the proximity of the two lower bands (20 MHz), the patch and the outer
U slot are designed to form a wide band that will cover the two standards. The inner
U slot is designed to operate in the IEEE 802.11a band. The required bandwidths are
�f1 = 170 MHz (9.4%), �f2 = 270 MHz (13.3%), and �f3 = 200 MHz (3.8%), or, if
the two lower bands are combined, �f12 = 460 MHz (23.7%). The patch is printed on a
1.575-mm thick dielectric substrate (εr = 2.2) over a 10-mm air gap, which separates the
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40 mm 

100 mm

(a) (b)

Figure 22.10 Triple-band PIFA configuration: (a) PIFA in the handset and (b) details of the patch
and U slots.

substrate from the ground plane. The antenna is fed by a coaxial probe inside the inner
U slot. Instead of the common short-circuit plate, three shorting pins are inserted near
the upper corner of the patch [41]. A −6-dB S11 reference level (VSWR ≤ 3) is used
to define impedance bandwidth. For small handsets, where very tight volume constraints
exist, this −6-dB reference level is usually accepted.

A prototype has been fabricated (Figure 22.28) for proof of concept. The S11 of the
antenna prototype has been measured with a vector network analyzer. The corresponding
amplitude is shown in Figure 22.11. It is seen that |S11| ≤ −6 dB covers the specified
frequency bands (1710–2170+ 5150–5350 MHz). The current distribution on the patch
and ground plane is shown in Figure 22.12.

These results provide physical insights into the PIFA behavior. As expected, different
current distribution features are obtained at different frequencies. At the GSM 1800
central frequency (1795 MHz), the more intense currents flow around the patch borders.
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Figure 22.11 Triple-band PIFA experimental S11.
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(a) (b) (c)

Z Y

X

Figure 22.12 Simulation results for the current distribution on the PIFA (and ground plane): (a)
1795 MHz, (b) 2035 MHz, and (c) 5250 MHz.

TABLE 22.1 Summary of Triple-Band PIFA Radiation Pattern Experimental Results

Half-Power Beamwidth (degrees)Frequency Gain
(MHz) (dBi) E-Plane H -Plane

1795 1.1 112 >180
2035 1.2 171 >180
5250 2.5 — —

However, at the UMTS central frequency (2035 MHz), the currents are more important
around the external U slot. Finally, at the IEEE 802.11a central frequency (5250 MHz),
the current is very intense mainly around the inner U slot. The radiation pattern and gain
of the triple-band PIFA have been measured in a far-field anechoic chamber. The results
are shown in Figure 22.13.

A PIFA-like radiation pattern is obtained at 1795 and 2035 MHz. The very different
radiation pattern obtained at 5250 MHz is due mainly to the currents flowing around
the inner U slot and on the narrow patch that is created by the slot. Additionally, the
cross-polarization level is quite high. This is usually not a problem in mobile commu-
nication applications, as usage is mainly in urban scenarios, where multiple reflections,
scattering, and diffraction dramatically change the polarization of the electromagnetic
waves. A summary of the radiation pattern characteristics is listed in Table 22.1.

22.3.3.2 PIFA–IFA Combination This section presents a combination of two dif-
ferent antennas to be used in a handset for different standards. An IFA is used for
GPS (1565.19–1585.65 MHz), while a PIFA is used for PCS (824–894 MHz) and DCS
(1850–1990 MHz) [5]. The corresponding configuration is shown in Figure 22.14.

The choice of two different antennas avoids the use of a triplexer or an RF switch
and the inevitable associated insertion loss. This is an important feature for GPS, where
the received power is only a few decibels above the thermal noise floor.

The advantage of the IFA combined with a PIFA over other GPS antenna solutions
is that the IFA shares the PIFA dielectric substrate and ground plane. By doing so, a
very effective and small (26× 34× 10 mm3) triband antenna module is obtained. It is
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Figure 22.13 Radiation pattern (gain scale) of the triple-band PIFA: copolar, . . .
cross-polar.

also worthy to note that the IFA produces a mainly linear polarization but right-handed
circular polarization (RHCP) may be obtained in some directions if appropriate design
optimization is carried out [5].

Along with its small volume, the antenna structure has also been optimized to
improve the isolation between the IFA and the PIFA. Comparison of the simulation and
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Figure 22.14 PIFA–IFA configuration.

Figure 22.15 Isolation between the PIFA and the IFA.

experimental isolation results (S21) between the IFA and the PIFA are shown in
Figure 22.15. It is observed that S21 is always below −13 dB, which is remarkable for
antennas so close to one another.

The radiation patterns of the IFA and PIFA are included in Section 22.3.5. A very
detailed description of this IFA–PIFA combination can be found in Ref. 5.

22.3.3.3 Multielement Antenna Configurations It has been shown that
multiple-input multiple-output (MIMO) wireless systems can provide increased capacity
in rich multipath environments [43]. In mobile communication base stations, many
antennas can be used. However, in the mobile terminals, only a few are affordable due
to space limitations. In small handsets the space available for antenna integration is
very scarce. With even two antennas, which is the case considered in this section, a
remarkable increase in capacity can be obtained [9].

An antenna system comprised of two PIFAs integrated into a small handset is shown
in Figure 22.16a. Along with the system, the antenna location in the typical spherical
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Figure 22.16 Two-PIFA configuration in a handset: (a) antenna geometry and (b) PIFAs in the
spherical coordinate system.

system of coordinates is shown in Figure 22.16b. It has been developed to be used
in future multistandard handsets covering 2G (GSM 1800) and 3G (UMTS) mobile
communication and WLAN (IEEE 802.11b) systems. To provide the required wideband
(36.9%), a multiresonance structure with an L-shaped slot is used. Moreover, to enlarge
the bandwidth an air gap is used between the ground plane and the PIFA substrate [37].

Two almost similar PIFAs have been printed on top of each other in the upper part of
the ground plane. To allow room for other components, especially the battery, the PIFAs
have to be arranged in a very compact configuration, resulting in a distance between
their adjacent edges of only 10 mm. The external dimensions of the patch and the feed
point location have been optimized to provide the GSM 1800 (f1 = 1795 MHz) and
UMTS (f2 = 2035 MHz) resonances. The L-shaped slot is intended to introduce the
IEEE 802.11b resonance (f3 = 2442 MHz). A radiation pattern with low directivity is
also required. As usual, in mobile communication system applications, no polarization
restrictions have been considered.

The simulated current distribution at the center frequency of the GSM 1800 band is
shown in Figure 22.17a. A very similar result is obtained for the center frequency of the
UMTS band. Figure 22.17b shows the current distribution at the center frequency of the
IEEE 802.11b band. The two figures show quite different current features. While at 1795
MHz (and 2035 MHz) the currents are significant over almost the whole surface of the
PIFAs, at 2442 MHz, the current is concentrated around the slots. Very weak currents
are observed for both cases at the lower half of the ground plane. This is an important
characteristic to minimize the effects of the user’s hand.

Again for proof of concept, an antenna prototype has been fabricated and tested. Using
a vector network analyzer the S parameters of the antenna prototype have been measured.
The corresponding amplitude results are shown in Figure 22.18.

In this case S11 ≤ −6 dB in the frequency range 1430–2760 MHz. Similarly, S22 ≤
−6 dB in the frequency range 1700–2660 MHz. The highest mutual coupling (S12) is
−5.78 dB and is obtained in the low limit of the frequency range of interest (1710 MHz).

Assuming a propagation scenario where there is an incident field with uniform random
distribution, the envelope correlation can be obtained from the S parameters of the
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(a) (b)

Figure 22.17 Current distribution on the PIFAs (and ground plane): (a) 1795 MHz and (b)
2442 MHz.
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Figure 22.18 Experimental S parameter amplitude results of the two PIFAs.

antenna system as [44, 45]

ρe = |S∗11S12 + S∗12S22|2
(1− |S11|2 − |S12|2)(1− |S22|2 − |S12|2) (22.12)

Using the above equation and the experimental S-parameter results (amplitude and
phase), the experimental correlation can be calculated. Figure 22.19 shows the comparison
of experimental and simulation correlation results. Except below the low frequency limit
of interest (1710 MHz), the agreement is good. The experimental results confirm a low
correlation (less than 0.3).

The far-field radiation pattern of the PIFA elements has also been measured in an
anechoic chamber. The E-plane (φ = π /2) and H -plane (φ = 0) cuts have been measured
with one element active and the other loaded with 50 �. Results for the center frequency
of the IEEE 802.11b frequency band (2442 MHz) are shown in Figure 22.20. As expected,
the radiation patterns of the two PIFAs are similar.
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Figure 22.19 Comparison of simulation and experimental correlation results.
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Figure 22.20 Far-field radiation patterns of PIFAs: total gain (bold solid line), copolar gain (thin
solid line), and cross-polar gain (thin dashed line).

As required, very broad radiation patterns are obtained. The maximum gain is around
0 dBi. As expected, the cross-polarization level is quite high. However, as stated before,
cross polarization is usually not a problem in mobile communication and WLAN systems.
In fact, for most of the propagation scenarios severe multiple reflections and scattering
are present and create cross polarization.
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22.3.4 Antenna Housing Effects

It is well known that as long as the ground plane is large in comparison to the wavelength,
the electrical performance of a printed antenna is independent of the ground plane size
[46]. In fact, the ground plane can be considered infinite and image theory can be applied.
However, for GSM 900, a typical 100× 40 mm2 handset is only about (0.30× 0.12)λ2

0.
With such a small ground plane the antenna performance is highly dependent on

the ground plane size and shape. Therefore the optimization of the antenna for a small
handset has to be carried out by taking the antenna and the ground plane as a whole
[47, 48]. In most cases the ground plane is predefined according to the handset size and
shape and only (what was in the classical sense) the antenna can be optimized. However,
the shape of the ground plane can be optimized using slots [49] if the electromagnetic
compatibility with the other handset components allows for it.

The behavior of a printed antenna depends strongly on the nearby objects of the module
where it is integrated. On a small handset, where size is critical, there are inevitably
many other components close to the antenna. The battery, the speaker, the vibrator, and
the camera are among the components that are usually integrated near the antenna. Most
importantly, the battery must be analyzed as it shares the backside of the headset with the
antenna. Additionally, its size and metallic structure make the battery the most influential
component. Therefore an in-depth analysis of its effects is required.

In this section the effects of the ground plane size and of the battery proximity on the
performance of a small wideband PIFA are analyzed.

22.3.4.1 Small Ground Plane Size Effects A small PIFA is used to evaluate the
effects of the ground plane size [48]. Instead of a shorting plate, two shorting pins are
used. A 10-mm air gap is used between the substrate and the ground plane to increase
the bandwidth. The PIFA printed on a ground plane with variable length is shown in
Figure 22.21. For lengths of the ground plane between 40 and 100 mm, the PIFA has

Figure 22.21 PIFA with variable ground plane length.
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been matched to obtain a 2035-MHz resonance frequency (central frequency of UMTS
band) and, at the same time, the largest possible bandwidth. Matching has been obtained
by optimizing the position of the shorting pins and feed point without changing the size
of the patch. The bandwidth and gain simulation results are shown in Figure 22.22.

In this case the bandwidth has been defined for a VSWR ≤ 2 (S11 ≤ −9.5 dB) relative
to 2035 MHz. From the results it can be seen that the widest bandwidth (620 MHz or
30.5%) is obtained for L = 60 mm, and the highest gain (2.78 dBi) is obtained for
L = 70 mm.

An antenna prototype with the optimal 60-mm ground plane length has been fabricated
and tested. Comparison of simulation and experimental input reflection coefficient (S11

amplitude) results is shown in Figure 22.23. Reasonable agreement is observed; the
frequency shift is related to limitation of applied simulation method (infinite substrate
has been assumed) and prototyping inaccuracy.

The far-field radiation pattern (at 2035 MHz) is shown in Figure 22.24. As expected,
the radiation pattern exhibits very low directivity and resembles isotropic. This is an
important characteristic for mobile communications applications. The maximum gain is
about 1.8 dBi. The cross-polarization level is much higher than foreseen in the simula-
tions. However, as stated before, cross polarization is usually not a problem in mobile
communication systems. The main factor causing the discrepancy between simulation and
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Figure 22.22 PIFA bandwidth and gain as a function of the ground plane length.

Figure 22.23 S11 of the optimized PIFA configuration.
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Figure 22.24 Measured radiation pattern (gain scale) of the optimized PIFA at 2035 MHz.

measurement results is radiation from the antenna setup feeding cable, not considered
during the numerical studies.

22.3.4.2 Battery Effects In order to analyze the battery effects, a PIFA element
described in the previous section is placed on the top edge of the ground plane (centered).
This position is usually chosen to minimize the influence of the user (head and hand)
on the antenna and to leave room for other devices, like the battery, for instance. In
Refs. 50 and 51, the battery has been modeled as a metal box. The metal box has been
implemented as a rectangular patch with a large number of shorting pins around the edges
of the patch. The size of the rectangular patch has been chosen as 37× 54 mm, which
is the typical size of a battery used in most mobile phones. A 1.57-mm thick substrate is
used on top of a 10-mm air gap. The antenna configuration, including battery, is shown
in Figure 22.25. The simulations concerning battery effects on gain and bandwidth of
the antenna have been made for different gaps between the PIFA and the battery model,
that is, 2, 6, 10, 15, and 20 mm. The different gaps have been achieved by moving the
battery model. The antenna was matched to obtain a 2035-MHz resonance frequency,
which is the center frequency of the UMTS system, and the largest possible bandwidth.
The matching has been done by moving the position of the shorting pins and feeding
point. The patch size has remained unchanged. The simulation results for bandwidth and
gain are shown in Figure 22.26.

In this case the (impedance) percentage bandwidth has been defined for a VSWR ≤ 2
(S11 ≤ −9.5 dB) relative to 2035 MHz. From the results it can be seen that the widest
bandwidth (360 MHz or 17.7%) and the highest gain (1.6 dBi) are obtained for the widest
gap, that is, 20 mm.

For comparison purposes, the best bandwidth achieved for the same structure without
the battery was 240 MHz (11.8% relative to 2035 MHz) and the corresponding gain was
0.9 dBi (please note that for a structure without battery this is not optimal ground plane
size) [26]. This means that properly placing the battery in the handset can significantly
increase the bandwidth and the gain of the antenna. In the present structure increases of
120 MHz (50%) in bandwidth and 0.7 dBi in gain have been obtained.
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Figure 22.25 PIFA configuration with battery.
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Figure 22.26 Bandwidth and gain as a function of the PIFA–battery gap.

To validate the model an antenna prototype has been fabricated and tested. Good agree-
ment has been obtained between simulation and experimental input reflection coefficient
results [50]. The far-field radiation pattern has been measured in an anechoic chamber.
The results, at 2035 MHz, are shown on Figure 22.27. There is a good agreement between
these experimental results and simulations [50]. The maximum experimental gain is 3.3
dBi, at 2035 MHz, for an angle of −29◦ in the E-plane. The cross-polarization level
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Figure 22.27 Experimental radiation pattern at 2035 MHz.

is higher than predicted by simulations. However, cross polarization is not critical in
wireless communication systems. As mentioned before, the electromagnetic waves arrive
at the mobile terminals after multiple reflection and scattering, which cause a significant
change in the polarization. Moreover, the position in which the user holds the handset
is not unique and affects the polarization mismatch. Analogously to Section 22.3.4.1 the
discrepancy between simulation and measurement results is caused mainly by radiation
from the antenna setup feeding cable. This factor disturbs the polarization measurement
result and can lead to measured gain error (sign and value of gain shift depend on phases
and amplitudes between antenna setup and cable contributions).

22.3.5 Human Interactions in Handset Antenna Design

The electromagnetic (EM) interaction between the human body and handset antennas has
been an important topic in the last fifteen years. This topic is important from both the
antenna performance and the human health points of view. On the one hand, the human
body, specifically the head, affects antenna performance. Once the handset is put against
the head, there is a degradation of the antenna impedance match and the radiation pattern
and a decrease in radiation efficiency. On the other hand, human tissues are exposed to the
EM radiation. This causes health concerns for users. The SAR (defined in Section 22.2)
is used as an indication of how much EM radiation the human tissue absorbs. In the
United States, the FCC sets the standard to be 1.6 mW/g (1.6 W/kg) averaged over 1
g of tissue [1]. In Europe, the standard is 2.0 mW/g (2.0 W/kg) averaged over 10 g of
tissue [2].

The health requirements compete with the other classical specifications (bandwidth
and efficiency), rendering the design of a handset antenna an even more challenging task.
Ignoring the automatic power control of the handset, it could be said that an antenna
with a good front-to-back ratio would reduce the head exposure to EM radiation. How-
ever, the front-to-back ratio and efficiency are defined in terms of the far field, and this
makes it very difficult to relate the SAR distribution of an exposure to the structure of
the incident EM fields. Therefore it is critical to understand the near-field distribution
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and how it affects the SAR. In this section, the human effects on the antenna character-
istics are discussed along with the evaluations of SAR for several configurations. Much
research has been carried out in the development of computational techniques appropri-
ate for antenna–human interaction modeling. Also, measurement techniques have been
developed to validate the simulation results.

22.3.5.1 Effects on the Impedance Match The head absorbs certain amounts of
the EM radiation and therefore can be considered as a load of the antenna. The ground
plane can potentially act as an RF shield and maintain the impedance undisturbed. As
an example, a handset triple-band PIFA has been used to characterize the effects of the
antenna and head interactions. The antenna design has been described in Section 22.3.3.1.
A photo of the prototype is shown in Figure 22.28.

The measurement system consists of a liquid tissue phantom head and hand, and a
plastic holder to keep the PIFA in place against the side of the head. The head is a standard
head used for SAR measurements (see Section 22.3.5.5). The PIFA has been placed in
the standard “tilt” position, where the phone is tilted 15◦ away from the mouth. As
there is no standard hand available, and no standard position for the hand, an improvised
hand has been used. It consists of a rubber glove filled with the same liquid used in the
head. The hand has been used in a realistic position. The experimental setup is shown
in Figure 22.29.

Figure 22.28 Photo of the handset triple-band PIFA prototype.

Figure 22.29 The experimental setup. (From Ref. 52, with permission.)
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The input reflection coefficient of the PIFA has been measured in the following situ-
ations:

• In free space (freespace)
• In the plastic holder (holder)
• In the plastic holder near the head (holder + head)
• In the plastic holder near the head with the hand holding the handset away from

the PIFA (holder + head + hand)(away)
• In the plastic holder near the head with the hand holding the handset and partially

covering the PIFA (partial covering)
• In the plastic holder near the head with the hand holding the handset and completely

covering the PIFA (complete covering)

The corresponding experimental results are shown in Figures 22.30 and 22.31. For
each situation the label of the respective curve is shown in bold.
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Figure 22.30 Effect of the plastic holder, head, and hand on S11. (From Ref. 52, with permission.)
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Figure 22.31 Effect of the position of the hand on S11. (From Ref. 52, with permission.)
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As can be seen in Figure 22.30, the effects of the holder, the head, and the hand when
holding the handset away from the PIFA are practically negligible. Only the matching
in the lower bands (GSM1800 and UMTS) is affected. As the hand moves closer to the
PIFA (Figure 22.31), the mismatch and detuning increase, reaching a maximum when the
hand completely covers the PIFA. In a real handset, this proximity effect is less critical
because the antenna is closed in a plastic case [52].

For yet another scenario, the return losses of both the PIFA and the IFA in a PIFA–IFA
combination (see Section 22.3.3.2) are shown to demonstrate the head effect on the input
impedance in Figures 22.32 and 22.33. At the 800-MHz band, the PIFA is slightly detuned
and the bandwidth becomes narrower. At the 1900-MHz band and the GPS band, the
impedances are almost unaffected by the phantom head.

Other antennas, such as the whip antenna or the stubby antenna, show even less effects
because those antennas are external to the handset. Therefore the head will not block
the antenna as much as it does in the PIFA–IFA combination. As mentioned before, the
hand will also affect the impedance.

−18

−16

−14

−12

−10

−8

−6

−4

−2

0

700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100

Frequency (MHz)

R
et

u
rn

 L
o

ss
 (

d
B

) Free Space
against the head

Figure 22.32 Head effect on the impedance match of the PIFA in the PIFA–IFA combination.
(From Ref. 5, with permission.)
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(From Ref. 5, with permission.)



22.3 INTEGRATED HANDSET ANTENNAS AND HUMAN INTERACTIONS 1105

22.3.5.2 Head Effect on Radiation Patterns As shown in the previous section,
the user’s head does not significantly affect the input impedance of a handset antenna.
However, as shown in Figure 22.34, the radiation pattern is greatly affected by the head.
The back radiation (180◦) has been strongly reduced, especially at the 800-MHz band.
For the PIFA at 1900 MHz and the GPS IFA at 1575 MHz, the front radiation maintains
free-space levels.

Comparison of the radiation patterns of an active whip and a parasitic whip in the
presence of a head is shown in Figure 22.35. At 860 MHz, the parasitic whip shows the
same behavior as the active whip, while at 1930 MHz, the pattern of the active whip
still shows high back radiation toward the head. It can also be observed, by comparing
Figures 22.34a and 22.35a, that, in the presence of the head, the gain of the whip, at the

0
30

60

120

150

180
210

240

270

300

330

90
50−5−0

Free space
Against the head

270

0
30

60

90

120

150
180

210

240

50−5−0

300

330

Free space
Against the head

(a) (b)

50−5−0
270

0
30

60

90

120

150
180

210

240

300

330

Free space
Against the head

(c)

Figure 22.34 Head effect on the radiation patterns of the PIFA in a PIFA–IFA combination: (a)
radiation pattern of the PIFA at 830 MHz, (b) radiation pattern of the PIFA at 1930 MHz, and (c)
radiation pattern of the IFA at 1575 MHz. (From Ref. 5, with permission.)
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Figure 22.35 Head effect on the radiation patterns of whip antennas. Comparison of the active
whip and the parasitic whip: (a) at 860 MHz and (b) at 1930 MHz. (From Ref. 5, with permission.)

800-MHz band, is about 3 dB above the gain of the PIFA. This is the major reason why
the whip is still used as a handset antenna.

22.3.5.3 Head Effect on Antenna Efficiencies When the handset is held closely
to the head, some of the radiated power will be absorbed by the head. It was shown
that the efficiency of a PIFA could drop as much as 20–25% at the 800-MHz band,
and 15–20% at the 1900-MHz band. The efficiency of an IFA dropped about 15–30%
[10, 53].

Although the reduction of the antenna efficiency caused by the head cannot be avoided,
some methods can be applied to minimize that unwanted effect [53–56].

22.3.5.4 SAR Characterization Clearly based on Eq. (22.8), SAR is a point quan-
tity, and its value varies from one location to another. The accuracy and reliability of
a given SAR value would depend on three parameters (tissue density, conductivity, and
the electric field), but the most significant one of the three parameters is the induced
electric field. In the antenna design, the target is to reduce the electric field in the head.
The induced electric field is a complex function of frequency, handset size, the distance
between the handset and the head, polarization, and the biological variables such as the
tissue type. The typical ingredients of the head model are listed in Table 22.2 [53].

SAR can be obtained from detailed numerical computations [57]. Many different tools
have been developed to simulate SAR. Finite-difference time-domain (FDTD) methods
[58] are very suitable for SAR calculations because they allow antennas to be modeled
in their true operating environment [10]. Depending on the human head model and the
antenna model generated by the simulation tool, the calculated SAR values can be quite
accurate. When it comes to a real handset, it is still difficult to simulate all of the features.
So the numerical modeling of a handset for SAR can be costly, and it can take as long
as several weeks due to the large amount of computations. Consequently, accurate SAR
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TABLE 22.2 Typical Values of Tissue Parameters (Relative Permittivity εr , Effective Con-
ductivity σ , and Density ρ)

900 MHz 1800 MHz

Tissue εr σ (S/m) εr σ (S/m) ρ (kg/m3)

Cartilage 42.65 0.782 40.21 1.287 1100
Muscle 55.95 0.969 54.44 1.389 1050
Eye 55.27 1.167 53.57 1.602 1020
Brain 45.8 0.766 43.54 1.153 1040
Dry skin 41.4 0.867 38.87 1.184 1090
Skull (bone) 16.62 0.242 15.56 0.432 1645

Figure 22.36 Representative human and head models.

values are still very difficult to achieve without measurement. In order to perform these
simulations, representative human and head models (shown in Figure 22.36) are utilized.

22.3.5.5 SAR Measurement SAR distribution can be measured directly using
body/head phantoms, robot arms, and associated test equipment. The Dissymmetric
Assessment System (DASY) 4 robotic system as shown in Figure 22.37 is used to
measure the actual SAR. By using conventional SAR measurements, one single test
(one position and one frequency) takes about 15 minutes. To complete the head SAR
measurement of one dual-band handset, it will take roughly one week. Given the large
amount of reflection and scattering that a human body causes in the near field, it is
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Figure 22.37 DASY 4 SAR measurement system. The electric probe controlled by the robot can
reach into the fluid (head or body simulant) to measure the E-field inside the fluid. (From Ref. 5,
with permission.)

TABLE 22.3 Ingredients of the Test Fluid for the FCC Head SAR Measurement

800 MHz Band 1900 MHz Band

Ingredient Head (% by weight) Ingredient Head (% by weight)

Deionized water 51.07 Deionized water 54.88
HEC 0.23 Butyl diglycol 44.91
Sugar 47.31 Salt 0.21
Preservative 0.24
Salt 1.15

typically necessary to measure the RF power deposited inside the tissue rather than the
external incident EM fields. In the DASY (FCC compliant for conducting SAR tests),
the SAR phantom is filled with the simulated human tissue fluid. Ingredients and the
electric parameters of the fluid are listed in Tables 22.3 and 22.4. The robot-controlled
electric probe is programmed to measure the electric field in volts per meter (V/m) inside
the SAR fluid during the operation. The handset under test is required to be performed
at the maximum output power, which is intended to represent the worst-case scenario.

In the head SAR measurement, the handset is usually measured at two positions,
namely, the cheek position and the tilt position as shown in Figure 22.38. In the cheek
position, the handset is pressed against the head with both the ear and the cheek touching
the handset. In the tilt position the handset is rotated 15◦ from the cheek position. These
two positions represent the two most typical user positions. Since the head can have
an impact on the impedance of the antenna, the actual curve of the handset front cover
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TABLE 22.4 Electric Parameters of the Head Tissue Simulant

Head Tissue Simulant

Dielectric Parameters

f (MHz) Description εr σ (S/m) Temperature (◦C)

836.5 Recommended value 41.5 0.9 21
+5% Window 39.4–43.6 0.86–0.95 N/A

1880 Recommended value 40 1.4 21
+5% Window 38–42 1.33–1.47 N/A

TABLE 22.5 SAR Measurement Summary

GSM 1800 (1750 MHz) UMTS (1950 MHz)

1-g Average 10-g Average 1-g Average 10-g Average
SAR SAR SAR SAR

Antenna Position (W/kg) (W/kg) (W/kg) (W/kg)

U-slotted PIFA Cheek 0.715 0.463 0.584 0.366
U-slotted PIFA Tilt 0.381 0.257 0.339 0.214

can be carefully designed to give the optimum SAR performance. However, antenna
designers are usually not involved in the mechanical design of the handset. As a result,
some other methods have to be applied for SAR reduction.

The measurement uncertainties are defined in the IEEE P1528 specification. Over-
all uncertainties must be below 30% for a 95% confidence level. An uncertainty in
measurements of 30% may seem a little high, but it is small in decibels.

22.3.5.6 SAR Results for Representative Antennas The SAR measurement of
some representative antennas has been reported in Ref. 66. The antennas were held in
the standard “cheek” and “tilt” positions against the liquid tissue phantom head, filled
with an appropriate liquid tissue simulant. A special isotropic field probe on the end of
a robot arm was then used to measure the SAR within the volume of the head.

Figure 22.39 shows the SAR of the PIFA antenna being measured. The results are
presented in Figures 22.40 and 22.41 [66].

The PIFA antenna exhibited relatively low SAR due to its directional radiation pattern
and the shielding effect of its ground plane, as well as the larger distance between antenna
and head that was required to accommodate the coaxial feed.

The results of the SAR measurements are summarized in Table 22.5. This provides
information on the averages over 1 g and 10 g. It is the 10-g average that is used within
the ICNIRP guidelines for exposure to electromagnetic fields [3], with the limit being set
at 2 W/kg in the head and torso. All the measurements here fall well within this limit,
although it should be noted that for the worst-case uncertainty an upper bound of 1.4 W/kg
for the 10-g average is often used, and they all also meet this stricter requirement.

22.3.5.7 SAR and Efficiency versus Antenna Distance The preceding results
for radiation efficiency and peak SAR in the head have all been provided for a given
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(a)

(b)

Figure 22.38 SAR test positions. (a) In the “touching cheek” position, the phone is angled from
mouth to ear with the center of the phone’s speaker aligned to the ear reference point (left ear
(LE) or right ear (RE)). (b) In the “15◦ tilt” position, the phone remains on the mouth-to-ear angle
(as for the “touching cheek” position), but the microphone end is rotated away from the head
by 15◦.

separation between the head and the handset. However, it is interesting to examine the
effect of this distance on these parameters. Figure 22.42 presents the simulation results
for the antenna efficiency and peak SAR (1-W delivered power) in the anatomical head
model versus the distance, b, for the monopole and the back-mounted (internal) PIFA
configurations with the handset upright. As might be expected, the radiation efficiency
increases with distance, while the peak SAR decreases in a nearly exponential fashion.
Similar results were also simulated for spherical head with different radii. Results are
shown in Figure 22.43.

22.4 INTEGRATED ANTENNAS FOR LAPTOPS

Since the first portable personal computers were introduced back in the 1980s, their capa-
bilities have grown tremendously. Today’s laptops (also called notebook computers) are
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Figure 22.39 SAR measurement of U-slotted PIFA antenna.
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Figure 22.40 SAR from U-slotted PIFA at 1750 MHz.
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Figure 22.41 SAR from U-slotted PIFA at 1950 MHz.

Figure 22.42 Simulated antenna efficiency and peak SAR (1-W delivered power) in the anatom-
ical head model versus the distance b for the monopole and the back-mounted (internal) PIFA
configurations with the handset upright.
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Figure 22.43 Simulated antenna efficiency versus the distance to the spherical head model for
different head radii.

complex multifunctional devices offering high computational power, high storage capac-
ity, and sophisticated audiovisual interfaces. Moreover, to fulfill needs of the “Information
Society,” the laptop’s communication capabilities have steadily been expanding. Aiming
at the portability, wireless interfaces are widely used to connect with peripheral devices
[59] (wireless personal area networks, WPANs) and other computers [60] (wireless local
area networks, WLANs). The integration of cellular network radios into some modern
laptops gives users access to the Internet in areas not covered by WLANs. Ultimately,
in the not too distant future, introduction of digital video broadcasting (DVB) television
receivers built into portable computers is expected.

Laptop functionality expansion drives the evolution of integrated antennas. Moreover,
the required laptop miniaturization and aesthetics impose additional design constraints
for antenna engineers. Therefore a variety of new antennas dedicated to laptop computers
has been investigated [61, 62]. Those designs have to meet certain specifications, which
can be classified into system-related and integration-related requirements.

System-Related Laptop Antenna Design Requirements

• Sufficient Impedance Match. For laptop antennas operating in the transmit mode,
this guarantees the reflection of RF power from the antenna port stays on an accept-
ably low level, which affects the system efficiency and therefore the battery lifetime.
In the receive mode, good antenna impedance match improves the receiver sensi-
tivity.

• Multiband Operation. Due to the high scale of integration, a single antenna element
is often used to operate in more than one wireless system. It must provide a sufficient
impedance match over several frequency bands. Some typical examples include
dual-band 2.4 GHz/5.2 GHz [64, 79] and triple-band 2.4 GHz/5.2 GHz/5.7 GHz
WLAN antennas [72, 82].

• Omnidirectional Radiation Pattern. This is the most adequate type of radiation
pattern for laptop applications. It provides reliable wireless connectivity, indepen-
dently of the terminal orientation. As laptop computers are often used in a horizontal
position, the horizontal radiation pattern is most critical.

• Antenna Polarization. This is usually not a critical parameter for laptop applications,
since laptops are used primarily in indoor environments, where there is intensive
reflection and scattering [62].
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Integration-Related Laptop Antenna Design Requirements

• Miniaturization. Although it seems that miniaturization is of much less importance
than in the case of handsets, laptop antennas have to be integrated within very
densely packed electronic devices, where there is little room for additional func-
tions. The size, shape, and location of the antenna may be affected by other design
constraints such as mechanical and industrial design [62]. The integration may be
particularly challenging in new, very small ultraportable laptops and when multiple
antenna arrangements are considered.

• Aesthetics. This is an important factor for consumers; therefore the antenna should
not break the laptop sleek design lines. Generally, mechanically weak retractable
antennas are substituted by internal antennas, invisible to the user.

• Low Profile. To minimize radiation from very high speed electronics, today’s laptop
computers are equipped with conducting covers or metallic shields just inside the
plastic covers [62]. This condition, imposed by FCC emission requirements, signif-
icantly affects the antenna design. In particular, the metallic surroundings limit the
thickness of the available space for an antenna and shields its radiation.

The design of a laptop integrated antenna, which meets all the above requirements,
is a challenging task. The final antenna performance depends not only on the structure
of the radiating element, but also on the antenna location within the laptop (see Section
22.4.3). The initial integration of wireless sub-systems into laptops used PC cards inserted
into PC slots. This solution allows RF engineers to design an external component as a
whole, without interfering with the already existing laptop’s hardware. An inserted card
contains the controller, the RF front-end, and an integrated antenna. The retractable or
internal antenna is located in the extreme part of the card, protruding from the side of the
portable computer (see Figure 22.44). With the use of wireless cards, users can easily add
functionality to their laptops. Due to this convenience, external plug-in wireless interfaces
are still very popular; some recent models are even housed in very compact universal
service bus (USB) dongles (Figure 22.44). Antennas integrated in external interfaces,
denoted here as external integrated laptop antennas, are described in Section 22.4.1.

As wireless technology becomes prevalent and less expensive, manufacturers are mov-
ing away from PC cards in favor of integrated implementations [62]. This trend goes
with a general tendency of making portable computers more compact and sleek, as all
the external and protruding components are being eliminated in order to facilitate the

section of card inserted into PC

protruding part with integrated antennas

Figure 22.44 Wireless interfaces housed in PCMCIA card and USB dongle.
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Internal Antennas
- slot, inverted-F, and flat plate antennas
- monopole
- microstrip antenna

Integrated
Laptop Antennas

External Antennas
- sleeve dipole and monopole
- slot and inverted-F antennas
- patch antenna and PIFA
- chip antenna

Multiple Antennas 
Integration

- external antennas
- internal antennas

Antenna Location & 
Housing Effects

- external antennas
- internal antennas
- human interactions

Figure 22.45 Flowchart of topics presented in Section 22.4.

laptop’s use and reduce the risk of physical breakage. Integration of wireless commu-
nication devices into laptops requires a cooperation of antenna engineers with system
designers. This is evident as the integrated antenna is an internal part of the laptop and
has to fit inside a very limited volume, while the entire PC structure acts as a part of
the antenna and contributes to the radiation performance. Therefore the internal laptop
antenna location is a key issue and is discussed in Section 22.4.3.2. Typical built-in
radiator structures are described in Section 22.4.2.

Today’s and future laptop antenna systems are not limited to single element solutions.
Two antenna diversity schemes are already used in vendor built-in and on-card products.
In the near future, the achievement of multiple-input multiple-output (MIMO) techniques
will be applied in laptops. In that case, the design of multiple antenna systems will
be done under new constraints. The challenges and design methodologies of multiple
antenna arrangements for laptops are discussed in Section 22.4.4. The flowchart of the
topics presented in Section 22.4 is shown in Figure 22.45.

22.4.1 Overview of Laptop External Antennas

Antenna types integrated into laptop plug-in wireless interfaces are shown in Figure 22.46.
In this chapter, the integration of antennas into personal computer memory card inter-
national associate (PCMCIA) cards is considered, although those antenna types are also
used in smaller USB dongles.

22.4.1.1 Sleeve Dipole and Monopole Antenna The sleeve dipole (Figure
22.46a) has been used in the initial implementations of laptop wireless cards. It is a
modification of the dipole antenna, where a center feed has been substituted by an
end-feed method. The coaxial sleeve dipole cross section is shown in Figure 22.47a.

Its radiating structure is an asymmetric dipole made of conductors of different diam-
eters and slightly different lengths. The thinner conductor, typically the extension of the
coaxial feeding inner conductor, must have an appropriate length to achieve good antenna
matching in the band of operation. The large diameter conductor sleeve must provide
effective choking of the RF currents at its open end and at one-half of the radiating
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(a) (b)

(c) (d)

Figure 22.46 Integrated antennas into PCMCIA cards: (a) retractable sleeve dipole, (b) CPW-fed
printed IFA [69], (c) triple-band PIFA [72], and (d) CPW-fed chip antenna [77].

coaxial line inner conductor

metal sleeve

coaxial feed line

printed sleeve

dielectric substrate

(a) (b)

Figure 22.47 Sleeve dipole: (a) cross section of the coaxial version and (b) printed version.

dipole [19]. A sleeve dipole can be realized in a planar structure as a strip sleeve dipole
(Figure 22.47b). Multiband strip sleeve dipoles have been reported in Refs. 63 and 64.

The sleeve dipole provides a narrower bandwidth than a simple dipole but is more
robust for housing effects. However, during operation, its radiating segment has to be
placed as far as possible from other laptop components. Therefore it has to be protruded
from a card as a retractable or whip antenna (see Figure 22.46a). This antenna can also
be mounted on the top of the laptop screen [64]. A sleeve dipole alone provides an
omnidirectional radiation pattern adequate for mobile unit applications. The effects of
antenna housing on radiation performance are discussed in Section 22.4.3.1.

A monopole antenna structure can be printed on a circuit board. Printed meander
monopoles [20] integrated into a USB dongle [65] have been used as a laptop internal
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antenna [66]. For PCMCIA card applications, a branched monopole antenna (also called
F-shaped monopole antenna) [20] and a straight-F antenna [67] can also be applied.

22.4.1.2 Slot Antenna and Inverted-F Antenna (IFA) An IFA printed on a
PCMCIA board is shown in Figure 22.46b. Its structure is shown in Figure 22.48b.
The quarter-wavelength arm is parallel to the ground plane edge, which makes the IFA
easy to integrate within a limited space. Essentially it is half of the traditional λ/2 slot
antenna (Figure 22.48a) and their mechanisms of operation are analogous. By moving
the feeding stub from the shorting stub to the open slot end, the IFA input impedance
changes from very low to very high values. The feeding point is selected in order to
obtain an impedance match to the 50-� line. The slot height is calculated according
to the required antenna frequency band [68] and, for a 3.4% wide ISM 2.4-GHz band,
ranges between 5 and 6 millimeters.

The IFA antenna can be printed on the protruding part of the PCMCIA board [69] and
fed by a coplanar waveguide, as shown in Figure 22.46b. In multiple antenna arrange-
ments (Section 22.4.4), where the miniaturization is even more important, the IFA arm
can be bent or meandered [67]. The IFA element is also widely used as an internal
antenna, integrated along the laptop’s screen edge [62]. This application and future IFA
developments are described in Section 22.4.2.1.

The slot antenna can be considered as a loaded version of the IFA, where the load
is a quarter-wavelength stub. Since the quarter-wavelength stub itself is a narrowband
system, the slot antenna has narrow bandwidth [62]. Classical slot antennas, due to bigger
dimensions than IFAs, are implemented as laptop internal antennas [70]. In wireless
plug-in interfaces, tapered meander slot antennas can be used [71].

22.4.1.3 Patch Antenna and Planar Inverted-F Antenna (PIFA) A PIFA is
a modification of a half-wavelength long microstrip patch antenna. By using shorting
walls or shorting pins, the antenna element is miniaturized. In a classical single-band
PIFA, the patch element length is approximately a quarter wavelength. By cutting slots
in the radiating patch, the current resonant path can be modified, thus allowing additional
miniaturization. Moreover, a careful design of the patch shape and of the feed location
and the use of shorting pins can result in the coexistence of several resonant paths,
therefore producing a multiband operation. As an example of this, a triple-band, compact
PIFA [72] integrated into a PCMCIA card is shown in Figure 22.46c.

A PIFA used as a microstrip component inherently requires a ground plane under
the patch element. The antenna height above the ground plane determines the operation
bandwidth, and in order to fulfill the specifications, it cannot be lower than a certain
value. In the case of the triple-band PIFA example [72], the antenna height is 4 mm.

antenna ground 
plane

quarter-wavelength
arm

feeding stubshorting stubfeeding stub

half-wavelength slot

(a) (b)

Figure 22.48 (a) Slot antenna and (b) inverted-F antenna structures.
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Due to such a low profile structure, a PIFA is very robust against the effects of nearby
components or antennas [72]. Consequently, it can easily be integrated into the protruded
part of the PCMCIA card or inside the laptop case [73].

A simple microstrip patch antenna can be integrated into the backside of a laptop
screen (see Section 22.4.2.3), but it is rather too big to be integrated inside a PCMCIA
card. For those applications, double C-patch antennas have been proposed [74]. Recently,
E-shaped patch antennas [75] have been used successfully in the two-element, wideband,
and compact diversity arrangements for a PCMCIA platform [76].

22.4.1.4 Chip Antenna The chip antenna is a very compact surface mountable
device (Figure 22.46d). It is comprised of a high permittivity dielectric body (εr > 7) with
an embedded meandering metal line. In many practical implementations, low temperature
cofired ceramic (LTCC) technology is used, meaning that conducting strips are printed
on different ceramic layers and are connected by metal via posts forming a continuous
three-dimensional (3D) path. The path shape depends on the application and required
miniaturization and may take the form of a helix [20], meander [20], or spiral [77]. An
example of rectangular 3D spiral chip antenna structure is shown in Figure 22.49.

There are two major types of ceramic chip antennas. One has a ground plane printed
on the bottom of the ceramic base, and the other does not have a ground plane. The
first one, more versatile for practical applications, has a narrower impedance bandwidth
and lower radiation efficiency [20]. Therefore in the majority of today’s designs the chip
antenna is mounted on a circuit board portion without the underlying ground plane, as
shown in Figure 22.49. The distance between the antenna elements and the ground plane
affects the impedance bandwidth [78].

Thanks to the very small size and ability to be surface mounted, chip antennas are
used in laptop wireless interfaces in both external plug-in devices and built-in antennas
[78]. Due to the high permittivity of the ceramic substrates, the electromagnetic field is
concentrated in this low loss part of the radiator. Therefore a chip antenna can achieve
an acceptable radiation efficiency even when mounted on a high loss circuit board.

In this section, the most common antenna configurations used for laptop plug-in inter-
faces are described. In many practical applications the outlined structures are modified
according to particular design constraints. The characteristics of an antenna integrated

dielectric substrate

metallic ground plane printed on the back of substrate

high permittivity ceramic material

3D spiral

feeding line

Figure 22.49 A 2.4/5.2-GHz dual-band chip antenna integrated on a dielectric board. (From
Ref. 77.)
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into a laptop system, in the case of both a plug-in card and an internal antenna, depend
strongly on its location, distance to nearby components, and materials covering the device.
The housing effects and antenna location are discussed in Section 22.4.3.

22.4.2 Overview of Laptop Internal Antennas

The majority of today’s laptop computers are equipped with built-in wireless interfaces
and do not require external WLAN/PAN plug-in cards. The user can rarely notice where
the antenna element is located. Typically, the radiator is integrated within a thin space
between the laptop’s shielding layers and plastic case. The internal antenna size lim-
itations are different from PCMCIA cards and USB dongle and depend strongly on
location. Usually the most demanding design constraint is the built-in antenna thickness.
For antennas integrated inside the screen rim, today’s thin and large displays impose
severe restriction on the antenna height.

22.4.2.1 Slot Antenna, Inverted-F Antenna (IFA), and Flat Plate Antenna
The structures of a slot antenna and an IFA have been described in Section 22.4.1.2. The
IFA element is widely used as an internal antenna, integrated along the laptop screen
edge [61, 62, 68, 79, 80, 83]. For this application, it can be cut from a thin metal sheet
and fed by a miniaturized coaxial cable, as shown in Figure 22.50.

When mounted on a laptop screen edge, the IFA possesses good omnidirectional
properties, as required for a mobile terminal application, and it also provides a fairly
broad impedance bandwidth. Its properties, however, depend on the location as described
in Section 22.4.3.2. Numerous modifications have been made to the IFA, leading to
dual-band [79–81] and triple-band designs [82]. If the antenna height must be miniatur-
ized, slots may be inserted in the ground plane as discussed previously [83].

The single-band, flat plate antenna [84] has a similar configuration to the IFA. It can
also be cut from a thin metal sheet and fed by a miniaturized coaxial cable. The dual-band

Figure 22.50 A 2.4-GHz inverted-F antenna integrated into a laptop prototype. (From Ref. 61,
with permission © 2002 IEEE.)
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flat plate antenna arm may have a more convoluted shape. Two examples of integration
into a laptop screen rim have been described in Refs. 85 and 86.

The classical slot antenna occupies a larger volume than the IFA and usually possesses
a narrower bandwidth. However, a slot structure has been proposed for dual-band laptop
antennas integrated into a screen case [70].

22.4.2.2 Monopole Antenna A simple quarter-wavelength monopole is rarely used
as an internal laptop antenna due to its relatively large size. However, several modifi-
cations have been proposed in order to use monopoles in laptop built-in applications
[87]. A compact printed tab monopole, for instance, can achieve a broad 50% operation
bandwidth and can be integrated on a dielectric board by being protruded over a laptop
display panel as shown in Figure 22.51. For lower bandwidth requirements, it can be
substituted by a single-band meander monopole or a dual-band branched monopole [66].
If a very low resonant frequency with relatively high bandwidth is required, as when
used for digital television (DTV) reception, a U-shaped metal-plate monopole can be
utilized [88].

22.4.2.3 Microstrip Antenna As mentioned in the introduction to Section 22.4,
today’s laptop computers are equipped with conducting covers or metallic shields just
inside the plastic covers [62]. This condition, demanded by FCC emission requirements,
has a significant effect on the antenna design. In particular, the metallic surround limits
the thickness of the space available and shields the radiation of the antenna. Microstrip
antennas seem to overcome the mechanical design constraints described above. They
inherently need a ground plane and due to their conformal properties and low profile
structure can easily be integrated between the metal shielding layers and the plastic
cover.

A simple microstrip antenna can be integrated in the backside of a laptop screen
within a thin volume between the TFT display panel and the plastic case (shown in
Figures 22.52a and 22.53a). Unfortunately, when a simple patch antenna is mounted
over a relatively large ground plane (constituted by the display panel metallic frame), the
antenna predominantly radiates toward the back hemisphere of the display (front-to-back

(a) (b) (c)

Figure 22.51 Printed monopole antennas: (a) wideband tab monopole, (b) miniature meander
monopole, and (c) dual-band branched monopole. (Parts (b) and (c) from Ref. 66, with permission.)
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(a) (b) (c) (d)

display panel back side acting asantenna 
ground plane

microstrip patch element

Figure 22.52 Evolution of microstrip patch antennas for laptops: (a) simple half-wavelength
patch mounted on the laptop display backside, (b) L-bent protruded patch antenna (From Ref. 89),
(c) omnidirectional wrapped patch antenna (From Ref. 90), and (d) dual-band back-to-back
E-shaped antenna (From Ref. 91).

ratio above 15 dB). Its radiation pattern (Figure 22.55a) is far from omnidirectional, which
is not adequate for mobile applications. In order to balance forward and backward radi-
ation, the patch antenna can be protruded above the ground plane edge (Figure 22.52b).
Moreover, by adding a bent section its bandwidth can be expanded [89]. This solution
can reduce the front-to-back ratio to 2.7 dB. Further front-to-back ratio reduction, to
values as low as 0.5 dB, can be achieved with the wrapped patch configuration [90] pre-
sented in Figure 22.52c. In this case the patch element conformally embraces the ground
plane edge without needing the extended protrusion, allowing a more compact design. A
miniaturized dual-band antenna with fairly omnidirectional total gain radiation patterns
in both operating bands (Figure 22.55b,c) can be obtained when a wrapped rectangu-
lar patch is substituted by a back-to-back E-shaped patch [91]. This antenna structure
and prototype are shown in Figures 22.52d and 22.53b, respectively, and its measured
reflection coefficient in Figure 22.54.

For antenna integration inside the laptop keyboard, where size constraints are even
more pronounced, a PIFA element can be used [73]. However, this antenna location does
not provide an omnidirectional radiation pattern [62, 92], see Section 22.4.3.

22.4.3 Antenna Location and Housing Effects

In Sections 22.4.1 and 22.4.2, antenna elements used in laptop external and internal
wireless interfaces have been described. Their characteristics, namely, radiation pattern
and radiation efficiency, depend on the radiator location within the laptop [62, 92] and
on the antenna position with respect to the dielectric and metallic surrounding structures
[62, 93]. The overall built-in system performance is also affected by the distance between
the RF front-end and the antenna, as a 0.5-m section of miniaturized coaxial cable
operating at 5 GHz may introduce a 3-dB loss. Therefore the antenna location plays a
critical role in the laptop wireless interface performance and has to be designed with
special care. Additionally, for some antennas, the input matching may depend on the
antenna location; therefore the element should be tuned after integration within the laptop.
In this section, the characteristics of typical antenna locations for plug-in and built-in
interfaces are discussed. Representative locations are depicted in Figure 22.56.
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(a) (b)

simple patch element dual band back-to-back E-shaped patch

microstrip feeding network integrated 
on backside of display panel 

Figure 22.53 Microstrip antenna configurations integrated into a laptop prototype: (a) traditional
2.4-GHz rectangular patches and (b) quasi-omnidirectional dual-band 2.4/5.2-GHz back-to-back
E-shaped patches. (From Ref. 96).
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Figure 22.54 Measured reflection coefficient of a simple patch and a back-to-back E-shaped
patch integrated into a laptop prototype.

22.4.3.1 External Antennas In the external plug-in wireless interface design, the
choice of antenna location is very limited and does not allow laptop-independent per-
formance. Usually the antenna is integrated in the most distant location from the laptop
in order to reduce the effect of the laptop on the communication performance. The
mechanisms that affect the on-card antenna performance are discussed next.

Effect of Nearby Components The antenna performance is particularly affected by
the metal and lossy plastic laptop case. It is also dependent on the antenna separation
from the laptop body. An experimental study has shown that by extending the default
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Figure 22.55 Horizontal plane (total gain) radiation patterns of a simple patch and a back-to-back
E-shaped patch integrated into a laptop prototype ( simulation, -- - -- - measurement).
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1A, 1B – plug-in interface: sleeve 
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Figure 22.56 Common locations and corresponding applicable antenna types in a laptop (for
simplicity, and due to physical symmetry, only left-side locations are shown).

PCMCIA card protrusion by 6 mm, the antenna sensitivity may be improved by almost 6
dB, which corresponds to over 60% range expansion [62]. The radiation efficiency of an
antenna integrated inside the plug-in card also depends strongly on the dielectric losses
inside the printed circuit board and device plastic case.

Effects of Laptop Base and Lid Parts These components, which in the microwave
regime may be approximated by metal boxes [92], have dimensions of several wave-
lengths. On the one hand, they act as an expansion of the antenna ground plane, and
on the other hand, they reflect and shield the antenna radiation. As a consequence, the
far-field radiation pattern of an antenna integrated into a freestanding PCMCIA card
is different from the one obtained when the card is inserted into the PC slot. More-
over, the pattern will be dependent on the PC slot location (see positions 1A and 1B
in Figure 22.56). The variations in total gain radiation pattern when a retractable sleeve
dipole and an integrated IFA are mounted in a PCMCIA card are shown in Figures 22.57
and 22.58, respectively. In those examples, the laptop opening angle is ψ = 90◦.
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Figure 22.57 Sleeve dipole mounted on PCMCIA card: computed gain far-field radiation pattern
at 2.44 GHz.

The sleeve dipole antenna possesses an omnidirectional radiation pattern when
mounted vertically on a relatively small PCMCIA card (Figure 22.57, first row). When
attached to the PC, the far-field radiation pattern is clearly modified and the horizontal
plane differs significantly from omnidirectional. This is due to the laptop’s screen, as
its shielding effect is clearly visible for azimuth angles between 90◦ and 180◦. The
reflection from the screen contributes to an enhanced power radiation in the azimuth
range 0◦–90◦. As the distance between the antenna and the screen changes (PCMCIA
card is moved from location 1A to 1B), the interference pattern visible in this angular
range also changes. This phenomenon can be explained intuitively with the aid of a
virtual antenna array constituted by the sleeve dipole and its image representing the
reflection from the screen. When the antennas’ spacing increases (from below one-half
wavelength in 1A to over two wavelengths in 1B), several lobes appear in the radiation
pattern.
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However, the vertical radiation pattern, of less importance for laptop applications, is
also affected by the presence of the laptop structure.

The horizontal plane radiation pattern of an IFA element integrated into a freestanding
PCMCIA card is less omnidirectional than the one obtained for the sleeve dipole (compare
first rows of Figure 22.57 and 22.58).

The IFA element is, however, more robust to the influence of the laptop structure.
When the antenna is mounted in the plane of the keyboard base (below the screen), the
display panel shielding and reflection effects are not as pronounced as in the previous
example. Other antenna types integrated into the card circuit board, like chip antennas,
possess the same advantage. However, the effects of the laptop structure on the antenna
performance also depend on the antenna dominant polarization and have to be evaluated
separately for each antenna type.
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Figure 22.58 Printed IFA mounted on a PCMCIA card: computed gain at 2.44 GHz.
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External Environment Influence The common disadvantage of on-card mounted (loca-
tions 1A, 1B) and keyboard base-mounted (location 2) antennas is the external environ-
ment influence, such as a metal desk and/or the user, on the antenna performance [94].
A metal desk may significantly shift the tuning of the antenna and create unwanted
reflections that change the radiation pattern. The absorption of electromagnetic energy
by the laptop user’s hands and lap can have a dramatic effect on the antenna gain [62].
These effects are much less pronounced for antennas integrated inside the laptop screen
(locations 3, 4A–C), which preselect those as the most beneficial antenna locations [94].

22.4.3.2 Internal Antennas The designer of an internal laptop wireless subsystem
has a broader choice of antenna location than in the case of a PCMCIA card. Moreover,
as in the design stage, the entire laptop structure is already known and the housing effects
can be better predicted and taken into account. The possible antenna locations can be
evaluated independently of the antenna element type with the aid of the electromagnetic
visibility study (EVS) technique [92]. This method is based on illuminating the laptop
structure with a plane wave incident from a variable angle and monitoring the excited
surface current density at the points of interest. The best antenna locations are those where
the surface current density is the highest and the least dependent on the illuminating wave
incidence angle. The best results are obtained for location 4A (see Figure 22.56), next
in ranking are locations 4B, 4C, and 3 [92, 94]. Locations 1A, 1B, and 2 have low EVS
rankings.

The EVS results show that the locations on top of the display lead to an antenna
performance almost similar to free space [94]. Therefore, for those positions, the influence
of the laptop structure on the performance of an integrated antenna is minimized. It is
impossible, however, to completely eliminate laptop structure effects. The mechanisms
that affect the built-in antenna performance are discussed next.

Effects of Nearby Components These effects are critical for the overall antenna
system performance and have to be considered at the antenna design stage. The metal
laptop components near the antenna element play the role of a ground plane and affect
the achievable bandwidth. The plastic cover layers modify the effective permittivity in
the antenna neighborhood and therefore affect the antenna physical size. Moreover, the
dielectric losses in the plastic cover degrade the radiation efficiency; when the laptop
case consists of a very lossy material (e.g., carbon-fiber reinforced plastic—CFRP) it
may be necessary to design a special “RF window” for the antenna [70].

Effects of Laptop Base and Lid The display panel and its frame basically act as a
ground plane for antennas in locations 3 and 4A–C. For microstrip antennas integrated
on the screen backside (location 3), the display size and the antenna location, with respect
to its edges, determine the ratio between energy radiated in the back and in the front of
the screen. However, for antennas integrated on the screen rim (IFA, flat plate antenna,
modified monopole antenna, wrapped patch antenna) in locations 4A–C, the display size
does not directly affect the radiation pattern. For those elements, the effect of the laptop
base is much more pronounced.

The effect of the keyboard base on the antenna performance is demonstrated using
the dual-band 2.4/5.2-GHz back-to-back E-shaped patch antenna mounted in location 4A.
The reflection coefficients measured without the keyboard base and with the keyboard
base for different laptop opening angles ψ are shown in Figure 22.59.
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Figure 22.59 Keyboard effects on the measured input reflection coefficient of a top mounted
back-to-back E-shaped patch antenna.

It is clearly seen that the presence of the keyboard base does not affect the antenna
matching for normal operating angles, ψ (all solid curves overlap). This feature is very
useful for the antenna designer: in the antenna matching procedure, the laptop base does
not need to be modeled, which may drastically reduce the simulation complexity. When
the laptop lid is closed, the antenna element is closer to the keyboard base and the input
matching is slightly disturbed (dashed curve). This effect, however, may depend on the
antenna type.

The effects of the laptop base on the radiation pattern are shown in Figure 22.60. The
gain in the horizontal plane is not significantly affected by the keyboard, and the antenna
maintains the required quasi-omnidirectional characteristics. The impact of the laptop
keyboard base is clearly seen in the vertical plane radiation pattern. The reflection from
the keyboard surface contributes to the enhanced radiation in the elevation range 0◦ to
90◦. However, interference of direct and reflected waves in the keyboard results in strong
maxima and deep nulls, hypothetically causing dead zones. In the elevation range, −90◦to
0◦, the radiation is significantly reduced by the keyboard’s blocking effect. However,
there is still radiation originating from the waves diffracted from the keyboard’s base
edges. In the back screen hemisphere (90◦ to 270◦), the radiation pattern is not severely
affected by the keyboard. As a conclusion, it can be said that the keyboard changes the
top mounted antenna radiation pattern; however, the effect on the horizontal plane is
small.

Antenna Location Study According to the guidelines given above, the best integrated
antenna performance can be achieved when the radiator is mounted inside the laptop’s
screen rim. Even though the central top location (4A) is the most beneficial, other design
constraints may result in needing to use the other locations (e.g., 4B or 4C). In the
design of multiple antenna arrangements, for instance, each radiator has to be integrated
in distinct places. For each of the antenna locations described previously, the effects
based on the laptop structure may be different and may have to be analyzed individually.

In the following section, the influence of antenna location on the radiation pattern
of a 2.4-GHz IFA element and a 2.4/5.2-GHz back-to-back E-shaped patch antenna is
presented. The horizontal and vertical plane radiation patterns are shown in Figures 22.61,
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Figure 22.61 IFA integrated in the screen rim: computed gain at 2.44 GHz.

22.62 and 22.63. The first two rows of each figure correspond to antennas located on
the top screen rim, in positions 4A and 4B. As mentioned previously, the antennas in
these locations provide fairly omnidirectional radiation patterns. Moreover, the wrapped
patch antenna is less sensitive to changing from center to corner location. The vertical
plane radiation pattern is enhanced in the elevation range 0◦ to 90◦ (contribution of
waves reflected from the keyboard base) and decreased in the elevation range −90◦ to
0◦ (laptop base blockage effect). The effects of the keyboard base are stronger when
the antenna is located in the central position of the keyboard (position 4A) and weaker
for the corner location (position 4B). For the 5.25-GHz wrapped patch element located
in positions 4A and 4B, the effect of the keyboard structure is small because, in this
frequency, the antenna radiates predominantly in the horizontal plane above the laptop
base (Figure 22.63).
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Figure 22.62 Back-to-back E-shaped patch antenna integrated in the screen rim: gain at 2.44
GHz ( simulation, -- - - -- measurement).

However, when the antenna is located on the side screen edge (position 4C), the dom-
inant polarization changes by 90◦, which can be used in polarization diversity schemes.
If the keyboard structure was not present, the horizontal patterns for position 4C would
strictly resemble the vertical pattern for position 4A (and analogously for the other
planes). In the real scenario, the keyboard structure breaks the symmetry but the resem-
blance is still visible. As can be seen in Figure 22.63, the V-plane of position 4A is the
H-plane of position 4C distorted by the keyboard, and the V-plane of position 4C is the
distorted H-plane of position 4A.

The numerical results presented in this section have been obtained using 3 D full-wave
simulation software. The laptop keyboard base has been modeled as a simple 225× 260×
30 mm3 metal box. The screen has been substituted by a 1-mm thick metal plate. During
the measurement process, the antennas integrated over a brass metal plate have been
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Figure 22.63 Back-to-back E-shaped patch antenna integrated in the screen rim: gain at 5.25
GHz ( simulation, - - -- - - measurement).

attached to a real Toshiba Satellite 4200 Series keyboard base, as shown in Figure 22.53.
Radiation pattern measurements have been performed in the near-field spherical range at
the University of California, Los Angeles. The very good agreement obtained between
simulation and measurement results, confirms that the simplified keyboard model can be
applied successfully to the radiation pattern calculation.

22.4.3.3 Human Interactions The electromagnetic interaction between the wire-
less interface and the user in laptops is of less importance than in handset terminals. In
normal operation, the laptop’s integrated antenna can be separated by several wavelengths
from the user’s body. Additionally, the maximum power radiated by a WLAN antenna is
usually much lower than the maximum transmitted power by a cellular handset terminal.
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Although not as prevalent in laptop structures, there is some disparity among the
different antenna locations. The influence of the operator on the antenna performance
is stronger when the PCMCIA wireless interface is inserted in location 1B (see
Figure 22.56). The energy absorbed by the user’s hand may deteriorate the radiation
efficiency and for small separations even disturb the input matching [62, 95]. At 5 GHz,
it was found that the user blocking effect may lower the radiation up to 20 dB [95]. For
antennas located in the other positions, the effects are small.

The electromagnetic wave absorption by the operator depends on the antenna location
and operator position (typing or not-typing). For the antenna in location 1B, the highest
EM absorption in the typing and not-typing situations occurs in the hand and in the chest,
respectively. The hands over the keyboard base have a significant blocking effect on the
SAR of the head region. Thus, the peak SAR levels are low compared with the safety
guidelines [95].

22.4.4 Integration of Multiple Antennas

The global pursuit of wireless system reliability and a growing demand for high spectrum
efficiency have furthered recent achievements of diversity [96], smart antennas, and
multiple-input multiple-output (MIMO) techniques [9]. Therefore integrated multielement
antenna arrangements are highly beneficial in laptop applications and are expected to
become a standard in the near future. The optimization of those arrangements incorporates
aspects of antenna element design, integration, and multiantenna topology design. The
multiantenna design paradigm differs for diversity, smart-antenna, and MIMO concepts
[97]. This section deals with multiantenna arrangements for MIMO.

In the introduction to Section 22.4, the basic laptop internal antenna requirements have
been outlined. In the design of a multielement antenna for a laptop, each antenna element
should fulfill the requirements set forth, and, in particular, an omnidirectional radiation
pattern for each element is beneficial for MIMO applications [97]. The integration of
multiple antennas into limited spaces raises the additional problem of mutual interactions
between antennas. Mutual coupling may have a significant effect in the MIMO channel
capacity [98] and radiation efficiency [4]. In this section, examples of multielement
antennas integrated into a plug-in PCMCIA interface and inside the laptop screen rim
are presented. Topology effects on the antenna performance are also analyzed with special
consideration of MIMO related requirements.

Two- and four-element compact MIMO antennas that are to be integrated into a
PCMCIA card [72] are shown in Figure 22.64a,b. Each of the elements occupies a
volume 17× 9× 4 mm3 and has three resonant frequencies at 2.45, 5.25, and 5.8 GHz,
with bandwidths of 100, 200, and 150 MHz, respectively. The separation between the
radiator centers in the two-element configuration is 27 mm (<λ/4). The four-element
antenna is realized by adding two more elements on the opposite side of the ground
plane. A PIFA element is relatively unaffected by another nearby PIFA element. Even
with tight packaging, the antenna elements preserve a radiation pattern that is close to
omnidirectional (for freestanding card operation).

The first row of the scattering matrix for the two-element and four-element compact
PIFA arrangements are shown in Figure 22.65 (left column). In both cases, the input
reflection coefficient (S11) of the antenna elements is below −10 dB. However, due
to the small element spacing and the narrow bandwidth a final tuning may be neces-
sary after structure assembly. The mutual coupling in the two-element antenna is below
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−14 dB within the 2.4-GHz ISM band, which is a very good result for such small antenna
spacing. In the four-element antenna, the highest mutual coupling occurs between the top
and bottom elements (B1–B4 and B2–B3) and reaches −7 dB. The increase of mutual
coupling after adding two extra elements decreases the radiation efficiency, which can
be observed with TARC analysis. In the right column of Figure 22.65, the results of
TARC are shown; each curve corresponds to an excitation vector of unit magnitude and
random phase. The random selection of the excitation phases simulates MIMO signaling
and allows the estimation of array performance under system operation conditions.

It is apparent that the curves corresponding to different excitations are much more
spread out for the four-element arrangement. It shows that the radiation efficiency is more
dependent on the combinations of excitation signals for an antenna arrangement with high
mutual coupling. In the worst case, at the 2.45-GHz band, the TARC of the four-element
arrangement can reach −3 dB, which corresponds to a 50% radiation efficiency.

A similar analysis is conducted for the three configurations of four-element MIMO
arrangements that are to be integrated into a laptop screen rim. Dual band, back-to-back
E-shaped patch elements are used [91], as they provide fairly omnidirectional radiation
patterns in both operating bands. The three antenna arrangements—linear with spacing
82 mm (2λ/3 at 2.45 GHz), linear with spacing 41 mm (λ/3 at 2.45 GHz), and maximum
spacing with two elements on the side screen rims (spacing >1λ at 2.45 GHz)—are
shown in Figure 22.64c–e.

Selected elements of the scattering matrices and TARC are presented in Figure 22.66.
The mutual coupling between antenna elements grows as the physical separation is
decreased. The highest mutual coupling values occur within the 2.4-GHz ISM band for
arrangement D. For the same arrangement, the mutual coupling is usually lower at the
high frequency band, as the electrical separation between elements is larger with respect
to the wavelength. As expected, the lowest mutual coupling values in the 2.4-GHz ISM
band are obtained for the largest separation of elements (arrangement E). In this case,
however, one phenomenon should be noted: mutual coupling between elements E2 and
E3 is the highest in the high frequency band and approaches the value of mutual cou-
pling for smaller spacing (compare with array C and D). This effect comes from the high
surface currents excited along the edge of the ground plane at 5.25 GHz. It is worthwhile
to highlight this effect to stress that, even for large antenna spacing, the laptop structure
may cause unexpected interactions and to predict them correctly, all the antenna elements
integrated into the laptop’s real structure should be simulated.

TARC results for the screen integrated arrangements (right column of Figure 22.66)
clearly show that the arrangements with the smallest spacing (D) may have the lowest
efficiency. For this configuration, the TARC curves have the greatest spread, which
indicates that the overall efficiency is more excitation dependent and, in the worst-case
scenario, drops to 50% within the 2.4-GHz ISM band. For arrays C and E, the TARC
curves have little spread and do not go above −6 dB for both operating frequency bands.

22.5 INTEGRATED ANTENNAS FOR OTHER MOBILE DEVICES

In Sections 22.3 and 22.4, antenna designs for handset and laptop applications have
been addressed. Among all personal wireless communication devices available on the
market, the majority of units can be classified into those two categories. Nevertheless,
as the demand for wireless equipment grows and the price of miniature radio interfaces
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Figure 22.66 Scattering matrices and TARC of dual-band four-element arrangements integrated
into the laptop screen rim. Each of 20 TARC curves is calculated for antennas excited at the same
amplitude but with a random phase.

decreases, the number of different units undergoing an integration of wireless technology
is increasing.

Due to high functionality, small size, and relatively long battery life (as compared to
laptops), personal digital assistants (PDAs) are becoming very popular. Manufacturers
usually equip the units with Bluetooth and WLAN connectivity. Thanks to their large
screens, PDA terminals with integrated GPS receivers can work as portable navigation
systems. Even recently, the integration of cellular radios into PDAs has become popular,
leading to such designs as “smart phones” and “Blackberries®.”

The design procedures for PDA antennas and handset antennas are very similar
(Section 22.3), and the same antenna types can be used. As the PDA is usually a
very densely packed device, the antenna size constraints are also severe. Analogous to
handsets, integrated antennas for PDAs can be classified as external and internal. Typi-
cally, external radiators are stubby antennas, as shown in Figure 22.67. An internal PDA
antenna may have an IFA (Sections 22.3.2 and 22.4.1.2) or a microstrip/PIFA structure
(Sections 22.3.2, 22.3.3.1, and 22.4.1.3). The PDA case is often made of metal; therefore
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Integrated stubby antenna RF window 
on PDA backside

Figure 22.67 Integration of antennas into a PDA terminal.

the small “RF window” (Section 22.4.3.2) is usually placed in the PDA backside (see
Figure 22.67).

Users of PDA devices that are not equipped with built-in wireless interfaces may
use plug-in wireless cards inserted into a memory expansion slot (Figure 22.68). This
solution, analogous to the PCMCIA/USB dongle for laptop computers, usually houses
a miniature antenna in the part of the card that is protruding from the PDA. Due to
extremely limited volume (to minimize the risk of physical breakage), the protruding
part cannot be long, and very compact chip antennas (Section 22.4.1.4) and meander IFA
antennas (Section 22.4.1.2) are often used.

A Bluetooth interface is commonly used to control and communicate with hands-free
headsets. Those compact devices establish a short-range wireless connection with the cel-
lular phone/PDA, allowing the user to lead a voice conversation. Chip antennas (Section
22.4.1.4) are commonly used in hands-free headsets.

Protruding part with integrated antenna

Compact FlashCard

Section of card inserted into PDAterminal

Secure Digital Card

Figure 22.68 Wireless interfaces housed in miniature cards plugged into memory expansion slots
of portable devices.
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CHAPTER 23

Antennas for Mobile Communications

KYOHEI FUJIMOTO

23.1 INTRODUCTION

Remarkable progress in mobile communications systems has occurred in the last decade.
Mobile phone systems have evolved from analog systems, called first generation (1G)
systems, to digital systems, called second generation (2G) systems, and further to third
generation (3G) systems, which are capable of multimedia transmission. Now the 3G
systems are being advanced to fourth generation systems through 3.5G systems, which
stand between 3G and 4G systems, in order to transition to 4G systems smoothly from 3G
systems. In addition, various wireless mobile systems other than mobile phone systems
have been deployed and service areas with rather narrow territories, ranging from very
short distances to intermediate distances, whereas mobile phone systems provide nation-
wide services. These systems not only provide communication services but also perform
control, data transmission, identification, and sensing, either through their network or
with their own structure. Typical systems are UWB, RFID, Bluetooth, NFC (near-field
communication) systems, WLAN (wireless local area network), and mobile WiMAX
(worldwide interoperability for microwave access). Among them, some broadband sys-
tems feature capabilities of very high data-rate transmission, even while in motion at very
high speed. Another significant possibility with these newly developed wireless systems
is to achieve seamless communication links by connecting these systems to each other,
including to mobile phone systems. Various antenna systems for use in these systems
have been developed, and accordingly the technology has made progress along with the
development of these systems.

A current trend in antenna design for mobile communication systems is to meet the
requirements imposed for antennas used in 3G systems, advanced from 2G systems.
Another trend is in antenna design for mobile wireless systems other than mobile phone
systems.

The typical trend is personalization, which has been accelerated by the personal use
of mobile phone systems to access personal information and data easily. This trend
is observed in the use of wireless mobile systems. Antennas used for wireless mobile
systems, including mobile phones, must be small in size, compact, and light in weight,
and yet functional. In areas where 2G and 3G systems coexist, multiband antennas are
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required and, accordingly, small, compact, and lightweight multiband antennas have been
used in both mobile terminals and base stations. Increased use of multimedia services has
sped deployment of high speed, high data-rate transmission systems, for which advanced
antenna systems like adaptive arrays and multiple-input multiple-output (MIMO) arrays
have been developed.

Globalization has been promoted by use of mobile satellite systems; however, inter-
national roaming, made possible with some types of mobile phones, and connection of
mobile systems to IP networks have led to even more global networks.

It is now understood that an antenna for mobile systems should not be treated indepen-
dently as an isolated element, but instead should be designed by taking such parameters
into consideration as propagation, system requirements, and environmental conditions
[1], as Figure 23.1 illustrates.

The propagation problem should include parameters related not only to path loss,
but also to signal transmission rate and bandwidth, delay spread, and Doppler shift in a
Rayleigh fading environment. These parameters are particularly important in systems that
employ digital modulation schemes, particularly ones with high data-rate transmission
systems.

Antenna performance should meet the system specifications. In zone systems, radiation
patterns are designed to match the zone patterns to serve impartially for mobile stations
and, necessarily, to avoid interference through low sidelobes directed outside the zone,
where the same frequency is used. Antennas should also function to reject interference
and mitigate any bad effects of multipath fading.

Factors such as effective use of channels, type of information, and modulation scheme
are significant in designing antennas for both mobile and base stations. Consideration
of environmental conditions is also important in the design of antenna performance. In
some ways, proximity effects may degrade antenna performance (e.g., materials near an
antenna element may reduce antenna performance), but in other ways, they may enhance
antenna performance by acting as parasitic parts of the radiator. The propagation path can
be treated equivalently as a transmission circuit, and evaluation of its characteristics will
assist in obtaining an optimum communication link, by which the best signal transmission

Land
Maritime
Aeronautical
Satellite

Distance
Zone

Open-area
Semi-open
Closed

Multipath fading
Interference

Frequency
Gain
Efficiency
Bandwidth
Pattern

Intergraded
structure

Downsizing

Proximity effect
Body effect

(SAR) Indoor
Tunnel
Under path

Human interface

Array

Type

Frequency
Mod/Demod
Tx data rate
Tx bandwidth
Multichannel

access

Propagation

Antenna

Environment

System

Diversity
Adaptive array
MIMO

Figure 23.1 Antenna systems as an integral part of a mobile system.
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TABLE 23.1 Antenna System as a Part of Mobile System

Requirement Implication

Antenna as a system Not as an isolated receive/transmit terminal
Designed to accommodate propagation effects Diversity, rake reception, and introduction of

adaptive antenna arrays
Transmission of high data-rate signals Smart antennas, MIMO systems and SDMA
Compatible with environmental conditions Pattern characteristics to match zone

requirements and reduction of nearby
obstacle effects

Downsizing Small size, compact, light weight, built-in
structure

Integration of antenna with platform and nearby
materials

To include proximity effects in antenna design

Latest manufacturing technology Exploitation of new composite materials,
integrated electronic technology, and high
density compact circuit structure

User-friendly and reliable performance Minimum complexity in human interface; high
reliability of mechanical design

EMC constraints Reduction of EMI and SAR levels
Multimedia applications Enhancement of antenna performance;

wideband, multiband, MIMO system

is obtained. In mobile terminals, antennas should be designed so that SAR (specific
absorption rate) values are as small as possible next to human brain tissue.

Table 23.1 summarizes the influence of system requirements on antenna design [1]. It
must be stressed that the antenna should be considered as an integral part of the overall
system.

23.2 BRIEF HISTORICAL REVIEW

Variation of related subjects and the evolution of antenna systems with time are exhibited
in Table 23.2 in terms of frequency bands, systems, antenna types, propagation, and
devices.

The first mobile communication was initiated in 1885 with the wireless telegraph
between trains and stations, which was developed by Thomas Edison [2]. Trolley wires
were used as the antenna, which coupled electrostatically with a metal sheet installed
on the ceiling of the train, thus allowing the telegraph signal to be received. Edison
also experimented with communication on a vehicle in 1901 [3, p. 133] using a thick
cylindrical antenna placed on the roof of the vehicle. Practical mobile communication
services started with the wireless telegraph on ships in 1889, developed by Guglielmo
Marconi using long vertical wire antennas in various forms such as T, inverted-L, and
umbrella shapes. It is interesting to note that portable equipment appeared in 1910
[3, p. 134].

Both World Wars I and II raised the need for advanced antennas and promoted the
evolution of novel designs and technology [4]. Wire antennas were firmly established in
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the 1920s, while various advanced antenna designs and technologies still being used today
became commonplace in the 1950s. In the 1960s a new antenna era emerged, triggered
by revolutionary progress in semiconductors and integrated circuits, attributed initially
to the defense industry but subsequently carried forward into the commercial sector. The
demands of mobile communications inspired designers to create compact, lightweight,
low cost, easy-to-manufacture radiating structures, compatible with the newly conceived
integrated electronic packages. Creation of printed antenna technology, which lends itself
to multifunction antenna devices [5], is most noteworthy. Some of the salient factors that
have increasingly influenced antenna design in this era and continue to do so today are
noted in Table 23.3, which clearly emphasizes that communications, and particularly
mobile communication systems, are the most significant drivers of antenna technology
at present.

Mobile communication systems have made rapid progress since mobile phone
systems were introduced in 1979. The early analog systems (1G systems) conveyed
mostly voice but demonstrated the benefits of communications on the move. It then
became a good spur to advance other mobile systems, which dealt with both voice
and data in digital form. The 2G systems have subsequently advanced to 3G systems,
which have demonstrated transmission of images, both still and moving. Table 23.4 shows

TABLE 23.3 Salient Factors Related to Mobile Antenna Design

Factor Trends

Spectral congestion and utilization Improved performance; wide band, multiband,
interference rejection, multibeam, and use of
millimeter and submillimeter antennas

Explosive growth in mobile/personal
communication systems

New small compact higher performing
antennas for cellular and other mobile
wireless systems

Increase in high rate information and data
transmission

Wider bandwidth “smart” antennas and MIMO
systems

Growth in mobile SATCOMS Higher performance space-borne antennas
offering multifunction operation, small,
high-performance handset antennas

Link with IP and optical-fiber networks Small high-performance antennas for mobile
terminals

Intelligent traffic information, control, and
management systems

Specifically designed antennas for both
vehicles and roadside infrastructures

Development and application of new materials Redesign of existing and creation of new
functional, high-performance antennas, and
application of metamaterials

Impact of computer modeling for analysis,
design and measurement

Strengthens design methods to create higher
performing antennas; development of EM
simulation method to deal with small,
complicated antenna structure

Public awareness of electromagnetic radiation
and safety

Preference for lower transmitted powers
antennas, reduction of EMI and SAR

Increase in functional antennas Development of evaluation and simulation
method

Development of wearable communication Analysis and design of implant antennas
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this evolution of mobile systems through time. The 2G systems showed the advantages
of digital systems over analog systems with respect to increases in the available capacity
and services provided. Digital systems have opened the way for global standardization of
mobile communications. The typical European digital system, GSM (Global System for
Mobile Communications), which initiated the operation of digital mobile systems first in
the world, has paved the way for 3G systems, in which CDMA (code division multiple
access) technology has been applied and more increased capacity and enhanced services,
including a link to the Internet, have become available.

Now systems referred to as the IMT-2000 (International Mobile Telecommunication
Systems)/UMTS (Universal Mobile Telecommunication Services) have made progress
and are advancing toward 4G systems, which can deploy greatly enhanced services with
higher quality and greater capacity for transmission.

Some recent mobile wireless data systems have become competitors to mobile phone
systems in terms of high speed transmission with high mobility.

Antenna technology has made progress along with the advancement of these mobile
systems.

Mobile phone systems, which began with automobile telephone systems, have now
evolved into hand-held phone systems. Today automobiles with an installed mobile phone
can hardly be seen, whereas the number of hand-held phones far surpasses the number
of automobile phones.

There have been notable changes in antenna design for mobile phones in the recent
decade. The monopole was used in both automobiles and portable equipment for a long
time; however, use of planar antennas has prevailed in portable equipment as well as
the monopoles. In current hand-held phones, planar antennas, typically PIFAs (planar
inverted-F antennas), are employed. In some systems, particularly in GSM systems,
variations of PIFAs have been used as built-in antennas. Presently, the built-in antenna has
become a worldwide trend in mobile phones. Antennas in mobile terminals of 3G systems
are various types of small, multiband, modified PIFAs. Further advancement in antenna
systems is expected; for instance, we are likely to see mobile terminals with adaptive
arrays (antennas having the capability of adjusting adaptively to environmental conditions
so that variation of antenna performance due to environmental effects is minimized), as
well as antennas with more sophisticated functions, yet with smaller and more-compact
structures.

23.3 TRENDS

Typical trends in modern mobile systems are classified in five ways: personalization,
globalization, increase of multimedia services, progress to multidimensional network,
and software implementation. The trends are listed in Figure 23.2 [1], in which demands
and antenna structure in conjunction with trends are described.

23.3.1 Personalization

Downsizing hardware in both mobile stations and base stations seems to have acceler-
ated personalization. A typical example is observed in mobile phones. Mobile phones
can be used for getting information of various contents, including games, movies, TV
broadcasting, and music, which attracted many users and accelerated personalization for
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Trends Demands Antenna

Globalization

Personalization

Multimedia
services

Multidimensional
network

Software
 implementation

Intelligence

Function

Down-size

Base station
Mobile terminal

Small, compact and light
Weight antenna
Integrated antenna
Multi band antenna

Diversity antenna
Adaptive array
Phased array
Wide band
Multi band antenna
MW, MMW antenna
Integrated antenna
MIMO

Adaptive array
Active integrated antenna
Signal processing antenna
Software antenna

Interference
rejection
Pattern shaping
Wide band
Multi band
Multi beam
Adaptive control

Adaptive control
Multi mode
Multi beam
Multi function
Multifrequency

Figure 23.2 Typical trend of mobile communications and antennas.

mobile phone users. Mobile phones can access Internet facilities, so they can function as
e-mail, trading, and ticketing terminals and game stations. Some types of mobile phones
have a receiver of digital TV broadcasting installed. Hence mobile phones are no longer
considered to be mere “telephones” but are information terminals, which deal with mes-
sage exchange, transmitting/receiving moving images, entertainment, e-commerce, and
so forth.

In another aspect, downsizing of mobile terminals has also given impetus to the per-
sonalization of mobile systems, because the smaller handsets are more convenient to
carry and easier to operate. One of the biggest problems encountered is the realization of
smaller antennas for downsized handsets without degrading system performance. Down-
sizing of base stations (BSs) has also required antennas to be small in size and light in
weight as a consequence of the increase in the number of small base stations to serve
increasing numbers of subscribers, and the need for more efficient usage of channels.

Recent development of wireless systems that are used over very short ranges, such
as RFID (radiofrequency identification) and NFC (near-field communication) systems,
has further accelerated personalization. Antennas used for these applications are usually
small and compact, but not necessarily high gain.

In wireless broadband systems, various types of functional antennas like MIMO sys-
tems have been developed so that high speed and high data-rate transmissions are feasible.

23.3.2 Globalization

Globalization of mobile communications has included using satellites on low Earth orbit
(LEO) or medium Earth orbit (MEO) as well as geostationary Earth orbit (GEO). How-
ever, global communication services depend not only on satellite systems but also on
wired systems like IP-based networks (Internet Protocol networks), which have world-
wide linkage and connections to mobile networks. In addition, there are also wireless
systems in which mobile terminals can roam from one country to another country where
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the same network services are available. Typical systems are GSM and some types of
3G systems, which have deployed their network in many countries. Dual- or triple-band
antennas are mounted on mobile terminals for these systems.

23.3.3 Multimedia Services

Mobile systems are now capable of transmitting video images, both still and moving, as
well as voice and data. Since the transmission rate has gradually been increased from
the order of kilobits per second (kbps) to megabits per second (Mbps), various services,
including videophone, movies, and large-scale packet data transmission, have become
available. FOMA (the 3G system in Japan), for instance, which employs W-CDMA,
can carry a maximum of 384 kbps of data presently; however, it is being raised to a
maximum of 14.4 Mbps by introducing a HSDPA (high speed downlink packet access)
system. This type of service is referred to as a 3.5G system, which stands for a system
in transition from 3G to 4G. The data rate will be further raised to 100 Mbps, to provide
further sophisticated multimedia services. In future wireless systems, the speed of data
and information services is expected to be on the order of gigabytes per second (Gbps),
even in high speed motion. For these systems, smart antennas such as adaptive arrays
and MIMO (multiple-input multiple-output) systems will be applied.

23.3.4 Multidimensional Services and Network

There is a growing trend for certain systems to be integrated into other systems so
that multidimensional services can be made available. A typical example is a combined
communication system with broadcasting; TV broadcasting through a communication
satellite, for example. An even more notable example is reception of terrestrial digi-
tal TV broadcasting by a mobile phone terminal. This type of service is referred to
as “one-segment broadcasting,” because one segment of the 13 OFDM (orthogonal
frequency division multiplexing) segments is exclusively designed for broadcasting to
mobile terminals, even when they are moving. Another example is the FMC (fixed
mobile convergence) system, in which a mobile network is combined with a wired net-
work in a home or office environment. Mobile terminals can be used exactly like fixed
phones at home, while outside the home they function as a normal mobile phone. A
mobile phone connects itself to either a fixed network or a mobile network, depending
on the environment it finds, without conscious direction by the user.

In general, communication systems are now becoming integrated into multidimen-
sional networks that embrace multi-informational media, multitransmission media, and
multilayered networks. Information media are composed of both voice and nonvoice
systems, including digital voice, sound, still and moving images, and computer data.
Transmission media are both wire and wireless lines, including IP networks, radio, and
optical networks. Together, they will constitute a seamless network regardless of the
types of systems and communication ranges. Land, maritime, aeronautical, and satellite
systems may have integrated structures to constitute complex multilayered networks, thus
allowing global communications regardless of time and space. Wireless communication
systems in ITSs (intelligent transportation systems) are now combined with wired sys-
tems using IP networks, which will expand the capabilities of information transmission
and data exchange among transportation systems and roadside infrastructure.
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Ubiquitous environments will be realized by means of wireless mobile systems, espe-
cially small mobile terminals, to which IPv6 (Internet Protocol version 6) networking
will be employed.

The demand for more intelligent antennas that are integrated with adaptive control and
software will continue unabated. Applications of higher frequencies such as in microwave,
millimeter-wave, and even terahertz-wave regions, will be explored further to develop
novel antenna systems.

23.3.5 Software Implementation

Implementation of software to interact with antenna systems will be increased in order
to enhance antenna performance as well as system performance. An example is a mobile
terminal containing software that enables the mobile terminal operating in one system
to be switched to operate in another system, when a user desires to use a different
system in a different environment. An operator who is using a GSM terminal can switch
the terminal to receive the W-CDMA services when the operator enters a W-CDMA
zone. A mobile system can correspond to several systems by means of software control,
which reconfigures system structure as needed; for instance, a receiver can receive FM
broadcasting or TV broadcasting, and can operate as a mobile phone terminal or an ITS
terminal, without a change in hardware, by using software switching. Antennas in these
systems are required to be wideband or multiband. Adaptive control would be desired
for some cases where the system complexity increases. For some specific applications,
antennas should have a reconfigurable structure, which is adaptively controlled by the
software installed for that purpose.

23.4 TYPICAL ANTENNA ELEMENTS

Various antenna elements have been used for mobile communications. There is no single
specific type of antenna element, but the designs differ depending on the practical mobile
systems. Figure 23.3 illustrates the most typical antenna elements: typical elements having
linear structure are the (a) dipole, (b) monopole, (c) loop, (d) inverted-L, (e) inverted-F,
(f) normal mode helix, and (g) meander line; planar structures are the (h) microstrip
antenna (MSA), (i) planar inverted-F antenna (PIFA), (j) parallel plate antenna, and (k)
slot antenna; a bulk-structure antenna is depicted in (l), which is a small ceramic chip
antenna.

In a bulk structure, a thin metallic element is either printed on or encapsulated in
the high permeability ceramic material. The printed patterns, for example, are a type of
normal mode helix, inverted-L, inverted-F, or other unspecified antenna type. Antennas
made of material that is a synthetic resin combined with ceramic material have features
of flexibility in manufacturing, and an antenna can easily conform to the place where the
antenna must be mounted, even in narrow and uneven places. Typically, the material is
less hard than ceramic and can be formed to fit many structures.

23.5 ANTENNAS FOR BASE STATIONS

The basic design concept of 2G base station antennas does not essentially change for
3G systems. However, 3G systems use different modulation schemes, by which the
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(a)

(b)

(c)

ground plane
(d) (e)

(f)

(g)
(h)
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1.6
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 +

Figure 23.3 Typical antenna elements: (a) dipole, (b) monopole, (c), loop, (d) inverted-L antenna
(ILA), (e) inverted-F antenna (IFA), (f) normal mode helical antenna (NMHA), (g) meander line
antenna (MLA), (h) microstrip antenna (MSA),(i) planar inverted-F antenna (PIFA), (j) parallel
plate, (k) slot, and (l) chip antenna.

transmission performance differs from that of 2G systems; thus there should be some
differences in the antenna design.

Figure 23.4 indicates general items that should be taken into consideration when a
base station antenna is designed. Figure 23.5 provides design issues in conjunction with
requirements and antenna technologies. A major subject that affects antenna design in
3G systems is the pattern synthesis, which concerns beam shaping, multiband operation,
downsizing, and sophistication of antenna systems.

Beam shaping includes beam tilting and low sidelobe beams in the vertical plane,
along with uniform coverage patterns, sector beams, and multibeams in the horizontal
plane.
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Figure 23.4 Key items in designing a base station antenna.
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Figure 23.5 Base station antenna design issues, requirements, and antenna technology.

Multiband antennas are required for systems that provide services on both 2G and 3G
systems.

Downsizing has become a serious concern in constructing base stations, since with
the remarkable increase in the number of subscribers, cell sizes have become smaller to
increase channel capacity, and accordingly the number of base stations has increased.
Thus base stations often must be installed in limited spaces and places where heavy weight
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Figure 23.6 Design steps of base station antennas.

is not allowed. As a result, base-station antennas are often required to be downsized by
substituting smaller, more compact, and lighter-weight structures. In order to reduce
the number of antennas, because of the installation in confined spaces, multiband and
multibeam antennas are being developed.

Figure 23.6 depicts the design steps of basestation antennas. Performance and cost
sometimes are considered first, while determination of the electrical and mechanical
parameters is taken in the second step [1].

There also have been urgent requirements for increasing coverage areas in 3G systems,
so that service areas can include closed areas like rooms in buildings, underpasses, inside
tunnels, subway stations, and so forth. In order to service such areas, small relay stations
have been developed, and again, small, compact, and lightweight antennas have been
used for these stations. Antennas used for these systems have planar structure.

In areas where 2G and 3G systems coexist, the number of antenna elements may be
increased to serve three bands, for example, 0.8, 1.5, and 2 GHz, depending on national
standards. However, since space to install antennas often is limited to narrow areas,
the total number of antennas should be reduced. To meet this requirement, multiband
antennas that are small in size have been developed. Multibeam antennas have also been
developed for covering sector zone areas.

Now that the mobile phone system is evolving toward 4G systems, and other wireless
mobile systems are also seeing rapid growth, feasibility studies for smart antenna systems
such as MIMO and adaptive arrays are being done and an operational test is being
performed in the Tokyo metropolitan area.

23.5.1 Propagation Problems

Propagation problems differ depending on environmental conditions. Propagation in
mobile communications occurs within a diffraction region and differs from that in free
space. Path loss in free-space propagation is simply proportional to the square of the
distance, while that in mobile communications generally depends on the operating fre-
quency, antenna height, and particular environmental conditions around the antenna as
well as the propagation path.
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Mobile propagation environments are very complicated but are roughly categorized
into four kinds [6].

1. Open Area: There are few obstacles such as high trees or buildings in the propa-
gation path. It can be said roughly that free spaces of about 300–400 m in length
lie between the base and mobile stations. The propagation path is always on the
line of sight (LoS).

2. Suburban Area: There are some obstacles around the mobile stations, but they
are not dense. Roughly speaking, it is an area of trees and low houses.

3. Urban Area: There are many buildings or other high structures, and hence it is
an area with high, close buildings, or a densely mixed area of buildings and high
trees. No line of sight (NLoS) may exist in a typical propagation path.

4. Closed Area: Propagation is confined in limited areas like in buildings, tunnels,
subway stations, and underpasses.

23.5.2 Propagation-Path Loss Characteristics

Path loss in the mobile propagation environment depends on the environmental conditions
between base station and mobile station. In free space, it is proportional to d−2 (d is
the distance between the base station and mobile station), whereas in mobile systems
it should be d−α , where α varies from 3.5 to 7, depending on the propagation path.
The path loss characteristics are major factors in designing a communication link, and
antennas should be designed to meet the requirement associated with the link budget.

23.5.3 Base Station Antenna Techniques

23.5.3.1 Requirements for Base Station Antenna Systems Figure 23.7 illus-
trates typical technology necessary for designing base station antennas. In order for the
base station to communicate with the mobile stations located in the service area, base
station antennas must radiate uniformly inside the area. Moreover, antenna gain should
be as high as possible. Since the pattern of the service area is specified, antenna gain

Antenna
Low sidelobe

D/U increase

Sidelobe of a uniformly
excited array antenna

Beam
tilting

Service zone

High level

Interference
Zone

f2 f1

f1

f3

Figure 23.7 Effect of side reduction for frequency reuse.
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cannot be increased by narrowing the beamwidth in the horizontal plane. Therefore it
is customary that the antenna beam is narrowed in the vertical plane to increase gain;
a vertical array of linear antennas is used for this purpose. Antennas with a gain in the
range of 10–20 dBd are normally used for base station antennas in cellular systems.

Since a base station communicates with many mobile stations simultaneously, multiple
channels must be handled. This requires wide-frequency characteristics and a function
for branching and/or combining the channels. Hence base stations in the cellular system
use one antenna for both transmitting and receiving. The required bandwidth of the
antenna, for example, in the 800-MHz band Japanese PDC system, is more than 7% for
the specified voltage standing wave ratio (VSWR) of less than 1.5. In addition, antennas
should be designed for use with several systems (e.g., analog and digital systems). With
that requirement, the antenna for the PDC in the 800-MHz band then needs frequency
coverage between 810 and 960 MHz, a 17% relative bandwidth. Furthermore, since 3G
systems have started services in areas where 2G systems remain in service, antennas for
both 2G and 3G systems should be designed.

In 2G systems, the frequency-reuse concept is adopted in order to improve the channel
capacity, and beam tilting is employed in base station antennas in order to avoid the
co-channel interference between cells where the same frequency is used. In 3G systems,
since the modulation scheme is CDMA, every cell uses the same frequency, and the
beam-tilting concept is still applied to base station antennas. Interference suppression is
still needed so as to increase the channel capacity. Shaped beam technology is still a
major design subject.

Another important issue, which needs specific consideration in mobile communi-
cations, is to mitigate multipath fading, which deteriorates the signal quality in the
narrowband modulation schemes. One way to overcome this problem is to apply diversity
antenna systems.

Various antenna technologies for base stations other than diversity systems have been
developed to enhance system performance. The adaptive array is one of them. Major
subjects in the process of adaptive array development are communication frame format for
beam forming, beam forming algorithm, array calibration, and simplification of hardware.
The world’s first application of adaptive arrays for mobile systems was to the PHS base
station antennas in Japan in 1998. The PHS system is a likely system to apply adaptive
arrays, because PHS employs a TDD (time division duplex) system and allows slow
movement of mobile terminals. Thus the estimation of the propagation channel property
for the downlink can be used for the uplink, which makes feasible the application of
adaptive arrays to mobile systems. The iBurst system evolved from the PHS system, and
it adopted adaptive arrays for the purpose of interference rejection and SDMA since 2004.

23.5.3.2 Types of Antenna Base station antenna configurations depend on the size
and shape of the service area, the number of cells, and the number of channels. For
limited service areas within a restricted angle in the horizontal plane, a corner reflector
antenna is often used. When the service area is wide, as in a macrozone system, a linear
array antenna, which has high directivity in the vertical plane, is used.

In the early stage of cellular system development, the base station antenna was mainly
designed to achieve higher gain, and uniformly excited array antennas were usually used.
However, the design concept of the base station antenna has been shifted from attainment
of high gain to a greater ratio of desired-to-undesired signal strength (D/U), as cells have
been divided into smaller subcells in order to increase the effectiveness of frequency
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reuse. Main-beam tilting, either mechanically or electrically, has been adopted throughout
the world and co-channel interference can be reduced by about 10 dB. The beam tilting
was recognized to be essential for enhancing frequency reuse. Suppression of sidelobes
adjacent to the main beam, achieved by synthesizing array antenna patterns appropriately,
was also effective in decreasing the distance between cells.

As for diversity antennas, space diversity, in which two antennas are used with sepa-
ration of 5–10 wavelengths, has commonly been used. Other diversity schemes, such as
pattern diversity [7] and polarization diversity [7], have also been applied to base station
antennas in commercial systems.

Polarization diversity has gained a new understanding: better performance compared
to space diversity has been recognized in urban areas, particularly in dense areas like
central Tokyo [8]. This is attributed to an increase in cross-polarization components
in mobile phone propagation with the increase in mobile phone users. When a mobile
phone is held in a normal talk position, the unit is slanted and produces both vertical and
horizontal polarization components. Consequently, polarization diversity performs better
than space diversity. Polarization diversity has been employed in CDMA-One systems
and presently in IMT-2000 systems.

Figure 23.8 categorizes base station antennas from the viewpoints of types, functions,
and antenna structures.

23.5.3.3 Design of Shaped-Beam Antennas

Shaped-Beam Antenna A base station antenna in a cellular system is required to
illuminate the cell uniformly at as high a level as possible and radiate energy at as low a
level as possible outside the cell, where the same frequency is reused. Beam shaping is
required for forming (1) a sector beam in the horizontal plane and (2) a cosecant beam
in the vertical plane. In the vertical plane, a tilted beam is also necessary in order to
reduce interference.
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Figure 23.8 Classification of base station antennas.
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In 2G mobile phone systems, a frequency reuse system is adopted in order to increase
effectiveness of channel capacity. The zone system is designed by taking parameters such
as D/R and C/I into consideration, where D/R stands for ratio of distance D between
the centers of adjacent cells and cell radius R, and C/I stands for ratio of carrier level
C and interference level I (Figure 23.9) at the edge of the cell and the worst value is
given by including (C/I ) ANT; power ratio on an antenna pattern at the desired wave
direction and the interference wave direction, as follows [1]:

C/I = − α · log{R/(D − R)} + (C/I)ANT (23.1)

where α denotes the propagation loss factor. Figure 23.10 expresses relations between
D/R and C/I , and Figure 23.11 illustrates a typical radiation pattern of a base station
antenna in the vertical plane and radiation levels at the edge of the cell and toward the
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Figure 23.9 Cell configuration in cellular system.
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Figure 23.11 Typical radiation pattern of base station in the vertical plane.

interference direction. If the two directions are separated enough compared to 50% of
the main beamwidth of the antenna, interference points exist in the sidelobe region of
the radiation pattern, and the sidelobe level must be decreased to increase (C/I)ANT.

On the other hand, in W-CDMA systems the frequency reuse scheme is not employed,
as the same frequencies are used in all cells. Hence allocation of base stations, and thus
zone configuration, does not need to follow design concepts taken in 2G systems, but
may depend on traffic distributions in the service area.

In order to further increase the effectiveness of frequency utilization, a system in
which a cell is divided into sectors has been adopted in mobile phone systems. By using
the sector zone system, the number of cells is increased effectively without an increase
in the number of base stations. However, in the frequency reuse system, the effectiveness
of frequency utilization cannot really be improved in proportion to the number of sectors,
because it depends on the amount of frequency reuse, not on the number of sectors. On
the contrary, in W-CDMA, the effectiveness increases as the number of sectors increases.
In addition, with an increase in the number of sectors, beamwidths become narrower and
hence antenna gain can be made higher.

Shaped Beam in the Horizontal Plane By sectoring a zone, the average number of
mobile terminals in a sector will decrease and accordingly interference will be reduced.
This will result in increasing channel capacity of the system.

Figure 23.12 shows the increase in channel capacity with the number of sectors [9].
Here the antenna pattern is expressed by

f (θ) = (cos θ/2)m (23.2)

where
m = −3/[10 log(cos θb/4)], θb = beamwidth (23.3)



23.5 ANTENNAS FOR BASE STATIONS 1161

6

5

4

3

2

1

R
el

at
iv

e 
C

ap
ac

ity

Omni 3 Sector 6 Sector

2.4

Ideal Sector

4.7

f (q) = (cos q

2
m

m = −3 /10log) ( cos BW
4

when BW : Beamwidth

)

(F/B = 15 dB)

Figure 23.12 Channel capacity versus number of sectors.

1.2

1.0

0.8

0.6

R
el

at
iv

e 
C

ap
ac

ity

R
el

at
iv

e 
C

ap
ac

ity

0.4

0.2

0

1.2

1.0

0.8

0.6

0.4

0.2

0
0 50 100 150 0 50 100 150

Beamwidth (degrees) Beamwidth (degrees)

DownlinkUplink
3 Sector radio zone
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Variations of channel capacity with respect the beamwidth θb, calculated for cases
where three- or six-sector zones are considered, are shown in Figures 23.13 and 23.14,
respectively. In these figures, relative capacity in both uplink and downlink is shown
[10]. Typical antennas having a sector beam are one with a corner reflector and a
two-dimensional parabolic reflector antenna fed by two primary radiators [11].

The corner reflector antenna has an advantage in that the beamwidth can be adjusted
by changing the aperture angle of the reflector. Figure 23.15 shows the fundamental
configuration of the corner reflector antenna. The antenna element may be a vertically
arrayed antenna. With vertically arrayed antennas, the corner reflector can achieve high
directivity by narrowing the main beam in the vertical plane and can radiate a shaped
radiation beam by controlling the excitation coefficient.

Figure 23.16 shows the relationship between the aperture angle of the corner reflector
and a half-power beamwidth in the horizontal plane, as well as the relationship between
the aperture angle and the directivity when the primary radiator is a half-wavelength
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Figure 23.17 Beamwidth versus width of reflector plate: (A) with single dipole; (B) with two
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dipole. Sector beams with beamwidth from 60◦ to 180◦ can be obtained by setting the
aperture angle from 60◦ to 270◦ [12].

When a flat plate is used as the reflector, the beamwidth becomes narrower as the
reflector width becomes wider, as shown in Figure 23.17, in which the beamwidth is
shown nearly constant for the reflector width greater than one wavelength. In the figure,
A shows a case where a single dipole antenna is used and the beamwidth is about 120◦

with the reflector width of one wavelength (λ), while B shows when two dipole antennas
with separation of 0.25λ are used and the beamwidth is about 60◦ with one wavelength
reflector width. C depicts a case where a semicylinder is used as the reflector, by which
the reflector can be made smaller as compared with a flat plate in order to achieve 120◦

beamwidth. For a 60◦ beamwidth, the cylinder diameter is 0.8λ, which is nearly the same
as that of a flat reflector.

If a sector beam of more than 120◦ is desired, a corner reflector with an aperture angle
of more than 180◦ is needed.

Shaped Beams in the Vertical Plane When a limited horizontal area is to be illumi-
nated with equal received signal level from an antenna fixed at a certain height, as shown
in Figure 23.18, an antenna with a cosecant-squared shaped-beam pattern in the vertical
plane is used [1]. If the path loss is greater than that in free space (the path loss factor
α ∝ r2, the square of the propagation distance), as in the case of mobile communication
systems, the pth power order of a cosecant shaped-beam power pattern is necessary to
achieve equal received signal level at all points in the area. However, in cellular systems,
the significance of a shaped beam is recognized in suppression of the radiation toward
the cell, where the same frequency is reused, rather than in uniform illumination of the
self-zone. If frequencies are reused as in 2G systems, and the cells are closely spaced, a
part of the main beam illuminates the reuse cell. Therefore it may be effective to tilt the
main beam down to suppress interference, even if the received signal level within the
self-zone weakens. By reducing the main beamwidth while maintaining the length of the
antenna, it is possible to increase (C/I)ANT. This concept can be applied to antennas in
3G systems.
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Figure 23.18 Shaped beam in horizontal plane.

The principal idea of the beam tilt-down technique is to tilt the main beam in order
to suppress the level toward the reuse cell and to increase(C/I)ANT in 2G systems. In
this case, the carrier level also decreases in the zone edge. However, the interference
level decreases more than the carrier level, so the total (C/I)ANT increases. This is
an advantage from the viewpoint of system design, and this technique is used in most
cellular systems, including 3G systems, throughout the world.

In W-CDMA in Japan, array antennas are used, which consist of seven subarrays,
each of which has four elements as shown in Figure 23.19. Four phase shifters are used
to adjust phases in the array feed. The feed is composed of three parts; upper three,
center, and lower three, as Figure 23.20 shows. The phase shifter consists of a triplate
transmission line with meander line pattern and a movable dielectric sheet, which is
placed over the triplate line to sandwich it, as Figure 23.21 shows. By moving and
thus varying the area covering a part of the triplate line, phase velocity of the triplate
line is varied and the phase of the array feeds can be controlled to obtain the designed
pattern [13].

Shaped Beam with Locally Suppressed Sidelobe Level In order to reduce inter-
ference, sidelobe levels should be suppressed in some limited angles. Since the sidelobe
suppression is performed in directions close to the main beam and the sidelobe level is
closely related to the main beamwidth, it must be carried out very carefully. As shown
in Figure 23.22, a main beam 30% narrower than that of a uniformly excited array was
obtained by suppressing only several sidelobes near the main beam and setting the other
sidelobes at a comparatively high level [14]. An antenna with this radiation pattern can
increase the level at the zone edge by approximately 1.5 dB if the interference level is
kept constant. This is a great advantage in the system design.
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23.5.3.4 Wideband and Multiband Antennas In PDC systems in Japan, base
stations employ wideband antennas, which operate for both transmitting and receiving
bands, covering 800- and 900-MHz bands.

With the introduction of 3G systems, there are some areas where both 2G and 3G sys-
tems operate simultaneously and antennas for both systems are required. This requirement
results in increased numbers of antennas; however, as the space to install base stations
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is limited in confined areas, a decrease in the number of antennas is desired. Thus multi-
band antennas have been developed: two bands that cover 0.8- and 1.5-GHz bands in
2G systems, and three bands that cover 0.8-, 1.5-and 2-GHz bands in both 2G and 3G
systems.

23.5.3.5 Downsizing of Base Stations and Antennas With the increasing num-
ber of subscribers, cell size is being made smaller and the number of base stations is
increased. As a result, installation of base stations has been limited to some narrow areas
and downsizing of base stations has been required. In accordance with this downsizing of
base stations, antennas should also be downsized; antennas are designed to have smaller
dimensions and the number of antennas is also reduced. Use of planar elements has
prevailed in base stations as well as in mobile terminals. Use of multiband antennas is
another promising way of downsizing.
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23.5.3.6 Enhancement of Antenna Performance In order to mitigate Rayleigh
fading effects, diversity and adaptive arrays have been used. The three major types of
diversity schemes are space diversity, pattern diversity, and polarization diversity. The
most popular system, space diversity, has been used in both base station and mobile
terminals. The pattern diversity has been applied to create an omnidirectional pattern by
using two 180◦ sector antennas. A pattern synthesized with locally suppressed sidelobe
levels was first studied in the field of sector beam antennas. Polarization diversity has
been employed in urban areas like Tokyo metropolitan areas, where both vertical and
horizontal polarization components exist almost equally due to multipath propagation
and use of mobile phone terminals. Mobile phones produce both polarizations because in
the talk position, the mobile phone unit is slanted about 60◦ on average and the current
flows on the unit, which align mainly in parallel with the unit, contribute to create both
polarizations.

Another important antenna system is the adaptive array, which offers functions of
multibeam forming, beam switching, beam steering, and null steering. The advantages
of application of these functions have been verified by theory and also by operational
tests. It was traditionally believed that implementation of adaptive arrays was very costly
and complicated; however, they were introduced for PHS base stations in 1998 and their
usefulness has been highly evaluated through their operation in Tokyo and some other
cities in Asian countries. In 2002, an advanced adaptive array system was adopted by a
PHS system, in which SDMA was introduced.

23.5.4 Practical Base Station Antennas

In Japan, mobile telephone services started in 1979. After the liberalization of mobile
communication services in 1988 and terminal markets in 1994, the number of mobile
phone subscribers increased rapidly. The digital system PDC (Personal Digital Com-
munication) started its services in 1994. Four operators provide digital cellular services
using frequency bands of 900 MHz and 1.5 GHz. In 2001, the third generation system
IMT-2000 using 2 GHz started its services. The frequency bands being used for cellular
mobile communications in Japan are shown in Figure 23.23. In Japan three operators
have been assigned to use these frequency bands, which are shown in the figure with
dark areas and hatched lines.

Base station antennas [1] are designed to operate in dual band and tripleband, employ
electronic beam tilting and dual-beam techniques, and use diversity systems, not only
space diversity schemes but also polarization and pattern diversity schemes. Small cells
of radius less than 1 km have been used in highly dense areas such as Tokyo metropolitan
areas. Large numbers of base station antennas were installed on civic buildings. Severe
requirements, such as small installation space, low weight, and low wind load, are also
allowed for in the design.

PHS (Personal Handy-phone System) services started in 1995. The cell size is designed
to be very small with a radius of 100–500 m. Base station antennas are installed on
various structures like telephone poles, on walls of buildings, and roofs of telephone
booths. Low cost and very lightweight antennas have been used for base stations. PHS
is the system that applied adaptive antennas first in the world.

In addition, PHS has been employed to operate a WLL (wireless local loop) system,
with services commencing in 1997. Twelve antenna elements are used to compose an
adaptive array based on the DBF (digital beam forming) technique, by which multiple
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beams are attained. The main beam and adaptive antenna performance contribute to
increase the PHS channel capacity. In 2002, the iBurst system, which evolved from PHS,
was introduced in some major cities in Australia and Africa. The system has employed
adaptive arrays, which also use 12-element arrays, performing SDMA with three beams
for spatial division and interference rejection. Table 23.5 shows typical mobile systems
along with such parameters as data rate, coverage areas, and mobility in the present
status.

23.5.4.1 Base Station Antennas for Cellular Systems The cell size has been
made smaller in cellular mobile phone systems in order to increase the channel capacity
in accordance with a rapid increase in the number of mobile phone users. Emphasis in
designing antennas in 3G systems has been shifted from 2G systems to obtain lower
sidelobes in the vertical plane and narrower sector beams in the horizontal plane in addi-
tion to beam tilting and multibeam capability. Downsizing is another significant design
problem and thinning the antenna radome, in which an antenna array is housed, has made
progress. In order to keep the number of antenna elements from increasing, multiband
antennas, which cover both 2G and 3G frequency bands, and multibeam antennas, which
illuminate both 60◦ and 120◦ sectors, have been developed.
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TABLE 23.5 Typical Modern Mobile Systems
System Data Rate Coverage Mobility
3G MPa 384 kbps∼2.4 Mbps 2 ∼10 km

High2000 PHS 256 kbps 100 ∼200 m
WLAN (IEEE 802-11) 54 Mbps ∼100 m Low

2006
3.5G MP 3.1∼14.4 Mbps 2 ∼10 km
NGb PHS 20 Mbps 100 ∼200 m

HighiBurst (IEEE 802-20) 24.4 Mbps ∼50 km

2010
WiMAX 15 Mbps ∼50 km
(IEEE 802.16e) 75 Mbps Low
3.9G MP (LTE)c 100 Mbps 2 ∼10 km High

aMP: Mobile phone
bNG: Next generation
cLTE: Long term evolution
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Figure 23.24 Base station antenna.

Figures 23.24 and 23.25 illustrate the history of development in base station antennas
used in 2G and then 3G systems beginning in the late 1980s to the present. Figure 23.24
shows changes in antennas of dual band, having 120◦ sector beams. Figure 23.25 shows
development of antennas for the 800-MHz band, having multibeams of 60◦ beamwidth.

23.5.4.2 Dual-Frequency Antennas The inside view of a practical base station
antenna is shown in Figure 23.26. As dual-band array elements, the dual radiator config-
uration is employed. Printed dipole configurations are used as the 900- and 1500-MHz
elements. The 1500-MHz element is placed in front of the 900-MHz element. Stubs are
inserted between array elements in order to suppress mutual coupling due to the close
spacing of the elements at 0.6 wavelength. A reflector placed behind these radiators
achieves a 120◦ beam in the horizontal plane. The radome diameter is 100 mm.
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Figure 23.25 Base station antenna diversity effect versus correlation coefficient ρe.
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Figure 23.26 Internal view of a base station antenna.

The cross-sectional view of the antenna is shown in Figure 23.27. The feature of this
configuration is the sidewalls attached to both sides of the reflector. Adding sidewalls
is effective in achieving 120◦ beamwidths by a small reflector size. Figure 23.28 is the
design chart for selecting radiator positions. By using this chart, a radiator position of
0.05 m is found for the 800-MHz band (810–960 MHz), and 0.07 m for the 1500-MHz
band (1429–1501 MHz). Measured radiation patterns are shown in Figure 23.29a
(800-MHz band) and Figure 23.29b (1500-MHz band). The bandwidths of the 800- and
1500-MHz bands, respectively, are 17% and 5%. At tilt angle of 6◦, an antenna gain of
17.1 dBi is achieved in the 900-MHz band. Here, losses of the tilt panel of 1.2 dB and
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that of coaxial cables (length of 5 m) of 0.9 dB are included. At 1465 MHz, the antenna
gain is 17.7 dBi, loss of the tilt panel is 1.8 dB, and loss of a coaxial cable is 1.0 dB.

23.5.4.3 Triple-Band Antenna IMT-2000 system uses the 2-GHz band and anten-
nas additional to existing dual-band antennas or exchange of dual-band antennas have
been required. Since there is little space to install additional antennas, multiband antennas
have been developed: two types of dual-band antennas, which operate at 900 MHz/2 GHz
and 1.5/2 GHz and one triple-band antenna [1], covering 0.9-, 1.5-, and 2-GHz bands.
In IMT-2000 systems, new sector-beam antennas having 60◦ beamwidth are required
in addition to 90◦ and 120◦ sector-beam antennas. By adding a parasitic element to
dual-band antennas, triple-band antennas have been attained. Two horizontal parasitic
elements are used for increasing the bandwidth at 900-MHz bands. Figure 23.30 illus-
trates the antenna configuration [16]. Current flows shown by arrows on the elements
in Figure 23.31 express operation of three frequencies each [17]. Radiation patterns for
each frequency are shown in Figure 23.32.

23.5.4.4 Dual-Beam Antenna In cellular systems, six-sectored cells are employed
to increase the system capacity. Then a maximum of 18 antennas are needed when a
diversity system is applied. Thus reduction in the number of antennas is desired to ease
the antenna installation on the tower.

Figure 23.33 shows a 60◦ dual-beam antenna [18]. Two radiators are combined with
a 90◦ hybrid circuit. By excitation of ports A and B, respectively, beams A and B
are generated. By setting separation D of the radiator to be half a wavelength, the
beamwidth of each beam becomes 60◦, centering at θT = 30◦ directions. Two sidewalls
are attached in order to refine beam shapes. The radiation pattern of this antenna is shown
in Figure 23.34. The main parameter of designing a low sidelobe characteristic is length T

of a sidewall. This result shows the effectiveness of the sidewall. By increasing the height,
sidelobes near 70◦ can be reduced effectively. A parasitic element is placed in front of
the radiator to achieve excellent 60◦ beamwidth and low sidelobe characteristics [19].

Parasitic element
for 2-GHz band

Dual band
antenna element

Parasitic element
for 900 MHz band

Reflector

Figure 23.30 Configuration of a triple-band antenna.
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Figure 23.31 Current flow on the dipole element: (a) 900-MHz band, (b) 1.5-GHz band, and (c)
2-GHz band.
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Figure 23.32 Radiation patterns at three frequencies.

23.5.5 Diversity Antenna

23.5.5.1 Space Diversity Shared use of an antenna element for reception and
transmission is mandatory for reducing the number of antennas [1]. The approach to
accommodate two sector elements inside a cylindrical radome is being applied to most
base station antennas in order to reduce the apparent number of antennas for multi-
sector cell sites. An example of this scheme is illustrated in Figure 23.35, which is a
cross-sectional view of a three-sector antenna system consisting of two antennas, each of
which covers a corresponding sector. In the 3G system in Japan, a six-sector zone system
has been adopted in the 2-GHz band in addition to the three-sector zone system in 900-
and 1500-MHz bands. Thus two types of antennas are required, one with 120◦beamwidth
(BW) for all three bands, and another with 60◦ BW for 2-GHz and 120◦BW for both
900-MHz and 1.5-GHz bands. Three more 60◦ BW antennas at 2GHz are needed in order
to cover the whole area. Two 60◦ BW antennas are placed side by side near the center
of two 120◦ BW antennas for the lower frequency bands. The six-sector space diversity
scheme is shown in Figure 23.36 [13].
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23.5.5.2 Polarization Diversity Polarization diversity, on the other hand, does not
require two spatially separated antennas. Multiple dipole elements with orthogonal polar-
ization can be alternately mounted on a piece of dielectric substrate in a vertical radome.
Elements for the orthogonal polarization may be vertical/horizontal or +45◦/− 45◦

crossed dipoles, depending on the particular design.
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Polarization diversity is a well-known diversity technique; however, it has not been
used in cellular phone systems. This was because it was not necessarily useful in
the propagation environment where mobile terminals were mostly automobiles and
vertical-polarization components dominated, as the mobile stations employed were a
vertical trunk-lid element.

However, as the number of hand-held phone subscribers has increased, the prop-
agation condition has changed. Horizontal-polarization components sometimes exceed
vertical-polarization components, as users hold their phones in a tilted position, typi-
cally 60◦ from zenith in a talk position. The polarization diversity is then recognized as
effective in the field where both vertical-and horizontal-polarization components exist.

Figure 23.37 shows a top view of a polarization diversity antenna having a compact
structure, which should be compared with Figure 23.35. This is an antenna consisting of
a single piece of vertical pole containing three sector transmitting and receiving arrays
with diversity capability inside. Three vertical arrays A1, A2, and A3 are bound together
in the shape of a triangular pillar and are accommodated in a cylindrical radome. Array
A1, for example, contains a set of vertical and horizontal dipoles stacked alternately on a
dielectric substrate to receive vertically polarized signal Rx-V1 and horizontally polarized
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Figure 23.37 Three-sector polarization diversity system scheme.

signal Rx-H1 for Sector 1. Either vertical or horizontal dipole elements of array A1, or
both, can be shared for transmission of the signal Tx1. The other two arrays, A2 and A3,
have identical configuration to A1.

By a number of tests [20–23] the effectiveness of polarization diversity was con-
firmed. Figure 23.38a shows the cumulative distribution of received level at a base station
using space diversity, while the hand-held phone transmitted signals from a line-of-sight
location in the base station coverage. The two solid lines on the left-hand side show the
received levels at the two separate vertical ports and the dotted line shows the cumulative
distribution of selection-combined diversity. Figure 23.38b is the case for line-of-sight
location with polarization-diversity reception. The two solid lines show the distribution
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phones being line of sight, and (c) and (d) for mobile phones being out of sight.
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of output levels of vertical and horizontal ports and the dotted line again shows that of
selection-combined diversity. As can be seen, the polarization-diversity gain is 12.0 dB
at the 1% level of cumulative distribution, whereas that of space diversity is 6.2 dB, sug-
gesting the effectiveness of polarization diversity. Similar results were obtained for the
case where the mobile transmitted signals are from the out-of-sight area. The results are
shown in Figure 23.38c, d. Although the effect is less significant than in the line-of-sight
case, diversity gain is still greater for polarization diversity than for space diversity.

Polarization-diversity antennas feature a reduction in size and weight to cope with
the stringent environmental requirements. Presently, polarization-diversity antennas have
been employed in all CDMA-One base stations and some PDC base stations of KDDI of
Japan [24, 25]. This has resulted in easy cell-site selection and reduction of construction
cost because of the simple structure of the antennas in addition to superior performance.

Figure 23.39 shows an inner structure of this type of antenna and radome housing.
Arrays for three sectors are accommodated in the shape of a triangular tube in a cylindrical
radome of 23-cm diameter. In this example, three subarrays are stacked to achieve high
gain. Down-tilt is performed by changing the phase angles of the top and bottom subarrays
in the opposite sense relative to the central subarray. The tilt is given independently
to each of the transmit/receive and vertical/horizontal polarization combinations. Each
subarray consists of three vertically polarized dipoles and horizontally polarized dipoles
stacked alternately [26].

Figure 23.40 shows a simplified structure of the dipoles consisting of the vertical
array in vertical polarization [27]. A pair of dipoles is arrayed to make the beamwidth
in the H -plane smaller, to match that of the E-plane. Similar dipoles are used for the
horizontal-polarization array. The protruded portion of the parasitic element is effective
in widening the frequency range over which the beamwidth in the magnetic plane is kept
constant.

Twin dipole pattern
(bottom surface)

Dielectric
substrate

Feeding
strip line
(top surface)

Feed probe

Parasitic element
(top surface)

Figure 23.39 Printed twin dipole antenna.
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Figure 23.40 Radome housing of polarization diversity antenna.

One potential feature of this antenna is the capability of transmission diversity using
different polarizations. Radiation patterns in the horizontal plane of this antenna for ver-
tical and horizontal polarizations are shown in Figure 23.41. Great care has been taken
to keep the beamwidth in both polarizations for transmit and receive bands almost identi-
cal. Cross-polarization characteristics are rather important for such antennas. Figure 23.42
shows those of the polarization-diversity antenna.

Horizontal polarizationVertical polarization

f = 865MHz

Relative level(dB) Relative level(dB)

−30−20−100−100 −30−20

Figure 23.41 Horizontal plane patterns of three-sector antenna in V and H polarizations.
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23.5.6 Antennas for Micro/Pico Cellular Systems

Cellular phone service [13, p. 984] has been extended to inside tunnels and subway
stations, inside large buildings, in underground shopping malls, and so forth. In order to
provide services for these areas, the relay station is installed between the outside base
station and the areas to be covered. The relay station has a booster, which receives a
downlink signal from the outside station, amplifies it, and reradiates it. As for the uplink
signal, the operation is reversed in the same way. A flat antenna is used for the booster.
For example, for tunnel systems, a low profile, two-element half-wave dipole antenna is
used. The antenna configuration is shown in Figure 23.43. The antenna is installed on
the wall of a tunnel with very low height. The radiation pattern is a figure eight in both
E-and H -planes, having nulls in the direction normal to the antenna element.

In the tunnel system, an optical fiber cable is used to connect the outside station
with the relay station, since the optical fiber has very low transmission loss and wide

Top view

Dielectric
substrate

Feeding strip line
(top surface)

Notched pattern
(bottom surface)

Form

Figure 23.43 Planar notched structure two-element half-wave dipole antenna.
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bandwidth. The optical signal is modulated with both 900-MHz and 1.5-GHz signals
directly and conveyed by the optical fiber. In the downlink, from the outside station to
the relay station, the received signal is reradiated by a low gain antenna to the relay
station. The antennas are flat types and installed on the sidewall of a building or some
other construction. The antennas are arranged one by one with separation of about a
hundred meters. The reverse system is used for the uplink.

The subway link uses a similar system, by which mobile phone service can be made
available in the subway stations and even on the trains.

23.5.7 Antennas for Personal Handy-phone System (PHS)

In the PHS system, a TDD (time division duplex) transmission scheme is employed. This
system provides service at the 1900-MHz band. A block diagram of the transmission
systems with transmission diversity is shown in Figure 23.44 [28]. The base station
(BS) has two antennas and receivers. The portable station (PS) has only one antenna
and receiver. In a TDD system, a single carrier frequency is used to provide two-way
communication (upward channel—PS to BS; and downward channel—BS to PS). The
BS is able to predict the received-signal strength at the PS because of the reciprocity
between upward and downward channels. The BS receives an upward link signal from
the PS using the diversity reception method and measures the received signal strength
during a receiving period. In addition, it predicts which antenna gives the highest received
signal strength at the PS. Then the selected antenna is used for transmission.

Diversity antenna setups are shown in Figure 23.45. The antenna installed orthogo-
nal to a road has superior diversity gain. For antenna separation(s) larger than 50 cm,
sufficient diversity gains are achieved.

The typical omnidirectional collinear antenna configuration is shown in Figure 23.46
[29]. The inner microstrip patch antennas are excited. The cylindrical parasitic elements
are used as omnidirectional radiators. The element separation is 0.7 wavelength. Five
radiation elements are employed for the upper and lower antennas, respectively. Antennas
are covered with a radome whose diameter is 17 mm. Antenna beamwidth in the vertical
plane is 16◦. Antenna gain is 7.5 dBi.
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Modulator
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R(t) = e−jf(t)

Figure 23.44 Block diagram of linear predictive transmitting diversity antenna system.
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23.5.8 Adaptive Array Antenna System

23.5.8.1 AAAS in PHS Among the endeavors to reduce the interference and improve
the spectrum efficiency, as transmitting data and the number of users are increasing, study
of the adaptive array antenna [13, p. 989–990] has been one of the most significant
subjects to which antenna engineers devoted attention.
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The adaptive array system was first introduced in 1998. The block diagram of an
adaptive base station antenna applied to PHS is shown in Figure 23.47 [30]. Four antennas
are used for transmission and reception. Adequate weight is determined in the CPU
module for the output signal of each antenna to achieve the best bit error rate (BER)
value by using a constant modulus algorithm (CMA) concept. Antenna radiation pattern
maximum is achieved in the desired signal direction, and pattern nulls are achieved in
the undesired signal directions. Each antenna has gain of 10 dBi. Antenna spacing is
5 wavelengths. A radio unit is installed at the foot of the antenna.

23.5.8.2 AAAS in Wireless Local Loop (WLL) Systems An adaptive array
antenna system (AAAS) applied to WLL systems [30] is called Super PHS–WLL,
because the PHS standards are applied to the WLL, and wideband radios and spatial
channel processing are employed to enhance system performance. By means of adap-
tive beam forming, the channel capacity is increased, the number of multipath signals
is reduced, the coverage is expanded, and the flexible configuration of the coverage for
each base station to match the local propagation environment is made feasible.

The system concept is briefly illustrated in Figure 23.48. The figure shows an example
of a system configuration, which is composed of a BS (base station), single-and four-line
SU (subscriber unit), and connection to the local exchange. The operating frequency of
the system is the same as that of the PHS, 1880–1930 MHz, and the TDMA–SDMA
system for the channel access and the duplex system, TDD (time division duplex), are
employed.

The AAAS, which produces multiple beams by digital beam forming (DBF) technol-
ogy, performs the function of SDMA. The beams are automatically directed to multiple
SUs, wherever they are located. The received signal at the BS in the multipath environ-
ment is processed adaptively to enhance the processing gain, thus improving the quality
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Figure 23.48 System concept of PHS WLL.

of the link. It also contributes to interference rejection by directing a null against it, and
enhancing the reuse of the same frequency, thereby increasing the number of channels.

System performance that can dynamically adapt to changeable propagation environ-
ments is achieved by DBF technology. The DBF software processes, in real time, the
phase and time differences among the incoming signals in the multipath environment so
that the signal transmission can be directed to each of the desired SUs. By this means,
a stable and robust link can be established.

Other factors that contribute to enhancing the channel capacity are the multiple-
frequency operation by using multiple wideband radios in addition to the AAAS, and use
of the PHS standard TDD, which has four time slots in one data frame that can be used
for both transmitting and receiving on four channels simultaneously on one frequency.

A base station of the super PHS–WLL system, which is in operation, is composed
of 12 antennas and 12 radios and uses 16 radiofrequencies for the 16-way multiplex
operation. By combining the spatial channel processing with the AAAS, a spatial channel
efficiency of about 2.5 is achieved. Consequently, the voice-channel capacity achieved
is up to 155; that is, 4(time slot)× 16(frequency)× 2.5 (spatial channel efficiency) −5
(control channel). It can serve 2730 subscribers as the total traffic capacity and is capable
of covering a range up to about 15 km.

23.5.8.3 AAAS in the iBurst Systems The iBurst system is one of the latest broad-
band wireless access systems, which features efficient frequency utilization achieved by
means of an adaptive modulation scheme and application of an AAAS. The iBurst system
was first introduced in Australia and began commercial service in 2000. It is presently
deployed in some countries in southern Africa and Asia, while many other countries
such as the United States, Canada, and Japan are closely investigating introduction of the
system. Kyocera Corporation is playing a major role in the development and commercial-
ization of the system. The system has been standardized by the ANSI as one of the high
capacity (HC) SDMA systems and also will be taken up by the IEEE 802.20 Committee
to be included in the standard as a wideband mobile broadband system (WMBS).
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The iBurst system technology is based on PHS (Personal Handy-phone System), which
employs a TDD/TDMA system. The TDD system is advantageous for realizing the
AAAS, as the channel estimation, which is necessary for adaptive control of the antenna
pattern, can easily be made, since the channel uses the same frequency for both trans-
mitting and receiving. In addition, the system employs very advanced technologies such
as an adaptive modulation scheme and advanced SDMA system. The block diagram of
the system is shown in Figure 29.49. Figure 23.50 shows a base station installed on
the top of a building, where a 12-element array and base station units, including T/R
circuits, are shown. The small dimensions of the base station can be observed by com-
paring the man standing beside the base station units. Details of the antenna element are
illustrated in Figure 23.51. The maximum total transmission rate is 32 Mbps, which is
achieved by dividing a 5-MHz band into 8 carriers with 625-kHz separation, to which
the assigned data rate is 1061 kbps for the downlink and 346 kbps for the uplink, respec-
tively, and by applying 3-spatial multiplexing. The 32 Mbps is numerically evaluated as
[(1061+ 346)× 8(carriers)× 3(SDMA)− 1061(control channel) = 32.707.

The AAAS adopts the MMSE algorithm, by which a high signal-to-interference+
noise ratio (SINR) can be achieved. The basic functions of the AAAS are to form beam
maximums toward desired signals, while directing nulls to the interference signals, and
to perform spatial multiplexing, SDMA. A base station can serve 21 mobile terminals
simultaneously, and mobile terminals can operate individually even when they are located
as close as a few centimeters to each other.

The SDMA performance was verified by an experiment in which three terminals
were located close to each other. Figure 23.52 shows the concept of the experiment. The
average SINR at a mobile terminal was evaluated with and without the AAAS. The result
is shown in Figure 23.53, which illustrates SINR versus separation of mobile terminals.
It can be observed by the figure that SINR suddenly degrades without the AAA scheme
as the separation of mobile terminals increases, whereas it does not change significantly
with the AAA scheme.

The throughputs for both downlink and uplink were evaluated with the same model.
Figures 23.54 and 23.55 illustrate throughputs obtained for the downlink and the uplink,
respectively. The results imply that the SDMA system works effectively so that each
terminal, although located very closely to others, has nearly the same transmission rate
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Figure 23.49 Block diagram of iBurst base station unit.



23.5 ANTENNAS FOR BASE STATIONS 1185

Figure 23.50 Practical antenna and base station units.

Sleeve element Feeder Spaxer

Matching circuit

Figure 23.51 Antenna configuration.
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as normal, even when the separation was as close as 1 cm, although the data rate was
lower when compared with that for the separation of 5 cm or more.

The AAA performance was evaluated in the field, including a multipath environment.
Two mobile terminals were used in the experiment and the cumulative distribution func-
tion (CDF) was evaluated with respect to SINR and throughput at a base station for
a case where one mobile terminal acted as an interferer. The experiments were per-
formed in both urban and suburban areas, and the speed of the mobile terminal was
varied between 20 and 40 km/h in each case. Figure 23.56a provides results obtained
in urban and suburban areas, respectively, with mobile speeds taken as the parameters.
The superlative operation of using the SDMA system can be observed by these results.
The CDF values evaluated with respect to SINR taken in suburban and urban areas,
respectively, are shown in Figure 23.56b, c. The CDF versus throughput is shown in
suburban (Figure 23.56d) and urban (Figure 23.56e) areas. In Figure 23.56, the dotted
lines are for the case where the AAAS was not used. Again, the advantages of applying
the AAAS can be observed.

23.6 ANTENNAS FOR SMALL MOBILE TERMINALS

23.6.1 Design of Small Mobile Terminal Antennas

In designing antennas for small mobile terminals [1], typically handsets, factors that
should be taken into consideration are as follows:

• Small size
• Light weight
• Compact structure
• Low profile or flush mount
• Robustness
• Flexibility
• Low cost

For specific applications, there may be other important requirements for the design.
Parameters pertaining to not only antennas but also communication systems, propagation
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problems, and environmental conditions are summarized in Figure 23.57. In fact, all of
these parameters, more or less, should be taken into consideration when handset antennas
are designed. When systems require particular specifications, antenna design should be
made specifically to satisfy the requirements. Examples of such requirements are multi-
band operation and built-in structure. In GSM systems, various types of built-in multiband
antennas have been used in small mobile terminals. In addition, after introduction of 3G



23.6 ANTENNAS FOR SMALL MOBILE TERMINALS 1189

Communication
System

Antenna

Array

Propagation
Environment

Mobile
Terminal

Equipment

Operator

Frequency
bandwidth
mod/demod
data rate
S/N, BER

Frequency
bandwidth
radiation pattern
gain
efficiency
impedance
polarization

Shape
size

Type
structure
size

Circuit
cable

Macro
micro
pico
sector

Type
size
number of
      element

Pattern
shaping

Mechanical
design

Vehicle
portable
handheld

On body
built-in
belt

Holding
carrying Operartion

Human
    hazard
SAR

Human
   interface

Direct wave
multiple waves

Link design

Zone

Matching

Diversity

Integration

Adjacent effect

Adaptive

MIMO

Mount

Multipath
Delay spread
Doppler shift
Interference

Quasi free space
open area
semi-open area
urban area
suburban area

Closed area
indoor
tunnel
underpass

Figure 23.57 Design parameters necessary for mobile terminal antennas.

systems, there have been areas where both 2G and 3G systems operating with differ-
ent frequency bands are in service and hence multiband antennas have been installed
in mobile terminals operating in these areas. In addition, there have been various small
mobile terminals to which nonmobile phone systems such as Bluetooth, RFID, NFC
(near-field communication), and mobile WiMAX are added and function not only for
the purpose of communication but also for control, data transmission, and identification.
Accordingly, antennas that operate at frequencies corresponding to such systems should
also be mounted. Propagation problems are presently diversified to include complicated
environments such as inside buildings and subway stations and in underpasses. In addi-
tion, the problem now is to include higher frequency regions such as microwaves and
millimeter waves.

23.6.2 Design Concept of Antenna Systems for Small Mobile Terminals

The design concept of antennas for mobile terminals [31] changed as mobile systems
made progress and the analysis of antenna systems advanced.

In the early days of mobile communications, antennas used in portable equipment
were simply monopoles of about a quarter-wavelength. Since the unit body was made
of metal, and hence was assumed to be a conductive ground plane (GPL), the antenna
system was considered to be equivalent to a half-wave dipole by taking the image of the
quarter-wavelength monopole into consideration. Some time later, it was noticed that this
was a misconception and the unit body should be treated as a part of the antenna element,
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because the unit body could no longer be assumed to be a GPL, because currents, which
contribute to radiation, flow on the surface of the unit body. Design of antennas for
portable equipment based on this concept was first introduced in 1968 [32]. About ten
years later, analysis of the current distributions on the unit body (rectangular conducting
body) was made, and design parameters using the length and dimensions of the unit
body were shown [33]. By this analysis, the optimum length of a monopole mounted on
a rectangular conducting body was discussed; a box having a length of a half-wavelength,
either a 5

8λ or 3
8λ monopole, is considered to be optimum in terms of input impedance

and reduced current flows on the unit body. These reduced current flows on the unit
body are meaningful, because the degradation of antenna performance due to proximity
effects is reduced; for example, influence of the human head and hand, when the unit
is in the talk position, should be small. This analysis established the design concept of
antennas for mobile phones presently used worldwide [31]. Although current flows on
the unit body may alter antenna performance and degrade it, those flows can be utilized
in a positive way as a part of the antenna element to enhance antenna performance, since
the?currents can contribute to radiation with the unit body acting as a radiator. Metal
materials used for the unit body have gradually been replaced by plastic materials as
mobile terminals have become smaller and lighter. Ground surfaces of the printed circuit
board (PCB), on the rear side of the PCB, have effectively been taken as a GPL, which
substitutes for the unit body.

In order to reduce the current flow on the GPL and thus reduce degradation of the
antenna performance, a type of antenna having a balanced structure and fed by a balanced
line was introduced [34]. An example is a folded dipole, in which current flow on the
GPL can be reduced markedly. Reduction of the proximity effects, typically the effects of
the human hand and head, has been verified by reduced distortions in radiation patterns
for a balanced-antenna case.

As the number of subscribers increased, communication zones became smaller in
order to increase the number of available channels; for example, a zone is less than 1 km
in diameter, and zones are sectored into three or six. Accordingly, antenna design has
changed to allow some degradation of the antenna performance, if system performance
is not seriously deteriorated. Thus a GPL is purposely included in the antenna design as
a part of the radiator, permitting some degradation of antenna performance due to the
effect of the human hand and head.

The design concept of mobile terminal antennas has changed to develop small, built-in,
and multiband antennas, because there are usually several systems in service in the same
area. A single mobile phone terminal should correspond to them; for example, 2G systems
in the 800-MHz and 1.5-GHz bands, and 1.8-GHz and 2-GHz bands for 3G and 3.5G
systems. If a mobile phone terminal installs an additional system in the mobile phone
like Bluetooth so that the mobile phone can be used for both systems, an antenna in
addition to the mobile phone antenna should be mounted.

With wireless systems other than mobile phones, such as WiMAX, prevailing in
numerous areas and providing service for broadband transmission, new antenna systems
have been developed for these situations, by which high data-rate transmission (over 50
Mbps) can be supported. MIMO (multiple-input multiple-output) systems are used for
such broadband systems; broadband data can be either transmitted or received without
enlarging spectral bandwidth. In this system, data are divided into several channels, put
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into several separate antennas through several channel transmitters, and then transmitted.
The transmitted data are received by several corresponding antennas and are processed
to combine the divided data and to recover the original data at the receiver.

Use of an internal antenna, replacing the monopole that has long been used in mobile
terminals, is a trend in today’s mobile terminals. Possible antenna characteristics, desired
for the latest mobile terminals, are:

a) Having a magnetic current as a radiating source

b) Being a balanced type

c) Having two or more modes (e.g., two polarization components)

It should be noted that design of antennas for small mobile terminals essentially is
based on the technologies common to the design and/or development of small antennas.
The purpose of using magnetic current is to create a built-in small and low profile or
flush-mounted antenna. A magnetic current source, for example, a loop, slot, or parallel
plate, can produce a magnetic field vertical to the GPL, when the source is placed parallel
to the GPL. With this structure, the GPL image of the source current will create an addi-
tional field in front of the GPL so that the field strength will be doubled. Consequently,
antenna gain is doubled, compared with an antenna system in free space, yet the antenna
is small and has a low profile. The PIFA was invented based on this concept. By means of
a balanced mode, the currents on the GPL, which are generated by the antenna element,
can be reduced, and the operator’s effect on the antenna performance can be mitigated.
In practice, a dipole, a loop, a normal mode helical dipole, a meander line dipole, and
any other type of antenna having a balanced structure can be used for reducing current
flows on the GPL and avoiding the body effect. Using two modes in an antenna system
is the significant concept to create a small antenna. It has been shown that having two
modes, such as a dipole and a loop, can contribute to enhancing antenna performance so
that the antenna size is made smaller. An example is a pager antenna [35].

Now by combining any one of characteristics (a), (b), and (c) with the conventional
design concept, an advanced antenna system can be developed. Introducing balanced
modes into an antenna indicates that the GPL is not purposely utilized for enhancing
antenna performance, but rather the GPL is separated from the antenna system.

The design concept is illustrated in Figure 23.58: stage I, use of a quarter-wavelength
monopole and its image; stage II, combined design of a monopole and the equipment
case as a radiator; the stage III, utilization of GPL to enhance performance of a built-in
small antenna, and stage IV, separation of GPL from the antenna system.

The next stage will be design of an antenna such that the device, function, or software
is integrated into an antenna system, so that sophisticated functions such as adaptive
control and signal processing are achieved. Applying the concept of the integrated antenna
system (IAS) is a promising way to realize such antennas. Unification of a device or RF
circuitry into an antenna structure will bring about a new antenna having enhanced
performance or improved characteristics. Integration of function or software into the
antenna structure may also create a new antenna system that performs with intelligence.

Antenna systems now being developed should realize a system in which antenna,
wireless transmission, signal processing, and network technology are unified to constitute
an advanced sophisticated system.
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Figure 23.58 Process of design concept of mobile terminal antenna.

23.6.3 Typical Antenna Elements Used for Mobile Terminals

Typical antenna elements used for small mobile terminals are MP (monopole), NMHA
(normal mode helical antenna), PIFA (planar inverted-F antenna), ceramic chip, meander
line, and MSA (microstrip antenna). A majority of mobile terminals such as PDC handsets
employ an MP element and a built-in PIFA as a pair of elements for a diversity antenna
(Figure 23.59). The NMHA element is also used in small mobile terminals, where the
NMHA is placed on the top of an MP element and operates when the MP is retracted. The
NMHA element is used as the main antenna of PHS mobile terminals, since the operating
frequency is 1.5 GHz, allowing the antenna length to be short enough to be fixed on
the unit body. Present trends are to employ a built-in antenna. The most popular built-in
antenna is a type of PIFA, but with various modifications from the original structure.
Many GSM handsets have used such modified types of built-in, multiband PIFAs. Another
antenna element has a meander line structure, which is useful in smaller-sized antennas.
The smallest antenna presently used is a type of ceramic-chip antenna, having a size
of several cubic millimeters; however, it is necessary to use some appropriate size of
ground plane, on which the chip antenna is placed.

23.6.3.1 Monopole and Dipole A monopole is the most simple, thin, lightweight,
low cost antenna element useful for small mobile terminals. It has long been used as
the typical antenna element for small mobile terminals. The dipole antenna also has
features of being simple, thin, lightweight, and low cost; however, it wasn’t used until
3G systems, because the dipole length is too long to mount on the mobile terminals for
frequency bands below 1 GHz.

Antenna performance depends not only on the antenna element but also on dimensions
of the ground plane on which the antenna element is mounted. Figure 23.60 illustrates the
gain of a MP with respect to the length of the unit, which is assumed to be a rectangular
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conducting box, simulating a handset unit [35]. The dimensions of the box are shown
in the figure. Radiation currents flow heavily on the handset unit as well as the antenna
element when the length of the unit is about 1

4λ; however, the handset-unit current is
reduced remarkably when the monopole length is about 1

2λ [1, p. 349]. Nevertheless,
that is still not advantageous, because the input impedance is too high to match the
load impedance. When the element length is either 3

8λ or 5
8λ, handset current flows

are relatively small and yet the input impedance characteristics are adequate to match
the load impedance [36]. This concept has been applied to the design of PDC handset
antennas.

23.6.3.2 Normal Mode Helical Antenna (NMHA) In order to make the antenna
small, a traveling-wave structure can be utilized and the NMHA is a typical example.
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The NMHA is essentially a helical antenna having a thin structure and thus radiat-
ing in the directions normal to the helical axis. The radiation patterns are the same as
those of a short dipole (Figure 23.61a). The dimensions of the helix are usually much
smaller than the operating wavelength, the length of an individual turn being a small
fraction of a wavelength λ and the axial length being also much less than a 1

4λ. With
this structure, a NMHA is equivalently expressed by an array of small loops and short
monopoles (Figure 23.61b) [37]. Inductive impedance is increased by the array of loops
and compensates the capacitive impedance of short monopoles. As a consequence, the
helical structure can be arranged to have a self-resonance property, although the antenna
length (in the axial direction) is considerably shorter than that of a conventional resonant
monopole or dipole antenna. Thus the antenna efficiency can be improved and extension
of the antenna length may lead to increased bandwidth. The NMHA has been used in
mobile phones worldwide.

Design parameters for a NMHA model depicted in Figure 23.62 [38] are provided by
Figure 23.63. The relationship between the helix pitch p and the diameter Dh are given
Figure 23.63, where the parameter used in Figure 23.63a is the number of turns MT ,
while that in Figure 23.63b is the radiation resistance R at resonance.

23.6.3.3 Meander Line Antenna (MLA) The meander line antenna also has a
traveling-wave structure, by which the antenna length can be reduced. It has a periodical
array structure of alternating square patterns as shown in Figure 23.64 [39]. With this
pattern, the extended wire length can be made much longer than the initial antenna
(dipole) length so that self-resonance can be attained. The resonance frequency is then
lower and radiation resistance is higher than that of a dipole with the same length. This
in turn implies that the antenna is effectively made small.

Impedance characteristics of a MLA being placed on the ground plane, as shown in
Figure 23.64, are shown in Figure 23.65, where Figure 23.65a depicts input resistance R1

(a) (b)

Figure 23.61 Normal mode helical antenna (NMHA) and its equivalent expression.

P

2a

Dk

MT
N0

Figure 23.62 ?NMHA dipole model.
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and Figure 23.65b depicts input reactance X1, with respect to the frequency, by taking
the length Lax as the parameter. Figure 23.65c depicts the first resonance frequency f0

(in GHz) versus antenna length Lax. The empirical expression is derived as

f0 = 22.69Lax − 0.7392 (23.4)

when e1 and e2 are 3 mm, the substrate thickness ts and width Ws are 3.17 mm and
11 mm, respectively, and the size of the ground plane is 59× 29 mm.

A very small MLA having dimensions comparable to 0.1λ has been developed
[39, 40]. The antenna structure is shown in Figure 23.66; radiation resistance Rin along
with loss resistance Rl and radiation efficiency η with respect to the antenna length
L are shown in Figure 23.67. In the figure, N stands for the number of repetitions
of the rectangular wire patterns. Figure 23.68 illustrates a folded structure of MLA
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L

Figure 23.66 A very small MLA model.

shown in Figure 23.66 in order to obtain higher resonance resistance and thus higher
radiation efficiency. Figure 23.69 gives radiation resistance Rin and loss resistance Rl

and radiation efficiency with respect to the antenna length L. Figure 23.70 shows the
relationships among the design parameters; antenna length L, width W , and number of
turns N , for both original and folded types of small MLAs.
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23.6.3.4 Inverted-F Antenna (IFA) The IFA can be treated equivalently as an
antenna composed of two parts: an ILA with its image, and 2 two-wire shorted trans-
mission lines. The two-wire transmission lines compensate capacitive impedance of the
ILA and at the same time step up the input impedance so that matching to the 50-ohm
load is made feasible. The input impedance of an IFA is expressed by

Zin = 4Za ∩ 2Zb (23.5)

where Za denotes the input impedance of the ILA with its image, Zb is the impedance
of the shorted two-wire transmission line, and ∩ expresses parallel combination of these
two impedances [41].

23.6.3.5 Planar Inverted-F Antenna (PIFA) The PIFA (Figure 23.71) seems to
be an antenna modified from an IFA by replacing the linear horizontal element of the
IFA with a planar element. That is misleading, however. The radiation principle of the
PIFA differs from that of the IFA. The source of radiation of a PIFA is the magnetic
current on the peripheral aperture of the planar element, whereas that of the IFA is the
electric currents on the linear F-shaped vertical and horizontal elements. In addition, the
length of the peripheral aperture of the PIFA is about a half-wavelength, while that of
the IFA is about a quarter-wavelength.

Study of the PIFA structure initially starts with a half-wave slot placed on the side of
a rectangular conducting body as shown in Figure 23.72a. The slot is fed at a point near
a shorted end in order to attain adequate impedance to match the load impedance. The
idea was born in the process of developing handset antennas. The basic concept was to
develop a small, low profile antenna, suitable for a handset antenna. In order to have a
low profile or flush-mounted structure, use of a magnetic current as a source of radiation

Figure 23.71 PIFA model.

Feed

(a) (b) (c)

l/2

l/2 l/4

Figure 23.72 Process of PIFA development.
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was considered. The slot antenna satisfies this requirement. Meanwhile, the microstrip
antenna (MSA) had been known as a useful planar antenna, having a small and low profile
structure. Then an attempt was made to place that slot antenna on a ground plane to form
a planar structure like an MSA (Figure 23.72b) and the performance was confirmed to
be satisfactory for handset use. Finally, the antenna configuration was arranged to have a
structure as illustrated in Figure 23.72c, in which the shorted part is reduced to make the
antenna size smaller. In a PIFA, its peripheral aperture of a half-wavelength contributes
to radiation, whereas in the MSA a patch-end aperture of about a quarter-wavelength
contributes to the radiation.

In fact, an attempt was made initially to increase the bandwidth of a linear IFA
by replacing the linear horizontal element with a planar element; however, it was not
successful, as the bandwidth increase obtained was only 1–2%, unless the height was
otherwise increased.

An example of the input impedance of a similar antenna model is shown in
Figure 23.73a [42]. The equivalent circuit of this antenna model is shown in
Figure 23.73b. It is interesting to note that in the equivalent circuit there is a reactance
jX . The bandwidth enhancement of an antenna system, being composed of a PIFA
element placed on the handset unit, may be attributed to this reactance. This reactance
has constant impedance over a much wider bandwidth than that of the antenna system.

In practice, there are many variations in a PIFA to be found. In fact, some can hardly
be identified as a PIFA, because the modified antennas have entirely different appearances
from the original structure.

23.6.3.6 Small Chip Antenna The small chip antenna (Figure 23.74) is a small
bulk antenna, which is composed of an antenna element encapsulated by either ceramic
material or a composite of ceramic and resin material having a high relative permeability.
The antenna element is usually printed on the material substrate and encapsulated by
material with relative permeability of 5 or higher. As a typical antenna element, a meander
line, inverted-F, normal mode helix, or other planar pattern is used (Figure 23.75). Use
of a planar ceramic, on which the antenna element is printed, is typical. However, there
is another type: a small but bulky substrate can be structured with very thin multilayered
ceramic sheets, in which the antenna element is encapsulated. The antenna elements
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Figure 23.73 Input impedance of an IFA and the equivalent circuit.
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∼ 3 mm

Figure 23.74 Small ceramic chip antennas. (Courtesy of Murata Mfg. Co., Japan.)

(a)

(b)

(c)

Figure 23.75 Some examples of printed patterns on the substrate surface of a chip antenna.
(Courtesy of Murata Mfg. Co., Japan.)

printed on the top and bottom surfaces of the ceramic substrate are connected via thin
conducting wires.

One of the smallest ceramic chip antennas is 1.8 mm wide, 3.2 mm long, and 1.3 mm
high, as depicted in Figure 23.76. This antenna is one of the world’s smallest antennas.
Figure 23.77 is an exploded view of the antenna structure. The thin ceramic substrate
is composed of multilayered thin ceramic sheets. The antenna element used is a normal
mode helix, which is formed in the substrate by connecting printed patterns on the top
layer and bottom layer via thin conducting wires. This antenna has been used successfully
for small mobile terminals, in which the antenna is placed on a corner of the ground
plane (GPL) as shown in Figure 23.78. A small part of the ground plane beneath the
antenna element is sometimes taken out in order to avoid excessive loss due to the GPL.
The antenna element actually couples with the GPL so that the GPL acts as a radiator.
In other words, an antenna element and the GPL are combined to constitute an antenna
system. Thus the antenna performance depends on the size and the shape of the GPL and
also on the location of the antenna element on the GPL. This type of antenna features a
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Figure 23.76 A small chip antenna model. (Courtesy of Murata Mfg. Co., Japan.)
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Figure 23.77 Exploded view of a small chip antenna. (Courtesy of Murata Mfg. Co., Japan.)
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Figure 23.78 Typical location of a chip antenna on the ground plane. (Courtesy of Murata Mfg.
Co., Japan.)
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Figure 23.79 Small chip antenna: (a) antenna model and (b) dimensions and printed patterns on
the substrate surfaces. (Courtesy of Murata Mfg. Co., Japan.)

resonant frequency that can be controlled by its easy-to-adjust structure, reasonably high
gain, and very low weight.

Another model having different dimensions, 2.3×mm 1.8 mm× 4.0 mm, is shown
in Figure 23.79a, which depicts the three-dimensional structure. Figure 23.79b shows
the printed antenna pattern, with dark color on the bulk surfaces, and the dimensions.
This antenna is designed to have a little higher structure so that the base size is made
smaller and the space to mount the antenna becomes narrower than for the previous
model. Figure 23.80 shows an example of how to place the antenna on the ground
plane. The antenna characteristics such as VSWR and the impedance locus on a Smith
chart are shown in Figure 23.81. Table 23.6 gives NO ground plane area (a part of the
ground plane area is taken out beneath the antenna element), frequency at the lowest
VSWR, bandwidth, and gain. Radiation patterns are shown in Figure 23.82. Figure 23.83
illustrates some examples of antenna mounting: on a USB dongle, a cellular phone, a
PDA, and a laptop computer.

Here, characteristics of two other types of practical models are introduced. One antenna
is a type of ceramic chip: Figure 23.84a shows the printed antenna pattern on the surface
of the ceramic substrate and Figure 23.84b shows the antenna placed on the ground plane.
Figure 23.85 shows the same type of antenna, but a part of the ground plane beneath the
antenna element has been removed. This type of antenna features flexible tuning by means
of the feed line and a small circuit component. Antenna placement on the ground plane
is shown in Figure 23.86, in which two ways of tuning are illustrated: one by feed line
for rough tuning and another fine (precise) tuning with either a capacitive component or
an inductive component. Variations of frequency with variation of feed line dimensions,
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Figure 23.80 Chip antenna on the ground plane: (a) antenna, feed, and matching circuit and (b)
location. (Courtesy of Murata Mfg. Co., Japan.)

a capacitance, and an inductance are also shown in the figure. Table 23.6 provides
gain values at three frequencies. Figure 23.87 shows radiation patterns. Variations of
bandwidth and efficiency, depending on the antenna position on the ground plane, are
given in Figure 23.88. In addition to this feature, antenna performance can be varied by
the location of the antenna element on the GPL; for example, placing it not only on the
corner of the GPL with different directions, but also in other places like near the center.
Flexibility in selecting the antenna location suggests that standardized custom-made chip
antennas may become available.

Figure 23.89 shows the antenna structure and dimensions of a composite
ceramic–resin type of chip antenna. This type of antenna is designed for three-band
operation at the 2.4-GHz band, aiming at application to GSM, PCS, and UMTS.
Figure 23.90 illustrates the antenna on the ground plane, which was used for measure-
ment of the antenna characteristics. Figure 23.91 shows return loss characteristics and
Table 23.7 provides antenna gain and efficiency for three bands. Figure 23.92 shows
radiation patterns in three bands. Figure 23.93 shows a handset model to which this
type of antenna is mounted.

23.6.4 Practical Antennas for Small Mobile Terminals

23.6.4.1 Handset Antennas A handset antenna used for the PDC (personal digital
cellular) system is an example that employs a monopole (MP), a normal mode helical
antenna (NMHA), and a planar inverted-F antenna (PIFA), as shown in Figure 23.59
[1, p. 348]. The NMHA element is placed on top of the MP. The MP element and the
NMHA element are separated electrically. In the transmitting/receiving mode, the MP
element is extracted outside the handset case and fed at the bottom. The NMHA is not
active in this situation; only the MP element radiates. In the receiving mode, as the MP
element is retracted inside the handset case and its bottom is disconnected from the feed
terminals, only the NMHA acts as an antenna.
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Figure 23.81 Chip antenna characteristics: (a) VSWR and (b) impedance locus on the Smith
chart. (Courtesy of Murata Mfg. Co., Japan.)



23.6 ANTENNAS FOR SMALL MOBILE TERMINALS 1205

Chip antenna

180 deg

0 deg

270 deg

90 deg

(X-Y Plane)

Chip antenna

180 deg 0 deg

270 deg

90 deg

(Y-Z Plane)

Chip antenna
(Reverse side)

180 deg

0 deg

270 deg

90 deg

(Z-X Plane)

180

150

−35
−30
−25
−20
−15
−10

−5
0

120

90

60

30

0

330

300

270

240

210Vertical
Horizontal

180

150

−35
−30
−25
−20
−15
−10

−5
0

120

90

60

30

0

330

300

270

240

210
Vertical
Horizontal

180

150

−35
−30
−25
−20
−15
−10

−5
0

120

90

60

30

0

330

300

270

240

210Vertical
Horizontal
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Figure 23.84 A type of chip antenna: (a) the third angle projection of the antenna and printed
pattern on the surface of the substrate and (b) antenna and the feed circuit on the ground plane.
(Courtesy of Murata Mfg. Co., Japan.)
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Figure 23.85 A type of chip antenna on the ground plane (GPL): an example of the test model,
showing an antenna at the corner of the GPL and the enlarged view, which shows the GPL beneath
the antenna partly removed. (Courtesy of Murata Mfg. Co., Japan.)
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Japan.)
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TABLE 23.6 Gain and Efficiency at Three Frequencies
[dBi] [dB]

Linear YZ-plane ZX-plane,
Polarization hor. ver. hor. ver. Efficiency

2400 MHz
max 1.9 −6.9 2.1 0.9
ave −3.0 −13.6 −3.7 −3.6 −1.7

2442 MHz
max 2.5 −6.1 2.4 1.5
ave −2.5 −12.9 −3.4 −3.2 −1.4

2484 MHz
max 2.3 −6.0 2.1 1.0
ave −2.8 −13.1 −3.8 −3.7 −1.7
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Figure 23.87 Radiation patterns. (Courtesy of Murata Mfg. Co., Japan.)

The typical length of the MP element is either 3
8λ or 5

8λ, because with these lengths,
relatively small current flows on the handset unit and a better input impedance to match
the load impedance are achieved than for other lengths [31].

The typical length (extended) of the NMHA is about 1
4λ. Lengths other than 1

4λ may
be used if, for instance, a particular input impedance is specified. The gain of this type
of antenna is generally about −0.5 dBd at its peak and about −9 dBd average in the
horizontal plane, when the length is about 1

4λ. However, it varies depending on the length
of the handset unit.

A significant trend in mobile communications is to have multimode handsets that
can operate for such frequency bands as 800 MHz (AMPS), 900 MHz (GSM, PDC,)
1.5 GHz (PDC, GPS), 1.9 GHz (PHS, PCS), 2 GHz (GSM, IMT-2000), 2.4 GHz (Blue-
tooth, WLAN), and 5 GHz (WiMAX, ITS). Thus the development of multiband antennas
that can operate in these frequency bands has notably been accelerated. In the GSM
handsets, two-band antennas have been used since several systems have started their
services and now multiband antennas are being used as one of the key technologies in



23.6 ANTENNAS FOR SMALL MOBILE TERMINALS 1209

ANT1 ANT2 ANT3 ANT4 ANT5 ANT6

PWB SIZE: 40 × 100 mm

BW(VSWR<3)

84 MHz 129 MHz 128 MHz 94 MHz 132 MHz 132 MHz

Efficiency at 2442 MHz

−3.2 dB −1.5 dB −1.4 dB −3.2 dB −0.7 dB −2.1 dB

Figure 23.88 Placement of antenna on the GPL, and antenna characteristics (bandwidth and
efficiency) depending on the antenna placement. (Courtesy of Murata Mfg. Co., Japan.)
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Figure 23.89 A chip antenna of composite resin and ceramic material: (a) the third angle pro-
jection and (b) tuning circuit. (Courtesy of Murata Mfg. Co., Japan.)

handset design. Handsets in PDC and the FOMA system in Japan have recently installed
dual-band antennas; the lower bands are 810–828 MHz and 940–958 MHz, respectively,
for receiving and transmitting, and the higher bands are 1477–1501 MHz and 1429–1453
MHz, respectively, for receiving and transmitting. In IMT-2000, 2-GHz bands are used.
In order to achieve antennas that can operate over multifrequency bands, various tech-
niques are used. Lengthening the antenna’s electrical length so that the resonance occurs
at multifrequency bands is the simplest way. There are several methods for lengthening
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TABLE 23.7 Gain and Efficiency at Three Frequency Bands for Three Types of Mobile
System

GSM850/EGSM
Linear YZ-plane ZX-plane (dBi) Efficiency
Polarization hor. ver. hor. ver. (dB)

824 MHz
MAX 0.4 −10.4 0.2 −11.9
AVE −3.4 −15.4 −3.1 −14.1 −1.8

892 MHz
MAX 1.5 −13.9 1.8 −16.8
AVE −1.9 −16.5 −1.5 −21.6 −0.1

960 MHz
MAX −0.2 −12.5 0.1 −16.5
AVE −4.4 −16.0 −3.7 −19.2 −2.1

DCS/PCS
Linear YZ-plane ZX-plane (dBi) Efficiency
Polarization hor. ver. hor. ver. (dB)

1710 MHz
MAX 0.2 −5.0 1.5 −7.5
AVE −5.3 −11.0 −3.6 −10.8 −2.6

1850 MHz
MAX 1.3 −3.3 2.6 −7.2
AVE −3.7 −9.0 −2.4 −8.2 −1.3

1990 MHz
MAX 1.8 −3.1 3.3 −4.9
AVE −3.2 −8.7 −1.8 −6.5 −0.6

UMTS
Linear YZ-plane ZX-plane (dBi) Efficiency
Polarization hor. ver. hor. ver. (dB)

1920 MHz
MAX 2.1 −3.1 3.6 −5.5
AVE −3.0 −9.2 −1.4 −7.0 −0.9

2045 MHz
MAX 1.7 −3.3 3.1 −4.5
AVE −3.1 −8.9 −1.8 −7.0 −0.5

2170 MHz
MAX 0.4 −4.2 2.5 −5.3
AVE −3.9 −9.8 −2.3 −7.6 −1.1

the antenna length: use of a traveling-wave structure, loading of impedance for multiple
resonances, and arranging a matching circuit for multifrequency operation. When the
bandwidth required is too wide to be covered by a matching circuit, a switching circuit
using either a diode or a RF MEMS (microelectromechanical system) is used.

Figure 23.94a shows an example of a triple-band antenna, which has a meander
line type element with two coupled parasitic elements. The antenna operates effec-
tively in the AMPS 800 (824–894 MHz), GSM 900 (880–960 MHz), and GSM 1900
(1850–1990 MHz) with VSWR of less than 2.5. The return loss characteristics are shown
in Figure 23.94b [43].

Figure 23.95a is another example of a multiband antenna, which is a type of PIFA
modified by including a slot on the surface. It works for GSM in three bands—800 MHz,
1800 MHz, and 1900 MHz—and the Bluetooth band. Figure 23.95b depicts the essential
part of the antenna.
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Figure 23.92 Radiation patterns. (Courtesy of Murata Mfg. Co., Japan.)
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Figure 23.93 Example of a handset on which a chip antenna is installed. (Courtesy of Sanyo
Electric Co., Japan.)

An example of a dual-band NMHA, which has a nonuniform helical structure that
enables dual-band operation, is shown in Figure 23.96. Figure 23.97 shows its return loss
characteristics. Table 23.8 gives maximum and mean gains in free space and at the talk
position for various frequency bands.

Antenna performance of a handset usually degrades at the talk position mainly because
of the effect of the human body, such as an operator’s hand and head. The major reason
for the degradation is the variation in the current flow on the handset unit.

It is almost unavoidable that currents on the handset unit are produced by the excitation
of the built-in antenna. Since the antenna performance depends on this current flow,
antenna performance may vary as the current flow varies due to the body effect. The
reduction of such current flow may be advantageous for avoiding variation in the antenna
performance. One way to reduce the current flow on the handset unit is to use an antenna
system that has balanced terminals, with the antenna fed by a balanced line [44]. An
example that uses a folded planar loop antenna placed on a ground plane and fed with
a two-wire line is shown in Figure 23.98, in which two types of antenna elements
are shown: one is a normal folded loop and the other is a bent-folded loop type. The
antenna feed is illustrated in the inset of the figure for (a) an unbalanced system and
(b) a balanced system. The current distributions on the ground plane are illustrated in
Figure 23.99a for an unbalanced system in free space, in Figure 23.99b for a balanced
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(a) (b)

Figure 23.96 Nonuniform NMHA: (a) exploded view and (b) plastic covered model.

Figure 23.97 Return loss characteristics.
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TABLE 23.8 Measured Maximum and Minimum Gain in Free Space and at the Talk Position
for Various Frequency Bands

Maximum Gain Mean Gain Maximum Gain Mean Gain
Free-Standing Free-Standing Talk Position Talk Position

MHz (dBd) E2-plane (dBd) E2-plane (dBd) H-plane (dBd) H-plane

890 0.34 −2.78 −4.82 −9.26
915 0.33 −3.34 −2.66 −7.77
935 0.62 −3.24 −3.04 −8.09
960 −0.82 −4.80 −3.57 −8.01

1710 2.30 −2.34 1.41 −4.66
1785 1.72 −1.81 1.18 −4.66
1805 0.23 −2.84 0.66 −5.33
1880 0.62 −3.38 3.23 −3.35
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Figure 23.98 Balanced antennas on the ground plane: a folded loop element and bent-folded loop
antenna. Feed systems are shown in the inset.

(a) Unbalanced system [no human model] (b) Balanced system[no human model]

(c) Unbalanced system [with head model] (d) Balanced system [with head model]

Figure 23.99 Current distributions on the ground plane: (a) unbalanced system without human
model, (b) balanced system without human model, (c) unbalanced system with human model, and
(d) balanced system with human model.
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system in free space, in Figure 23.99c for an unbalanced system with a phantom (human
model) beside the antenna, and in Figure 23.99d for a balanced system with a phantom
model beside the antenna. From these figures, remarkable reduction of currents on the
ground plane can be observed in the balanced system, regardless of the existence of the
phantom.

The antenna element is not necessarily a loop for constituting a balanced antenna
system; any other element such as NMHA or meander line can be used, whenever they
have balanced input terminals and are fed with a balanced line. One should be careful
if an antenna system has a very asymmetric structure, even when the terminals are a
balanced structure and are fed with a balanced line. With an asymmetric structure, there
may be some difficulty in achieving a truly electrically balanced behavior, and thus some
unbalanced currents may flow at the terminals.

Practical application of a balanced type antenna is seen in one of the latest handsets.
Figure 23.100 depicts a model of a U-dipole with its dimensions [45]. The practical
antenna is located on top of the handset as shown in Figure 23.101. The radiation patterns
in free space and at a talk position are illustrated in Figures 23.102 and Figure 23.103,
respectively. The antenna has a balanced mode and is fed with a balanced line through
a balun.

As mobile terminals have become smaller, installation of inner antenna elements is
limited to a small area. Thus the antenna element is forced to integrate with nearby
circuitry and components. An example is shown in Figure 23.104, where an integrated
antenna structure coexists with a speaker and a camera unit. Another one is illustrated
in Figure 23.105, which also shows an integrated antenna structure with a speaker
unit.

23.6.4.2 Diversity Antenna It is very common to use two antenna elements in
a diversity system. However, there has been an exception in a type of PDC handset,
where a single antenna element is devised to perform the diversity function [46]. An
antenna is applied to a clamshell-type handset (Figure 23.106), the unit of which is
composed of two parts: one part flips to either open or close the unit. Each of these two
parts has circuitry on it, and some radiation currents flow on the ground plane of these
parts. Thus they can be used as part of the radiator as well as the antenna element. In
order to achieve the diversity function, the two parts are electrically separated and two
impedance components (Z1 and Z2) are located between the two parts. This configuration
is simplified: Figure 23.106a illustrates the location of the impedances and Figure 23.106b
expresses switching of impedances Z1 and Z2 for the diversity performance. Since the
radiation pattern can be varied by changing the value of the impedance, for instance, from
Z1 to Z2, pattern diversity is achieved. Changing the value of impedance contributes to
varying the phase of the current flowing on the ground plane so that additional lower
correlation coefficients can be obtained.

23.6.4.3 Antennas for PHS Terminals PHS (Personal Handy-phone System) has
been used in Japan as an extension of the indoor use of the cordless phone system to
outdoor application. The communication areas are limited to small zones, for example,
several hundred meters in diameter. The transmitter power of the mobile terminals is
kept as low as 10 mW. The frequency band is 1895–1918 MHz.

The PHS mobile terminals use a single antenna element, which is typically an MP,
an NMHA, or a small chip antenna. Because the operating frequency is higher and the
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Figure 23.106 Diversity system using a single antenna element: (a) schematic expression and (b)
circuitry to function diversity.

bandwidth is narrower than those in the PDC system, a smaller antenna element can be
used. Thus the antenna design is easier than that in the PDC systems. The MP element
has a similar structure to that in the PDC, but the length is shorter.

Small chip antennas previously introduced in Figure 23.74 also have been used in
PHS terminals.

23.7 MEASUREMENT

23.7.1 General

Evaluation of antenna performance is vital for designing antennas and systems to which
the antenna is applied, particularly for mobile terminals. Since mobile terminals have
small dimensions, and the antenna to be mounted should also be small, various distur-
bances that affect evaluation of the antenna performance would be encountered when
measurements are performed. This is rather natural, because the antenna performance of
mobile terminals depends on environmental conditions. There are two possibilities: one
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is to eliminate the environmental effects so as to keep antenna characteristics unchanged,
thus obtaining correct or precise results; another is to evaluate the antenna performance
in a way that includes the effect of the environmental conditions.

The former implies that measurement is performed after the interference parameters
are excluded; for example, the influence of a metallic cable connecting the measurement
instrument to the antenna under test, which can give rise to disturbance of either the field
around the antenna element or the currents flowing on the antenna element and nearby
conducting materials.

In the latter case, the measurement is performed even though the nearby effect on the
antenna performance cannot be excluded. A typical example is a case where an antenna
and the ground plane on which the antenna is mounted cannot be separated electrically.
Since some radiation currents induced by the antenna on the ground plane contribute to
radiation, this kind of ground plane may intentionally be utilized as a part of an antenna,
and so antenna performance is evaluated for the antenna system, in which the ground
plane is included.

Difficulty in the measurement of antenna performance may often be encountered when
(1) antenna dimensions are small compared to the wavelength, (2) the antenna system
including nearby materials has asymmetric structure, and (3) proximity effects should
strictly be avoided. Many techniques for evaluating the performance of mobile terminal
antennas are common to those of small antennas, because most mobile terminal antenna
systems have small structures.

Since the general considerations necessary for measurement can be found in Refs. [47]
and [48], some modern technologies used in the measurement of mobile terminal antenna
characteristics, such as radiation patterns and radiation efficiency, will be described.

23.7.2 Radiation Patterns

23.7.2.1 Far-Field Measurement The measurement is usually performed in a
radio darkroom. It is common that radiation patterns of a small mobile terminal are
measured three-dimensionally, typically in the X-Y , Y -Z, and Z-X planes, for both
horizontal and vertical polarizations. The reason why all three plane patterns with two
polarizations are measured is that a mobile terminal is often operated in a multipath
environment, where incident waves vary unpredictably in three-dimensional (3D) space,
include cross polarizations, and arrive from indefinite directions. Thus such environmen-
tal conditions must be reproduced for evaluating the antenna performance. It usually
takes a long time to determine the 3D patterns. In order to perform the 3D pattern mea-
surement efficiently, a device is available that is composed of a sensor array located on
a semicircular platform and a rotator, on which an antenna under test (AUT) is placed.
Figure 23.107 illustrates this device. The field sensors receive the fields radiated by an
AUT located on the center of the turntable (i.e., the center of the semicircular arm). The
sensor element is a crossed dipole so that both V and H polarizations can be received in
real time. By rotating an AUT on the table, 3D patterns of two polarizations are mea-
sured simultaneously. The total time for the measurement of a 3D pattern is very short
compared with pattern measurement on each of the three planes separately.

This device can be used not only for measurement of radiation patterns but also for
determining radiation efficiency, gain, and so forth. The processing time for obtaining
3D patterns can be as short as 16 seconds, although it depends on the scanning angle.
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Figure 23.107 Measurement system for 3D radiation patterns.

23.7.2.2 Near-Field Measurement Near-field measurement can be applied to
obtain 3D patterns. The measured near-field values are transformed into far-field val-
ues by computer processing. There is a device available for measuring near fields, an
instrument called the Spherical Near Field Measurement System. The system consists
of a spherical scanner, which has an optical field sensor and is capable of scanning
spherically around an antenna under test (AUT), and a turntable on which the AUT is
mounted. Figure 23.108 illustrates this instrument, which is located in a radio darkroom.
The sensor measures the field strength produced by the AUT. The scanner is rotated
spherically from the starting position of the sensor up to ∼150◦ with a precision of
0.1◦. By rotating the turntable along with spherical scanning of the scanner, the 3D field
strength is obtained in a very short time. A photonic device is used in the sensor in
order to transfer directly the electric field strength received by the antenna to the opti-
cal strength so as to replace the metallic cable with the optical fiber for connecting the
sensor antenna to the instrument. By using optical cable, possible field disturbances that
might be caused by the influence of a metallic cable can be avoided. The sensor head
is depicted in Figure 23.109, in which a small monopole is shown on the NbLiO3 sub-
strate that transforms electric field strength into optical strength. The near-field strength
obtained is transformed into far-field strength by computer processing. The measured
data are shown either numerically or graphically on a display.

23.7.3 Radiation Efficiency

There are typically three methods by which radiation efficiency (RE) is evaluated: power
integration method, Wheeler Cap method, and random-field method. The most accu-
rate result can be obtained by the power integration method; however, it is the most
complicated method and needs rather a large scale.

The Wheeler Cap method is the simplest method among them, although it provides
less accurate results than does the power integration method. On the other hand, the
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Figure 23.109 Sensor head used in the near-field measurement system.

random-field method is useful, particularly for an antenna system under test located
in an environment where random fields exist and where the field is disturbed by the
proximity effects, nearby conducting bodies, a human body, and so forth. This situation
is often observed in mobile phone terminals in the practical field, operated from a talk
position.

RE is defined as the ratio of the radiated power Prad and the input power Pin to an
antenna and is determined by measuring either these powers or parameters related to
these powers.

23.7.3.1 Pattern Integration Method The power Pin delivered into an antenna
under test (AUT) is expressed by

Pin = (1− |�|2)Pav (23.6)

where Pav and �, respectively, are the available power and the reflection factor of the
AUT.

Radiated power Prad from the AUT observed at the distance d is given by integration
of the radiation powers Pθ and Pϕ (vertical and horizontal components, respectively)
three-dimensionally as

Prad = d2 ∫(Pθ + Pφ)d� (23.7)

= d2 ∫{Wθ(θ, φ)+Wφ(θ, φ) } d� (23.8)
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where Wx is the power of the x (x = θ, φ) component, as a function of θ and φ, received
at the distance d. W can be expressed by using antenna gain Gr , reflection factor �r ,
and power density Px as

Wx = Px(1− |�r |2)λ2Gr/4π (23.9)

Now RE η is given by
η = Prad/Pin (23.10)

By inserting Eqs. (23.8) and (23.6) into (23.10), the numerical value ofη can be found.
A device to perform the pattern integration method is illustrated in Figure 23.110.

23.7.3.2 Wheeler Cap Method In this case, RE can be evaluated by the measure-
ment of input resistances of an AUT for two cases: Rrad for a case where the AUT is
used for transmitting and Rloss for a case where the AUT is used for receiving. The AUT
is placed on a ground plane and the resistance Rr(= Rrad + Rloss) is measured when it
radiates into free space, while Rloss is measured when the AUT is covered by a Wheeler
Cap, which suppresses radiation of the AUT so that only Rloss is observed. Rrad can be
obtained by taking the difference (Rr − Rloss).

Then RE η can be obtained by

η = Rrad/(Rrad + Rloss) (23.11)

This method is the simplest among the above three methods; however, its accuracy is
inferior compared to the other two methods.

Care must be taken in use of the Wheeler Cap; losses at the inner surface of the Cap
should be kept as low as possible so that no error in the Rloss measurement would be
included. In addition, measurement should not be performed at resonance frequencies
of the Wheeler Cap, as that would contribute serious error in the measured values.
Another factor that might give rise to error is alteration of current distributions on the
AUT element, which might be caused by covering the AUT with the Wheeler Cap. It

Figure 23.110 Pattern integration measurement system.
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is not necessary to use a hemispherical Wheeler Cap, but a rectangular Wheeler Cap is
acceptable. Also, the dimensions of the Cap are not necessarily around a radian-sphere
size, but may be flexibly chosen with the size a little larger than a radian sphere.

23.7.3.3 Random-Field Method The random-field method is also referred to as the
reverberation-field method [49]. The RE is evaluated in an environment where a random
field exists as in the practical mobile communication field. The random field is generated
in a radio darkroom by means of radio wave scatterers, as shown in Figure 23.111, in
which the locations of an AUT, a transmitting antenna, and some scatterers are shown.
The power PAUT received by the AUT and the power Pref received by a reference antenna
are measured, and the difference between them is used to determine the RE.

Reverberation-field measurement can be applied to measure total power produced by,
for example, a mobile phone in practical operation. An example of such a system is
illustrated in Figure 23.112, which depicts a reverberation chamber, where evaluation
of an antenna system used in a mobile phone at a talk position is performed [49]. This
measurement does not imply evaluation of the RE, but gives an indirect measure of

Scatterers

Antenna

DUT

Figure 23.111 Random-field measurement system.

Antenna

Paddle
wheel

Working
volume

Paddle
wheel

Figure 23.112 Structure of reverberation chamber.
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RE, because the total radiated power provides the number from which the loss due to
the human body, proximity effects, and so forth can be deduced. The total power is a
significant parameter in relation to the SAR value, particularly inside the human head.
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CHAPTER 24

Antennas for Mobile Systems

SIMON R. SAUNDERS and ALEJANDRO ARAGÓN-ZAVALA

24.1 INTRODUCTION

Modern mobile systems include cellular radio systems and private land mobile systems.
Base stations may be mounted on conventional towers (masts) and rooftops to create
macrocells, on street-furniture and building walls to create microcells, or inside build-
ings to create picocells. In some cases satellites may even be used to create the megacells
corresponding to land mobile satellite systems. In all cases, successful provision of user
services relies heavily on carefully designed antennas at both the base station and the
user terminal (mobile) for efficient operation. It is essential to carefully control radiation
patterns to target coverage to desired coverage areas while minimizing interference out-
side. The antenna structure should minimize interactions with its surroundings such as
supporting structures and the human body, while maximizing the efficiency for radiation
and reception. The requirements of antennas at both the mobile terminal (Section 24.2)
and the base station (Section 24.3) are examined in this chapter, together with an outline
of the main structures that are suitable and the key design issues. This chapter is adapted
from Chapter 15 of Saunders [1]. For further details, the reader is referred to books such
as Stutzmann [2] and Vaughan [3] for detailed design theory and to Fujimoto [4] and
Balanis [5] for practical information specific to mobile systems.

24.2 MOBILE TERMINAL ANTENNAS

24.2.1 Performance Requirements

Mobile terminal antennas include those used in cellular phones, walkie-talkies for pri-
vate and emergency service applications, and data terminals such as laptops and personal
digital assistants. Such antennas are subjected to a wide range of variations in the envi-
ronment that they encounter. The propagation conditions vary from very wide multipath
arrival angles to a strong line-of-sight component. The orientation of the terminal is
often random, particularly when a phone is in a standby mode. They must be able to
operate in close proximity to the user’s head and hand. They must also be suitable for

Modern Antenna Handbook. Edited by Constantine A. Balanis
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manufacturing in very large volume at an acceptable cost. Increasingly, users prefer that
the antenna is fully integrated with the casing of the terminal rather than being separately
identifiable. In general, these challenging requirements may be summarized as follows:

• Radiation Pattern. Approximately omnidirectional in azimuth and wide beamwidth
in the vertical direction, although the precise pattern is usually uncritical given the
random orientation, the large degree of multipath, and the pattern disturbance that
is inevitable given the close proximity of the user.

• Input Impedance. Should be stable and well matched to the source impedance over
the whole bandwidth of operation, even in the presence of detuning from the prox-
imity of the user and other objects. Many user terminals now operate over a wide
variety of standards, so multiband, multimode operation via several resonances is
increasingly a requirement.

• Efficiency. Given the low gain of the antenna, it is important to achieve a high
translation of input radio frequency (RF) power into radiation over the whole range
of conditions of use.

• Manufacturability. It should be possible to manufacture the antenna in large volume
efficiently, without the need for tuning of individual elements, while being robust
enough against mechanical and environmental hazards encountered while moving.

• Size. Generally as small as possible, consistent with meeting the performance
requirements. Increasingly the ability to adapt the shape to fit into a casing ac-
ceptable to a consumer product is important.

This section outlines the most important issues to consider in analyzing this perfor-
mance and discusses a selection of the various antenna types available and emerging.

24.2.2 Small Antenna Fundamentals

Mobile antennas can often be classified as electrically small antennas, defined as those
whose radiating structure can be contained within a sphere of radius r such that kr < 1,
where k is the wavenumber (i.e., r ≤ λ/6 approximately). There is a body of literature
which highlights the performance trade-offs inherent in such antennas. In particular, there
is a basic trade-off between size, bandwidth, and directivity. Small antennas, with limited
aperture size, cannot achieve high directivity. Similarly, the bandwidth and directivity
cannot both be increased if the antenna is to be kept small [6]. As the size decreases,
the radiation resistance decreases relative to ohmic losses, thus decreasing efficiency.
Increasing the bandwidth tends to decrease efficiency, although dielectric or ferrite load-
ing can decrease the minimum size. This is best illustrated by examining the relationship
between the quality factor, Q, of the antenna and the size. The unloaded Q of an antenna
is defined as

Q = f0

�f3dB
(24.1)

Note that the loaded bandwidth is twice this value. The smallest Q (and hence high-
est fractional bandwidth) within a given size of enclosing sphere is obtained from a
dipole-type field, operating at a fundamental mode of the antenna. Higher-order modes
should be avoided as they have intrinsically higher Q. Assuming a resistive matched load,
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for a first-order mode, whether electrical or magnetic, the Q is related to the electrical
size of the antenna [6] by

Q01 = 1

(kr)3
+ 1

kr
(24.2)

If both the electrical and magnetic first-order modes are excited together, then the com-
bined Q is somewhat lower:

QE,M01 = 1

2(kr)3
+ 1

kr
(24.3)

These values are illustrated in Figure 24.1. Practical antennas will always exceed these
values. A spherical antenna, such as a spherical helix, approaches the limits most closely
but is unlikely to be practical for mobile terminal applications.

This analysis assumed a resistive matched load. The bandwidth can be enhanced using
a matching network, such as a bandpass filter, which provides a varying load impedance
to the antenna. An even better approach is to make the matching network part of the
structure so that the associated currents radiate. This can be achieved via multiple resonant
portions to the antenna, such as dipoles of various sizes connected in parallel, or stacked
patches of varying sizes.

To illustrate this, near resonance an antenna can be represented by an equivalent series
RLC tuned circuit, with an impedance given by

Z= R + j

(
ωL− 1

ωC

)
= R

[
1+ jQ

(
f

f0
− f0

f

)] (24.4)

From this we can calculate the voltage standing wave ratio (VSWR). For a simple
half-wave dipole with R = 72� we obtain the simple dipole characteristics shown in
Figure 24.2. By feeding two dipoles with different resonant frequencies at the same input
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Figure 24.1 Fundamental limits on small antenna efficiency.
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Figure 24.2 Bandwidth enhancement via parallel dipoles. The dipoles are combined in parallel
and have resonant frequencies of 980 and 1020 MHz. The source resistance is assumed to be 50�.

terminals, the impedances appear as a parallel combination and the result has a much
wider bandwidth (mutual coupling interactions are neglected here).

24.2.3 Dipoles

The most basic starting point for a mobile terminal antenna is a half-wave dipole. Such
an antenna has a bandwidth that increases with the diameter of the wire elements in
comparison with the overall length. For a length:diameter ratio of 2500 the VSWR = 2
bandwidth is around 8% of the resonant frequency, increasing to 16% for a ratio of 50.
A common practical realization of such an antenna is the folded dipole (Figure 24.3a),
which increases the impedance fourfold, providing a good match to the 300-� balanced

)b()a(

Figure 24.3 Folded half-wave dipoles: (a) balanced feed and (b) coaxial feed.
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transmission line and improving the bandwidth. Similarly, Figure 24.3b shows a
configuration that provides a coaxial feed. Such configurations are in common practical
use as receiving antennas for home FM/VHF radio or as the driven element in Yagi–Uda
antennas. The bandwidth may be further increased by broadening or end-loading one
or both of the dipole elements, which can produce antennas with bandwidths of many
octaves, suitable for ultrawideband systems (Figure 24.4).

Although the half-wave dipole is a versatile and useful antenna in some applications,
it is likely to be too large for convenient operation on portable mobiles (e.g., 16.5 cm at
900 MHz). In principle, the lower arm of the dipole could be made the conducting case
of the mobile terminal, but then the impedance and the radiation pattern will be severely
affected by the interaction between the currents on the case and the user’s hand, leading
to poor performance.

A quarter-wave monopole (or quarter-wave whip), operating over a ground plane,
would seem to reduce the antenna size and permit a coaxial feed. However, since the
dominant radiation direction of a monopole is along the ground plane, the ground plane
size needs to be several wavelengths to produce stable input impedance, rendering the
antenna impractical. Nevertheless, such antennas are sometimes used when performance
is uncritical.

A common solution to this is to use a sleeve dipole as shown in Figure 24.5 [4]. Here
the radiating element of the antenna is fed coaxially, with the outer conductor of the
coaxial line surrounded by a metal sleeve. The metal sleeve is filled with a cylindrical
dielectric insert. If the sleeve is made large in diameter, and the sleeve length and the
dielectric constant are chosen appropriately, the sleeve can act as a resonant “choke,”
which allows RF currents to flow in the outer sleeve but minimizes currents in the terminal
case. The antenna is thus fairly robust against variations due to the user’s hand on the
case and it acts as an asymmetrically fed half-wave dipole with a dipole-like radiation
pattern. At frequencies more than around 5% away from the choke resonant frequency,
the vertical radiation pattern tends to be multilobed. Sleeve antennas are commonly used
for handsets in private mobile radio applications (such as for taxi firms or emergency
services) and in older cellular telephones.

(a) (b) (c)

Figure 24.4 Wideband dipole variants: (a) bow-tie antenna, (b) biconical dipole, and (c) top-
loaded monopole on conical ground plane or “discone” with coaxial feed.
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Figure 24.5 Sleeve dipole construction principles and a practical example. (Courtesy of Jaybeam
Wireless Ltd.)

24.2.4 Helical Antennas

Given the large size of even a quarter-wave whip at very high frequency (VHF) values
for hand-held operation, it is common to reduce the physical size of the radiating element
by using a helical antenna radiating in normal mode. However, shortening the element in
this way increases the losses, so it is usual to make the element’s physical axial length no
smaller than approximately λ/12 (while maintaining its electrical length at λ/4). Making
the element too small also increases the shadowing of the antenna by the user’s head.
This configuration relies on the use of the case as the balancing element, so it is again
strongly influenced by the position of the user’s hand on the case. Combining a helical
element with a sleeve is one approach, but the sleeve will then dominate the overall size.

24.2.5 Inverted-F Antennas

Given the large ground plane required for efficient operation with a monopole, one
solution is to deploy an antenna that produces its maximum radiation normal to the
ground plane. The ground plane can then be one side of the terminal case. One such
antenna is the inverted-F antenna (Figure 24.6). If the image of this antenna reflected in
the ground plane is considered, the antenna appears as a two-wire balanced transmission
line with a short circuit at one end. Analysis in this way allows the dimensions to be set
to provide resonance and an appropriate impedance match.

A popular development of this antenna type is the planar inverted-F antenna (PIFA),
otherwise referred to as an open microstrip antenna, shown in Figure 24.7 [7]. The wires
in the inverted-F antenna are replaced by metal plates, yielding a parallel-plate waveguide
between the ground plane and patch, which is often dielectric loaded to reduce the size.
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Figure 24.6 Inverted-F wire antenna.
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Figure 24.7 Planar inverted-F antenna.

The fields set up in this waveguide are sinusoidal along the length and uniform across
the open width, so the radiation pattern is similar to a uniform current dipole in the space
above the ground plane. Although the overall dimensions of the antenna are not particu-
larly small, the low profile makes it compact and unobtrusive for cellular telephone appli-
cations. The bandwidth is reasonably large, increasing with the height up to around 14%.
The bandwidth can be increased still further by adding parasitic conductor layers con-
nected to the upper plate. Its major disadvantage is the awkwardness in manufacture of
the short circuit plate.

24.2.6 Patches

Patch antennas are also a common form of portable mobile antenna. They are commonly
a half-wavelength square, which is not especially small (depending on the dielectric
constant) overall but is compact vertically and avoids the manufacturing awkwardness
of the vertical short-circuit in the PIFA. The fields are approximately uniform across the
patch width and sinusoidal along the length, resulting in similar patterns to the PIFA.
The directivity reduces with increases in the dielectric constant, from around 10 dB for
an air substrate to about 5.5 dB for εr = 10. The Q is inversely proportional to the patch
height and proportional to

√
εr . As with the PIFA, additional layers, producing offset

resonances at higher frequencies, can be added to increase the bandwidth, although this
increases the manufacturing complexity.
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24.2.7 Mean Effective Gain (MEG)

24.2.7.1 Introduction The performance of a practical mobile antenna in its realistic
operating environment may be very different from what would be expected for measure-
ments of the gain of the antenna in isolation. This arises because the mobile is usually
operated surrounded by scattering objects that spread the signal over a wide range of
angles around the mobile. The detailed consequences of this on the fading signal are
examined in Saunders [1]. The question arises, given this complexity, as to what value
of mobile antenna gain should be adopted when performing link budget calculations.
The concept of a mean effective gain , which combines the radiation performance of the
antenna itself with the propagation characteristics of the surrounding environment, was
introduced by Taga [8] to address this and is described in some detail here.

24.2.7.2 Formulation Consider a mobile antenna that receives power from a base
station after scattering has occurred through a combination of buildings, trees, and other
clutter in the environment. The total average power incident on the mobile is composed
of both horizontally and vertically polarized components, PH and PV , respectively. All
powers are considered as averages, taken after the mobile has moved along a route of
several wavelengths. The mean effective gain (MEG) of the antenna, Ge, is then defined
as the ratio between the power that the mobile actually receives and the total power
available:

Ge = Prec

PV + PH

(24.5)

The received power at the antenna can then be expressed in spherical coordinates
taking into account the three-dimensional (3D) spread of incident angles as follows:

Prec =
∫ 2π

0

∫ π

0

[
P1Gθ (θ, φ) Pθ (θ, φ)+ P2Gφ (θ, φ) Pφ (θ, φ)

]
sin θ dθ dφ (24.6)

where P1 and P2 are the mean powers that would be received by ideally θ (elevation) and
φ (azimuth) polarized isotropic antennas, respectively, Gθ and Gφ are the corresponding
radiation patterns of the mobile antenna, and Pθ and Pφ represent the angular distributions
of the incoming waves. The following conditions must be satisfied to ensure that the
functions are properly defined:

∫ 2π

0

∫ π

0

[
Gθ (θ, φ)+Gφ (θ, φ)

]
sin θ dθ dφ = 4π (24.7)

∫ 2π

0

∫ π

0
Pθ (θ, φ) sin θ dθ dφ = 1 (24.8)

∫ 2π

0

∫ π

0
Pφ (θ, φ) sin θ dθ dφ = 1 (24.9)
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The angular distribution of the waves may be modeled by, for example, Gaussian
distributions in elevation and uniform in azimuth as follows:

Pθ(θ, φ) = Aθ exp

{
−
[
θ −

(π
2
−mV

)]2 × 1

2σ 2
V

}
(24.10)

Pφ(θ, φ) = Aφ exp

{
−
[
φ −

(π
2
−mH

)]2 × 1

2σ 2
H

}
(24.11)

where mV and mH are the mean elevation angles of the vertically and horizontally
polarized components, respectively, σV and σH are the corresponding standard deviations,
and Aθ and Aφ are chosen to satisfy Eqs. (24.8) and (24.9). The precise shape of the
angular distribution is far less important than its mean and its standard deviation.

24.2.7.3 Example MEG Calculation Since the arrival angle has been assumed
uniform in azimuth, any variations from omnidirectional in the radiation pattern will
have no impact on the MEG. Although this assumption is likely to be valid in the long
term as the mobile user’s position changes, there may be short-term cases where this is
not so, and the power arrives from a dominant direction. This may particularly be the
case in a rural setting where a line-of-sight or near-line-of-sight path exists. Figure 24.8
shows the radiation pattern obtained from a pair of dipoles arranged λ/4 apart and fed
with equal phase and amplitude. This could, for example, represent an attempt to reduce
radiation into the human head by placing a null in the appropriate direction. This results
in a gain pattern of the form

Gθ = cos2
(π

4
+ π

4
cos φ

)
(24.12)
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Figure 24.8 Azimuth radiation pattern and angle-of-arrival distribution.



1238 ANTENNAS FOR MOBILE SYSTEMS

20 30 40 50 60 70 80 90 100 110
−30

−25

−20

−15

−10

−5

0

Mean arrival angle = 0
Mean arrival angle = 180

Figure 24.9 Reduction in mean effective gain due to angular spreading.

Also shown is the arrival angle distribution, assumed Gaussian in azimuth and shown
with a standard deviation of 50◦ and a mean of 0◦. Calculation of Eq. (24.6) in comparison
with the assumption of uniform arrival angle in the azimuth plane yields the results shown
in Figure 24.9. This is performed with the center of the arriving waves both within the
pattern null and directly opposite and is shown as a function of the standard deviation
of the spread relative to the mean. Considerable gain reduction is evident in both cases,
particularly when the angular spread is small.

24.2.8 Human Body Interactions and Specific Absorption Rate (SAR)

In the frequency range of interest for practical radio communications, electromagnetic
radiation is referred to as “nonionizing radiation” as distinct from the ionizing radiation
produced by radioactive sources. The energy associated with the quantum packets or pho-
tons at these frequencies is insufficient to dissociate electrons from atoms, whatever the
power density, so the main source of interactions between nonionizing radiation and sur-
rounding human tissue is simple heating. Nevertheless, given that we are all continually
exposed to electromagnetic (EM) radiation from a variety of sources, including mobile
phone systems and radio and television broadcasts, there is understandable concern to
ensure that human health is not adversely affected.

The potential health impact of EM fields has been studied for many years by both civil
and military organizations, as well as the effects and interactions of hand-held antennas
with the human head [9]. A number of bodies have commissioned research into such
effects and the World Health Organisation has produced guidelines to ensure that this
research is conducted according to appropriate standards [10]. The conclusions from
these investigations have been used to set regulatory limits on exposure, which reflect a
precautionary principle based on the current state of knowledge. Many administrations
require equipment manufacturers to ensure that the fields absorbed are below given
limits and to quote the values produced by individual equipment under suitable reference
conditions. Therefore it is essential at this stage to establish procedures and metrics to
assess the impact of antennas on absorption within the body.
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24.2.8.1 Formulation The evaluation of human exposure in the near field of RF
sources, like portable mobile phones, can be performed by measuring the electric field
(E-field) inside the body [4]. Given a current density vector J and an electric field E,
the power absorbed per unit volume of human tissue with conductivity σ (�−1 ·m−1) is

PV = 1
2 J · E∗ = 1

2σ |E|2 (W/m3) (24.13)

By introducing the density of the tissue ρ (in kg/m3), the absorption per unit mass is
obtained as follows:

Pg = 1

2

σ

ρ
|E|2 (W/kg) (24.14)

The term Pg is known as the specific absorption rate (SAR), or the rate of change of
incremental energy absorbed by an incremental mass contained in a volume of given
density. The SAR (divided by the specific heat capacity) indicates the instantaneous
rate of temperature increase possible in a given region of tissue, although the actual
temperature rise depends on the rate at which the heat is conducted away from the
region, both directly and via the flow of fluids such as blood. The power P absorbed by
a specific organ is given by

P =
∫
M

Pgdm (24.15)

where M is the mass of the object under consideration, which can be the entire human
body.

The parameters used in Eqs. (24.13) and (24.14) are complex and depend on many
factors. The conductivity of the tissue σ varies with frequency [11], and increases with
temperature. The tissue density ρ also changes with tissue and is a function of the water
content. The electric field is often determined by the dielectric and physical properties
of the tissue, polarization, and exposure environment. The conductivity at various fre-
quencies has been measured and reported in Gabriel [11]. An example of some tissue
dielectric values at 900 MHz is shown in Table 24.1.

TABLE 24.1 Tissue Dielectric Properties at 900 MHz

Permittivity Conductivity
Tissue (ε) (σ )

Bladder 18.93 0.38
Fat (mean) 11.33 0.10
Heart 59.89 1.23
Kidney 58.68 1.39
Skin (dry) 41.40 0.87
Skin (wet) 46.08 0.84
Muscle (parallel fiber) 56.88 0.99
Muscle (transverse fiber) 55.03 0.94
Cerebellum 49.44 1.26
Breast fat 5.42 0.04
Average brain 45.80 0.77
Average skull 16.62 0.24
Average muscle 55.95 0.97

Source: From Ref. 11.
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(a) (b)

Figure 24.10 SAR measurement systems: (a) CENELEC compliant system, from IndexSAR; and
(b) phantom used in SAR tests, with mobile phone head mounting bracket.

24.2.8.2 SAR Measurements A popular method to perform SAR measurements is
by logging E-field data in an artificial shape acting as a representation of the human body
in normal use, from which SAR distribution and peak averaged SAR can be computed.
To do so repeatedly, it is important to use an appropriate body shape and dielectric mate-
rial. Appropriate “phantoms” for the human head and other body parts are standardized
by relevant committees [12, 13], along with the associated positioning of phones and
other devices to be tested. Examples of some commercial SAR measurement systems are
shown in Figure 24.10. Here a robotic arm is used to hold the E-field probe and scan
the whole exposed volume of the phantom, in order to evaluate the 3D field distribution.
The use of the robot allows high repeatability and very high position accuracy. A similar
procedure can also be used for testing the SAR arising from indoor antennas to establish
whether they are “touch safe.”

At the early design stages of an antenna, it is also possible to make an assessment
of the likely SAR via analytical or numerical calculations. The near-field nature of the
problem means that geometrical optical approaches are not appropriate and full-wave
solutions of Maxwell’s equations must be applied [14].

24.2.8.3 SAR Regulations After characterizing the RF exposure produced through
SAR measurements, it is necessary to assess whether this exposure falls beyond accept-
able limits. ICNIRP (International Committee on Non-ionising Radiation Protection) is
an independent nongovernmental scientific organization, set up by the World Health
Organisation and the International Labour Office, responsible for providing guidance and
advice on the health hazards of nonionizing radiation exposure [15], and levels based
on its recommendations are widely adopted in Europe. On the other hand, the IEEE
C95.1–1999 Standard for Safety Levels with Respect to Human Exposure to Radio
Frequency Electromagnetic Fields [16] has been adopted in the Americas as a refer-
ence, which includes frequencies between 3 kHz and 300 GHz. In 1999, the European
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TABLE 24.2 SAR Exposure Limits (W/kg)

Whole Local SAR Local SAR
Standard Condition Frequency Body (Head and Trunk) (Limbs)

ICNIRP Occupational 100 kHz to 10 GHz 0.4 10 20
General public 100 kHz to 10 GHz 0.08 2 4

IEEE Controlled 100 kHz to 6 GHz 0.4 8 20
Uncontrolled 100 kHz to 6 GHz 0.08 1.6 4

Source: From Ref. 4.

Committee for Electrotechnical Standardisation (CENELEC) endorsed the guidelines set
by ICNIRP on exposure reference levels and recommended that these should form the
basis of the European standard [17].

Table 24.2 shows the basic SAR limits for both ICNIRP and IEEE standards. Both
standards make a clear distinction between general public (uncontrolled environment)
and occupational (controlled environment). For the former, people with no knowledge
of or no control over their exposure are included, and hence the exposure limits need
to be tighter. However, the general public values are often regarded as representing best
practice, whoever the affected parties.

The ICNIRP and IEEE standards also establish field strength and power density lim-
its for far-field exposure, as shown in Tables 24.3 and 24.4. Notice the variations in
maximum E-field exposure with frequency. These are the levels typically adopted when
testing and predicting the fields around macrocellular base station antennas.

24.2.9 Mobile Satellite Antennas

The key requirements for the antenna on a mobile handset for nongeostationary satellite
systems, such as those described in Chapter 14 of Saunders [1], can be summarized as
follows:

• Omnidirectional, Near-Hemispherical Radiation Pattern. This allows the handset
to communicate with satellites receiving from any elevation and azimuth angle,
without any special cooperation by the user. The elevation pattern should extend
down to at least the minimum elevation angle of the satellite, but should not provide

TABLE 24.3 ICNIRP Reference Field Strength Levels (V/m)

Standard Condition >10 MHz, <400 MHz 900 MHz 1.8 GHz >2 GHz, <300 GHz

ICNIRP General public 28 41.25 58.3 61
Occupational 61 90 127.3 137

TABLE 24.4 IEEE Reference E -Field and Power Density Levels

E-Field (V/m) Power Density (mW/cm2)

Standard Condition >30 MHz, <300 MHz 900 MHz 1.8 GHz >15 GHz, <300 GHz

IEEE Uncontrolled 27.5 0.6 1.2 10
Controlled 61.4 3 6 10
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too much illumination of angles below the horizon, since this would lead to pick-up
of radiated noise from the ground and degradation of the receiver noise figure. The
pattern need not necessarily be uniform within the beamwidth; indeed, it may be
an advantage in some systems to emphasize lower elevation angles at the expense
of higher ones in order to overcome the extra free space and shadowing losses
associated with lower satellites [18].

• Circular Polarization, with Axial Ratio Close to Unity. This limits the polarization
mismatch. A typical specification is that the axial ratio should be no more than
5 dB at elevation angles down to the minimum elevation angle of the satellite
constellation.

24.2.9.1 Quadrifilar Helix Antenna (QHA) A common structure that can be used
to meet these requirements is the quadrifilar helix antenna (QHA). This was invented
by Kilgus [19, 20] and a typical example is shown in Figure 24.11, mounted on top of a
conducting box to represent the case of a mobile phone. The four elements of the QHA
are placed at 90◦ to each other around a circle and are fed consecutively at 90◦ phase
difference (0◦, 90◦, 180◦, 270◦). The QHA is resonant when the length of each element
is an integer number of quarter-wavelengths. When the elements are each one-quarter of
a wavelength, for example, the QHA can be considered as a pair of crossed half-wave
dipoles, but with the elements folded to save space and to modify the radiation pattern.
Adjustment of the number of turns and the axial length allows the radiation pattern to be
varied over a wide range, according to the statistics of the satellite constellation and the
local environment around the user, while maintaining circular polarization with a small
axial ratio from zenith down to low elevation angles [21]. The QHA is relatively unaf-
fected by the presence of the user’s head and hand, since the antenna has a fundamentally
balanced configuration, leading to relatively little current flowing in the hand-held case,
in contrast to terrestrial approaches that use a monopole as the radiating element and
rely on the currents in the case to provide a ground plane. The QHA can also be made
resonant at multiple frequencies and can be reduced in size via various means [22].

Figure 24.11 Surface current distribution of a quadrifilar helix antenna mounted on a conducting
box, plus corresponding (left-hand circularly polarized) radiation pattern.
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Although the QHA is dominant for application to hand-held terminals in frequency
bands up to around 3 GHz, other antennas are used in other cases. In terminals that are
mounted on a vehicle rather than being hand-held, it may be more appropriate to use a
circularly polarized patch antenna. For use at higher frequency bands, it is necessary to
provide some antenna gain through directivity in order to improve the available fading
margin. This necessitates the use of either electrical or mechanical steering in order to
ensure the antenna is properly pointed.

An adaptive, intelligent variant of the QHA, the I-QHA, was invented by Agius [23]
and described in detail in Leach [24]. The purpose of this configuration is to adapt the
antenna to changes in the incoming signal imposed by the environment, the system, and
the user handling of the terminal. The I-QHA has been demonstrated to achieve a large
potential diversity gain of up to 14 dB [25]. The MEG of the I-QHA has been evaluated
in detail by Brown [26].

24.2.9.2 Patch Antennas Patch antennas are also used for satellite mobile termi-
nals and become very attractive due to their low cost and easy manufacture, as well as
the reduction in size as a result of the technology used in their construction. Circular
polarization may be achieved by dual feeding a square or circular patch at right angles
with quadrature phasing, or by perturbing the patch shape (e.g., cutting off one corner)
so as to create antiphase currents that produce the same result. A good example of the
use of such antennas is in the Global Positioning System (GPS), where patch antennas
are the most common configuration, although the QHA is still often applied for high
performance requirements.

24.3 BASE STATION ANTENNAS

24.3.1 Performance Requirements in Macrocells

The basic function of a macrocell base station antenna is to provide uniform coverage
in the azimuth plane, but to provide directivity in the vertical plane, making the best
possible use of the input power by directing it at the ground rather than the sky. If fully
omnidirectional coverage is required, vertical directivity is usually provided by creating
a vertical array of dipoles, phased to give an appropriate pattern. This is usually called
a collinear antenna and has the appearance of a simple monopole. A typical radiation
pattern for such an antenna is shown in Figure 24.12. Such antennas are commonly used
for private mobile radio systems.

More commonly in cellular mobile systems, however, some limited azimuth directivity
is required in order to divide the coverage area into sectors. A typical example is shown
in Figure 24.13. The choice of the azimuth beamwidth is a trade-off between allowing
sufficient overlap between sectors, permitting smooth handovers, and controlling the
interference reduction between co-channel sites, which is the main point of sectorization.
Typical half-power beamwidths are 85◦–90◦ for 120◦ sectors. Figure 24.13 also shows
some typical patterns.

The elevation pattern of the antenna also has to be carefully designed, as it allows
the edge of the cell coverage to be well defined. This can be achieved using either
mechanical downtilt, where the antenna is simply pointed slightly downward; or electri-
cal downtilt, where the phase weighting of the individual elements within the panel is
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Figure 24.12 Elevation pattern for omnidirectional collinear antenna (courtesy of Jaybeam Wire-
less Ltd.) and typical elevation radiation pattern: radial axis is gain in dBi. This consists of a set of
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Figure 24.13 Typical macrocell sector antenna and example radiation patterns in azimuth; 3-dB
beamwidths are 60◦ ( ), 85◦ (- -- ), and 120◦ (· · ·).



24.3 BASE STATION ANTENNAS 1245

00

 10

 20
30

60

90

120

150

±180

0

−30

−20

−10

−30

−150

−60

−90

−120

Figure 24.14 Effect of varying electrical downtilt: 0◦ ( ) and 6◦ (-- - ).

chosen to produce a downward-pointing pattern, with the antenna axis maintained vertical.
Electrical downtilt is usually preferred as it can produce relatively even coverage in the
azimuth plane. Example elevation patterns produced using electrical downtilt are shown
in Figure 24.14.

The combination of a downtilted radiation pattern with the macrocell path loss mod-
els can have the effect of increasing the effective path loss exponent, as shown in
Figure 24.15 and described in more detail in Saunders [1]. This causes the power received
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Figure 24.15 Effect of downtilt from the antennas in Figure 24.14 on received signal power:
transmitter power 10 W, base station antenna height 15 m, mobile antenna height 1.5 m. Calculated
assuming the Okumura–Hata path loss model from Okumura (Ref. 27).
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from the base station to fall off more abruptly at the edge of the cell, reducing the impact
of interference and permitting the available spectrum to be reused more efficiently.

24.3.2 Macrocell Antenna Design

Modern macrocell antennas usually achieve the desired radiation pattern by creating an
array of individual elements in the horizontal and vertical directions, built together into
a single panel antenna. The array is typically divided into several subarrays. The array
elements are fed via a feed network, which divides power from the feed to excite the
elements with differing amplitudes and phases to produce the desired pattern.

The overall elevation pattern,G(θ), of such an array is given by

G(θ) = g0(θ)

N/M∑
n=1

M∑
m=1

Inm × exp(jφnm)× exp(jkdnm sin θ)× exp(−jkdφr) (24.16)

where g0(θ) is the radiation pattern of an individual array element (or subarray), Inm
and φnm are the amplitude and phase of the excitation of the array element numbered
m+ (n− 1)M, dnm = d(m+ (n− 1)M) (in meters) is the distance along the array of
the n,m element, M is the number of element rows in a subarray, m is the row number,
N is the total number of rows, n is the subarray number, and

φr = m sin θsub + (n− 1)M sin θtilt (24.17)

Here θsub is the wavefront downtilt associated with a subarray and θtilt is the desired
electrical downtilt of the whole antenna.

The excitation phases and amplitudes are chosen to maximize gain in the desired
direction and to minimize sidelobes away from the mainlobe, particularly in directions
that will produce interference to neighboring cells. The selection of the excitation coeffi-
cients follows generic array principles. In the vertical plane, it is important to minimize
sidelobes above the mainlobe, and to ensure that the first null below the mainlobe is
filled to avoid the presence of a coverage hole close to the base station. The patterns in
Figure 24.14 are good examples.

Since, as illustrated in the previous section, downtilt is such a critical parameter for
optimizing the coverage area of a network, it is often desirable to vary the downtilt as
the network evolves from providing wide-area coverage to providing high capacity over
a limited area. This can be achieved by varying the element feed phases in an appropriate
network. For example, the antenna illustrated in Figure 24.16 allows multiple operators to
share the same antenna, while being able to independently select from several downtilts
according to the needs of their own network.

Array elements can be composed of dipoles operating over corner reflectors over a
corner reflector. It is more common in modern antennas, however, to use patch antennas to
reduce the antenna panel thickness. These are often created with metal plates suspended
over a ground plane rather than printed on a dielectric to maximize efficiency and to
avoid arcing arising from the high RF voltages that can develop in high power macrocells.
Another important practical consideration in antenna design is to minimize the creation of
passive intermodulation products (PIMs). These arise from nonlinearities in the antenna
structure, which create spurious transmission products at frequencies that may be far
removed from the input frequency. They occur due to rectification of voltages at junctions
between dissimilar metals or at locations where metal corrosion has occurred, so the
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Figure 24.16 A multioperator antenna with independentlyselectable electrical downtilt. (Courtesy
of Quintel Ltd.)

choice of metals and the bonding arrangements at junctions must be carefully considered
to minimize such issues.

24.3.3 Macrocell Antenna Diversity

Figure 24.17 shows three typical contemporary macrocell antenna installations. The first is
a three-sector system, where each sector consists of two panels arranged to provide spatial
diversity to overcome narrowband fading. A more compact arrangement is produced
by using polarization diversity, where each panel provides two orthogonally polarized
outputs. This is typically achieved by dual orthogonal feeds to patch antenna elements.
The third case shows how several panel antennas can be mounted onto a building for
increased height and reduced visual impact. Figure 24.18 shows some more visionary
examples of how macrocell masts might be designed to be a more integral part of the
built environment.

24.3.4 Microcell Antennas

The large number of individual rays that can contribute to microcell propagation, as
discussed in Saunders [1], make it clear that the cell shape is not determined directly
by the radiation pattern of the base station antennas, since each of the rays will emerge
with a different power. Nevertheless, it is still important to ensure that power is radiated
in generally the right directions so as to excite desirable multipath modes (usually with
lobes pointing along streets) and to avoid wasting power in the vertical direction.

In determining the practical antenna pattern, the interactions between the antenna and
its immediate surroundings are also very important. These objects may include walls and
signs, which may often be within the near field of the antenna, so that accurate prediction
and analysis of these effects requires detailed electromagnetic analysis using techniques
such as the finite-difference time-domain method [28].
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Figure 24.17 Typical macrocell installations.

Figure 24.18 Conceptual mast designs for macrocells.

Some typical examples of practical microcell antennas are shown in Figure 24.19. All
are designed to be mounted on building walls and to radiate in both directions along
the streets they are serving. An alternative approach is to use a directional antenna such
as a Yagi–Uda antenna (Figure 24.20), which may help with minimizing interference to
other cells. Directional antennas are also useful for containing cell coverage along roads
that are not lined with buildings in a sufficiently regular pattern.
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Figure 24.19 Examples of typical microcell antennas.
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It is common practice to use microcell antennas for either outdoor or indoor en-
vironments, and often antenna manufacturers do not distinguish between these
applications. However, although some microcell antennas can be used indoors, there are
other types that due to their size and construction would be aesthetically inappropriate
for indoor use. Yagi–Uda, shrouded omnidirectional, ceiling-mount, and monopole
antennas are often employed.

24.3.5 Picocell Antennas

A practical ceiling-mounted antenna for indoor coverage at 900 MHz is shown in
Figure 24.21. Particular requirements of indoor antennas are very wide beamwidth, con-
sistent with a discrete appearance, so this particular antenna has been designed to look
similar to a smoke detector. Linear polarization is currently used almost universally for
indoor communications, but there are potential benefits in the use of circular polarization.
This has been shown to substantially reduce fade depth and RMS delay spread due to
the rejection of odd-order reflections [29] as well as reducing polarization mismatch loss.
Similarly, reduction in antenna beamwidth has been shown to substantially reduce the
delay spread in line-of-sight situations, but this effect must be traded against the difficulty
of providing a reasonably uniform coverage area.

Increasingly, indoor antennas and the associated feed powers also typically have to be
compliant with specific requirements on radiated power density and specific absorption
rates as described in Section 24.2.8. It is also increasingly desirable to achieve a high
level of integration between the systems and technologies deployed by different opera-
tors so wideband and multiband indoor antennas are increasingly of interest, providing,
for example, wireless local area network (WLAN), second generation (2G), and third
generation (3G) technologies in a single antenna housing.

Printed antennas, including microstrip patches, are attractive for indoor antenna de-
signs, with wire antennas being more useful at lower frequencies. Biconical anten-
nas have been proposed for millimeter-wave systems, giving good uniformity of
coverage [30].

An issue that has become more important for picocell antennas is that of finding
gain values everywhere in space. When performing propagation predictions in outdoor

Figure 24.21 Typical ceiling-mounted indoor antenna.
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environments, using the models described in Saunders [1], distances between base stations
and mobiles are large compared to the base station antenna height, and therefore the
signal would be estimated for radiation angles very near to the base station antenna
horizontal plane where the manufacturer typically specifies the antenna radiation pattern.
However, for picocells, elevation angles typically span the whole range, and hence simple
extrapolation methods will lead to unacceptable prediction errors.

A method to overcome such inaccuracies has been proposed by Gil [31] and has
been found to give better results. The angular distance weight model suggests that the
generalized gain G(θ, φ) in any direction P (θ, φ) is obtained from the previous ones by
weighting them with the relative angular distances between the direction of interest and
the horizontal (θ2) and the vertical (θ1, φ1, φ2) planes, that is, the four points on the sphere
closest to the point of interest in Figure 24.22. The basic idea of the model is that the
weight by which the value of the gain on a given radiation plane multiplied is inversely
proportional to the angular distance, so that the closer the direction of interest is to the
given radiation plane, the higher the weight. Therefore continuity of the extrapolation is
ensured on each plane.

The final formulation for the angular distance weight model is given by

G(θ, φ) =
[φ1Gφ2 + φ2Gφ1]

θ1θ2

(θ1 + θ2)2
+ [θ1Gθ2 + θ2Gθ1]

φ1φ2

(φ1 + φ2)2

[φ1 + φ2]
θ1θ2

(θ1 + θ2)2
+ [θ1 + θ2]

φ1φ2

(φ1 + φ2)2

(24.18)

where all the angles and gain values are defined in Figure 24.22. This method is rec-
ommended as an alternative for pattern extrapolation for indoor environments, because
when compared with anechoic chamber measurements taken at various planes, it shows
an improvement in accuracy of around 2.5 dB of standard deviation of error.
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Figure 24.22 Angular distance weight model. (From Ref. 31.)
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24.3.6 Antennas for Wireless Local Area Networks (WLANs)

The vast majority of WLANs can be found operating at two frequency bands: the 2.4-GHz
ISM band (IEEE 802.11b and 802.11 g standards) and the 5.4-GHz band (IEEE 802.11a
standard), with maximum data rates from 11 Mbps (IEEE 802.11b standard) up through
to 54 Mbps (IEEE 802.11g/a) and up to over 100 Mbps (IEEE 802.11n, operating in
either frequency band).

Spatial diversity is often employed in WLAN access points to overcome multipath
fading effects and combine the various replicas of the received signal coherently, achiev-
ing substantial spatial diversity gain. Indeed, in the IEEE 802.11n standard, multiple
antennas are an absolute requirement to achieve high data rates. Omnidirectional anten-
nas are preferred for some applications, but this depends on whether uniform coverage
is required, that is, if the access point and antennas are located in the middle of a room.

Some WLAN access points have integrated antennas, which are often microstrip
elements, designed to provide coverage underneath the access point, in an “umbrella”
fashion. Floor penetration is sometimes difficult to achieve, especially at the relatively low
transmit powers used in access points (50–200 mW EIRP depending on the regulatory
regime in the country of use).

When coverage enhancement is required, especially for corridors, tunnels, or to con-
nect two buildings, directional antennas with narrow beamwidth are employed. In this
case, parabolic reflectors, Yagi–Uda antennas, and phased-array panels are often used.
As the number of channels that can be used is very limited (only three nonoverlap-
ping channels in the 2.4-GHz band in the many countries where 11 or 12 channels
are available), interference management and sectorization (also known as zoning for
indoor systems) are also important, and hence stringent directional requirements must be
enforced to maximize system performance. Such high gain antennas will usually increase
effective transmit power beyond the regulatory limits, so transmit power from the access
point should be reduced pro-rata; the gain is still effective in increasing the range at the
receiver, however.

24.4 SUMMARY

Antennas are the transducer between EM waves carried in a transmission line and coupled
into space. The effectiveness of this process depends to a great extent on the efficiency
of this coupling, and therefore antenna design becomes essential if system performance
is to be maximized. In this chapter, the art of antenna design for mobile systems has been
examined, and aspects related to practical antenna configurations have been analyzed and
presented. As new wireless services become a reality, antenna design techniques should
encompass such improvements, to guarantee that the system design loop can be closed.
Stringent requirements such as low cost, small size, and simplicity will still dominate the
market requirements and user acceptance for many years to come, and hence formidable
and exciting antenna research opportunities are envisaged for the near future.

Both mobile terrestrial and satellite systems increasingly depend on mobile terminal
antenna performance to overcome various channel impairments, such as narrowband and
wideband multipath fading effects. Diversity and smart antenna techniques can be applied
to enhance system performance, at both the base station and the mobile terminal, given
appropriate antenna design following the principles in this chapter.
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CHAPTER 25

Antenna Array Technologies
for Advanced Wireless Systems

MAGDY F. ISKANDER, WAYNE KIM, JODIE BELL, NURI CELIK, and ZHENGQING YUN

25.1 OVERVIEW OF THE PHASED ARRAY ANTENNA (PAA) TECHNOLOGY

Most current scanning antennas utilize mechanical scanning, relying on gimbals, motors,
and gear arrangements to physically rotate and/or elevate the antenna. This technique
is slow, gravity sensitive, and susceptible to shock and mechanical failure. For airborne
radar applications, high speed multiple-target tracking cannot be effectively done by this
technique. Electronic scanning using phased array antenna systems overcomes these lim-
itations and allows significantly faster scanning, requires no mechanical/physical rotation
of the antennas, and lends itself to multiple-target tracking.

It is known that large antenna systems are difficult to mechanically scan rapidly,
and because of this electronically scanned arrays have been developed and often used in
modern systems. These arrays, which may have several thousand elements, are scanned by
incorporating digital and/or analog phase shifters in each feed line. The electronic control
of these phase shifters to produce incremental changes in phase allows very fast scanning
of the beam direction in space. The applications for large phased arrays are mostly in
advanced radar systems and in radio astronomy. Smaller phased arrays and beam-forming
arrays are used as feed systems to illuminate a reflector in satellite communication systems
when it is necessary to provide several spot beams and/or wide-angle coverage beams
from a one-antenna system [1].

One benefit of phased array antennas in airborne applications is its low radar cross
section (RCS) [1]. The phased array antenna has the ability of redirecting enemy radar
by electronically scanning the reflected response away from the threat, thereby reducing
the overall signature of the aircraft. Another benefit includes advanced beam-forming
capabilities. The phased array also has the capability of forming beam nulls or “antijam-
ming” toward the direction of undesired signals in conjunction with maintaining multiple
target tracking.

Phased array antenna architectures are reliable systems. The performance of the array
degrades slowly if several elements malfunction. The overall system requires less struc-
tural intrusion based on the fact that there are no moving parts and it is easier to fit

Modern Antenna Handbook. Edited by Constantine A. Balanis
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in confined spaces. Based on these capabilities, electronic scanning systems have many
advantages over mechanically scanned architectures. In the following subsections we
describe various types of phased array antennas, then include some examples of the
antenna elements used in these designs, and finally briefly describe some of the com-
monly used feed structures.

25.1.1 Examples of Various Phased Array Antenna Designs

25.1.1.1 Phase–Phase Steered Arrays Phase–phase steered arrays are systems
that steer the main beam in both azimuth and elevation using phase shifters. The most
popular passive phase–phase steered array is the Patriot System [2, 3] illustrated in
Figure 25.1.

This array employs over a million phase shifters and has seen very large produc-
tion runs. Another phase–phase steered array is the ARTHUR Swedish C-band 30-km
range, artillery locating system, which uses a traveling-wave tube (TWT) transmitter
[4]. Another TWT system is the ship-based European Multifunction Phased Array Radar
(EMPAR) C-band passive array [5] illustrated in Figure 25.2. This TWT radar, built by
Alenia (Italy) in collaboration with Marconi Co. (U.K.), has a search range of up to
180 km and scans ±45◦ in azimuth and ±60◦ in elevation.

25.1.1.2 Active Phased Array Antennas The first solid-state phase–phase steered
array employing bipolar transistors for power amplification is the UHF PAVE PAWS
illustrated in Figure 25.3 and the UHF BMEWS radars [2].

Both radar systems employ the same transmit/receive (T/R) modules as well as
radiating elements. The radar is used primarily to detect and track sea-launched and inter-
continental ballistic missiles. The system also has a secondary mission of Earth-orbiting
satellite detection and tracking.

Figure 25.1 The Patriot phased array system. (From Refs. 2, 3.)
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Figure 25.2 The EMPAR phased array antenna system. (From Ref. 5.)

Figure 25.3 The PAVE PAWS active phased array antenna system. (From Ref. 2.)

Countries around the world have developed active phased arrays using bipolar transis-
tors. There is the Swedish Erieye airborne early warning radar system that uses an S-band
solid-state phased array placed in a dorsal fin over the top of the aircraft. The system has
approximately 200 modules, which are shared with the array faces on both sides of the
dorsal fin. Another system is the Israeli Phalcon airborne early warning system that uses
four solid-state L-band phased arrays with each antenna having approximately 700 T/R
modules [4]. The antennas are placed on the left and right sides of the aircraft forward
of the wing, and on the underside toward the nose and tail of the aircraft. Israel has also



1258 ANTENNA ARRAY TECHNOLOGIES FOR ADVANCED WIRELESS SYSTEMS

developed a theater missile defense system that is capable of detection ranges of hundreds
of kilometers. This radar also uses an L-band solid-state active phased array [5].

Monolithic microwave integrated circuit (MMIC) phased array systems have been built
where the solid-state T/R modules are developed “on-chip” for low cost production.
One such system is the theater high altitude area defense (THAAD; formerly called
GBR) X-band ground-based radar, which has 25,344 MMIC T/R modules and radiating
elements [6]. This is the largest active phased array built in the world in terms of number
of modules. It uses subarray time delay steering in order to prevent pulse distortion
for its wideband waveforms. Approximately 65,000 MMIC T/R modules have been
built for these systems. This program demonstrated that MMIC T/R modules could be
manufactured for less than $1000 each at the end of the production run [7].

25.1.1.3 Airborne Phased Array Antennas Figure 25.4 illustrates a phased array
antenna system—the Airborne Warning and Control System (AWACS) [1]. From an
altitude of 30,000 ft, the radar can detect low altitude and sea-surface targets out to 215
nautical miles (nmi), coaltitude targets out to 430 nmi, and targets beyond the horizon at
still greater ranges. The phased array antenna operates at S-band frequencies (typically
3 GHz), is 24 ft× 5 ft, and is housed in a rotdome that rotates at 6 rpm. The antenna has
an extremely narrow beamwidth and is amplitude weighted for sidelobe reduction [1].

Figure 25.5 illustrates the APG-77 active phased array antenna system employed
in the F-22 Raptor aircraft. The active phased array radar contains 1000 finger-sized
transmit/receive modules. Each module weights 15 g and has a power output of over
4 W. The active phased array provides the frequency agility, low radar cross section, and
wide bandwidth required for the fighter’s air dominance mission [1].

25.1.2 Examples of Antenna Elements

The most commonly used antennas for large phased array antenna systems are dipoles,
slots, open-ended waveguides (or small horns), spirals, microstrip disk or patch elements,
and lens systems. The selection of the antenna for a particular application must be based
on the following considerations [8]:

1. The required area of the element is small enough to fit within the allowable
element spacing and lattice without the formation of grating lobes. In general,
this limits the element to an area of little more than λ2/4.

Figure 25.4 Photograph of Airborne Warning and Control System (AWACS) phased array antenna
mounted on the E-3 aircraft. (From Ref. 1.)
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Figure 25.5 Photograph of airborne APG-77 active phased array antenna mounted on the F-22
Raptor aircraft. (From Ref. 1.)

2. The element pattern of the antenna provides the appropriate aperture matching
over the required scan coverage.

3. The polarization and power-handling capabilities (both peak and average power)
meet the overall system requirements.

4. The physical construction of the radiator must be able to withstand environmental
requirements such as thermal, shock, and vibration requirements.

Fixed beam broadside arrays may employ low or moderate gain elements, but most
arrays employ low gain elements to minimize the effects of grating and quantization lobes
[9]. Moderate gain elements such as the spiral, helix, log-periodic, Yagi–Uda, horn, and
backfire generally do not have unique array properties [9, 10].

In practice, the radiation patterns of real antennas are nonisotropic, and the impedance
values of the antennas vary as a function of scan angle caused by the mutual coupling
between radiators. The pattern of an element in an array configuration is much different
from the pattern of an isolated element in amplitude, phase, and in some cases polarization
as well.

25.1.3 Examples of Feed Networks

Since the impedance and the radiation pattern of a particular antenna in an array system is
determined by the array geometry and environment, the antenna element may be chosen
to best suit the feed system and the physical requirements of the antenna [8, 9]. For
example, if the antenna is fed from a microstrip phase shifter, a microstrip dipole would
be the best choice for the antenna. If, on the other hand, the antenna is fed from a
waveguide phase shifter, an open-ended waveguide would be the logical choice for the
antenna. For lower frequency applications, a coaxial phase shifter may be employed to
feed a dipole radiator, while at higher frequencies, open-ended waveguides and slots are
frequently used.

The problem is further complicated in the case of nonuniformly excited elements
because of the need to use some form of low loss power-splitting circuit elements to
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achieve different amplitude levels at the various antenna elements. It is usually neces-
sary to match each antenna element to the feed structure in order to obtain acceptable
performance over a broad frequency range. In typical feed structures the elements are
grouped into smaller subgroups or bays according to the symmetry of the array system. In
some array applications it may be desirable to use several fixed beams with each covering
a particular angular sector. Several beam-forming feed networks have been developed
that provide these fixed beam patterns and in the following sections we briefly describe
three examples of such networks.

25.1.3.1 Butler Matrix The Butler matrix [8–13] is a multiple beam-forming net-
work that uses a combination of 90◦ hybrids and fixed-phase shifters to achieve the
desired beam pattern. An 8× 8 Butler matrix is shown in Figure 25.6. The Butler matrix
performs a spatial fast Fourier transform providing 2n orthogonal beams. These beams
are linearly independent combinations of the array element patterns.

The Butler matrix is a simple network that can be implemented in microstrip tech-
nology; however, conductor crossovers are required. When used with a linear array, the
Butler matrix produces beams that overlap at ∼3.9 dB below the beam maxima. A Butler
matrix-fed array can cover a sector of up to 360◦ depending on element patterns and
spacing. Each beam can be used by a dedicated transmitter and/or receiver, or a single
transmitter and/or receiver can be used, and the appropriate beam can be selected using a
radiofrequency (RF) switch. A Butler matrix can also be used to steer the beam of a cir-
cular array by exciting the Butler matrix beam ports with amplitude- and phase-weighted
inputs followed by a variable uniform phase taper.

25.1.3.2 Blass Matrix The Blass matrix [8, 14] is also a multiple beam-forming
network that uses transmission lines and directional couplers to form beams by means of
time delays and thus is suitable for broadband operations. Figure 25.7 depicts an example
Blass matrix for a three-element array. The Blass matrix may be designed for use with
any number of elements. To generate multiple beams, several feed lines are coupled to
the branch lines by using directional couplers. Each feed line generates one beam in
space. With proper excitation to the input terminals, each coupler leaks off a fraction of
the input signal toward the radiating element connected to that junction.

Figure 25.6 An 8× 8 Butler matrix feeding an eight-element array. The circles represent 90◦

hybrids and the numbers represent phase shifts in units of π /8. (Refs. 8–13.)
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d d

1 radian

Figure 25.7 Schematic of a Blass matrix where the circles represent directional couplers. (From
Refs. 8 and 14.)

The phase shift between the radiating elements is governed by the tilt of the feed
lines. The branch lines to the radiating elements are circumferential with a particular
radius. The primary feed line (port 2) is placed 1 radian from a line parallel to the
antenna face and provides equal delays to all elements, resulting in a broadside beam.
The other two ports (port 1 and 3) are spaced angularly by multiples of �θ , so that the
signal travels a different distance nd cos(�θ) to reach the nth radiating element. These
outer feed lines provide progressive time delays between elements and produce beams
that are off broadside. The Blass matrix is lossy due to the resistive terminations. In one
recent application [15], a three-element array fed by a Blass matrix was tested for use in
an antenna pattern diversity system for a hand-held radio. The matrix was optimized to
obtain nearly orthogonal beams.

25.1.3.3 Wullenweber Array A Wullenweber array [8, 16], illustrated in Figure
25.8, is a circular array developed for direction finding at HF. The radiator elements
can be either omnidirectional or directional and are oriented radially outward. The array
typically consists of 30–100 evenly spaced elements. Approximately one-third of the
elements are used at any given time to form a beam that is oriented radially outward from
the array. A switching network called a goniometer is used to connect the appropriate
elements to the transceiver and may include some amplitude weighting to control the
array pattern. Advantages of the Wullenweber array are the ability to scan over 360◦

with very little change in pattern characteristics. At lower frequencies the Wullenweber
array is much smaller than the rhombic antennas that might be employed. Time delays

Figure 25.8 Schematic of a Wullenweber array. (From Refs. 8 and 16.)
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are used to form beams radial to the array, enabling broadband operation. The bandwidth
of a Wullenweber array is limited by the bandwidth and spacing of the elements.

25.1.3.4 Other Fixed Beam-Forming Techniques Fixed beams can also be
formed using lens antennas such as the Luneberg or Rotman lenses with multiple feeds.
Lenses focus energy radiated by feed antennas that are less directive. Lenses can be made
from dielectric materials or implemented as space-fed arrays. Multibeam arrays can be
used to feed reflector antennas as well.

25.2 FERROELECTRIC MATERIALS IN PHASED ARRAY
ANTENNA SYSTEMS

In this section we describe the different approaches to utilization of ferroelectric materials
in the design of high performance phased array antenna systems. The first section is
comprised of the integrated ferroelectric materials with radiating elements to form a
phased array system, while the second section is based on the use of ferroelectric materials
in phase shifters as stand-alone components.

25.2.1 Examples of Ferroelectric Materials Used in Beam Steering

In this section we briefly describe some of the antenna array designs that are based on
integrating the array elements with the phase shifters. Focus is placed on approaches
that use ferroelectric materials for the phase shifters or to directly achieve the desired
beam-steering capability.

25.2.1.1 Ferroelectric Lens Phased Array A ferroelectric lens phased array sys-
tem with row–column beam-steering capabilities is illustrated in Figure 25.9 [17]. The
lens system consists of columns of ferroelectric placed between conducting plates. A dc

(a) (b)

Figure 25.9 Ferroelectric lens antenna developed at the Navy Research Laboratories (NRL) [17]:
(a) details of the ferroelectric lens and (b) two lens system employing azimuth and elevation
scanning.
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voltage is applied across each pair of plates. The permittivity of the ferroelectric material
between a pair of plates depends on the dc voltage applied across that pair of plates. As
a result, the phase of the electromagnetic signal passing through a ferroelectric column
will depend on this dc voltage. Consequently, by applying appropriate dc voltages across
the ferroelectric columns, one can create a phase gradient in the horizontal direction for
the signal leaving the first lens and thus can scan the beam in azimuth. A second such
lens rotated 90◦ would steer the beam in elevation as illustrated in Figure 25.9b. For a
ferroelectric lens, it is necessary that the electric field be linearly polarized and perpen-
dicular to the conducting plates. Hence the first ferroelectric lens requires a horizontally
polarized signal while the second lens requires a vertically polarized signal. A 90◦ polar-
ization rotator is used between the lenses in order to have the horizontally polarized
signal out of the first lens become vertically polarized at the input to the second lens.

25.2.1.2 Beam-Steerable Reflectarrays For high data rate, broadband SAT-
COM applications, a low cost ferroelectric based beam-steerable reflectarray operating
at K-band (18–26.5 GHz) and Ka-band (26.5–40 GHz), illustrated in Figure 25.10, was
developed by the group at the NASA Research Center [18, 19]. A single high power
amplifier feeds RF power to an array panel consisting of microstrip patch antennas. The
signal is reradiated from these elements, where beam steering is achieved by adjusting the
phase between each element. This is accomplished by modulating the dielectric constant
of the ferroelectric film. Another type of phased array antenna that, in this case, incor-
porates an integrated combination of continuous transverse stub (CTS) radiators along
with ferroelectric materials for beam steering is discussed in Section 25.4.

Figure 25.10 Schematic diagram of a reflectarray system based on tunable ferroelectric films for
two-dimensional (2D)) beam-scanning capabilities. The array is fed from a high power microwave
amplifier. (From Refs. 18 and 19.)
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25.2.2 Examples of Phase Shifter Designs Using Ferroelectric
Materials Technology

Ferroelectric materials have the potential to overcome all the limitations of micro-
electromechanical system (MEMS), ferrite, and MMIC true time delay phase shifters.
Ferroelectric phase shifters are significantly lower in cost and smaller in size and can
also be electronically adjusted in real time for age and environmental stress. A large
number of ferroelectric phase shifters can be designed and placed on a single material
substrate, thus further reducing the antenna size, weight, and cost.

Several groups have investigated the possibility of implementing phase shifter circuits
using barium strontium titanate (BSTO), which has an electric field tunable permittiv-
ity. The lack of dielectric dispersion in the “paraelectric” state at frequencies up to
1011 –1012 Hz indicates that the ferroelectric devices are competitive with those based
on monolithic type up to submillimeter waves. The response time between permittivity
states are on the order of nanoseconds [20]. This makes its application in the design of
phased array antennas suitable even for radar-type applications.

The maximum breakdown voltage for the ferroelectric film is >300 MV/m [20].
Therefore, for a 0.5 μm thick substrate, this corresponds to a maximum tolerable voltage
of 150 V, and this means that for a 50-� transmission line system, the peak power
allowable is (Pmax = V 2

bk/2Z0) ∼ 225 W.
Ferroelectric material typically requires a static electric field of ∼0.7–3.0 V/μm to

sufficiently change the permittivity. The dc power required to maintain a fixed phase
shift is less than a milliwatt due to the high dc resistivity of the ferroelectric film (ρ ∼
4× 107�m) [21]. The driver energy required to change the properties of the ferroelectric
material affects the electrostatic energy and is not dissipated [21]. The following are
examples of phase shifter designs using the ferroelectric materials technology, followed
by a detailed description of the multidielectric layers coplanar waveguide phase shifter
design that has been proposed and developed by our group.

25.2.2.1 Distributed Transmission Line Ferroelectric Phase Shifters A dis-
tributed phase shifter (true time delay) is created by adding tunable reactance to a
transmission line. Adjusting the reactance alters the phase velocity of the signal propa-
gating along the line, varying its electrical length and therefore the phase shift. Changing
the phase velocity also changes the characteristic impedance of the transmission line, so
an impedance mismatch can occur as the circuit is tuned. In general, it should be pos-
sible to add both series and shunt tunable reactance to the transmission line to keep an
impedance match while achieving the desired tuning; however, a technology for adding
tunable series inductance has yet to be fully developed. The majority of distributed
phase shifters focus on adding tunable shunt capacitances. Ferroelectric varactors, MEMS
bridges and switches, and semiconductor diodes are all capable of performing this func-
tion. In the majority of cases, the shunt capacitance is added periodically as discrete
elements to the transmission line. This capacitance loading makes the distributed phase
shifter a periodic structure, with a passband and a stopband. Careful design is neces-
sary to ensure the frequencies of interest fall into the passband, while simultaneously
maintaining a high performing, efficient structure.

A ferroelectric phase shifter design based on the distributed transmission line device
topology was recently developed [22]. This approach uses periodically loaded tun-
able BSTO parallel plate capacitors across a coplanar waveguide transmission line.
As depicted in Figure 25.11, this approach employs a mixture of the ferroelectric phase
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Figure 25.11 Ferroelectric distributed phase shifter and close-up of a single varactor and its
equivalent circuit model. (From Ref. 22.)

shifters and MEMS phase shifter technologies. It combines the properties of BSTO at
microwave frequencies with the distributed transmission line philosophy of the MEMS
phase shifters.

The addition of tunable capacitance alters the effective characteristic impedance, Z0,
and phase velocity, vph. The addition of the variable capacitance lowers the effective
characteristic impedance, and it is therefore necessary that the intrinsic Z0 of the trans-
mission line be larger than the characteristic impedance of the external circuit in order
to maintain an impedance match. A perfect match is not possible under all tuning condi-
tions. The variation in vph is responsible for the phase shifting behavior of the distributed
phase shifter.

One major limitation of this approach is the discontinuities created by the addition
of tunable capacitors as reflections result from each of the capacitors distributed along
the length of the circuit. As the frequency of the signal approaches a certain value, the
phases of the incident and reflected signals interfere destructively, preventing forward
propagation. When the signal cannot propagate, the transmission loss increases, and the
signal is reflected back toward the source. This frequency is called the Bragg frequency
and is defined by

fBragg = 1

π�l
√
L0(C0 + Cvar)

(25.1)



1266 ANTENNA ARRAY TECHNOLOGIES FOR ADVANCED WIRELESS SYSTEMS

The �l parameter represents the spacing between the tuning capacitors and can be
adjusted to change the Bragg frequency, independent of the other transmission line
parameters. The highest operating frequency of the phase shifter must be significantly
below fBragg to avoid large transmission losses. This relationship limits the high frequency
performance of this type of ferroelectric phase shifters.

A loss optimized distributed phase shifter design depends on proper selection of �l

and Z0. Increasing �l brings the Bragg frequency closer to the operating frequency and
reduces the number of sections required to achieve a given phase shift. Increasing Z0

lowers C0 and allows a greater variation of vph, also reducing the number of sections.
This is beneficial if the tunable capacitor is lossy, since fewer are needed in a given
design. However, operating closer to the Bragg frequency increases the transmission
losses through reflections of the input signal. These conflicting requirements lead to an
optimized design that balances the losses, resulting in the lowest loss architecture. As a
result, the best design from a loss perspective doesn’t necessarily have the shortest length
or fewest sections.

25.2.2.2 Transmission Line Ferroelectric Phase Shifter Designs In these true
time delay devices, the ferroelectric material (BSTO) forms either the entire microwave
substrate on which the conductors are deposited (thick film/bulk crystal) or a fraction of
the substrate with thin BSTO film sandwiched between the substrate and the conductors.
A microstrip transmission line is shown in Figure 25.12a, [21] and a coplanar waveguide
transmission line is shown in Figure 25.12b [23].

These circuits rely on the principle that because part or all of the microwave fields pass
through the ferroelectric layer, the phase velocity of waves propagating on these struc-
tures can be altered by changing the permittivity of the ferroelectric layer. This approach
has the benefits of being less complex compared to the distributed line approach and
also allows the possibility of integrating the phase shifter with the antenna elements
for a simple compact phased array system. Other benefits include the virtual elimi-
nation of the Bragg frequency limitation seen with distributed line phase shifters as
described in Section 25.2.2.1. However, one major limitation of the transmission line
ferroelectric phase shifter designs is that the conductor losses are unacceptably high due
to the high permittivity of the ferroelectric film on which the transmission lines are
fabricated.

25.2.2.3 Multi-dielectric Coplanar Phase Shifters The coplanar ferroelectric
phase shifter such as the architecture illustrated in Figure 25.12b exhibits high ohmic

Ferroelectric (BSTO)
Bias voltage

Bias voltage Bias voltage

Conductor

Ferroelectric (BSTO)

Conductor

z x

y

y

z x

(b)(a)

Figure 25.12 (a) A ferroelectric microstrip-based phase shifter (Ref. 21) and (b) a ferroelectric
coplanar waveguide microstrip phase shifter. (Ref. 23.)
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losses and could be deemed undesirable for practical wireless communication systems,
particularly when implemented in phased array antenna systems. A coplanar device
possesses low dispersion and good characteristic impedance resiliency and has the archi-
tecture that facilitates the integration of circuit elements on the same side of the device
[24]. If an improvement could be made to reduce the high insertion losses associated
with these transmission line-type ferroelectric phase shifters, the highly anticipated low
cost, low profile, and integrated phased array systems may be realized.

Kaydanova [25] reported that, by adding a temperature stable low loss nontunable
dielectric layer in between the ferroelectric material and the metallic electrodes associated
with interdigitated capacitors, the figure of merit K defined as

K = εmax − εmin

εmax tan δmax
(25.2)

improved by up to 25%. Here εmax and εmin represent the unbiased and biased permittivity
of the ferroelectric material, respectively, and tan δmax is the overall loss tangent of the
layered structure. Although this approach provided an improvement in insertion loss for
interdigitated capacitors, it is not known how it affects the phase shift performance in a
coplanar transmission line structure.

In an attempt to examine the trade-offs involved in incorporating a layer of a low loss
dielectric in a multidielectric layer coplanar waveguide phase shifter design, our group
conducted extensive simulations [26]. Figure 25.13 depicts a multidielectric ferroelectric
phase shifter design that employs the implementation of a low loss, nontunable dielectric
layer such as silicon dioxide (SiO2) in between the ferroelectric material and the coplanar
electrodes. This design is expected to reduce the attenuation constant and improve the
figure of merit (FoM), where the FoM is defined as the amount of phase shift per
decibel loss given in units of ◦/dB. The loss in this case is taken as the attenuation

(b)

(c)

(a)

Figure 25.13 Cross section of (a) direct metallized phase shifter, (b) multidielectric ferroelectric
coplanar waveguide phase shifter employing very thin, nontunable layer between the ferroelectric
film and the coplanar electrodes, and (c) multidielectric design employing a via through the silicon
dioxide layer for simple ferroelectric biasing. (Ref. 26.)
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constant (dB/mm) for the unbiased ferroelectric condition since this condition possesses
the largest permittivity and the higher losses.

The coplanar structure employs barium strontium titanate (BaxSr1−xTiO3) with a
compositional ratio of x = 0.6 over a lanthanum aluminate (LaAlO3) substrate. This
composition corresponds to the “paraelectric” state of the material at room tempera-
ture (T ∼ 300 K). The total device width is 138 μm, the ferroelectric layer thickness
is 0.5 μm, and the LaAlO3 substrate layer thickness is 508 μm. The relative dielectric
constant for the LaAlO3 substrate is εr = 23.5 with tan δ = 3e-4. The tan δ for the
Ba0.6Sr0.4TiO3 material is 0.01.

In modeling and examining the microwave performance of the design shown in
Figure 25.13b,c, three simulation codes were used including:

1. The method of moments based code (LINPAR) [27] to determine the per unit
length transmission line parameters L, C, R, and G.

2. A full 3D method of moments code WIPL-D [28].

3. A spectral matrix based code [23], with a modified Green’s function to take into
account the finite thickness of the conductors.

Results from these three codes were compared with the experimental measurements
reported in Krowne et al. [23].

The following is a brief description of the implementation of each of these codes.

Simulation Using the LINPAR Code LINPAR models 2D multiconductor transmis-
sion line structures by defining node coordinates at the interface of two homogeneous
boundaries. A pulse is then assigned between two adjacent nodes and the method of
moments is employed using pulse basis functions. Higher concentration of nodes is
employed where charges undergo rapid changes or where the absolute value of the
charge distribution is expected to be high. The frequency-dependent series resistance is
modeled using the following relation [27]:

R(f ) = R(fref)

(
f

fref

)re

(25.3)

where fref is the reference frequency, re is the exponential term defining the frequency
variation of the series resistance, and R(fref) is the series resistance evaluated at the
reference frequency given by

R(fref) =
√

πμfref

σ
(25.4)

where μ is the conductor permeability (in H/m), which is practically always equal to
μ0, and σ is the conductor conductivity given in S/m. For the device in Figure 25.13b,
fref = 0.1 GHz, re is 0.917 for the unbiased case, εr (Vdc = 0V) = 723(1− j0.01), and
re is 0.855 for the baised case, εr (Vdc = 40 V) = 441.2(1− j0.01). The conductor was
made of pure silver with a conductivity of 61.387 MS/m. A total of 982 nodes were used
in the model to provide good convergence.
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Figure 25.14 Method for modeling metallization contacts in WIPL-D.

Simulation using WIPL-D Code It should be noted that WIPL-D [28] models 3D
composite metallic and dielectric structures using wires and plates. The finite conductor
thickness is modeled using thin solid boxes. The distributed loading of the metallic plates
may be given by the conductivity of the metal or as surface impedance given by [28]

Zs = 1

tσm
(25.5)

where t is the thickness and σm is the conductivity of the metal. The multiconductor
combination that makes up the ohmic metal loss of the phase shifter device is modeled
using metallic plates, each with a unique distributed loading depending on the layer it
represents. Figure 25.14 illustrates a method for modeling the metallic layer combination
of Cr/Ag/Au (250 Å, 14250 Å, 500 Å). Plate 1 represents the gold (Au) metal layer, lies
in the free-space domain, and is assigned a surface impedance of 0.442 �, where the
conductivity is 45.21 MS/m. Plate 2 represents the silver (Ag) layer, Plate 3 represents the
silver (Ag) layer, and Plate 4 represents the silver (Ag) layer. Each of the aforementioned
plates is assigned a conductivity of 61.387 MS/m and is in the free-space domain. Plate
5 represents the chromium (Cr) layer and overlaps plate 3. Plate 5 is in the ferroelectric
substrate domain and is assigned a surface impedance of 5.19 �, where the conductivity
is 7.714 MS/m.

The quick variations of the electromagnetic field at the interface between the microstrip
conductor and the dielectric cannot be properly approximated by the low order polynomial
expansions associated with dielectric plates. This edge effect can be properly taken into
account if the edge of a dielectric plate connected to the edge of a microstrip conductor is
modeled by a separate narrow strip [28]. The length of the phase shifter is arbitrary since
there is no variation in the z-direction. For our design the line length was kept short at
1 mm in order to keep the number of unknowns low while not generating any port-to-port
coupling. A total of 299 unknowns were used in the model for good convergence.

Simulation Using the Spectral Matrix Code The spectral matrix code [23] was
formulated in MATLAB and the number of basis functions used to expand the x- and
z-components of the electric field in the coplanar waveguide slots were set to nx = nz = 3
and the number of Fourier spectral terms was set to n = 200. It is important to note that
in the spectral domain approach described in Krowne et al. [23], it was necessary to
introduce the following modifying diagonal term in the admittance Green’s function to
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account for the finite thickness of the conductors. This modification was also implemented
in our code.

Gs3 = 1

σweff

{
(1+ j)

t

4δ
+ c(f )

wcs

wcs + 2wslot
·
[

(1+ j)wcs/δ

tanh
[
(1+ j)wcs/δ

]]} (25.6)

where

weff = δCentCond + δGndCond (25.7)

c(f ) =
(
f

f0

)v

, δ = 1√
πfμ0σ

(25.8)

where weff is the summation of the current crowding depth of the center conductor
(δCentCond) and the ground conductor (δGndCond) [29]. wcs is the center conductor strip
width and wslot is the gap width of the coplanar waveguide device. f0 = 10 GHz, weff =
1.98 μm, and ν = 0.373 for the unbiased case and f0 = 10 GHz, weff = 2.97 μm, and
ν = 0.3428 for the biased case. The values for weff obtained using the current crowding
method [29] were in very good agreement with the values presented in Krowne et al.
[23], which were determined based on fitting measured data. The values determined
in Ref. 23, were weff = 2.004 μm for the unbiased case and weff = 3.021 μm for the
biased case. All simulations were performed using a Pentium 4 processor with 3.75 GB
of RAM.

Based on these simulation methods, an optimized design was determined and excellent
comparison with experimental data in Ref. 23 was achieved. Dimensions and material
parameters for this design include a center strip width of 32.76 μm, a gap width of
16.4 μm, and a conductor thickness of 1.5 μm. The metal contact is comprised of
the multimetallization system of Cr/Ag/Au (250 Å, 14250 Å, 500 Å). The conductivity
of chromium is σ = 7.714 MS/m, of silver is σ = 61.387 MS/m, and of gold is σ =
45.21 MS/m.

To model the anisotropic permittivity of the ferroelectric material as well as the very
thin low loss nontunable layer, a new spectral domain approach with a modified Green’s
function incorporating the current crowding effects [29] was developed [30]. The multidi-
electric ferroelectric phase shifter was modeled using the newly formed Green’s function
and was compared with the direct metallization approach described in Ref. 23. The
permittivity of the ferroelectric material for the unbiased case was set to

εr(Vdc = 0 V) =
⎡⎣723 0 0

0 723 0
0 0 723

⎤⎦− j

⎡⎣723 0 0
0 723 0
0 0 723

⎤⎦ tan δfe (25.9)

and the permittivity for the biased case was set to

εr(Vdc = 40 V) =
⎡⎣441.2 0 0

0 723 0
0 0 723

⎤⎦− j

⎡⎣441.2 0 0
0 723 0
0 0 723

⎤⎦ tan δfe (25.10)

Figure 25.15 compares the attenuation constant of the direct metallization design
illustrated in Figure 25.13a to the multidielectric approach illustrated in Figure 25.13b
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Figure 25.15 (a) Attenuation constant α for the unbiased εr (Vdc = 0 V) and biased εr (Vdc =
40 V) cases and (b) figure of merit (FoM) comparing the direct metallization design shown in
Figure 25.13a, the multidielectric design shown in Figure 25.13b, as well as the multidielectric
with via design shown in Figure 25.13c.

for the unbiased and biased cases. The attenuation constant decreased by ∼1.85 dB/mm
at 20 GHz for the unbiased case and decreased by ∼1.07 dB/mm at 20 GHz for the
biased condition. The FoM results in Figure 25.15b demonstrate a significant increase
when using the multidielectric approach. The overall phase shift for the multidielectric
design decreased by only ∼3.6◦/mm at 20 GHz compared to the direct metallization case,
while there was a large decrease in the attenuation constant, and this is what resulted in
the significant overall increase in the FoM (◦/dB). The FoM improved from ∼6◦/dB to
∼20◦/dB at 20 GHz and illustrates that the multidielectric design improves the overall
phase shifter performance.

As expected, the inclusion of the low loss SiO2 layer would complicate the dc biasing
circuit. For the direct metallization approach, the ferroelectric may be tuned using a
simple bias tee arrangement. However, in the multidielectric design with a low loss
dielectric layer between the signal conductors and ferroelectric film, it is expected that
the low permittivity layer would effectively “short out” and E-field in the ferroelectric
layer. It is therefore important that we address appropriate dc biasing for the ferroelectric
material layer. The multidielectric case in Figure 25.13c, which includes the formation
of a via through the silicon dioxide layer, was analyzed to determine the feasibility of
effectively polarizing the ferroelectric substrate. In this case biasing would involve the
use of a bias tee. As may be seen from Figure 25.15, even with the new biasing approach,
the proposed multidielectric phase shifter design continues to provide reduced attenuation
as well as increased FoM.

25.3 CONTINUOUS TRANSVERSE STUB (CTS) ANTENNA
ARRAY TECHNOLOGY

At microwave frequencies, it is conventional to use slotted waveguide arrays, printed
patch arrays, and reflector and lens systems [31–34]. However, as the frequencies increase
beyond 20 GHz, it becomes difficult to use these radiating elements. Conventional slotted
planar array antennas are difficult to use above 20 GHz due to their complicated design
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and expensive fabrication. This, in conjunction with the precision and complexity required
in machining, joining, and assembly of these antennas, further limits their use. Printed
patch array antennas suffer from inferior efficiency due to their high dissipative losses,
particularly at high frequencies and for larger arrays [32]. Frequency bandwidths for such
antennas are typically less than that which can be realized with slotted planar arrays. The
sensitivity to dimensional tolerances is greater in this type of array due to the dielectric
loading and resonant structures inherent in their design [8].

Reflector and lens antennas are generally employed in applications for which planar
array antennas are undesirable, and for which the additional bulk and weight of a reflector
or lens system is acceptable [33, 34]. The absence of discrete aperture excitation control
in reflector and lens systems limits their effectiveness in low sidelobe and shapedbeam
applications.

Traditional phased array antennas that employ microstrip patch or slot arrays require
many levels of multiport feeding networks, which have tolerance and associated coupling
issues. Aperture efficiency is also an issue with increasing frequency. Although reflector
and lens antennas are the most popular approach for high frequency applications, some
new applications exist such as mobile radar, where lightweight and limited space are
among the design requirements and hence the parabolic type is not desirable.

25.3.1 Emerging Low Cost Continuous Transverse Stub Technologies

The continuous transverse stub (CTS) antenna array is a new microwave cou-
pling/radiating element that was patented by Raytheon Systems Company in 1991
[35]. The CTS antenna is useful for frequencies as high as 20 GHz and up to the
millimeter wave and quasi-optical frequencies. The CTS array antenna illustrated in
Figure 25.16 exploits a unique stub element as its radiator basis. Unlike a typical
resonant high-Q radiator such as a dipole, slot, or patch antenna, the CTS exhibits a
very low-Q impedance characteristic. This results in a significant frequency bandwidth
improvement and a unique dimensional insensitivity, which in turn translates into
significant producibility and reliability advantages. The continuous geometry of the stub
radiator allows for a dramatic reduction in part count: N by N discrete radiators are
replaced by N continuous stubs. In addition, the stub radiator’s high physical aspect
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Figure 25.16 Illustration of a parallel plate waveguide continuous transverse stub (CTS) two
radiating elements antenna. (Ref. 35.)
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ratio (length-to-width) minimizes fringing effects and realizes superior polarization
purity over that of competing planar array and reflector-type implementations [36].

Operation of the CTS involves incident parallel plate waveguide modes launched nor-
mally via a primary line feed that has longitudinal y-directed electric current components
on the conducting walls associated with them. These currents, when interrupted by the
presence of a continuous stub, excite a longitudinal, x-directed magnetic current across
the stub/parallel plate interface. This induced displacement current, in turn, excites equiv-
alent electromagnetic (EM) waves that radiate into free space. The electric field vector
is linearly polarized transverse to the stub elements [35, 36].

One of the advantages of the CTS antenna is its simple design. The antenna consists
of a dielectric (a plastic such as rexolite or polypropylene) that is machined or extruded
to the shape shown in Figure 25.16. The dielectric is then metal plated to form the
final CTS antenna. The CTS thus lends itself to high volume plastic extrusion and metal
plating processes, thereby enabling low cost production. Additional advantages include
compact size, light weight, low loss, and high directivity.

Pencil beam antenna arrays may be constructed using multiple stub elements. Several
prototypes have been manufactured for radar and microwave communications applica-
tions including a four subarray system each with 95 elements and independent T/R
modules to allow electronic microscanning. The phased array was designed to operate at
the 94-GHz frequency band (W-band) with radiation efficiency between 58% and 65%
and a nominal directive gain of 35 dBi [37]. The CTS array antenna also finds use in
high data rate point-to-point communications in airborne and ground-based systems. The
CTS array has also been employed in fixed and mobile terrestrial- and satellite-based
broadband access applications at both microwave and millimeter-wave frequencies [36].
The high gain along with its inherently low tolerance to manufacturing errors leads to
the low cost of this technology.

25.3.2 Coaxial CTS Antennas

A CTS element with circular radiating stub elements residing in the outer conductor of
a coaxial transmission line was invented by our group while at the University of Utah
[38, 39]. It is an omnidirectional antenna for operation at microwave frequencies. Purely
reactive radiating stub elements are formed when circular stubs of moderate height are
open to free space. Precise control of element coupling via coupling of transmission line
modes is accomplished through variation of the stub radius, stub width and separation,
and the dielectric media that fill the transmission line and stub elements.

The coaxial CTS is fed by a simple coax transmission line to simplify impedance
matching and eliminates the complexity of waveguide feeds as is the case for the parallel
plate waveguide CTS antennas. The array forms a narrow beam (pencil beam) pattern
that is omnidirectional in the plane of the radiating stubs (perpendicular to the axis of
the antenna).

Isom et al. [40] developed a dual-frequency band coaxial CTS array antenna. The array
is comprised of six elements, where three elements are designed to operate at the lower
frequency of 4.2 GHz and three elements are designed to operate at the higher frequency
of 19.4 GHz [40]. The high frequency subarray is located near the feed while the low
frequency subarray is located between the high frequency section and the load. At lower
frequencies, the high frequency subarray is designed to be nonradiating and provides
full transmission of microwave power with negligible losses. At higher frequencies,
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(a)

Figure 25.17 (a) Prototype of coaxial CTS array, and E-plane radiation pattern at (b) 4.4 GHz
and (c) 19.4 GHz, where the solid lines (—) are simulated and cross lines (+) are measured
results. In (c), the reflections observed near “Area A” are attributed to discontinuities in the feed
cable (cable near high frequency subarray). (From Ref. 40.)

microwave energy is radiated by the high frequency stubs with little power transferred
to the lower frequency stubs at the end of the array. The amount of radiation for both
frequency bands is approximately 98%, and good impedance matching is observed (return
loss better than −10 dB). Figure 25.17b and 25.17c show measured (+) and simulated
(—) E-plane antenna patterns at 4.4 and 19.4 GHz, respectively, exhibiting well-formed
main beams and good agreement for both frequency bands.

Thinkom Solutions, Inc. in collaboration with the University of Hawaii through the
Small Business Innovation Research (SBIR) government program has expanded the
dual-frequency band to a five-band array employing five subarrays for each associated
frequency band. The five-band array was formed following the same design concepts of
the dual-band array in that the highest frequency subarray was positioned closest to the
feed with lower frequency subarrays progressively placed behind it for each subsequent
lower frequency band.

From the above discussion regarding the various implementations of the CTS antenna
technology, it may be important to point out some of the limitations of the available
designs. Although the parallel plate CTS antenna is an innovative architecture for future
wireless applications, there is still a need for improvements, specifically in the areas
of (1) reducing the production costs associated with waveguide feed technologies and
specifically simplifying the feed networks (eliminate the complicated H -plane horn or
line feeds), and (2) allowing simple integration with RF front-end circuitry while main-
taining the overall CTS performance. The coaxial CTS described earlier overcomes a
number of the aforementioned limitations including a simple feed network, thus provid-
ing opportunities for low frequency designs, as well as the use of low cost transmission
line technology. The coaxial technology, however, is not compatible with planar RF
front-end circuitry often based on microstrip technology.

More recently, our group developed yet another version of the CTS technology. The
newly developed and patented [41, 42] coplanar waveguide continuous transverse stub
(CPW–CTS) antenna makes use of the CTS technology in a planar microstrip configu-
ration and produces a broadside radiation pattern with a maximum in the +z-direction,
perpendicular to the plane of the antenna as shown in Figure 25.18. The newly devel-
oped coplanar CTS phased array antenna would particularly find use where low cost is a
requirement, such as in global positioning satellite applications and single-use battlefield
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Figure 25.18 (a) Schematic of CPW–CTS and (b) fabricated prototype of the designed
CPW–CTS. A styrofoam spacer is inserted in the radiating stub to accurately maintain the stub
dimensions. (From Refs. 41 and 42.)

weapon systems. Other applications include airport radar scanning systems, where high
speed scan is required for multiple-aircraft detection, and battlefield scenarios, where
multiple-target tracking is needed.

The coplanar CTS offers several advantages over previous planar and coaxial CTS
designs. These include (1) a unidirectional broadside radiation pattern compared to the
omnidirectional pattern associated with the coaxial CTS, (2) simple 50-� microstrip
transmission line feed compared to the complex waveguide feed networks for the parallel
plate design, and (3) simple integration with integrated circuitry in the transceiver’s front
end, which was not effectively possible in any of the earlier designs. In addition, the
CPW–CTS may realize high gain through a series array of elements with a single feed,
an advantage over high gain dipole antenna arrays as well as microstrip patch elements,
which may require N feeds for N radiators . The coplanar implementation also allows
for low as well as high frequency use of this technology

25.3.3 Design Procedure for CPW–CTS

The coupling values from the CPW to the radiating stubs are primarily dependent on
the height (H1), width (W1), the transmission line width in the section of the radiating
elements (CW1), the distance (L1) of the parallel plate stubs, and the transverse stub gap
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(H2). The gap distance between the transverse stubs (H2) is used to adjust the coupling
capacitance to compensate the inductance of the purely reactive stub elements. The
antenna is fed with a simple coplanar waveguide transmission line. The signal conductor
width (CW), gap width (GW), and dielectric constant (εr ) were chosen to provide 50-�
feed impedance.

The feed point (L2) is positioned away from the edge of the stubs to maintain a good
impedance match. L2 is carefully chosen to obtain the desired radiation pattern as a result
of the axis of the feed line being oriented in line with the E-plane radiation pattern. The
substrate height (SH) is chosen such that it improves the directive gain without severely
influencing the incident transmission line modes and increasing reflections.

The length (L1), width (W1), and height (H1) are selected to be approximately one-half
wavelength, one wavelength, and one-third wavelength in the dielectric material that
fills the stub, respectively. These values of CW and CW1 were carefully chosen after
extensive simulations to produce increased radiated power and at the same time maintain
good impedance match. The ground width (W2) was approximately one-third wavelength.
Large values of W2 are needed to reduce the undesired back lobes, most notably in the
H –plane radiation measurements.

For simulation purposes WIPL-D, a full 3D electromagnetics simulator based on the
method of moments, was used [28]. An antenna operating at C-band was designed and
desired features include low input impedance, high radiated power, and a broadside
radiation pattern. The obtained design dimensions after extensive simulations were as
follows: W1 = 54.5 mm, W2 = 28.3 mm, H1 = 18.2 mm, H2 = 1.5 mm, CW = CW1 =
4.7 mm, GW = 5.97 mm, L1 = 27.3 mm, L2 = 54.5 mm, SH = 3.01 mm, and εr = 2.94
(RT/Duroid 6002). Figure 25.19 shows the measured and simulated return and insertion
losses. As can be seen, S11 is better than −10 dB in the frequency range between 5.2
and 5.6 GHz and the radiated power ratio is greater than 40%. This radiated power ratio
is given by

Pwrrad ≈ (1− Pwrrefl − Pwrtrans) ∗ 100% (25.11)

where the reflected power, Pwrrefl, and transmitted power, Pwrtrans, are given by

Pwrrefl,trans ≈ 10S11,21(dB)/10 (25.12)

In Figure 25.19, S11 and S21 are the reflection and insertion losses, respectively. The
term transferred power is used to account for the amount of power received at the end
of the antenna, after the radiating stub. Figure 25.20 shows the measured and predicted
E–and H –plane radiation patterns at 5.3 GHz. The measured E–plane beam peak was
−18◦ and the measured 3-dB beamwidth was 74.8◦. The maximum back lobe was 14 dB
lower from the maximum beam peak. The maximum back lobe of the measured H –plane
was 17 dB down from the maximum beam peak. As may be seen, the measured data and
simulated results are in good agreement and validate the predictability of the performance
of this new antenna design.

Similar to the cases of parallel plate and coaxial CTS implementations, it is of interest
to examine the radiation characteristics of a CPW–CTS array. If the elements are ori-
ented in the form of a single-feed series array, a traveling-wave or a resonant antenna is
formed [41, 43]. If the CTS elements are spaced λg/2 apart, the array forms a resonant
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Figure 25.19 Predicted and measured (a) return loss and (b) insertion loss. (From Refs. 41
and 42.)

(a) (b)

Figure 25.20 Predicted and measured (a) E-plane and (b) H –plane radiation pattern. (From
Refs. 41 and 42.)

array; otherwise, it is a traveling-wave array [34]. The single-element CPW–CTS antenna
was extended to a resonant array with three elements each spaced λg/2 apart. The
three-element array was modeled using WIPL-D and a prototype was developed at
X-band. Mutual coupling between elements is appropriately accounted for using the
full 3D analysis of WIPL-D. Figure 25.21 illustrates the dimensions of the array and
a photograph of the developed prototype. The dimensions of the coplanar waveguide
feed and load lines were designed to provide 50-� impedance. The selected substrate
was Duroid 5870 with a permittivity of 2.3 and tan δ of 0.0005. The center-to-center
stub spacings were ∼λ0/2 and, because of the low effective permittivity (εr,eff = 1.4),
it was also ∼λg/2 at the 10-GHz design frequency. The first stub closest to the feed is
designed to couple a small amount of power while the last stub is designed to couple
relatively more as the total amount of available power is reduced due to radiation from
previous stubs. This is done by adjusting the width of each stub. The design was also
implemented such that induced currents Jz on each stub are out of phase, which is just
the condition required for the electric field Ey radiated by each stub to be in phase
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Figure 25.21 Layout of the three- element coplanar waveguide continuous transverse stub
(CPW–CTS) array (all dimensions in mm): (a) top view, (b) front view, and (c) fabricated
prototype. Conductor thickness was 35 μm (1 oz) electrodeposited copper with conductivity of
58.8 MS/m. (From Ref. 41.)

in the direction of maximum radiation, thus producing linear polarization and superb
polarization purity.

The measured and simulated S11 of the CPW–CTS array is shown in Figure 25.22a
[43]. The 10-dB bandwidth of the CPW–CTS array was ∼4% and possesses narrowband
characteristics typical of resonant arrays with element spacing of ∼λg/2. The reflections
from each stub combine in such a way as to cancel at the input of the array at only one
frequency; hence the array has frequency-dependent input impedance. The copolarized
and cross-polarized radiation patterns are shown in Figure 25.22b and illustrate that the
linearly polarized array produced a broadside radiation pattern where the beam peak is
10.6 dBi at −7.5◦ from broadside (toward feed direction) and a half-power beamwidth of
∼36◦. The measured cross-polarization level is below −20 dBi, illustrating outstanding
polarization purity, indicative of the TEM mode propagating in the radiating stubs. The
radiated power at the aperture of each stub element is depicted in Figure 25.22c and
illustrates nearly equal amount of power from each element. The slight deviation of the
main beam from broadside toward the feed direction is a result of the small increase in
radiated power by the first stub element.
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Figure 25.22 (a) Measured results of S11 (dB) versus frequency (from Ref. 43), (b) measured
results of copolarized (E-plane, y-z plane) and cross-polarized radiation patterns (dBi) at 10 GHz
(from Ref. 43), and (c) radiated power (W/m2) at the aperture of each stub.

25.4 ANTENNA ARRAYS USING INTEGRATED CTS AND FERROELECTRIC
MATERIALS TECHNOLOGIES

In this section we provide first a brief overview of some of the research effort aimed
at the integration of the CTS and ferroelectric materials technologies in the design of
antenna arrays with beam-steering capabilities. Most of these activities were focused
on using the parallel plate-type CTS as radiating elements. Even with the invention
of the coaxial CTS, it was difficult to expect quick implementation of this integration
effort as fabricating ferroelectric rods or depositing ferroelectric cylindrical layers around
the center conductor of a coaxial line presents a significant technology challenge. The
invention of the coplanar waveguide implementation of the CTS technology, however,
renewed hope of a low cost implementation of such a technology, and as a result a
significant part of this section is devoted to the simulation of this integrated design.
Specifically, Section 25.4.1 provides a general description and a discussion of earlier
integration efforts, while Section 25.4.2 focuses on describing the results of a simulation
effort that explores the resulting characteristics from integrating the CPW–CTS and the
ferroelectric materials technologies.

25.4.1 Overview of Phased Arrays with Ferroelectric-Based
Beam-Scanning Capabilities

The Raytheon Company has developed a row–column electronically steered array that
employs phase shifters for steering in the H -plane and tunable ferroelectric materials for
scanning in the E-plane in the CTS antenna architecture as illustrated in Figure 25.23
[44]. Changing the voltage across the ferroelectric changes its permittivity and, in turn,
the velocity of propagation along the parallel plate transmission line. It provides for a
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Figure 25.23 Low cost continuous transverse stub (CTS) antenna employing 2D electronic scan-
ning. (From Ref. 44.)

lightweight, low cost, small thickness antenna. These phased array antennas were planned
to be used in aircraft radar and mobile multifunction antenna applications. The procure-
ment of this system, however, was eventually cancelled as a result of the impractical
(large) scan losses as a result of the large insertion losses (particularly ohmic) associated
with the high permittivity ferroelectric material (εr ∼ 100–1000).

Iskander et al. [45] developed a ferroelectric-filled CTS antenna with 15 radiating ele-
ments, illustrated in Figure 25.24 at K-band for electronic scanning across the E-plane
(y-z plane). The antenna possessed a variable waveguide height to allow appropriate
impedance matching between radiating stub sections. Approximately ±60◦ of beam
scanning was achieved with a ferroelectric tunability of 19.81%, where the tunability
is given by

Tunability ≈ ε1 − ε2

ε1
(25.13)

where ε1 is the permittivity of the unbiased case and ε2 is the permittivity of the biased
case. Although the array produced excellent scanning capabilities, the ohmic losses were
very high as well, particularly as the height of the parallel plate waveguide was decreased
to reduce the required biasing voltage. For example, for f = 30 GHz and the thickness of
the conductor equal to 0.1 mm, the conductor loss of the selected ferroelectric material is
23.35 dB (unbiased) and 21.44 dB (biased). This high value may be reduced by increas-
ing the height of the waveguide, and hence increasing the guide impedance; however,
this is at the expense of increased biasing requirements and the potential for dielectric
breakdown.

To overcome conductor losses, a novel multidielectric approach was developed,
whereby multiple dielectric layers were employed in the parallel plate CTS antenna
(see Figure 25.25) to reduce the ohmic losses without sacrificing tunability, and thus
maintain the beam-scanning performance [46]. The phase shifter section was based
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Figure 25.24 (a) Continuous transverse stub (CTS) antenna employing electronic scanning (y-z
plane) and (b)−60◦ (l) and+60◦ (r) electronic scanning based on 19.81% of ferroelectric tunability.
(From Ref. 45.)
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Figure 25.25 (a) Schematic of multidielectric layers in a parallel plate configuration, where the
ferroelectric is insulated from the conductors by means of a thin layer of air. The ferroelec-
tric is wedge shaped to improve the impedance matching characteristics. (b) Results of beam
steering, conductor losses, and characteristic impedance normalized to that of parallel plate struc-
tures with fully filled ferroelectric as a function of varying the height of the ferroelectric film.
(From Ref. 46.)

on a section of transmission line filled with multiple dielectric layers, including
the ferroelectric material. Figure 25.25a depicts a schematic of the multidielectric
arrangement, whereby the ferroelectric material is separated from the transmission
line conductors by a low permittivity, low loss material such as air. A wedge-shaped
ferroelectric slab was incorporated to help improve the impedance match. As described
in the table shown in Figure 25.25, by implementing multidielectric materials with a
relatively thicker ferroelectric film (∼0.46 mm) and a high ferroelectric permittivity
of εr (Vdc = 0 V)∼ 400− j0.36, it is possible to maintain a high percentage of the
tunability (∼85%) compared to the fully filled ferroelectric case.

As previously mentioned, the characteristic impedance of the transmission line may
be increased by increasing the height of the parallel plate waveguide; however, this is
done at the expense of increasing the ferroelectric biasing requirement. By implementing
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the multidielectric transmission line architecture, the characteristic impedance increases
as a direct result of the lower effective permittivity of the overall system, and without
severely increasing the ferroelectric bias requirements.

Figure 25.26a illustrates a schematic of a parallel plate-type CTS array incorporating
the multidielectric phase shifter, with an H -plane horn as the feed. This array consists
of multiple antenna elements, which are series fed, and the use of variable phase or
true time-delay control between each element to scan the beam. Figure 25.26b illustrates
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Figure 25.26 (a) Schematic of CTS antenna incorporating a multidielectric parallel plate config-
uration, where the ferroelectric is insulated from the conductors by means of a thin layer of air.
(b) Radiation pattern at 10 GHz illustrating ∼±30◦ of scanning with 20% tunability and ∼±15◦

of scanning with 10% tunability. (From Ref. 46.)
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that with a ferroelectric permittivity of εr (Vdc = 0 V) ∼ 400− j0.36, the phased array
antenna produced ∼±30◦ of scanning with ∼20% ferroelectric tunability and ∼±15◦ of
scanning with ∼10% ferroelectric tunability.

To further investigate the feasibility of the multidielectric system, a simple microstrip
transmission line phase shifter was developed [46]. It was found that the phase shift
decreased with increased thickness of the low permittivity layer. Other observations
included an increase in the characteristic impedance (Z0) as well as a decrease in inser-
tion losses (S21) with increased low permittivity layer thickness. From these results it
may be noted that if one is willing to sacrifice tunability for low insertion loss, higher
impedance, and reduction in ferroelectric biasing (result of increasing low permittivity
layer thickness), the multidielectric ferroelectric approach is an attractive solution for
high efficiency phased array systems.

25.4.2 Integrated Coplanar Waveguide CTS and Ferroelectric
Phase Shifters

Based on the earlier discussions, one may point out some limitations in integrating
parallel plate waveguide-type CTS antennas with ferroelectric phase shifters. As a phased
array antenna system with integrated ferroelectric phase shifters, the parallel plate CTS
developed in Refs. 44–46 employs thick (bulk) (>0.1 mm) ferroelectric material that
has the limitations of possessing difficult phase, composition, and morphology control,
and large control voltages (>100 Vdc). This results in a low radiation efficiency and
is also considered undesirable for implementation in practical wireless communication
systems [20].

Although the coaxial CTS described earlier overcomes a number of the aforementioned
limitations, it is also difficult to implement with ferroelectric phase shifters due to the
complexity of fabricating ferroelectric materials on cylindrical geometry. In the following
section, we describe new and low cost CTS designs as stand-alone antennas, antenna
arrays, and as phased array antennas addressing a greater part of the limitations associated
with the other available CTS technologies.

25.4.2.1 Design Considerations and Simulation Model of the CPW–CTS
Antennas The newly designed ferroelectric phase shifter may be integrated with the
coplanar waveguide continuous transverse stub array to form a phased array antenna
with electronic beam-scanning capabilities. The CPW–CTS allows less complex feeds
associated with Butler, Blass, and Wullenweber networks described earlier. As noted
previously, ferroelectric phased array antennas utilize the change in ferroelectric material
permittivity with an applied dc control voltage to create phase differences between the
radiation elements and hence achieve either beam-steering capability or variations in the
radiation patterns [17, 18, 20, 21].

To help fully evaluate this integrated technology and identify the trade-offs involved,
our group simulated an integrated two-element CPW–CTS and ferroelectric antenna
array system. A detailed drawing of the developed phased array antenna employing two
radiating stubs is illustrated in Figure 25.27 [47, 48]. The phased array antenna forms
a series-based phase shifter geometry, and benefits include low loss scanning [9]. The
multidielectric ferroelectric phase shifter allows appropriate tuning of the phase velocity,
hence varying the guide wavelength and enabling electronic beam-steering capabilities.
As discussed in earlier sections, the multidielectric coplanar waveguide phase shifter
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Figure 25.27 Layout of the CPW–CTS phased array antenna: (a) top view, (b) side view,
(c) front view, and (d) perspective view (all dimensions in mm). The conductor thickness (above
SiO2 layer) is 1.5 μm and comprised of the multiconductor combination of Cr/Ag/Au (250 Å,
14250 Å, 500 Å.) (From Ref. 43.)

provides adequate tunability, good impedance matching, and low attenuation and hence
is an attractive candidate for phased array applications.

Specific design considerations in the implemented design include the following:

1. The ferroelectric material is removed from under the radiating stubs as illustrated
in Figure 25.27a. The section under the radiating stubs is filled with low permit-
tivity SiO2. This is done to enhance the coupling from the coplanar microstrip
feed to the radiating stubs. This procedure is also expected to further reduce the
sensitivity of the integrated design to manufacturing tolerances.
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2. The radiating stub elements are designed in the form of V-shaped stubs, which
are narrow at the base and wider toward the top. The tapered geometry allows
longer phase shifters, thus allowing larger phase shifts between stubs.

3. The narrow stub section is located so as to couple power near the current maximum
on the transmission line feed.

4. To help simplify the dc biasing procedure, the center conductor of the coplanar
waveguide penetrates the silicon oxide layer and is in direct contact with the
ferroelectric layer (i.e., using the via biasing approach in Section 25.2.2.3) as
shown in Figure 25.27c.

25.4.2.2 Simulation Results Simulations were performed using WIPL-D [28] with
mutual coupling fully accounted for. Due to the very thin layers as well as the ferro-
electric layer, the computation “plates” run the risk of forming “nonconvex” geometries,
where one dimension of the plate is much smaller than the other. This error can be over-
come if the model contains plates with small dimensions, resulting in high concentration
of plates in the ferroelectric sections and an overall increase in the number of unknowns.
It was found that 12 plates for the multidielectric phase shifter provided the necessary
convergence and accurate solution. Figure 25.28 shows the WIPL-D model with a con-
ductor thickness of 1.5 μm, where the ohmic metal loss of the phase shifter is modeled
according to the methods described in Figure 25.15. The radiating stubs were made of
copper foil with a conductivity of 58.8 MS/m.

The number of unknowns used in the simulation was 5690. Results in Figure 25.29
show that with the center conductor width W = 13 μm, gap width S = 300 μm (to pro-
vide a 50-� transmission line impedance), A = 9.8 mm, B = 13 mm, and C = 8.0 mm,
a ferroelectric thickness T = 5 μm, SiO2 thickness of 0.1 μm, and a ferroelectric per-
mittivity modulation between εr (Vdc = 0 V) = 723(1− j0.01) and εr (Vdc = 40 V)
= 441.2(1− j0.01), approximately ±20◦ of electronic beam scanning is observed. The
gain is ∼5 dBi for the unbiased case and ∼2.8 dBi for the biased case, resulting in
∼2.2 dB of scan loss at 10 GHz. The half-power beamwidth is ∼47◦ for the unbiased
case and ∼46◦ for the biased case. As shown in Figure 25.29b, the cross polariza-
tion remains below −20 dBi for both ferroelectric conditions and demonstrates good
polarization purity, similar to that observed with the CPW–CTS array.

Phase Shifter Sections

Figure 25.28 WIPL-D model of two-element CPW–CTS phased array, illustrating the high con-
centration of plates in the multidielectric phase shifter sections.
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Figure 25.29 Radiation pattern for a 5-μm ferroelectric film: (a) copolarized and (b) cross-
polarized radiation pattern of the phased array antenna shown in Figure 25.27 at 10 GHz demon-
strating ±20◦ of beam scanning. (From Ref. 43.)

The CPW–CTS phased array antenna is a nonresonant antenna array. The distance
between radiating stub centers is not equal to λg/2 under either biased or unbiased ferro-
electric states. It was designed to provide a broadside radiation pattern at an intermediate
value of λg between the biased and unbiased cases. Thus a broadside radiation pattern is
not observed under either the biased or unbiased ferroelectric cases. Based on the condi-
tion that the stubs are not spaced λg/2 apart, the reflections from the different stubs do not
add up in phase and the total reflection coefficient at the input to the array is relatively
small. Specifically, S11 for the unbiased case (εr (Vdc = 0 V) = 723(1− j0.01)) was
−12 dB, and for the biased case (εr (Vdc = 40 V) = 441.2(1− j0.01)) was −18 dB.

While these results illustrate the effectiveness of the proposed concept of an integrated
low cost phased array antenna, it should be noted that the proposed design provides
ample opportunity for alternatives and optimizations to fit specific applications and needs.
For example, a thinner ferroelectric substrate may be implemented to reduce the Vdc

requirement of the phase shifter. In this case, we simulated another design with the
thickness of the ferroelectric layer reduced to T = 0.5 μm, instead of T = 5 μm, and
the obtained results are shown in Figure 25.30. For this design, the dimensions are W =
10 μm, S = 50 μm, A = 9 mm, B = 17 mm, and C = 8.5 mm, and the thickness of the
SiO2 layer is 0.1 μm. It may be seen that approximately±15◦ of electronic beam scanning
was achieved. This is smaller than what was achieved when a thicker ferroelectric layer
was used, but the gain in this case is ∼5.3 dBi for the unbiased case and ∼5.0 dBi for
the biased case, resulting in only ∼0.3 dBi of scan loss, instead of 2.2 dBi scan loss for
the earlier design, at 10 GHz. The half-power beamwidth is ∼42◦ for the unbiased case
and ∼41◦ for the biased case. As shown in Figure 25.30b, the cross polarization remains
below −20 dBi for both ferroelectric conditions and also demonstrates good polarization
purity. S11 for the unbiased case (εr (Vdc = 0 V) = 723(1− j0.01)) was −27 dB, and
for the biased case (εr (Vdc = 40 V) = 441.2(1− j0.01)) was −12 dB.

These and similar design examples show that a thinner ferroelectric layer may be
employed, thus leading to higher directive gain and lower scan loss, but would require
an increase in the array length to achieve the desirable scan range. A thicker ferroelectric
substrate, on the other hand, may be employed to reduce the overall array length; but this
will result in a lower directive gain and an increase in the scan loss and will require larger
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Figure 25.30 Radiation pattern for a 0.5-μm ferroelectric film: (a) copolarized and (b) cross-
polarized radiation pattern of the phased array antenna shown in Figure 25.27 at 10 GHz demon-
strating ±15◦ of beam scanning. (From Ref. 43.)
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Figure 25.31 Return loss for the case of 0.5-μm ferroelectric film.

dc bias, Vdc. Figure 25.31 illustrates the return loss of the phased array system. The return
loss is below −10 dB between 10 and 13 GHz, thus depicting good impedance match
conditions. The stubs are not spaced λg/2, thus it is not a resonant array as was seen
with the three- element CPW–CTS array. As a result, the reflections between elements
do not add in phase and therefore the reflection coefficient at the input is small.

25.5 LOW COST PHASED ARRAY ANTENNAS USING DIGITAL
BEAM-FORMING TECHNIQUES

In the previous sections we described phased array antennas with analog beam steering
using analog phase shifters. Analog phase shifters provide a continuously variable phase.
Electrically controlled analog phase shifters can be realized with either varactor diodes
that change capacitance with voltage, or as described in Section 25.2.2 of this chapter, by
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forming an entire substrate such as ferroelectrics comprised of barium strontium titanate
and controlling the phase by applying variable dc voltage. With the broad availability
and extended capabilities of digital devices, however, satisfactory beam steering can also
be achieved using low cost digital devices. There are several basic designs that are used
to build digital-type phase shifters. In all designs, MMIC, MEMS, and/or PIN diodes are
typically employed to switch the transmission line in and out of the transmission path.
Digital phase shifter types include switched, loaded (constant-phase), and reflection line
devices, each with a different number of bits. Analog phase shifters have many advantages
over digital phase shifters in phased array antenna systems. In the following section we
first briefly review (Section 25.5.1) various digital beam-steering approaches and then
describe in more details a cost effective digital beam-forming approach using a hybrid
smart antenna technique [49]. In this case (Sections 25.5.2–25.5.3), both simulation
results and data from experimental measurements on a developed prototype are presented
[50, 51]. This section concludes (Section 25.6) with and a brief performance comparison
between analog and digital beam-forming approaches.

25.5.1 Digital Beam-Steering and Beam-Forming Techniques

Beam steering can be achieved using various mechanisms such as adaptive beam-forming,
beam switching, and antenna switching. System parameters such as available computing
power, number of array elements, desired tracking speed, and required hardware cost are
very important in selecting the steering approach. These various beam-forming mech-
anisms are explained and compared, including their advantages and limitations, in the
following sections.

25.5.1.1 Antenna Switching This scheme employs directional antennas as array
elements. These elements are placed in such a way that the combined array pattern covers
the region of interest. At an instant the antenna with highest receive signal strength is
selected by a switch as shown in Figure 25.32.

One of the advantages of this system is the computational simplicity; the switching
system scans the antennas and selects the antenna with highest receive strength, which
also results in a higher tracking speed. Low cost is another advantage of this system
because a down converter and an analog-to-digital converter (ADC) with one channel is
sufficient at the receiver side. As the beam pattern of an element is fixed, a disadvantage
arises when the desired signal and interference happen to be in the beam pattern of the
same antenna. Moreover the received signal strength varies when the receiver moves due
to scalloping effects, which are related to the roll-off of the antenna pattern as a function
of angle [52]. As only a single antenna is active at a given time, this system cannot take
advantage of the multipaths whenever the arriving signal is not in the coverage area of
the selected antenna and the system is unable to steer the maximum of the beam pattern
in the user direction, which may also cause significant losses.

25.5.1.2 Beam Switching In the beam-switching approach, the received signals at
each array element are multiplied by a set of precalculated weights and the output with
the highest power is selected. This principle is illustrated in Figure 25.33. One advantage
of beam switching is that it does not require digital processing. The multiplication with
weights can be accomplished in the RF domain using fixed feed networks as discussed
in Section 25.1.3. As the weights are fixed, there is negligible computational power
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required for this mechanism, which is one of its main advantages. On the other hand,
this mechanism suffers from scalloping effects similar to the antenna switching approach.
The other disadvantages are inability to utilize multipath effects and mismatch of user
location and beam peak. In Figure 25.34 we show an example set of beam patterns
obtained using orthogonal weights for an eight-element standard linear array (SLA). In
orthogonal weighting, the weight vector corresponding to each beam is determined so as
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Figure 25.34 Orthogonal beam set for an eight-element array.

to be orthogonal to the weight vectors of all the remaining beams. This results in having
the peak of a particular beam correspond to the nulls of the other beams, as shown in
Figure 25.34.

25.5.1.3 Adaptive Beam Forming In adaptive beam forming, the weights used
for combining the antennas can be adaptively calculated and adjusted to achieve greater
performance improvements than what is possible when using switched beam and switched
antenna systems. An adaptive beam-former block diagram is shown in Figure 25.35. In
this figure, the desired signal corresponds to a local generated replica of the user’s signal
obtained using a predetermined training sequence.

As can be seen from Figure 25.35, the hardware requirements of adaptive arrays
are much larger than switched antenna and switched beam approaches as the baseband
converter and analog-to-digital converter (ADC) have to have multiple channels. For
increased beam resolution, the number of antennas should be increased, which also
increases the computational complexity as well as hardware cost. On the other hand,
this approach has an unmatched ability to place the maximum of the beam at the user
location and place nulls at interferer locations. If the processing speed is low, however,
the combining weights take longer to converge and this can cause tracking errors if the
mobile or target is moving with a high speed. For weight calculation, a least mean squares
(LMS) algorithm that is very stable and simple to implement is mostly used, which has
a computational complexity of O(N3), where N is the number of antenna elements on
the array [53].

25.5.1.4 Adaptive Beam Forming with Reconfigurable Antennas It has
recently been reported [54–56] that digital beam-forming techniques can be used to
properly modulate (with appropriate weights) the ferroelectric permittivity associated with
each microstrip antenna to provide shaped patterns that simultaneously suppress interfer-
ence signals. This architecture is in the class of reconfigurable antennas. Figure 25.36a
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Figure 25.36 (a) Ferroelectric-based reconfigurable microstrip antenna and (b) N-element adap-
tive array structure. (From Refs. 54–56.)

illustrates a schematic of the antenna element employing a microstrip radiator over a mul-
tidielectric ferroelectric substrate. For frequencies just above cutoff for the first higher
order mode on the microstrip line, the electromagnetic fields are loosely coupled, result-
ing in a considerable amount of radiation. Figure 25.36b shows a block diagram of the
adaptive array process.
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25.5.2 Hybrid Smart Antenna and Beam-Forming Technique

Taking the advantages and limitations of existing beam-steering mechanisms into account,
a hybrid smart antenna system that combines the advantages of the adaptive and the
antenna switching mechanisms for beam steering is proposed in Zhang et al. [51]. The
hybrid beam-forming mechanism relies on the use of directional antenna elements in an
array and the employment of a smart switch that connects the elements with the highest
receive signal strength to the receiver as shown in Figure 25.37. This way, the narrow
beamwidth of directional antennas is combined with the advantages of adaptive beam
forming.

In traditional antenna arrays, the number of elements is often increased to narrow the
width of the main lobe resulting in increased computational complexity and cost of the
antenna array system. The hybrid beam-forming mechanism avoids this by employing
directional antennas with high directivity and the smart switch does not include the anten-
nas with small received signal in the weight calculation process. The reduced number
of antennas included in the weight calculation results in tremendous savings in cost by
decreasing the number of ADCs and the required down conversion channels. Moreover,
the computational complexity is highly reduced, as the complexity of the LMS algorithm
is proportional to the third power of the number of antennas selected for adaptive beam
forming.

In the antenna selection process, the smart switch selects the subset consisting of
neighbor elements with highest total power. It was suggested [49, 51] that a subset of
elements that receive the strongest signals should be selected but, to prevent possible
beam splitting and the formation of high levels of sidelobes, it was necessary to limit
selection to neighboring elements with highest total power.

The hybrid beam-forming mechanism combines the advantages of the low computa-
tional power requirement of antenna switching systems with the increased beam-steering
capacity of adaptive beam-forming systems to provide better tracking speed, decreased
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Figure 25.37 Block diagram of hybrid beam former. Note that the number of channels that
baseband converter and analog-to-digital converter have (NS) is lower than the number of antenna
elements (N).
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beamwidth, and lower hardware cost. In the following sections the formulation of the
hybrid beam-forming algorithm (Section 25.5.2.1); the performance comparison of the
hybrid beam-forming algorithm with switched beam and adaptive beam-forming mech-
anisms are described with the help of computer simulations done in an additive white
Gaussian noise (AWGN) wireless propagation environment. Moreover, the simulated per-
formance of an antenna array employing CPW–CTS as array elements is discussed and
compared with an antenna array using omnidirectional array elements. The experimental
results of a smart antenna system testbed using the hybrid beam-forming algorithm for
beam steering are included and compared with the simulation results in Section 25.5.2.3.

25.5.2.1 Formulation for Hybrid Beam Forming For mathematical formulation,
a linear antenna having N elements spaced by �x meters is considered. A plane wave
d(t) impinges on the antenna array at an angle as shown in Figure 25.38. We assume that
the incoming wave d(t) is narrowband such that its complex envelope does not change
throughout the array. Thus beam forming can be accomplished by simply adjusting the
phases of antenna outputs using complex antenna weights. If interference and multipath
are neglected, the received signals at the N antenna elements can be represented in vector
form as follows:

u(t) = [u1(t) u2(t) · · · uN(t)]T (25.14)

where uk(t) represents the signal received at the kth antenna.
By choosing the first element as the reference antenna, the received signal u(t) can

be written
u(t) = g(θ, φ)× a(�x, kx)× e−jωτ × d(t)+ n(t) (25.15)

Here n(t) is the N × 1 vector of noise samples, τ is the path delay of the refer-
ence element from the transmitter, ω is the angular frequency of the transmitted signal,

Figure 25.38 Antenna array and plane-wave configuration.
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kx = −(2π/λ) sin θ cosφ is the wavenumber in the x-direction, and g(θ, φ) is the N ×N

diagonal array gain matrix,

g(θ, φ) =

⎡⎢⎢⎢⎢⎢⎣
g1(θ, φ) 0 0 . . . 0

0 g2(θ, φ) 0 · · · 0
0 0 g3(θ, φ) . . . 0
...

...
...

. . .
...

0 0 0 0 gN(θ, φ)

⎤⎥⎥⎥⎥⎥⎦ (25.16)

Each diagonal element in the matrix is the antenna gain of the corresponding array
element in the denoted arrival direction. g(θ, φ) is the identity matrix and is not dependent
on the arrival direction for an antenna array with omnidirectional elements. a(�x, kx) is
called the steering vector, which can be expressed as [56]

a(�x, kx, θ, φ) = [1 ej�xkx ej2�xkx · · · ej (N−1)�x kx ]T (25.17)

As mentioned previously, the hybrid approach employs a smart switch for selecting
a subset of antennas with maximum signal strength and doing beam forming only using
this subset. To prevent possible beam splitting, the formation of high levels of sidelobes,
and to keep antenna spacing constant, the subset should consist of neighboring elements
and the smart switch selects the subset with highest total power. Assuming that the smart
switch selects NS out of N array elements for further processing, the received signals at
the selected array elements can be expressed as

uh(t) = S · u(t) = S · [g(θ, φ)× a(�x, kx)× u1(t)+ n(t)] (25.18)

where S is an N ×M selection matrix with elements

skl =
{

1, l = pk

0, l �= pk

and P = [p1 p2 · · · pN is the vector holding the indices of selected antennas.
The output of the beam former is an estimate of the transmitted signal d(t) and can

be written
d̂(t) = wH (t)× uh(t) (25.19)

where the superscript H is the Hermitian operator and w(t) is the NS × 1 weight vector.
The complexity and convergence speed of the adaptive algorithm used to calculate the
weight vector depends on NS . Therefore the convergence speed is greatly improved by
not including the elements with small receive signal strength in the process of weight
calculation. In the LMS algorithm the weights are updated as follows:

w(t +�t) = w(t)+ μ× e∗(t)× uh(t) (25.20)

e(t) = d(t)− wH (t)× uh(t) (25.21)

In Eq. (25.20), μ is the parameter determining the speed of convergence of the LMS
algorithm; the higher the μ the faster is the convergence. On the other hand, there is an
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upper limit of μ that is determined by the largest eigenvalue of input correlation matrix;
if μ exceeds this value the algorithm becomes unstable.

25.5.2.2 Simulation Procedure and Results The following is a step-by-step
description of the simulation procedure.

A. Obtaining weights:

1. Select an arrival angle φa , and set θ = π /2 for simplicity.

2. Define antenna radiation patterns gk(θ, φ) for k = 1, 2 . . . , N .

3. Select the transmitted waveform d(t) and the SNR.

4. Generate u(t) according to Eq. (25.15).

5. Measure the signal powers received at each element by correlating uk(t) with
d(t).

6. Select the neighboring M elements with highest total signal power for beam
forming.

7. Apply adaptive LMS algorithm given in Eq. (25.20) to the selected subset of
receive signals starting with some arbitrary initial weights (such as zero) and
find the combining weights wφa .

B. Plotting the beam pattern:

1. Define a set of equally spaced arrival angles φk between 0 and π .

2. For each φk:

Generate u(t) according to Eq. (25.15) with n(t) = 0.
Calculate d̂φk (t) using wφa as the combining weights.

3. Plot the powers of d̂φk (t) versus φk.

4. The φk corresponding to the highest d̂φk (t) power is φ̂a

To compare the performance of the hybrid, switched, and fully adaptive smart antenna
systems, the SNR is assumed fixed at 20 dB throughout the simulations. It is expected
and it was proved through simulations that as the SNR decreases, the performances
of both the hybrid and the adaptive smart antenna systems degrade. However, since
adaptive beam-forming algorithms are used, the effect observed was not as significant
as that noticed if other nonadaptive digital beam formers were utilized [57]. It is worth
mentioning that the frequency at which a new subarray selection decision is applied
for the hybrid case does not change throughout simulations. Results show that a full
steering capability within the range of interest can be achieved using different adaptive
beam-forming techniques. However, in order to illustrate the comparisons drawn in the
figures that follow, the location of the mobile station (MS) is assumed at ±10◦ off the
broadside of the array. Unless otherwise mentioned, the radiation pattern of the antennas
involved is considered to take the form of sin(φ) (HPBW = 90◦). Additional simulations
were made where the measured radiation pattern from the CPW–CTS antenna was taken
into account and some obtained results are also reported later in this chapter.

Figure 25.39 illustrates the performance using the recursive least squares (RLS) adap-
tive algorithm. In this simulation, an adaptive antenna array system with eight elements is
compared to a switched system in addition to a hybrid smart antenna system utilizing two
and six elements out of the total eight elements. Since, in general, similar results were
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Figure 25.39 Comparison between the adaptive, switched, and hybrid systems using RLS algo-
rithm for an AWGN channel and a MS located at 100◦ with respect to the array axis (10◦ from
broadside). Elements have 90◦ HPBW.

obtained using different adaptive beam-forming algorithms assuming the same simulation
scenarios, results from the LMS beam-forming algorithm are presented.

In Figure 25.39, it is shown that with only two elements out of an eight-element
array, the actual location of the MS can be correctly detected and hence a good BER that
compares well with that when using the fully adaptive antenna array structure can be
obtained [49, 51]. It is worth emphasizing that the observed overall radiation pattern is
often formed by neighboring elements and this leads to a radiation pattern characterized
by a dominant main beam. Otherwise, the neighboring element with the next strongest
signal is selected in order to help reduce possible beam splitting, avoid large sidelobes,
and maintain a dominant main beam pattern. It may be noted, however, that with only
two elements, a relatively broad main beamwidth is obtained using the proposed hybrid
approach, which in turn would allow interferences and multipath components to be cap-
tured, resulting in decreased overall system performance and a BER that compares well
with the adaptive system only in low interference and multipath signal environments.
This agrees with and explains the system level simulation results previously conducted
[49]. With more than half the elements selected in the hybrid approach (six out of eight),
however, less beamwidth, as narrow as that of the adaptive, is achieved. An increased
side lobe level (SLL) is also observed as another drawback of the hybrid approach.
Moreover, for this simulation scenario, one can observe that while the proposed hybrid
approach converged to the correct direction of the user’s location, the best beam selected
by the switched system approach was not in the actual location of the incident direction.
This in turn affects the BER and the quality of the provided wireless service and points
to a drawback when using the switched beam smart antenna approach.

For high resolution applications where a narrow beam is required—and hence the
number of array elements needs to be increased—the hybrid and the adaptive systems
perform nearly the same with only half the number of elements being selected in the
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Figure 25.40 Comparison between the adaptive, switched, and hybrid smart antenna systems
using the LMS algorithm for an AWGN channel and a MS located at 80◦ off the array axis.
Elements have 90◦ HPBW.

proposed hybrid case. This result is illustrated in Figure 25.40. Fortunately, this obser-
vation is significant because as the number of antenna elements being selected for the
adaptation process decreases, latency and cost of implementation reduce proportionally
as a result of the reduced amount of hardware needed, including the number of ADCs
involved.

More interestingly, that if more directional elements are being used in the antenna array
being deployed, the increased SLL problem, which may be observed in Figure 25.40,
can be considerably overcome as shown in Figure 25.41. For a hybrid system utilizing 6
out of 12 elements, it is shown that with the reduction in the beamwidths of the radiating
elements from 90◦ to 40◦, significant reduction in the SLL may be achieved. Similar
results can be observed by comparing the dotted curves in both Figures 25.40 and 25.42
where different HPBWs are utilized for the same number of selected elements (12 out
of 24). It is worth mentioning at this point that as the total number of elements used in
deploying the antenna array increases (i.e., narrow beam applications), the performance
of the hybrid system utilizing the same corresponding ratio of elements (e.g., one-half)
will also improve.

Furthermore, simulation results showed that for high resolution applications using
highly directional elements (∼40◦ HPBW or less), the performance of the hybrid system
compares well with that of the fully adaptive using only about one-third of the antenna
array elements in the adaptation process. An example is illustrated in Figure 25.42,
where the dashed curve shows the performance using 8 out of 24 elements with ∼40◦

HPBW. Comparing with the dotted curve in Figure 25.40, one can observe that the good
performance of the hybrid array, compared to that of the fully adaptive system, could
be achieved by selecting a subset of only one-third of the elements and using higher
directional elements. This in turn implies that the hybrid smart antenna system indeed
has the potential to further reduce the cost with careful design of the involved antenna
array elements.
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Figure 25.41 Comparing the adaptive system with twelve 90◦ HPBW elements to that of the
hybrid system utilizing 6 out of 12 elements with HPBW of 90◦ and 40◦. An AWGN channel and
the LMS algorithm are used.

Figure 25.42 Comparing the adaptive system utilizing 24 element with 40◦ HPBW to that of
the hybrid system utilizing 12 and 8 elements out of the 24 elements. An AWGN channel and the
LMS algorithm are used.

From the results discussed thus far, it may be observed that a low cost, highly direc-
tional, completely scalable antenna design provides the best candidate for implementing
the newly proposed hybrid smart antenna system [49, 51]. An avenue for implementing
directive elements in the hybrid smart antenna approach is to use CPW–CTS antennas.
In this case, it may be possible to use a single stub or an array of multiple stubs to



25.5 LOW COST PHASED ARRAY ANTENNAS USING DIGITAL BEAM-FORMING TECHNIQUES 1299

Figure 25.43 Comparing the adaptive, switched, and hybrid systems using CPW–CTS antenna
elements and RLS algorithm. A signal incident from a mobile station (MS) located at 10◦ off the
array broadside and AWGN channel are assumed.

increase directivity without complicating the feed structure as in both cases a single feed
line will be used. The advantages, features, measured versus simulated radiation pattern,
return loss, and insertion loss of the CPW–CTS antenna are described in more detail
in Section 25.5.3. Simulations using different adaptive beam-forming algorithms taking
into account the measured radiation pattern of the CPW–CTS prototype were therefore
carried out to illustrate the implementation procedure. Some of the obtained results are
illustrated in Figures 25.43 and 25.44.

Figure 25.43 shows that the hybrid and the fully adaptive results are almost identical
in the main lobe and differences only appear in the SLL. The performance of the hybrid
approach is much better than that using a CPW–CTS switched beam array approach,
where the best selected beam was 10◦ off the actual direction of the incident signal.
Since CPW–CTS antennas provides a more directive pattern (∼74.8◦ HPBW) than the
assumed sin(φ) one (HPBW = 90◦), a more confined array output pattern in the range of
interest with slight reduction in SLL can be achieved. This result is illustrated by com-
paring Figures 25.43 and 25.38 or by comparing the two curves in Figure 25.44 for 10
CPW–CTS elements and 10 sin(φ) elements selected out of 20 in the hybrid approach.
Furthermore, for narrow beam applications, simulations showed a hybrid system perfor-
mance that compares well with that of a fully adaptive can be achieved by selecting
a subset of less than half the number of elements when utilizing CPW–CTS antennas
in building the array (e.g., 6 out of 16 or 8 out of 20 as shown in Figure 25.44). This
indeed emphasizes the potential advantage of reducing the implementation cost of smart
antenna systems using the hybrid approach, especially for narrow beam applications.

25.5.2.3 Prototype Implementation and Experimental Results A smart
antenna receiver prototype is built to verify the accuracy of the proposed hybrid
beam-forming algorithm. This prototype consists of an eight-channel down converter,
which converts 2.4-GHz RF frequency signals to an IF signal with a bandwidth of
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Figure 25.44 Comparing adaptive system using 20 CPW–CTS antenna elements to hybrid system
utilizing 8 and 10 CPW–CTS elements or 10 elements with HPBW = 90◦ out of 20. AWGN
channel and LMS beam-forming algorithm are used and MS is assumed at 80◦ with respect to the
array axis.

Figure 25.45 Inside view of the case housing the eight-channel RF–IF chain, ADC, and the data
capturing and processing computer.

10 MHz. This IF signal is then digitized by the eight-channel analog-to-digital converter
(ADC) card using a 25-MHz sampling rate. Then these digital signals are fed to
the beam-forming algorithm to obtain the weight vector and corresponding AoA. As
shown in Figure 25.45, the digital processing system (a PC running Matlab) and the
down-converter system along with the ADC are put into a custom computer case for
the sake of compactness. In the design of the down converter, the same local oscillator



25.5 LOW COST PHASED ARRAY ANTENNAS USING DIGITAL BEAM-FORMING TECHNIQUES 1301

Figure 25.46 Receive array and the smart antenna array prototype with eight-channel RF–IF
chain, ADC, and the data capturing and processing computer inside the indoor antenna range.

is used for all channels through the use of a power splitter to overcome the phase and
frequency discrepancies. For a correct calculation of the AoA, the phase differences
due to different element delays are canceled by calibration weights. These weights
are obtained by sending signals in the (θ, φ) = (π/2, π/2) direction and adaptively
calculating the beam-forming weights. The calibration is done inside an anechoic
chamber (see Figure 25.46), as the presence of multipath will adversely affect the
accuracy of the system. The following is the step-by-step description of the experimental
measurement procedure:

A. Obtaining weights

1. Set up the system in a controlled multipath environment, for example, an
antenna range with a positioning system for precise measurement of the arrival
angle.

2. Generate the data signal d (t) at the transmitter.

3. Calibrate the system.

(i) Set the arrival angle φa = π /2 and θ = π /2 by rotating either the trans-
mitter or receiver.

(ii) Receive, down convert, and digitize u(t) and select all antennas.

(iii) Find amplitude normalization coefficient ck for each antenna such that
‖uk(t)/ck‖ = gk(π/2, π/2) to compensate the nonuniform amplifier gains
in the system.

(iv) Apply adaptive LMS algorithm given in Eq. (25.20) with some initial
weights to find the optimal combining weights wc.

(v) Calculate the phases ∠wc needed to compensate the phase differences in
the down-converter system.

4. Change the arrival angle φa to a desired value.

5. Receive, down convert, and digitize u(t).

6. Calibrate the system by dividing each uk(t) with ck × ej∠wck .
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7. Measure the signal powers received at each element by correlating uk(t) with
d(t).

(i) Apply adaptive LMS algorithm given by Eq. (25.20) starting with some
initial set of weights and find the combining weights wφa .

B. Plotting the beam pattern: see description at the end of Section 25.5.2.

In conducting the experiment, a continuous wave (CW) of frequency 2.4 GHz is
transmitted by a horn antenna and the receiving array has eight isotropic (sleeve antenna)
elements. In all of the experiments, the elevation angle θ is selected to be π /2 and the
azimuth angle was kept as the angle variable φ, which is calculated from the obtained
combining weights and compared to the actual angle. The received bandpass signal is
converted to its lowpass equivalent by calculating its Hilbert transform. The least mean
square (LMS) algorithm is used for adaptive calculation of the beam-forming weights.

Figure 25.47 shows the experimental results for the beam pattern generated when
the AoA of the incoming wave is 100◦. Results are shown for different values of the
selected number of elements (N ) in the subarray. As may be seen, the AoA is correctly
found even with 3 out of 8 elements selected. It may also be noted that the width of
the main lobe as well as the number of sidelobes increase when the number of antennas
selected is decreased, as predicted in our earlier discussion of the simulation results.
Figure 25.48 shows the polar plot of the beam pattern when all array elements are
selected, together with the polar plot for the case when only four elements of the array
are selected. Figures 25.49 and 25.50 show the beam patterns when the AoA of the
incoming signal is changed to 125◦. Again, the AoA is correctly found by the weights.
The effect of decreasing the number of array elements is the same as in Figure 25.47,
which is consistent with the simulation results. These experiments have further shown
that the developed prototype has the accuracy of distinguishing small changes in AoA
within a few degrees as shown in Figure 25.51.
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Figure 25.47 Array pattern for AoA = 100◦ with different number (N) of antennas used in the
subarray.
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Figure 25.48 Polar plot of array pattern for AoA = 100◦ with 4 and 8 antennas used in the
subarray.
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Figure 25.49 Array pattern for AoA = 125◦ with different number (N) of antennas used in the
subarray.
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Figure 25.50 Polar plot of array pattern for AoA = 125◦ with 4 and 8 antennas used in the
subarray.
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Figure 25.51 Polar plot of array patterns for AoA = 123◦ and AoA = 125◦ with different number
(N) of antennas used in the subarray.

25.5.3 Comparative Study of Analog and Digital Beam-Forming
Techniques

This section briefly highlights trade-offs between analog and digital beam-forming tech-
niques. In essence, it is shown that an optimum performance could be achieved using
a hybrid approach, whereby large beam-steering angles could be done digitally and the
fine angle tuning/small angle beam steering could be accomplished using analog methods.
The following is a brief discussion of some of the comparative issues.

25.5.3.1 Quantization Effects in Digital Beam-Forming Systems This section
examines the effect on the directivity and array factor performance of linear phased arrays
for different numbers of phase shifter bits. Table 25.1 summarizes the average array-factor
characteristics for an eight-element array utilizing one to five bit phase shifters. As shown
in Table 25.1 [58, 59], the maximum sidelobe level (SLL) as well as the directive loss
improves with increasing phase shifter bits (approaching analog). The average scan angle
deviation, �θ , also improves with increasing phase shifter bits. This, however, will be
at the expense of cost as well as complexity and increased losses.

TABLE 25.1 Average Results of Maximum SLL, Directivity Loss, and Scan Angle Deviation
for an Eight-Element Array Using Phase Shifters of Different Number of Bitsa

Number of Phase Shifter Bits

Parameter 1 Bit 2 Bits 3 Bits 4 Bits 5 Bits

Maximum SLL (dB) −6.89 −6.97 −10.19 −11.62 −12.18
Directivity loss (dB) 3.15 0.82 0.2 0.047 0.012
Scan angle deviation, �θ (degrees) 2.95 1.76 0.98 0.46 0.23

aSee Ref. 58.
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TABLE 25.2 Average Results of Maximum SLL, Directivity Loss, and Scan Angle Deviation
for a 64-Element Array Using Phase Shifters of Different Number of Bitsa

Number of Phase Shifter Bits

Parameter 2 Bits 3 Bits 4 Bits 5 Bits

Maximum SLL (dB) −9.18 −12.72 −12.97 −13.13
Directivity loss (dB) 0.9 0.22 0.054 0.013
Scan-angle deviation, �θ (degrees) 0.064 0.02 0.014 0

aSee Ref. 58.

Table 25.2 summarizes the phased array performance for a 64-element phased array
for various phase shifters [58]. As mentioned with the smaller array, the overall charac-
teristics are improved with an increase in the number of bits, reaching the performance
of analog phase shifters. The average maximum sidelobe level stays under −12.5 dB
from the three bit phase shifter. The average directivity losses drop below 0.1 dB from
four bits.

As the size of the array increases, the number of bits may be reduced to maintain
adequate beam-steering performance [9]; therefore a design trade-off is required to meet
the specific phased array antenna parameters. For reduced antenna elements, increasing
bit size is required which results in increased phase shifter complexity. For switched line
digital phase shifters, the real estate of the integrated circuit increases due to the large
amount of switches and the large area required for lines of different lengths.

25.5.3.2 Frequency Dependence Digital constant-phase and switched line phase
shifters bring a frequency dependence to the scan angle, each type generating additional
sidelobes (as well as elevated levels) as the frequency deviates from the design frequency.
When broadband signals are to be radiated by a phased array system, the use of different
phases for the excitation of the various elements in the array will generally result in some
signal distortion unless the phase shifters are true time-delay (analog) devices [59–61].
The use of true time-delay phase shifters in the feed network gives superior performance,
keeping the scan angle constant over the frequency range of the array elements.

As may be seen from the above discussion, using a combination of digital phase
shifters for each element and a true time-delay unit at the subarray level considerably
increases the operating bandwidth compared to that of employing purely digital phase
shifters [58].

25.6 ULTRAWIDEBAND HYBRID EBG/FERRITE GROUND PLANE
FOR LOW PROFILE ARRAY ANTENNAS

Ultrawideband and low profile phased array antennas are considered a most critical com-
ponent in the development of lowband systems such as airborne foliage penetrating radar
and EW applications. It is imperative that these antennas are ultrawideband beginning in
the hundreds of megahertz to provide the necessary foliage penetration and low profile
to allow the systems to fit compactly in the aircraft. Additionally, it is desirable that
the antenna systems provide unidirectional radiation to prevent the radiation back into
the aircraft that is seen with bidirectional radiating antennas. For these applications it
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Figure 25.52 Raytheon’s long slot array antenna [62].

is clear that an ultrawideband and low profile ground plane needs to be developed and
implemented to achieve the desired specifications and required performance.

Recently, an ultrawideband long slot array antenna was invented, analyzed, and exper-
imentally tested at Raytheon. Figure 25.52 shows a photo of this antenna design, which
reported a potential 100:1 bandwidth beginning in the hundreds of megahertz if no back
plane is attached to the bidirectional aperture [62–65]. Like many antenna systems that
operate at these relatively lower frequencies, the radiation pattern of the developed long
slot array antenna is bidirectional. Therefore to provide the unidirectional radiation pat-
tern desirable for airborne types of applications, a ground plane that is low profile while
still maintaining the ultrawideband operation beginning in the hundreds of megahertz
needs to be developed.

Currently, a variety of ground plane options exist. Yet each option comes with its own
set of advantages and limitations. These options include electric conductors, absorbing
materials, and artificial magnetic conductors (AMCs). Electric conductor ground planes
are the traditional choice for ground plane implementation and are still widely used
today in many antenna applications. When using an electric conductor ground place
with antennas that have currents parallel to the ground plane, the ground plane must
be spaced at a distance of λ/4 (midband) behind the antenna to provide constructive
interference between the fields radiated from the antenna and the fields reflected off
the ground plane. As it is clear to see, this spacing requirement comes with limita-
tions. Two areas where electric conductor implementation limits antenna performance
include profile reduction and the operational bandwidth. Absorbing material is some-
times placed between the ground plane and the antenna. This absorbing material offers
profile reduction without introducing excessive reflections and destructive interference.
The implementation of absorbing material, however, comes at the cost of energy waste
(half of the power radiated from the antenna is lost to the absorbing material). More
importantly, the bandwidth where the absorbing material performs optimally is limited
and often occurs at lower frequencies. A current widely discussed research area is related



25.6 ULTRAWIDEBAND HYBRID EBG/FERRITE GROUND PLANE 1307

to the design and optimization of electromagnetic bandgap (EBG) structures, particularly
those that emulate magnetic conductors, referred to as AMCs. AMC ground planes offer
the most promising design for low profile ground planes for antennas that have currents
parallel to the ground plane. However, as with other ground plane options, AMC ground
planes have their limitations. AMC ground planes are designed using various types of
structures that provide a high impedance surface. These designs have inherently limited
bandwidths because the frequency region where the structure offers high impedance and
thus emulates a magnetic conductor is achieved in a limited range around a resonant
frequency.

As described previously, each of the aforementioned ground plane options has limita-
tions. To achieve desirable performance with minimal limitations, it is logical to lean
toward a hybrid design that implements the combination of more than one ground
plane option. In this section a novel ultrawideband and low profile hybrid EBG/ferrite
ground plane is presented. The presented hybrid ground plane design offers ultrawideband
operation beginning in the hundreds of megahertz with one design version offering an
operational bandwidth exceeding 40:1 starting at 120 MHz. The use of this ground plane
will allow for the practical and effective implementation of the new highly sophisticated
and ultrawideband antenna systems developed at Raytheon.

This section begins with the descriptions of the design and background of four versions
of the hybrid EBG/ferrite ground plane technology. Following this, a description of the
simulation procedures and considerations using Ansoft’s HFSS software are presented.
This is followed by the presentation of the reflectivity and phase analyses simulation
results for each of the four hybrid ground plane design versions. Next, to verify the
effectiveness of the hybrid structure to perform as an ultrawideband ground plane, sim-
ulation results of the hybrid ground plane implemented with two bidirectional radiating
antennas, including dipole antennas and Raytheon’s long slot array antenna, are presented.
Then the procedure for calculating the effective complex permittivity and permeability
of the hybrid ground plane is described. Finally, descriptions of the experimental testing
procedures as well as the experimental results are presented.

25.6.1 Hybrid EBG/Ferrite Ground Plane Design

The design of the novel hybrid EBG/ferrite ground plane consists of the implementation
of ETS-Lindgren’s FT-2000 ferrite tile absorber [66] and the mushroom EBG structure
described in Ref. 67. It should be noted that an AMC design presented in Ref. 68 also
implements ferrite material in an EBG structure. However, the basis behind this imple-
mentation as well as the resultant effects are quite different from that of the hybrid ground
plane presented here. ETS-Lindgren’s ferrite absorber is limited to operation in the low
frequency range of hundreds of megahertz and the mushroom EBG structure is limited
to operation around a certain bandwidth that does not exceed 3:1. The hybrid ground
plane design works by using the ferrite absorber component of the design to absorb the
antenna’s back radiation in the lower frequency band while the EBG structure compo-
nent of the design is used to provide a desirable phase for the reflected radiation in the
frequency band beyond the operational region of the ferrite absorber. As a result, unidi-
rectional radiation is obtained without performance degradation over a bandwidth that is
larger than what is provided by either the ferrite absorber or the EBG structure alone.

The type of EBG structure implemented in the hybrid ground plane is the mushroom
structure presented in Ref. 67. It consists of a substrate that is backed by an electric
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conductors ground plane with a lattice of electric conductive patches on the surface of
the substrate that are connected to the ground plane with conductive vias. The design of
this structure creates an effective parallel combination of inductances and capacitances.
Therefore a high impedance results at the resonant frequency of the equivalent LC

circuit. In a certain band around the resonant frequency of the equivalent LC circuit, the
structure maintains its high impedance and provides the reflected radiation with a phase
in the range between ±90◦ and hence does not cause destructive interference with the
forward radiation. The structure’s resonant frequency and the frequency band surrounding
the resonant frequency depend on various factors including the thickness of the structure,
the permittivity and of the substrate, the surface patch dimensions and spacings, and the
radii of the vias.

To determine the effective operational bandwidth of ETS-Lindgren’s FT-2000 ferrite
tile absorber alone with an electric conductor ground plane backing, simulations were
conducted using FT-2000 material properties provided by ETS-Lindgren in the frequency
range from 100 MHz to 2 GHz. The material data provided by ETS-Lindgren for a
few frequency points including 100 MHz, 500 MHz, 1 GHz, and 2 GHz are given in
Table 25.3. The reflectivity and phase analyses results of Ansoft’s HFSS simulations
for ETS-Lindgren’s FT-2000 alone with an electric conductor ground plane backing are
shown in Figure 25.53. As may be seen in Figure 25.53, ETS-Lindgren’s FT-2000 alone
offers desirable performance (reflectivity less than −14 dB) over a 9.5:1 bandwidth
ending at 950 MHz. The −14-dB criteria level was set to ensure that the reflected

TABLE 25.3 Material Properties of ETS-Lindgren’s FT-2000 Ferrite Absorber

Frequency Relative Relative Dielectric Loss Magnetic Loss
(GHz) Permittivity Permeability Tangent Tangent

0.1 10.919 15.957 0.00220 4.1560
0.5 10.948 0.213 0.00311 69.1549
1 10.732 0.511 0.00671 14.2759
2 10.727 0.468 0.01417 6.9252

Figure 25.53 Reflectivity and phase analyses of ETS-Lindgren’s FT-2000 ferrite absorber.
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radiation will not cause noticeable interference with the forward radiation. At 950 MHz,
Figure 25.53 shows that the magnitude of the reflected radiation exceeds −14 dB, while
the phase of the reflected radiation is −104◦, which is expected to result in undesirable
destructive interference between forward and reflected radiation. From the simulation
results it can be concluded that the ferrite absorber alone does not offer a desirable
ground plane above 950 MHz.

In the hybrid EBG/ferrite ground plane design, an EBG structure design is imple-
mented to correct the phase of the reflected signal beyond the desirable performance
region of the ferrite absorber. To provide the necessary EBG structure design for the
hybrid ground plane, an EBG structure is designed alone to provide desirable opera-
tion beginning at around 1 GHz to achieve a starting point for the geometry of the
hybrid EBG/ferrite ground plane. The performance and operation of the combined ferrite
absorber and EBG structure are expected to be different when the two are implemented
together. For that reason, it is important to note that the initial design of the EBG structure
is to provide a starting point for the overall optimization of the structure when imple-
mented with the ferrite absorber. For the first version of the hybrid ground plane, the initial
EBG structure design is implemented with a plywood backed slab of ETS-Lindgren’s
FT-2000 ferrite absorber resting on the PEC ground plane of the EBG structure. This
is done because ETS-Lindgren offers the option of delivering the ferrite absorber with
a plywood backing for additional support. It should be noted that, in implementing the
integrated EBG/ferrite ground plane, a small portion of the ferrite slab is removed around
each via to allow the EBG structure to behave as desired. The design of the other three
versions is similar to the first one with the ferrite slab being implemented without the
plywood backing to reduce the overall profile of the hybrid ground plane. By altering
the thickness of the structure, the surface patch sizes and spacings, as well as the dimen-
sions of the removed sections of the ferrite material, the hybrid structure is optimized
to provide the desired operational performance. The desired operational performance for
each of the four versions of the hybrid ground plane is described next.

For all four versions, the ferrite region of operation, which occurs at the lower fre-
quencies of the hybrid ground plane’s operational bandwidth, is defined where less than
−14 dB of reflected radiation is seen from the hybrid ground plane. The EBG region
of operation for the first, second, and fourth designs is defined where the phase of the
reflected radiation is between ±90◦. This is done to provide for the largest operational
bandwidth. The EBG region of operation for the third design is defined where the phase
of the reflected radiation is between ±45◦. This is done to provide increased construc-
tive interference at the edges of the EBG operational region. However, this enforced
enhancement gain design (reflection angle within ±45◦) comes at the cost of a reduced
operational bandwidth. The four optimized hybrid EBG/ferrite ground plane design ver-
sions are shown in Figure 25.54 with their dimensions being shown in Table 25.4.

25.6.2 Simulation Procedures and Considerations

When simulating the hybrid EBG/ferrite ground plane design, much attention was
paid to the simulation procedures and many considerations were taken into account to
ensure accurate simulations. These procedures and considerations are described in detail
next.

The first conducted simulation analyses were done to determine the reflectivity of
the hybrid ground plane and the phase of radiation reflected off the ground plane. To
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(a)

(b)

Figure 25.54 Geometries of (a) first and (b) second, third, and fourth hybrid EBG/ferrite ground
plane design versions.

TABLE 25.4 Dimensions of the Four Hybrid Ground Plane Design Versions

Version TS (cm) TF (mm) TW (mm) WE (cm) WP (cm) WC (cm)

1 4.92 6.7 6.7 3.5 1.5 1.5
2 3.9 6.7 — 3.5 1.5 1.5
3 5.2 6.7 — 3.5 1.5 1.5
4 2.5 6.7 — 3.7 1.975 1.5

perform these analyses, a plane wave was directed at the surface of the hybrid ground
plane and the magnitude and phase of the reflected radiation were calculated. To reduce
simulation complexity and hence increase the probability of convergence while also
reducing simulation run time, a unit cell of the hybrid ground plane was used for these
simulations. To ensure accurate simulation results, careful attention was paid to how
the boundaries were set up for the simulation space. To provide an infinite array of the
hybrid ground plane unit cells, master and slave boundaries were used in Ansoft’s HFSS.
Ansoft states that master and slave boundaries are useful for simulating infinite arrays.
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(a) (b)

Figure 25.55 (a) EBG ground plane design presented in Ref. 69 and (b) comparison of reflection
phase results of presented EBG ground plane obtained using Ansoft’s HFSS and estimations of
data presented in Ref. 69.

They force the E-field at each point on the slave boundary to match the E-field at the
corresponding point on the master boundary to within a user-defined phase difference.
To verify the setup of the simulation space, a simulation for comparison purposes was
performed on an EBG structure presented in the literature. The presented EBG structure
design, shown in Figure 25.55a, consists of surface patches with widths and lengths of
3 mm, patch spacings of 0.5 mm, and a substrate thickness of 1 mm. As Figure 25.55b
depicts, the results obtained using Ansoft’s HFSS match the results presented
in Ref. 69.

The next simulation analyses conducted were done to determine the effectiveness of
the hybrid structure to perform as an ultrawideband ground plane when implemented
with bidirectional radiating antennas. In the simulation case where the antenna placed
above the hybrid ground plane is not an array antenna, it is not possible to implement
master and slave boundaries (master and slave boundaries are used for simulating infi-
nite arrays). Ansoft states that the radiation boundaries need to be at least λ/4 from the
radiating element. Consequently, the simulation space needed to be sufficiently large so
that the radiation boundaries could be greater than λ/4 from the radiating element at the
lower frequencies. To meet these criteria, the simulation space was set to have a length,
width, and height of a little over λ at the lowest frequency simulated (providing for a
spacing from the radiating element of approximately λ/2 for the lowest frequency). To
verify the accuracy of the simulations over the desired frequencies for the set simulation
space, λ/2 dipoles were simulated at various frequencies. Much attention was paid to
the simulation mesh to provide the correct directivity for the dipole antennas at each
frequency point. The verified simulation space and mesh seeding were then used for the
simulation of bidirectional radiating antennas placed above a hybrid ground plane with
11× 11 elements. An 11× 11 element hybrid ground plane was chosen because the
ground plane placed below the antenna needed to be large enough to provide unidirec-
tional radiation without too much fringing around the edges of the ground plane, while
also being a size that allowed the simulations to converge. It should also be noted that
symmetry boundaries were used to reduce the simulation space to one-quarter of its size,
thus reducing simulation complexity and increasing the probability of convergence while
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also reducing simulation run time. In the case where the antenna placed above the hybrid
ground plane is an array antenna, master and slave boundaries could be implemented
to once again reduce simulation complexity and hence increase the probability of con-
vergence while also reducing simulation run time. Antenna array elements were placed
above a single element of the hybrid ground plane and master and slave boundaries were
used to simulate an infinite array of the combination. The return loss of the combination
was calculated for an infinite array of the unit cells. The directivity of the combination
was initially calculated for a single unit cell. Therefore the directivity of any size array
of these unit cells can be calculated by multiplying the single unit cell directivity by
an array factor. To verify the accuracy of the return loss results as well as the directive
gain results of this setup, a simulation for comparison purposes was performed on an
ultrawideband antenna array, more specifically Raytheon’s long slot array antenna [64,
65] placed above an electric conductor ground plane. The element widths and lengths of
the long slot array presented in Ref. 64 were 6.25 cm and the slot widths were 2.5 cm
while the element widths and lengths of the long slot array presented in Ref. 65 were
27.94 cm and 28.03 cm, respectively, and the slot widths were 13.97 cm. As shown in
Figure 25.56b,d, the results obtained using Ansoft’s HFSS match the results presented
in Refs. 64 and 65.

25.6.3 Reflectivity and Phase Analyses of Hybrid EBG/Ferrite Ground Plane

The first simulation analyses conducted were done to determine the reflectivity of the
hybrid ground plane and the phase of radiation reflected off the ground plane. These
analyses were conducted with each of the four versions of the hybrid ground plane design
depicted in Figure 25.54. To perform these simulation analyses, a plane wave was directed
at the surface of a unit cell of the hybrid ground plane and the magnitude and phase
of the reflected radiation were calculated. As described previously, periodic boundary
conditions (master and slave boundaries) were used in Ansoft’s HFSS to simulate an
infinite array of the hybrid ground plane.

The reflectivity and phase analyses for the four versions of the hybrid ground plane
design can be seen in Figure 25.57. From the results in Figure 25.57, the two areas of
operation for the hybrid structure can be seen. The ferrite absorber region of operation is
defined where less than −14 dB of reflectivity is achieved. For the first, second, and fourth
design versions, the EBG region of operation is defined where the phase of the reflected
radiation is between ±90◦ regardless of the magnitude of the reflected radiation. This is
done to provide the largest operational bandwidth without introducing destructive inter-
ference between the reflected and forward radiation. For the third design version, the EBG
region of operation is defined where the phase of the reflected radiation is between ±45◦

regardless of the magnitude of the reflected radiation. As mentioned previously, this is to
provide for increased constructive interference at the edges of the EBG operation region.

From the reflectivity and phase analyses shown in Figure 25.57, the bandwidth perfor-
mance of each hybrid ground plane design version can readily be determined. Displayed
in Table 25.5 is a comparison of the bandwidth performance results for the four hybrid
ground plane design versions. To give an overall understanding of the bandwidth capa-
bilities of each design version for the two operation regions of the hybrid ground plane,
the ferrite operation region and the EBG operation region, the bandwidth of each region
of operation is presented in Table 25.5 along with the overall bandwidth of the hybrid
ground plane. As may be seen, the fourth design version of the hybrid ground plane
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(a)

(c)

(b)

(d)

Figure 25.56 (a) Long slot array antenna above PEC ground plane as presented in Ref. 64,
(b) comparison of return loss results of presented long slot array antenna above PEC ground plane
obtained using Ansoft’s HFSS and estimations of data presented in Ref. 64, (c) long slot array
antenna above PEC ground plane as presented in Ref. 65, and (d) comparison of directive gain
results of presented long slot array antenna above PEC ground plane obtained using Ansoft’s HFSS
and data presented in Ref. 65.

offers the greatest operational bandwidth and as described in Table 25.4 the lowest pro-
file. Additionally, as expected, the stricter constraints on the EBG region of operation for
the third design version cause it to have the smallest operational bandwidth. From the
reflectivity and phase analyses results, it can also be seen that implementing a plywood
backing, as seen in the first design version, provides enhancement for the ferrite region
of operation while at the same time reducing the EBG region of operation and hence
results in a reduction of the overall operational bandwidth.

25.6.4 Antenna and Hybrid EBG/Ferrite Ground Plane Implementation
Analyses

The next simulation analysis performed was to verify the effectiveness of the hybrid
EBG/ferrite ground plane in providing the desired unidirectional radiation for a bidirec-
tional radiating antenna. For this analysis two dipole antennas were simulated above the
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(a) (b)

(c) (d)

Figure 25.57 Reflectivity and phase analyses of (a) first, (b) second, (c) third, and (d) fourth
hybrid EBG/ferrite ground plane design versions.

TABLE 25.5 Hybrid EBG/Ferrite Ground Plane Bandwidth Performance Comparison

Ferrite Operation EBG Operation Hybrid Ground
Design Parameter Region Region Plane Operation

First design
version

Frequency
range

170 MHz to
2.1 GHz

2.1–3.5 GHz 170 MHz to
3.5 GHz

Bandwidth 12.4:1 1.7:1 20.6:1
Second design

version
Frequency

range
170 MHz to

1.39 GHz
1.39–3.8 GHz 170 MHz to

3.8 GHz
bandwidth 8.2:1 2.7:1 22.4:1

Third design
version

Frequency
range

170 MHz to
1.28 GHz

1.28–2.15 GHz 170 MHz to
2.15 GHz

Bandwidth 7.5:1 1.7:1 12.6:1
Fourth design

version
Frequency

range
120 MHz to

3.33 GHz
2.65–4.86 GHz 120 MHz to

4.86 GHz
Bandwidth 27.8:1 1.8:1 40.5:1

second version of the hybrid ground plane, shown in Figure 25.54b. The dipole antennas
were placed above and parallel to the hybrid ground plane as depicted in Figure 25.58a.
The hybrid ground plane implemented in this analysis was an 11× 11 element array.
One of the dipole antennas was designed to operate in the ferrite region of operation
at 0.5 GHz and the other was designed to operate in the EBG region of operation at
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(a)

(b) (c)

Figure 25.58 (a) Dipole antenna (0.5-GHz dipole) implemented with hybrid ground plane,
(b) radiation patterns of dipole antennas (0.5- and 2.4-GHz dipoles) in free space and above
hybrid ground plane, and (c) radiation patterns of dipole antenna (0.5-GHz dipole) in free space
and above hybrid ground plane.

2.4 GHz. Additionally, for comparison purposes, a dipole antenna designed to operate
at 0.5 GHz was simulated in free space. The radiation pattern of the dipole antenna in
free space as well as the radiation patterns of the dipole antennas placed at λ/50 above
the hybrid ground plane can be seen in Figure 25.58b. As Figure 25.58b depicts, the
dipole antennas above the hybrid ground plane produce unidirectional radiation patterns.
From this it can be seen that the novel hybrid EBG/ferrite ground plane performs effec-
tively as a ground plane for bidirectional radiating types of antennas. It should also be
noted that there is an increase in the directive gain of the dipole antenna above the
hybrid ground plane operating in the EBG region of operation over that of the dipole
antenna in free space. This is due to the significant amount of reflection from the hybrid
ground plane. Because the phase of the reflected radiation is maintained in the range
between ±90◦ in this region of operation, the interference between the reflected and
forward radiation, though not totally constructive, is not destructive. From Figure 25.58b
it can also be seen that the directive gain of the dipole antenna above the hybrid ground
plane operating in the ferrite region of operation is lower than that of the dipole antenna
in free space. Through simulations it was determined that this is due to interactions
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between the antenna and the surface of the hybrid ground plane. It should be noted
that this effect is not due to an impedance mismatch at the feed of the dipole antennas.
The return loss at the feed of a dipole antenna above the hybrid ground plane at 0.5
GHz was −38 dB. To illustrate the effect of these interactions, a comparative analy-
sis of a dipole antenna designed for 0.5 GHz was performed for the antenna in free
space and at λ/50, λ/25, and λ/10 above the hybrid ground plane. The simulation results
of this analysis, depicted in Figure 25.58c, show that the detrimental interactions are
reduced as the antenna is moved further away from the hybrid ground plane. Therefore
it can be seen that there is a trade-off between the directive gain in the ferrite region
of operation and the overall profile of an antenna implemented with the hybrid ground
plane.

The next simulation analysis performed was to verify the effectiveness of the hybrid
EBG/ferrite structure to perform as a ground plane when implemented with an ultra-
wideband antenna, specifically Raytheon’s long slot array antenna. This analysis was
performed by simulating Raytheon’s long slot array antenna at 0.25 cm above the fourth
version of the hybrid EBG/ferrite ground plane, as depicted in Figure 25.59a, and observ-
ing various antenna performance parameters over the operational bandwidth of the hybrid
ground plane. It should be noted that Raytheon’s long slot array antenna was fed for the
simulations using Ansoft’s HFSS with lumped port excitation sources, which represent

(b)

(a)

Figure 25.59 (a) Long slot array antenna implemented with hybrid ground plane and (b) directive
gain and return loss of long slot array antenna above hybrid ground plane.
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the δ gap type of feeds. The first performance parameter observed was the radiation char-
acteristics of a single unit cell of the long slot array and hybrid ground plane combination
that consisted of a 4× 4 element long slot array antenna simulated above a single element
of the hybrid ground plane. As described previously, periodic boundary conditions were
used in Ansoft’s HFSS to simulate an infinite array of this combination and the radiation
characteristics were calculated for a single unit cell. The directive gain versus frequency
for the long slot array antenna above the hybrid ground plane compared to the theoretical
maximum directive gain for an unbacked long slot array, GD max = 2πA/λ2 where A is
the area of the aparture and λ is the wavelength of the frequency of operation, can be
seen in Figure 25.59b. As was seen with the case of the dipole antenna implementation,
there is an increase in the broadside directivity of the long slot array antenna above the
hybrid ground plane operating in the EBG region of operation over that of the long slot
array antenna in free space. This is again due to the significant amount of reflection from
the hybrid ground plane. Because the phase of the reflected radiation is maintained in the
range between ±90◦ in this region of operation, the interference between the reflected
and forward radiation, though not totally constructive, is not destructive. Figure 25.59b
also shows that, in the ferrite region of operation, the broadside directivity of the long
slot array antenna and hybrid ground plane implementation is slightly less than that of
the long slot array antenna in free space. As in the case of the dipole antenna, this
is due to the close proximity of the antenna to the hybrid ground plane in the ferrite
region of operation. The second performance parameter observed was the return loss
characteristics, seen in Figure 25.59b, for the feed system of the long slot array antenna
above the hybrid ground plane. The feed system uses a push–pull feed setup [65] with a
50-� input impedance for both the push and pull feed arms. This push–pull feed setup
provides for a match to the input impedance seen at the slot of 100 �. The return loss
characteristics verify that the implementation of Raytheon’s long slot array antenna and
the hybrid EBG/ferrite ground plane provides acceptable operational performance over
a 40.5:1 bandwidth ranging from 120 MHz to 4.86 GHz. From the simulation results it
can be seen that the novel hybrid EBG/ferrite structure performs as an effective ground
plane when implemented with ultrawideband antennas.

25.6.5 Effective ε∗ and μ∗ of the Hybrid EBG/Ferrite Ground Plane

As described in Ref. 64, the slots of Raytheon’s long slot array antenna are excited by
an array of feed elements that are spaced at the “Nyquist” interval, which is equal to
one-half of the wavelength at the highest frequency of operation. Therefore it is critical
to determine the effective complex permittivity and permeability of the structure being
used to back the long slot array antenna. Knowledge of these important permittivity and
permeability properties can ensure the structure being used to back the long slot array
antenna will not load the antenna in a way as to require an inefficient number of feed
elements to meet the “Nyquist” interval spacing requirement.

The first method used to determine the effective complex permittivity and permeabil-
ity of the fourth version of the hybrid EBG/ferrite ground plane entailed an analytical
approach. First, using a volume mixture theory and optimal fit method, the effective
complex permittivity and permeability of the air/ferrite substrate supporting the hybrid
EBG/ferrite structure were calculated. Once these properties were obtained, the effective
complex permittivity and permeability of the hybrid ground plane were calculated using
a combination of volume mixture theory and Clavijo’s approach presented in Ref. 70.
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For this process the effective complex permittivity and permeability of the patch portion
of the hybrid ground plane (εPr eff and μP

r eff) were calculated using Eqs. (25.22) and
(25.23), where p is the patch array periodicity, g is the gap width between patches, t is the
thickness of the patches, εPr avg is the average relative complex permittivity of the mate-
rials surrounding the patches, and μS

r is the effective relative complex permeability of the
air/ferrite substrate supporting the hybrid EBG/ferrite structure. Then the effective com-
plex permittivity and permeability of the air/ferrite substrate and via portion of the hybrid
ground plane (εSr eff and μS

r eff) were calculated using Eqs. (25.24) and (25.25), where
εSr is the effective relative complex permittivity of the air/ferrite substrate supporting the
hybrid EBG/ferrite structure and α is the ratio of the via’s cross-sectional area to the unit
cell area. Finally, by using volume mixture theory the effective complex permittivity and
permeability of the overall hybrid EBG/ferrite ground plane were calculated.

εPr eff = 2p

πt
ln

(
2p

πg

)
εPr avg (25.22)

μP
r eff = μS

r (25.23)

εSr eff = εSr

(
1+ α

1− α

)
(25.24)

μS
r eff = εSr μ

S
r

εSr eff
(25.25)

The second method used to determine the effective complex permittivity and perme-
ability of the fourth version of the designed hybrid ground plane entailed an optimization
approach. For this method, the global optimization software package provided by Tomlab
as an add-on for Matlab was used [71]. To determine the effective complex permittivity
and permeability of the hybrid ground plane using the optimization software package, the
surface impedance of the hybrid ground plane was first calculated from the reflectivity
and phase analyses results determined using Ansoft’s HFSS. Then using the optimiza-
tion software with starting values equal to the analytically calculated complex permittivity
and permeability values, the optimal complex permittivity and permeability of the hybrid
ground plane were determined from the calculated surface impedance values of the hybrid
ground plane.

Figure 25.60 shows a comparison of the effective complex permittivity and permeabil-
ity determined using the two previously described methods. As the comparison shows,
the results for both methods match well, thus verifying the accuracy of both methods.
More importantly, the low values of the complex permittivity and permeability shown in
Figure 25.60 are to be noted. These results indicate that the hybrid EBG/ferrite ground
plane will not significantly load the long slot array antenna—thus requiring an unac-
ceptably large number of feed elements. Through determination of the effective complex
permittivity and permeability of the hybrid EBG/ferrite ground plane, it can be seen that
the hybrid ground plane will not load antennas in an undesirable manner.

25.6.6 Experimental Testing of the Hybrid EBG/Ferrite Ground Plane

Experimental reflectivity and phase analyses were performed on the hybrid EBG/ferrite
ground plane to verify the previously presented simulation results. To perform the exper-
imental analyses on the hybrid ground plane, a TEM cell was used to emulate a plane
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Figure 25.60 Effective complex permittivity and permeability of the hybrid EBG/ferrite ground
plane.

wave incident on the ground plane. ETS-Lindgren’s FT-2000 ferrite absorbing tiles,
square stainless steel washers, stainless steel machine screws, and a sheet of aluminum
were used to fabricate the second design version of the hybrid ground plane as shown in
Figure 25.61a. The hybrid ground plane was fabricated using a 4× 4 array of 10-cm×
10-cm ferrite tiles, which allowed for an array of 10× 10 unit cells with each unit cell
being 35 mm× 35 mm as depicted in Figure 25.54b while giving a ferrite cushion of
2.5 cm on each edge. The 4× 4 array of ferrite tiles was mounted on the 49-cm× 49-cm
sheet of aluminum and a 10× 10 array of the “mushroom” configured stainless steel
washer and screw combinations was mounted on the aluminum-backed array of ferrite
tiles. The TEM cell consists of a flared square coaxial line that supports a TEM wave
with no low frequency cutoff. Use of the TEM cell allows for low frequency measure-
ments using a surface under test (SUT) that is of reasonable dimensions (free-space low
frequency measurements require the SUT to be unreasonably large for accurate results).
The experimental setup for measuring the reflectivity and phase of a SUT using the TEM
cell is shown in Figure 25.61b.

The IEEE Standard 1128–1998 [72] was referenced for the test procedure used to
perform the experimental measurements on the hybrid EBG/ferrite ground plane [72]. To
start the experimental measurements, a full one-port S 11 calibration is performed on the
network analyzer at the cable connector that connects to the excitation port of the TEM
cell. The TEM cell is then terminated with a metallic shorting plate as the SUT. Time
gating is then used to discriminate the reflection from the SUT from other undesired
reflections (time gated and ungated results for the metallic shorting plate can be seen
in Figure 25.62a). The time gated reflection coefficient measurements for the metallic
plate are stored as the reference for subsequent result calculations. The metallic shorting
plate is then removed and the TEM cell is terminated with the hybrid ground plane as the
SUT. As with the metallic shorting plate, time gating is used to discriminate the reflection
from the SUT from other undesired reflections (time gated and ungated results for the
hybrid ground plane can be seen in Figure 25.62b). The ratio of the magnitude of the
two reflection coefficients is calculated to provide the reflectivity of the hybrid ground
plane. To determine the phase offset at the surface of the hybrid ground plane, twice the
electrical distance to the surface of the hybrid ground plane (taking into account for the
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(a)

(b)

Figure 25.61 (a) Fabricated hybrid EBG/ferrite ground plane and (b) experimental test setup
using a TEM cell.

round trip to and from the SUT) for each frequency point is subtracted from the phase
of the measured reflection coefficient for the hybrid ground plane. The physical distance
to the surface of the hybrid ground plane is determined by subtracting the thickness of
the hybrid ground plane from the physical distance to the metallic shorting plate which
is determined from the time domain reflection coefficient results for the metallic shorting
plate.

Results of the experimental reflectivity and phase analyses for the hybrid ground plane
are shown in Figure 25.63. These presented results include the simulation results of a
simulated infinite array of the hybrid ground plane and a simulated experimental test
setup including the TEM cell as well as the experimental results. The results show good
agreement between the measured and simulated results, thus experimentally verifying the
performance of the hybrid ground plane.

25.7 SUMMARY

In this chapter we presented an overview of some of the recent advances in developing
high performance and low cost phased array antennas with beam-steering capabilities for
advanced wireless communications and radar systems. There is no question that phased
array antenna design technology has achieved remarkable performance successes for DoD
applications. For the consumer-based wireless communication systems and advanced
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(b)

(a)

Figure 25.62 (a) Measured results for the metallic shorting plate (gated and ungated) and
(b) measured results for the hybrid EBG/ferrite ground plane (gated and ungated).

Figure 25.63 Experimental reflectivity and phase analyses results for the hybrid EBG/ferrite
ground plane.

communications, radar, and EW implementation in DoD systems, however, the low cost
issue emerged as a vital parameter that requires serious consideration in the design and
implementation processes. It is these kinds of phased array antennas that the discussion
in this chapter was focused on. Phase shifters using ferroelectric materials and multidi-
electric layer design procedure present a highly promising technology for realizing low
cost and high performance phase shifters.
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Simulation results examining the feasibility of integrating the CTS antenna array
design with the ferroelectric materials technology are also very encouraging and may
lead to breakthroughs in developing low cost, high performance phased array antenna
systems. An integrated approach that combines low cost antenna array systems, such as
the CTS technology, together with low cost phase shifter designs that may include the
combination of digital and analog phase shifter technologies may ultimately lead to the
realization of this ambitious objective of developing high performance low cost phased
array systems. The new designs of the ultrawideband hybrid EBG/ferrite ground plane
are exciting and may lead to new innovations to reduce losses while maintaining the
ultrawideband characteristics.
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CHAPTER 26

Antenna Design Considerations for MIMO
and Diversity Systems

MICHAEL A. JENSEN and JON W. WALLACE

26.1 INTRODUCTION

Because of the signal fading induced by multipath propagation, it can be difficult to
offer reliable wireless communication in many practical environments. However, because
multipath propagation is characterized by electromagnetic waves that depart at a variety
of different transmit angles and arrive at different angles at the receiver, it is theoretically
possible to achieve high capacity in these scenarios by exploiting these spatial propagation
characteristics. For example, if the transmit and receive antennas were to provide infinite
spatial selectivity (antenna beams that could excite a single plane wave), unique data
streams could be transmitted on each multipath component. While practical considerations
clearly make this infeasible, this simple conceptual illustration reveals the high potential
capacity available in a rich scattering environment.

While infinite antenna resolution is infeasible, some degree of spatial selectivity can be
obtained using multiple antenna elements at the transmit and receive ends of a link. Such
multiple-input multiple-output (MIMO) wireless communications exploit the multipath
channel characteristics to provide a new resource, namely, spatial processing, that allows
improvement of the system performance. This new resource can be used to increase data
throughput, improve signal reliability, or reduce transmitted power (leading to extended
battery life in mobile devices), all without requiring an increase in the spectrum used for
communication. Given these benefits, MIMO has received considerable attention in the
research community and is now integrated into emerging communications standards.

This chapter focuses on antenna issues related to MIMO systems [1]. Specifically, we
explore the interaction of the antenna elements with the electromagnetic propagation, a
study that reveals principles that aid in the design of antennas suitable for MIMO sys-
tems. Antenna radiation characteristics such as pattern shape and polarization as well as
array configuration naturally represent an important part of the discussion. We also focus
on mutual coupling and array supergain, which represent significant issues when imple-
menting MIMO technology on mobile devices where the array must be compact. Finally,
the discussion turns to the synthesis of optimal antennas for MIMO communication and
provides a way to compare practical designs to this optimal benchmark.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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26.2 MIMO SYSTEMS

It is difficult to fully appreciate the impact of the antenna properties on MIMO communi-
cation performance without at least a basic understanding of a MIMO radio architecture
as well as the underlying principles that enable improved communication performance
using appropriate MIMO signal processing. While this discussion focuses on a system
with multiple antennas at both the transmitter and receiver, single-input multiple-output
(SIMO) and multiple-input single-output (MISO) systems, also known respectively as
receive and transmit diversity systems, are simply special cases of the full MIMO repre-
sentation. The only fundamental difference between MIMO, SIMO, and MISO systems
is in the types of signaling and detection algorithms employed.

For this discussion and throughout this chapter, boldface uppercase and lowercase
letters represent matrices (matrix H with mnth element Hmn) and column vectors (vector
h with mth element hm), respectively. When dealing with electromagnetic polarizations,

we use the notation x and G for vectors and dyads, respectively, to clearly distinguish
between polarization vectors and array signal vectors. Finally, we use the explicit func-
tional notation x(t) and x(ω) to indicate that a waveform is to be interpreted in the time
domain with time variable t or in the frequency domain with radian frequency ω. If a
waveform is given with no functional notation, it can be assumed to be represented in
the frequency domain.

26.2.1 MIMO System Model

Figure 26.1 depicts a portion of a radio appropriate for MIMO communication, where
the remainder of the radio is typically identical to what one would find in a traditional
single-input single-output (SISO) link. To simplify the discussion, we assume that the
transmitter has performed the bit-to-symbol mapping so that the input consists of a
discrete sequence of complex numbers or communication symbols . Each block of Q

symbols is formed into a Q× 1 vector b(k), where k is an integer time index, which is
fed into the space–time encoder to create the NT × 1 complex output vector x(k), where
NT is the number of transmit antennas. Each element of this vector is fed into a pulse
shaping circuit that transforms the discrete sequence into a time-domain signal, resulting
in the NT × 1 vector function x(t). This function is upconverted to the appropriate
carrier frequency to form the vector function xA(t), which drives the transmit array
to generate the vector radiated field xP (t, �T ), where �T = (θT , φT ) is a solid angle
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coordinate expressed in the transmit array coordinate frame with θT and φT representing
the elevation and azimuth angles, respectively.

The dyadic function GP (t, τ,�R,�T ), where �R = (θR, φR) is the solid angle ref-
erenced to the receive array coordinate frame, represents the impulse response relating
field radiated by the transmit array to the field incident on the receive array. The depen-
dence on time t explicitly shows that this impulse response can be time variant due
to motion of the transmitter and receiver or changing scatterers in the environment.
The variable τ represents the time delay relative to the excitation time t . We make

two assumptions relative to this impulse response: (1) GP (t, τ,�R,�T ) = 0 for τ > τ0

(finite impulse response), and (2) GP (t, τ,�R,�T ) remains constant over a time interval
(in t) of duration at least as long as the larger of τ0 and the symbol duration Tsymbol. The
second assumption allows the physical channel to be considered a linear, time-invariant
system over each symbol transmission. As we consider only a single symbol time in the

following, we drop the explicit dependence of GP on t , understanding, however, that the
channel can change from symbol to symbol.

At the receive array, the field distribution yP (t, �R) is constructed by a convolution
integration in delay and superposition integration in transmit angle, or

yP (t, �R) =
∫
�T

∫ ∞

−∞
GP (τ,�R,�T ) · xP (t − τ,�T ) dτ d�T (26.1)

where {·} represents a vector dot product. The NR-element receive array spatially sam-
ples this field to generate the NR × 1 signal vector y′A(t) at the array terminals. Noise
in the system is typically generated in the physical propagation channel (interference)
and the receiver front-end electronics (thermal noise). To simplify the discussion, we
lump all additive noise into a single contribution represented by the NR × 1 vector η(t),
which is injected at the receive antenna terminals. The resulting signal plus noise vec-
tor yA(t) is downconverted to produce the NR × 1 baseband output vector y(t), which
is passed through a matched filter and then sampled once per symbol to create y(k).
The space–time decoder produces the Q× 1 vector b̂

(k)
representing estimates of the

originally transmitted symbols, which can then be converted to a serial symbol stream.

26.2.2 Antennas

The characteristics of the propagation channel fundamentally control the potential MIMO
performance for a given environment. However, the transmit and receive antenna arrays
must ultimately enable the system to properly interact with the propagation channel in
order to achieve this performance. Since it is traditional to represent antenna radiation
and impedance properties in the frequency domain, we take the Fourier transform of the

relevant signals (note that the transform of GP is performed with respect to the delay
variable τ ). If eT ,n(ω,�T ) represents the vector radiation pattern of the nth transmit
antenna, then the field radiated by the transmit array can be expressed as

xP (ω,�T ) =
NT∑
n=1

eT ,n(ω,�T )xA,n(ω) (26.2)

where xA,n(ω) represents the antenna driving point excitation.
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The choice of which type of driving point excitation (voltage, current, incident voltage
wave) should be used in this analysis can vary depending on the situation. However,
it must be recognized that the choice of excitation will impact the radiation pattern
eT ,n(ω,�T ) used. For example, if xA,n(ω) represents the antenna driving point voltage,
current, or incident voltage wave, then Eq. (26.2) implies that eT ,n(ω,�T ) must be the
radiation pattern for the nth element with all other elements terminated, respectively, in
a short-circuit, open circuit, or the system characteristic impedance. For many antenna
types, the radiation pattern of the driven element with all others terminated in an open
circuit can be closely approximated by the radiation pattern of the element in isolation,
since the open-circuit termination does not allow terminal currents on adjacent elements
to flow. More discussion on this particular point appears in Section 26.4.3. For now
we assume that these open-circuit patterns are used in the analysis, so that xA,n(ω) is
the antenna terminal current. It should also be mentioned that while here we are using
generic input and output variable designations x and y, we will alter this notation to
explicitly represent voltages, currents, voltage waves, or electric fields as we transition
into more detailed analysis.

Each element in the receive array samples the incident field yP (ω,�R), leading to the
received signal vector yA(ω). If eR,m(ω,�R) is the radiation pattern of the mth receive
element with all other elements terminated in an open circuit, then the open-circuit voltage
on the mth receive antenna is

yA,m(ω) =
∫
�R

eR,m(ω,�R) · yP (ω,�R) d�R (26.3)

Combinining Eqs. (26.1), (26.2), and (26.3) leads to

yA(ω) = HA(ω)xA(ω)+ η(ω) (26.4)

where the channel transfer matrix (or simply channel matrix ) has elements

HA,mn(ω) =
∫
�R

∫
�T

eR,m(ω,�R) ·GP (ω,�R,�T ) · eT ,n(ω,�T ) d�R d�T (26.5)

Equation (26.4) provides a simple transfer relationship for the MIMO system with
Eq. (26.5) explicitly revealing that the physical channel includes the impact of both
the propagation environment and the antennas.

It is important to recognize that since the radiation patterns are computed with other
elements present but open-circuited, this analysis includes mutual coupling in the sense
that it incorporates all appropriate electromagnetic boundary conditions for the antenna
pattern determination. However, at this point Eq. (26.4) simply relates transmit currents
to received open-circuit voltages. In Section 26.4, we formulate the channel to include
at least a portion of the radiofrequency (RF) electronics, providing the opportunity to
introduce the impact of the full antenna impedance matrix into the anlaysis.

While the waveform-based transfer relationship in Eq. (26.4) is useful for some anal-
yses, signal-processing analyses often go one step further by considering the channel to
relate the input x(k) to the pulse shaping block and the sampled output y(k) of the matched
filter. Assuming that the frequency-domain channel transfer matrix remains approximately
constant over the signal bandwidth, a scenario often described as frequency nonselective
or flat fading , the frequency-domain transfer functions are treated as complex constants
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that scale the complex input symbols. The discrete-time transfer relationship assumes the
form

y(k) = H(k)x(k) + η(k) (26.6)

where η(k) contains the noise that has passed through the receiver and has been sampled
at the matched-filter output. Despite the fact that for notational simplicity we sometimes
drop the superscript k representing the symbol index, it is important to emphasize that the
channel matrix H(k) can change over time. It is also important to remember that H(k) is
based on the value of HA(ω) evaluated at the carrier frequency, but includes the additional
effects of the transmit and receive electronics. For much of this chapter, we assume a nar-
rowband system with ideal electronics, and therefore Eq. (26.6) is a relevant description.

26.2.3 Representative Propagation Channel

Because the MIMO physical channel depends critically on both the antennas and the
propagation environment, it is important to discuss briefly how the propagation environ-
ment can be described mathematically. It is very common in signal-processing analyses
to treat the physical channel transfer matrix HA (or discrete-time channel matrix H) as
a random matrix whose elements are random variables, typically drawn from a Gaus-
sian distribution. While this is convenient for analysis, incorporation of the antenna
radiation properties requires a more descriptive physical channel representation to allow
explicit formulation of the interaction between the antennas and the electromagnetic fields
responsible for the propagation.

In such cases, it is common to assume that all scattering in the propagation channel
is in the far field of the arrays and that a finite number of discrete propagation “paths”
(plane waves) connects the transmit and receive arrays. (It is important to recognize
that the far-field scattering and plane wave assumptions are not explicitly true for many
environments. However, the operation of a MIMO system does not depend critically
on this assumption being true. In fact, the rapid variation of near fields can enhance
MIMO performance.) If L denotes the number of propagating plane waves that link the
transmitter to the receiver, the physical channel response can be expressed as

GP (τ,�R,�T ) =
L−1∑
�=0

β�δ(τ − τ�)δ(�T −�T,�)δ(�R −�R,�) (26.7)

where δ(·) represents the Dirac delta function and β� is the dyadic complex gain of
the �th path with angle of departure (AoD) �T,�, angle of arrival (AoA) �R,�, and

time delay of arrival (TDoA) τ�. Note that the dyadic gain β� incorporates polarization
changes of the field due to scattering as the wave propagates from the transmitter to the
receiver. Any channel time variation is included by making the multipath parameters (L,

β�, τ�, �T,�, �R,�) time dependent. With this channel model, the channel matrix has
elements

HA,mn(ω) =
L−1∑
�=0

e−jωτ�eR,m(ω,�R,�) · β� · eT ,n(ω,�T,�) (26.8)

In many situations, it is useful to describe the propagation environment stochastically
so that it is possible to assess the statistical behavior of a given MIMO system over an
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ensemble of representative propagation environments. The mechanism for accomplishing
this is to treat each multipath parameter as a random variable drawn from a specified
distribution. Most current models are based on initial work in outdoor environments by
Turin et al. [2], which demonstrated that multipath components are generally grouped
into clusters that decay exponentially with increasing delay. Later work extended the
model to indoor scenarios [3] and added directional information [4–7]. Provided that the
underlying statistical distributions are properly specified, these models can offer highly
accurate channel representations (in a statistical sense). In this section we detail one
implementation of such a model which extends the well-known Saleh–Valenzuela model
[3] to include AoA/AoD in addition to TDA and multipath amplitude. This model is
referred to as the Saleh–Valenzuela model with angle or simply the SVA model . Natu-
rally, there are numerous other mechanisms for describing the channel characteristics,
and therefore this should be considered an introduction to the considerations relevant
for incorporating the effect of the antenna in the MIMO system analysis rather than a
comprehensive discussion on the topic. More details on this subject can be found in the
scientific literature [1, 8].

The SVA model is based on the experimentally observed phenomenon that multipath
arrivals appear at the receiver in clusters in both space and time. We refer to arrivals within
a cluster as rays and restrict our discussion to the horizontal plane for simplicity (θT =
θR = π/2). The model also assumes a single electromagnetic polarization, although it
has been extended to include vector fields [4].

Assuming we have Nc clusters with Nr rays per cluster, then the scalar directional
channel impulse response of Eq. (26.7) can be written

GP (τ, φR, φT ) = 1√
NcNr

Nc−1∑
�=0

Nr−1∑
k=0

βk�δ(τ − T� − τk�)

× δ(φT −�T,� − φT,k�)δ(φR −�R,� − φR,k�) (26.9)

where the summation explicitly reveals the concept of clusters (index �) and rays within
the cluster (index k). The parameters T�, �T,�, and �R,� represent the initial arrival delay,
mean departure angle, and mean arrival angle, respectively, of the �th cluster. The kth
ray arrival delay τk�, departure angle φT,k�, and arrival angle φR,k� are taken relative to
the corresponding cluster values.

The SVA model specifies the statistical distribution of the various multipath parame-
ters. The delay of each cluster conditioned on the delay of the previous cluster satisfies
the probability density function (PDF)

p (T�|T�−1) = �T e
−�T (T�−T�−1) (26.10)

where �T controls the cluster arrival rate for the environment and typically T0 = 0.
Similarly, the arrival time for the kth ray in the �th cluster obeys the conditional PDF

p
(
τk�|τk−1,�

) = λτ e
−λτ (τk�−τk−1,�) (26.11)

where λτ controls the ray arrival rate.
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The complex gain βk� has a magnitude that obeys the Rayleigh distribution with the
expected power (or variance) satisfying

E
{|βk�|2

} = E
{|β00|2

}
e−T�/�T e−τk�/γτ (26.12)

which makes the amplitudes of the clusters as well as the amplitudes of the rays within
the clusters decay exponentially with the time constants �T and γτ , respectively. The
phase of the complex gain is assumed uniformly distributed on [0, 2π ].

Finally, the angles of departure and arrival must be specified. For indoor and dense
urban areas where scattering tends to come from all directions, the cluster departure
and arrival angles can be modeled as uniformly distributed random variables on [0, 2π ].
Based on measured data taken in Ref. 5, a two-sided Laplacian distribution is assumed
for the ray AoA/AoD distribution with PDF given by

p(φP ) = 1√
2σP,φ

exp(−|
√

2φP /σP,φ|) (26.13)

where P ∈ {T ,R} and σP,φ is the standard deviation of angle in radians.
When this SVA model is used in simulations for this chapter, statistical parameters

appropriate for an indoor environment, as measured in Ref. 5, are used. These parameters
are given as follows:

Parameter Value Parameter Value

σT,φ 26◦ σR,φ 26◦

1/�T 34 ns 1/�T 17 ns
1/γτ 29 ns 1/λτ 5 ns

26.2.4 Channel Capacity

In SISO systems, antenna designers typically focus only on the system gain (or received
power) enabled by the antenna. However, in a MIMO system, the multivariate nature
of the problem complicates the description, and therefore the community has resorted to
the capacity as a metric for defining channel quality [9, 10]. This quantity represents the
highest error-free MIMO transmission rate for a given transfer matrix and signal-to-noise
ratio (SNR) under optimal space–time coding and modulation. Because capacity has
become the standard evaluative metric for MIMO systems, it is constructive to discuss
this parameter here.

We apply the following analysis to the discrete-time channel in Eq. (26.6) (we drop
the time index k). In this case, the capacity represents the maximum number of bits
conveyed per time slot (bits/use). If the capacity for the physical channel in Eq. (26.4) is
computed, it gives the transmission rate per hertz of bandwidth (bits/s/Hz). Under ideal
processing, the two capacities are the same provided that proper signal and noise power
definitions are used.

Optimal communication performance is enabled when the transmitter and receiver
both know the channel transfer matrix. Let the singular value distribution (SVD) of the
channel matrix be denoted by H = USV†, where {·}† denotes a conjugate transpose, the
matrices U and V of singular vectors are unitary, and the diagonal matrix S contains
the real, nonnegative singular values ordered from largest to smallest. If VQ consists of
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the first Q columns of V, we can encode the input data (space–time encoding) using
x = VQPb, where P is a diagonal Q×Q matrix of real, positive values, which specifies
the power allocated to each symbol. The receiver performs the operation (space–time
decoding) b̂ = P−1S−1

Q U†
Qy, where SQ is the upper left Q×Q block of S. Since U and

V are unitary, the resulting output is

b̂ = P−1S−1
Q U†

Q [Hx+ η]

= P−1S−1
Q U†

Q

[(
USV†)VQPb+ η

]
= b+ P−1S−1

Q U†
Qη (26.14)

Our signaling strategy has resulted in a received signal vector that is a noisy replica
of the transmitted signal vector. Figure 26.2 shows a block diagram of this signaling
approach.

This signaling strategy is important as it provides physical intuition regarding MIMO
communication. Since each (power-weighted) element of b multiplies the corresponding
column of VQ, this operation suggests that each column of VQ represents the array
weights for the input symbol. Since the operation U†

Q creates a vector whose elements

are scaled copies of the original transmitted vector, each row of U†
Q (column of U∗

Q)
represents the receive array weights for the corresponding symbol. We can think of the
array patterns associated with each symbol as eigenpatterns that create independent
(spatially orthogonal) parallel communication channels in the multipath environment
(see Ref. 11 for detailed discussion). Note that each of the created eigenchannels (or
eigenmodes or modes) in general excites all multipath components.

For a specific channel, Q and P can be chosen to achieve the channel capacity, which
mathematically is the maximum mutual information between the transmit and receive
signal vectors. If we assume that η has independent zero-mean Gaussian-distributed
elements with equal variance σ 2

η , then the capacity achieving signal vector x has ele-
ments that are zero-mean complex Gaussian-distributed random variables with covariance
Rx = E

{
xx†

}
, where E {·} represents the expectation. The expression for channel capac-

ity is
C = max

{Rx :Tr[Rx ]≤PT }
log2

∣∣I+HRxH†/σ 2
η

∣∣ (26.15)

where I is the identity matrix, | · | is the determinant, Tr[·] is the trace, and PT is a
measure of the total power. Note that Tr [Rx] constrains the sum of the squares of the
antenna excitation signals, which in our case represents currents. We later discuss how
this does not constrain the power radiated by the transmit array. However, this constraint
is commonly used in practice, and therefore we use it for this brief capacity discussion.
The off-diagonal elements of Rx represent the correlation between the transmitted signal
streams, with increased correlation generally resulting in decreased capacity.

P P−1HVQ V†
Q

b bx y ^

h(t)

Figure 26.2 Signaling strategy for optimally communicating over the channel eigenmodes.
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Our problem therefore becomes that of determining the covariance Rx that maximizes
the right-hand side of Eq. (26.15) subject to the constraint. First, it can be shown that
HRxH† must be diagonal to maximize this expression [12]. Using the SVD of H and
defining �x = V†RxV, we can write∣∣I+ US�xST U†

∣∣ = ∣∣U (
I+ S�xST

)
U†
∣∣ = ∣∣I+ S�xST

∣∣ (26.16)

where {·}T is a transpose and we have used that U is unitary (recall that S is diagonal
and real). Note that, given our discussion above, �x represents the covariance of the
power-scaled vector b, and since �x is diagonal (to maximize the capacity expression)
the input streams should be uncorrelated. Our capacity expression becomes

C = max
{�x :

∑
m �x,mm≤PT }

NR∑
m=1

log2

(
1+ S2

mm�x,mm/σ
2
η

)
(26.17)

where we have used that Tr [Rx] = Tr [�x] since V is unitary. The terms �x,mm and
S2
mm represent, respectively, the power to be allocated to the mth symbol (and therefore

mth channel eigenmode) and the power gain of the mth eigenmode. Our problem is now
reduced to finding the real, nonnegative values of the diagonal matrix �x . This can be
accomplished using Lagrange multipliers to obtain the water-filling solution [9, 12–14],
which allocates power to the high gain modes and may not use weaker channels, so that
Q becomes the number of nonzero values of �x,mm.

While this strategy is optimal, it requires that the transmitter be aware of the channel
matrix H, something that may not be practical in systems where the channel state changes
rapidly due to node motion or changes in scatterers. If the transmitter has no knowledge
of the channel state information (CSI), then each equally weighted data stream can be
transmitted from one of the antennas, yielding a transmit covariance of Rx = (PT /NT )I.
Substitution into Eq. (26.15) results in the uninformed transmit capacity [15]

CUT = log2

∣∣∣∣∣I+ PT

NT σ 2
η

HH†

∣∣∣∣∣ (26.18)

For full-rank channel matrices at high SNR, the penalty paid for an uninformed transmitter
is relatively small [14]. Note that if NR ≥ NT , then the maximum likelihood estimate of
the vector x can be obtained (under the assumption of spatially white Gaussian noise)
using

x̂ = H+y (26.19)

where {·}+ represents a pseudo-inverse operation. This is the basic principle behind the
well publicized VBLAST algorithm [16, 17].

Since capacity depends on receive SNR, it is important to properly normalize channel
matrices for correct interpretation of results. For channel matrices H(k), 1 ≤ k ≤ K ,
normalized channel matrices are computed as

H(k)
norm = H(k)

[
1

KNTNR

K∑
k=1

‖H(k)‖2
F

]−1/2

(26.20)
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where ‖ · ‖F is the Frobenius norm. When normalized matrices are used in the capacity
expressions, ρ = PT /σ

2
η represents the average SNR of a single antenna system and is

referred to as the SISO SNR. The differences in path loss among a number of channel
matrices may be removed by normalizing each matrix independently, or K = 1. Using
K > 1 preserves the relative power levels among the K channels.

26.2.5 Diversity and Spatial Multiplexing

One of the most important conclusions drawn from the analysis of this section is that
MIMO systems exploit the channel spatial degrees of freedom to increase communication
performance. The two signaling strategies discussed in Section 26.2.4 are focused on
using the degrees of freedom to simultaneously communicate multiple independent data
streams over the channel. This technique, referred to as spatial multiplexing , is only
possible in a true MIMO system with multiple antennas at both ends of the link. Note
that while this seems the most efficient use of the channel, accurate detection of the
received streams is sensitive to noise and the accuracy of the CSI at the receiver (and
possibly the transmitter). Therefore it is typically necessary to use a lower rate error
control code to obtain reliable transmission.

An alternate approach is to transmit a single data symbol each symbol period, but
encode it so that the spatial degrees of freedom provide redundancy. At the transmitter,
this is equivalent to spatial error control coding, although we typically refer to this as
transmit diversity . With multiple antennas at the receiver, further redundancy is assured
using receive diversity . When the system relies on diversity rather than multiplexing, a
higher-rate temporal error control code can typically be employed, and it is technically
possible to achieve the same throughput using the two strategies. More generally, the
temporal and spatial codes can be combined into a single matrix so that a single symbol
is sent over multiple antennas and multiple symbol periods, leading to the concept of
space–time codes . In this case, the discussion of the operations depicted in Figure 26.1
must be modified to allow transmission of multiple vectors in time, all based on a single
input symbol.

The advantage of a diversity system is that its performance is often more robust to
situations where one or more of the eigenmodes becomes unusable due to changes in the
scattering environment. This is particularly important if the transmitter is unaware of the
channel or unable to adapt the number of transmitted streams based on the channel quality.
Furthermore, MISO and SIMO signaling are transmit and receive diversity, respectively,
indicating that diversity signaling is relevant for systems with only a single antenna at
one end of the link. It is also possible to combine multiplexing and diversity [18], which
is particularly useful when NT �= NR so that the extra antennas at one end of the link
can be used to advantage in a diversity fashion.

Despite the fundamental differences between these two signaling approaches, the goal
in each is to use the antennas to exploit the spatial degrees of freedom inherent in the
multipath propagation to increase communication performance. Therefore the physical
antenna radiation characteristics impact the performance of SIMO, MISO, and MIMO
systems in essentially the same manner. In fact, despite the meaning of the word diversity
as a communication concept, in the context of antennas the word diversity simply means
that each element of the array possesses unique radiation characteristics that allow it
to excite (or sample) the multipath field in a unique way. Therefore, as this discussion
transitions to focus additional attention on the role of antennas in determining system
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performance, we often remove the complexity associated with considering both transmit
and receive antenna arrays and focus only on the receive diversity performance of the
array. Naturally, at other times, we show how the analysis applies to MIMO systems as
well.

26.3 ANTENNA DIVERSITY

Armed now with a basic understanding of the principles governing MIMO operation, we
can focus additional detail on the role of the antennas in determining system performance.
Consider a simple example of two receive antennas with vector field patterns e1(θ, φ) and
e2(θ, φ) and placed at the coordinates (−d/2, 0, 0) and (d/2, 0, 0) in Cartesian space.
A set of L plane waves, with the �th plane wave characterized by complex strength E�,
arrival angles (θ�, φ�), and electric field polarization ê�, impinges on the antenna array.
If each pattern is obtained with the other antenna terminated in an open circuit, then the
open-circuit signal voltages on each antenna are given by

v̂1 =
L−1∑
�=0

E� [e1(θ�, φ�) · ê�] e−j (πd/λ) sin θ� cos φ�

v̂2 =
L−1∑
�=0

E� [e2(θ�, φ�) · ê�] ej (πd/λ) sin θ� cos φ� (26.21)

where λ is the free-space wavelength and we have explicitly represented the phase terms
which depend on position. For the MIMO system to work effectively, the signals v̂1 and
v̂2 must be unique, despite the fact that both antennas observe the same set of plane
waves, which can be accomplished when each antenna provides a unique weighting to
each of the plane waves. Equation (26.21) reveals that this can occur in three different
ways:

1. Based on the different antenna element positions, each antenna places a unique
phase on each multipath component based on its arrival angle. This is traditional
spatial diversity .

2. If the radiation patterns e1(θ, φ) and e2(θ, φ) are different, then each multipath is
weighted differently by the two antennas. When the antennas share the same polar-
ization but have different magnitude and phase responses in different directions,
this is traditional angle diversity .

3. If the two antennas have different polarizations, the dot product leads to a unique
weighting of each multipath component. This is traditional polarization diversity .

It is noteworthy that both angle and polarization diversity are subsets of the more inclusive
pattern diversity , which simply implies that the two antenna radiation patterns (magni-
tude, phase, and polarization) differ to create the unique multipath weighting.

26.3.1 Antenna Diversity Performance

While saying that an array design provides good diversity is qualitatively helpful, it does
nothing to quantify the array performance. It should be clear based on this discussion that
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the performance depends on the propagation environment as well as the antenna radiation
properties. Because it is convenient to be able to discuss the performance of an array at
one end of the link independent of the design at the other, we can consider a framework
where a complex vector electromagnetic wave es(�R) impinges on a receiving array.
We assume that this field is represented as a zero-mean Gaussian stochastic process,
which means that the complex field envelope varies slowly in time (slow relative to the
sinusoidal variation of the carrier frequency). We also assume that the field arriving at
one angle is uncorrelated with that arriving at another angle, or

E
{
es(�R)e∗s (�

′
R)
} = E

{
es(�R)e∗s (�R)

}
δ
(
�R −�′

R

) = Ps (�R) δ
(
�R −�′

R

)
(26.22)

where the vector–vector product is a dyadic multiplication (essentially a vector outer

product) and Ps (�R) is the power angular spectrum, or the average power per unit
angle, for the environment.

Again letting eR,m(�R) represent the field radiation pattern of the mth receive antenna
with all other elements terminated in an open circuit, the random variable representing
the open-circuit signal voltage on the mth receive antenna in this environment is

v̂s,m = ϕ

∫
�R

eR,m(�R) · es(�R) d�R (26.23)

where the integration is over a full 4π steradians and ϕ is a complex constant. The
covariance of the random signal vector v̂s has elements

Rs,mp = E
{
v̂s,mv̂

∗
s,p

}
(26.24)

= |ϕ|2
∫
�′R

∫
�R

eR,m(�R) · E
{
es(�R)e∗s (�

′
R)
} · e∗R,p(�

′
R) d�R d�′

R (26.25)

= |ϕ|2
∫
�R

eR,m(�R) · Ps(�R) · e∗R,p(�R) d�R (26.26)

where we have used the result in Eq. (26.22).
Any analysis of multiantenna system performance must incorporate the receiver noise.

If the noise is generated by an interfering incident field ei(�R), then the open-circuit noise
voltage on the mth antenna is given by

v̂i,m = ϕ

∫
�R

eR,m(�R) · ei(�R) d�R (26.27)

We assume that the interference is a zero-mean Gaussian random process and that the
interference field arriving at one angle is uncorrelated with that arriving at another angle.
The covariance of the open-circuit noise voltage is

Ri,mp = |ϕ|2
∫
�R

eR,m(�R) · Pi(�R) · e∗R,p(�R) d�R (26.28)

where Pi(�R) is the interference power angular spectrum and the matrix Ri is in general
full.
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An alternate source of noise is thermal noise generated by the receiver front-end
amplifiers. In this case, accurate injection of the noise into the model is somewhat
complicated and depends on the receiver architecture and nature of the noise source.
For simplicity, it is often assumed that the noise voltage referred to the open-circuit
antenna terminals is a zero-mean Gaussian process with covariance Rt = σ 2

t I, where σ 2
t

is the thermal noise variance. A more detailed method of incorporating realistic thermal
noise models is discussed in Section 26.4.2.

We generally assume that the noise sources are independent of each other and are both
independent of the signal, such that the overall open-circuit voltage and its covariance
are

v̂ = v̂s + v̂i + v̂t︸ ︷︷ ︸
v̂η

(26.29)

E
{
v̂v̂†} = Rs + Ri + Rt︸ ︷︷ ︸

Rη

(26.30)

where the subscript η indicates that the quantity represents the total of all noise sources.
Since Rs is in general a full matrix, the open-circuit signal voltages on the receive

antenna terminals are correlated, a fact that complicates the analysis of the system per-
formance. To facilitate the analysis, we run the received open-circuit voltage through
two beam formers . First, we route the signal through a spatial noise prewhitening filter
expressed as

y′ = R−1/2
η v̂ (26.31)

which has covariance
R′

y = R−1/2
η RsR−1/2

η + I = R′
s + I (26.32)

Next, because the covariance R′
s is positive semidefinite and Hermitian, it can be

expressed in terms of its eigenvalue decomposition (EVD) R′
s = ξ s�sξ

†
s , where ξ s is

a unitary matrix of eigenvectors and �s is a diagonal matrix with real, nonnegative
entries. If we pass the signal y′ through a second beam former to obtain y = ξ †

s y′, the
signal y has covariance

Ry = �s + I (26.33)

Figure 26.3 illustrates the beam-forming process described.
The convenience of this beam-forming process is that we have transformed our corre-

lated signals to a set of uncorrelated ones, where the average SNR of the mth uncorrelated
signal is given by the real value �s,mm. The number and magnitudes of the nonzero eigen-
values are an indicator of the system performance. More precisely, we can assume that

y′ yv
Rh

−1/2 x†
s

Figure 26.3 Beam-forming approach for uncorrelating the noisy output of the receive antenna
array.
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we will combine the signals on the independent branches in an appropriate manner.
There are several methods for performing this combining, which in order of increasing
performance and implementation complexity include the following:

1. Switched Combining: Only a single branch is selected for connection to the
receiver electronics at any given time. The currently selected branch is used until
its SNR drops below a predefined threshold, at which time the next branch is
connected to the electronics.

2. Selection Combining: All branches are constantly monitored, and the one with
the highest SNR is selected for connection to the receiver electronics.

3. Equal Gain Combining: The phase of the carrier on each branch is shifted such
that the signals on all branches share the same phase. The signals on all branches
are then added together.

4. Maximal Ratio Combining: As in equal gain combining, the phase of the carrier
on each branch is shifted such that the signals on all branches share the same
phase. When the branch signals are added together, however, those with the
highest SNR receive more weight, with the exact weight chosen according to an
optimal algorithm. This approach is optimal in terms of maximizing the SNR at
the output of the combining circuitry.

A more comprehensive examination of these diversity combining strategies can be
found in Ref. 19. For the purposes of this chapter, we assume that the receiver uses the
optimal maximal ratio combining strategy. If all of the branches have equal average SNR
or �s = �0I and if the SNR on each branch satisfies a Rayleigh distribution, then the
instantaneous SNR γ at the output of the maximal ratio combiner satisfies the cumulative
distribution function (CDF) [20]

PMR(γ ≤ x) = 1− e−x/�0

NT∑
m=1

(x/�0)
m−1

(m− 1)!
(26.34)

In the case of distinct values of average SNR (all elements of �s are unique), the
instantaneous SNR at the combiner output satisfies the CDF [20]

PMR(γ ≤ x) =
NT∑
m=1

1

εm

(
1− e−x/�s,mm

)
(26.35)

εm =
NT∏
k=1
k �=m

(
1− �s,kk

�s,mm

)
(26.36)

Figure 26.4 illustrates the resulting CDF of the instantaneous SNR normalized by the
average SNR (γ/�0) at the combiner output for maximal ratio combining with up to four
different branches with equal average SNR. The curves are plotted on a Rayleigh scale
such that when the CDF represents a Rayleigh distribution (one branch), the curve is a
straight line. The curve for a single diversity branch indicates that the normalized SNR
will be below −20 dB 1% of the time, while for two branches the normalized SNR will
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Figure 26.4 Cumulative distribution function of the instantaneous SNR (normalized by the aver-
age SNR) for maximal ratio diversity combining with different numbers of branches.

be below −9 dB 1% of the time. Effectively, the use of two antennas and maximal ratio
combining represents a gain of 11 dB at the 1% probability level. This gain is referred
to as the diversity gain , designated as “DG” in the figure. It is noteworthy that the value
of the diversity gain depends on the probability level assumed.

While the diversity gain represents a useful metric for quantifying the performance of
a diversity system, it is also possible to characterize performance using what is arguably a
more intuitive quantity. Consider Figure 26.5, which shows the CDF curves for maximal
ratio combining (two and three branches) when all branches have unity average SNR.
This figure also shows the CDF for a system with three branches with average SNR
values of 1, 0.7, and 0.5. Again considering the 1% probability level, the number of
effective diversity branches represents the fractional number of uncorrelated antennas
with equal average SNR required to achieve the same output SNR as that obtained with
the three-branch system with unequal average SNR values. For example, this number of
effective branches would be roughly 2.7 for the example case in Figure 26.5. We use
this metric as a means for comparing the performance of different antenna topologies.

26.3.2 Pattern (Angle and Polarization) Diversity

As a first study of the diversity potential for different array topologies, it is interesting
to explore the fundamental limits of achievable performance with a multiport antenna
located at a single point in space. Clearly, this means that all diversity must be pattern
diversity, which as previously mentioned includes both angle and polarization diversity.
Polarization diversity can be particularly intriguing, since it can potentially lead to low
correlation on at least two branches even when the channel is characterized by little or
no multipath scattering. However, proper implementation of polarization diversity for
MIMO systems requires understanding of the physics involved.

This analysis begins with infinitesimal electric and magnetic current elements (dipoles)
radiating into free space. For a three-dimensional coordinate frame, we use three of each
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Figure 26.5 Cumulative distribution function of the instantaneous SNR (normalized by the aver-
age SNR) for maximal ratio diversity combining with two or three equal gain branches as well as
three branches with unequal SNR.

current type (six total dipoles) oriented in the x̂, ŷ, and ẑ directions. Each current creates
a unique vector far-field radiation pattern given as follows:

Current Pattern: Electric Current Pattern: Magnetic Current
Orientation

x̂ eR,1 = −θ̂ cos θR cosφR + φ̂ sinφR eR,4 = θ̂ sinφR + φ̂ cos θR cosφR

ŷ eR,2 = −θ̂ cos θR sinφR − φ̂ cosφR eR,5 = −θ̂ cosφR + φ̂ cos θR sinφR

ẑ eR,3 = θ̂ sin θR eR,6 = −φ̂ sin θR

These results reveal that polarization diversity cannot be completely independent of
angle diversity since the radiation pattern shape depends on the orientation (polarization)
of the radiating current.

With the dipole patterns defined by this radiation analysis, we now consider all six
antennas located at the same point in space and receiving an incident multipath field. We
assume the power angular spectrum is

Ps (�R) =
{

(1/��)I, |θR − π/2| ≤ �θ, |φR| ≤ �φ

0, otherwise
(26.37)

where the notation 0 simply means a dyad of all zeros and

�� =
∫ �φ

−�φ

∫ π/2+�θ

π/2−�θ

sin2 θ dθ dφ (26.38)

We further assume that there is no external interference and that the thermal noise has
covariance Rt = σ 2

t I. With this incident field and the radiation patterns specified, the
covariance matrix elements can be computed in closed form [21]. For computation of
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the number of effective diversity branches, all eigenvalues of �s are normalized by the
largest eigenvalue, and the average SNR used for construction of the CDF for systems
with equal branch SNR is �0 = 1. This normalization makes the absolute value of σ 2

t
irrelevant.

Figure 26.6 plots the effective number of branches as a function of the angular extent
of the power angular spectrum. As can be seen, for zero angle spread (which corresponds
to a single plane wave), the system offers two effective branches corresponding to the two
orthogonal polarizations available in the plane wave. As the angle spread increases, so
does the number of diversity branches, with a maximum value of six resulting when the
multipath arrives from all angles on the sphere [22]. One interpretation of this full angle
spread result is that, under these conditions, the three electric and three magnetic field
vector components are all mutually uncorrelated. Another equivalent interpretation is that
the three orthogonal radiation patterns times two polarizations (θ̂ and φ̂) leads to the six
degrees of freedom. Either way, it is important to recognize that practical environments
are rarely characterized by full angle spread, with most of the energy confined to the
horizontal plane. Therefore the achievement of six uncorrelated channels using a point
sensor is not realized in most practical systems.

There are other practical challenges associated with this multipolarization concept.
First, in most environments, transmission of the vertical polarization results in a difference
of 3 to 10 dB in the received power levels for the vertical and horizontal polarizations.
Mathematically, this means that, if we use multiple polarizations at both ends of the link
in a MIMO system, the elements of the channel matrix corresponding to reception that
is cross-polarized to the transmission will be weak relative to the copolarized reception
[23]. This produces a decrease in the overall receiver SNR, which tends to compensate
for the reduced signal correlation enabled by the multipolarized signaling.

Furthermore, while this analysis using infinitesimal dipoles is instructive, realizing the
performance suggested in Figure 26.6 with practical antennas is difficult. For example,
using half-wavelength dipoles and full-wavelength loops leads to strong mutual coupling
and nonideal pattern characteristics that can reduce the number of independent channels.
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Figure 26.6 Number of effective diversity branches versus incident field angle spread parameters
assuming ideal point sensors.
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For this reason, alternate topologies such as the MIMO cube antenna have been proposed,
which achieve a combination of pattern and spatial diversity (see Section 26.3.3) [24].
This antenna consists of 12 dipoles placed along the edges of a cube, as depicted in
Figure 26.7. Computational studies show that the pattern diversity allows this antenna to
provide good performance even when the side length is as small as λ/20.

There are of course other ways of achieving pattern diversity. For example, it is possi-
ble to obtain different magnitude and polarization responses by exciting multiple modes
of an antenna. Figure 26.8 illustrates the concept of using different coaxial feeds in a cir-
cular microstrip patch antenna positioned so that different relative excitations on the two
ports excite different patch modes. The resulting radiation patterns have been shown to
exhibit low correlation and reasonable capacity for many practical propagation scenarios
[25]. However, when using this multimode principle, it is important to use modes that
not only provide high diversity but also properly direct their energy in angular regions
where multipath power is the highest. Failure to do so can reduce the effective received
signal power so severely that the benefit gained by the low correlation created by the
patterns can be outweighed by the loss in SNR due to poor excitation/reception within the
environment of interest [26]. Naturally, another option is simply to use different antenna
element types in the design or placing the same element with different orientations on
the communications device. Regardless of the approach, the framework considered here
provides a method for determining the performance of the array based on knowledge of
the element radiation patterns.

Figure 26.7 MIMO cube antenna consisting of 12 dipole antennas placed along the edges of a
cube.

Figure 26.8 Circular microstrip patch antenna with two different coaxial feed points positioned
to excite two different radiation modes.
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26.3.3 Spatial Diversity

The pattern diversity discussion in Section 26.3.2 is concerned with the types of elements
that should be used in a multiantenna system. The concept of spatial diversity, on the
other hand, emphasizes the array topology that should be used. The most straightforward
illustration of spatial diversity assumes the propagation environment given in Eq. (26.37)
assuming �θ = 0 and �φ = π and with two Hertzian dipoles separated by a distance d

and placed along the x axis. The covariance matrix for this scenario is given by

Rs,mm = 1

2π

∫ 2π

0
dφR = 1 (26.39)

Rs,mp = 1

2π

∫ 2π

0
ejk(d/2) cosφRejk(d/2) cosφR = J0(kd) (26.40)

where k is the free-space wavenumber and J0(·) is the Bessel function of the first kind
of order 0.

Figure 26.9 plots the number of effective diversity branches as a function of the
dipole spacing for this configuration using a reference SNR of �0 = 1 and thermal noise
power of σ 2

t = 1. It is rather intuitive that the number of branches is small at close
spacing and increases to the value of two at larger spacing where the correlation is small.
What may be surprising, however, is that the analysis predicts a number of diversity
branches that is larger than unity as the spacing approaches zero. This phenomenon is
a result of the fact that the analysis ignores electromagnetic effects (electromagnetic
coupling), and therefore the two antennas both receive a full share of power even when
the spacing is small. Naturally, a more comprehensive analysis, such as the one provided
in Section 26.4.2, would limit the effective aperture of the coupled antennas so that this
nonphysical behavior would be removed from the computation. Despite this limitation,
this analysis reveals that as long as the antenna spacing is larger than roughly λ/4, the two
dipoles essentially behave independently in terms of providing diversity performance.
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Figure 26.9 Number of effective diversity branches versus element spacing for two Hertzian
dipoles. The incident power is uniformly distributed in angle in the horizontal plane.
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While this simple analysis provides insight into some considerations relevant to array
design, the actual problem of array synthesis is generally complicated. There has been one
notable study where several different array configurations were explored for both the base
station and the mobile unit in an outdoor environment [27]. The base station antennas
included single and dual polarization array and multibeam structures. The arrays on the
mobile were constructed from monopoles to achieve spatial, angle, and/or polarization
diversity. All of the array configurations provided very similar performance, with the
exception of the multibeam base station antennas, which resulted in a 40–50% reduction
in measured capacity since generally only one of the beams pointed in the direction of
the mobile. These results suggest that average capacity is relatively insensitive to array
configuration provided the signal correlation is adequately low and that all elements in
the array have patterns that are effective for the environment of interest. More on the
issue of antenna synthesis is found in Section 26.6.

26.4 MUTUAL COUPLING

Up to this point in the discussion, the concept of antenna electromagnetic coupling,
generally referred to as mutual coupling, has been neglected in the analysis. In systems
that can allow relatively large electrical spacing between the antenna elements, ignoring
the impact of coupling is justified. However, in many compact devices, the antenna
elements must be closely spaced, and the resulting antenna mutual coupling can impact
communication performance. It is therefore important to have a framework for analyzing
the impact of coupling on the system operation.

Before embarking on a detailed analysis of mutual coupling in MIMO and diversity
systems, it is important to first understand the impact of coupling on the antenna radiation
characteristics. We can divide the overall effect into two different physical phenomena:

1. Consider an antenna in isolation and driven by a terminal current i1(ω). Electro-
magnetic analysis can be used to construct the radiation pattern for this system.
However, if a second antenna is terminated in an open circuit and brought into
proximity of the driven element, the boundary conditions used in the electro-
magnetic analysis change, thereby changing the effective radiation pattern of the
driven element. We note, however, that the open-circuit termination does not allow
terminal current to flow in the parasitic element, and for many types of elements
(e.g., half-wave dipoles) the impact of the altered boundary conditions on the
pattern is often quite minor. As a result, in some analyses, the radiation pattern
for the element in isolation (isolated element pattern) is used in place of the pat-
tern for the driven element with other elements present but terminated in an open
circuit (open-circuit pattern). In the following, we assume that this open-circuit
pattern with unit driving current for the nth element is denoted as eT ,n(�T ).

2. The open-circuit voltage v̂2 induced at the coupled antenna terminals is related
to the current i1 in the driven element according to v̂2 = Z21i1, where Z21 is
the mutual impedance. If the coupled antenna is now terminated with a load
impedance ZL, the induced voltage will create a current in the coupled antenna that
depends on the termination impedance. Therefore the effective radiation pattern
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is the superposition

eT (�T ) = i1

[
eT ,1(�T )+ Z21

ZL

eT ,2(�T )

]
(26.41)

The composite pattern therefore depends on the load attached to the coupled
element. Naturally, by reciprocity, the analysis at the receiver parallels that at the
transmitter.

Item 2 makes it clear that ambiguity exists in defining the pattern to use in the corre-
lation analysis expressed in Eq. (26.26). Furthermore, an impedance matching network
can have impact on the ultimate superposition of the signals at the antenna terminals.
Finally, the way in which this superposition is performed has impact on both the signal
and the noise, and therefore any thorough analysis of diversity and MIMO systems with
coupled antennas must consider the noise sources involved. In this section, we present
approaches for incorporating antenna mutual coupling and realistic noise sources into the
analysis. We begin our analysis by focusing on the diversity performance of a receiver
subsystem. This is then extended in Section 26.4.3 to incorporate the transmitter and a
MIMO propagation channel.

26.4.1 Receiver Modeling: Terminated Antennas

The traditional approach for incorporating mutual impedance into the analysis of receive
diversity is to first compute the voltage v̂s,m + v̂i,m at the open-circuited terminals of
the mth receive antenna with all other elements terminated in an open circuit using the
integrations in Eqs. (26.23) and (26.27). Since the open circuit patterns are specified
as the patterns with all other elements open-circuited, this step incorporates the impact
of adjacent elements on the electromagnetic boundary conditions of the problem. The
challenge now is simply to incorporate the impact of the antenna array impedance matrix
into the analysis.

Figure 26.10 shows a block diagram of the receiver model, which includes the incident
field, coupled receive array with full impedance matrix ZR , and a termination character-
ized by the impedance matrix ZL. Note that we are not necessarily constraining the load
impedance matrix ZL to be diagonal, implying the possibility of a coupled load network
in addition to the coupled antenna array. In this model, any thermal noise generated
within the receiver network should be represented as an open-circuit noise voltage at

es (ΩR) + ei (ΩR)

vR

ZL

ZR

Figure 26.10 Block diagram of a receiver diversity system including the incident field, mutually
coupled array, and loads.
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the antenna terminals represented as v̂t. Using simple network analysis, the vector vR

of voltages at the terminals of the load network can be expressed in terms of the total
open-circuit voltage vector v̂ according to [28–33]

vR = ZL (ZL + ZR)
−1 v̂ = CR v̂ (26.42)

where CR is a coupling matrix.
With this representation, the covariance matrix of the voltage across the receiver

terminations is given as

E {vRv†
R} = CRRsC

†
R + CRRηC†

R = R̃s + R̃η (26.43)

where the signal and noise covariance matrices are defined in Eqs. (26.26) and (26.28),
respectively. The transformed covariance matrices R̃s and R̃η can then be used in the
framework of Section 26.3.1 to analyze the system performance. This approach, which has
been used to analyze the performance of adaptive array [28] and diversity [29] systems,
effectively captures the physics of electromagnetic coupling into the formulation.

It should be emphasized that some analysis is required to reflect receiver front-end
noise to an effective open-circuit antenna voltage. Furthermore, while it is tempting to
simply use this coupling matrix formulation to analyze the impact of coupling termina-
tion on the signal and then assume that the noise voltages on the output branches are
uncorrelated with each other and equal power (R̃η = σ 2

η I), this approach does not yield
the correct noise properties. Finally, this approach does not conveniently allow incorpo-
ration of more sophisticated noise models such as are encountered in practical front-end
low noise amplifiers.

26.4.2 Receiver Modeling: Front-End Network

Because the diversity or MIMO capacity performance depends critically on the SNR
observed on each diversity branch or MIMO subchannel, properly incorporating appro-
priate thermal noise models into the analysis framework is important if the results are to
properly reflect the achievable system performance. When considering such an analysis
framework, it is important to remember that the noise performance of a transistor-based
amplifier depends on the impedance of the source driving the amplifier. Therefore the
model must properly include the impedance interface between the antenna terminals
and the low noise amplifiers and accurately represent the nature of the amplifier ther-
mal noise. Unfortunately, it is not obvious how the coupling matrix analysis approach
discussed previously can easily be modified to include these effects.

Naturally, when increasing the level of modeling detail, one could include additional
levels of complexity such as component nonlinearity, conversion loss, matched-filter
imperfections, and sampling. While all of these issues can be important, we limit our
focus to determining the branch SNR levels achieved by the antenna interfaced to the
RF front-end. Figure 26.11 shows a block diagram of the resulting system model, which
includes the incident field, coupled receive array, an impedance matching network, noisy
amplifiers (used to model the source of thermal front-end noise), and a termination.
Since impedance parameters do not lend themselves well to the analysis of cascaded
system blocks, we instead use scattering parameters (S-parameters) referenced to a real
impedance Z0 [34] to describe the network signal flow wherein the incident and reflected
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Figure 26.11 Block diagram of a receiver diversity system including the incident field, mutually
coupled array, matching network, receiver amplifiers, and loads.

traveling waves are denoted as a and b, respectively. The flow diagram for this network,
with the various system blocks delineated by dashed lines, is shown in Figure 26.12.
The specific traveling-wave vectors, S-parameter matrices (symbol S), and reflection
coefficient matrices (symbol �) appearing in Figure 26.11 are used in the analysis.

26.4.2.1 Network Analysis The first step in our analysis is to properly transform the
open-circuit antenna terminal voltage representing the signal plus external interference to
a voltage across the receiver terminations and add to this the contribution due to amplifier
thermal noise. We begin with the vector bR , which represents the traveling wave resulting
from the incident signal plus interference that will be delivered by the receive antenna
terminals to a set of independent loads of resistance Z0 (so that b1 = 0). Given this as a
source wave, the general expression for the wave a1 incident on the matching network
input is given by

a1 = bR + SRb1 (26.44)

where SR represents the S-parameter matrix for the coupled array. If the antenna array is
terminated in an open circuit, then b1 = a1. Substituting this observation into Eq. (26.44)
produces

bR = (I− SR)a1 (26.45)

Matching
Network

Amplifiers
& Loads

Coupled
Antenna

bR 1 1
–1

a1

b1 a2 1
1

at

bt

b2 aL

ΓL

bL

S21

S11

S12

SR

S21
ˆ

S12
ˆ

S11
ˆ S22

ˆS22

Figure 26.12 Flow diagram for the receiver block diagram shown in Figure 26.11.
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However, since we already know that the voltage v̂s + v̂i represents the open-circuit
voltage at the antenna terminals and since v̂s + v̂i = Z

1/2
0 (a1 + b1) = 2Z1/2

0 a1 (again
using that b1 = a1 for an open-circuit termination), we can use this expression in
Eq. (26.45) to obtain

bR = 1

2Z1/2
0

(I− SR) (v̂s + v̂i) (26.46)

This gives us a mechanism for computing bR based on our knowledge of the open-circuit
antenna voltage vector and the S-parameter matrix of the coupled array.

The multiport matching network is described by the block S-parameter matrix

SM =
[

S11 S12

S21 S22

]
(26.47)

where 1 and 2 refer to input and output ports, respectively. With this representation, we
use Eq. (26.44) with b1 = S11a1 + S12a2 to obtain

a1 = (I− SRS11)
−1 (bR + SRS12a2) (26.48)

Since b2 = S21a1 + S22a2 we have

b2 = S21 (I− SRS11)
−1 bR

[
S22 + S21 (I− SRS11)

−1 SRS12
]︸ ︷︷ ︸

�0

a2 (26.49)

where we have used �0 to represent the reflection coefficient at the matching network
output (see Figure 26.11).

The amplifier block introduces noise into the system, with the mth amplifier contribut-
ing forward and reverse noise waves at,m and bt,m, respectively, at the amplifier input
[35]. The negative branch gain used to connect at into the flow diagram of Figure 26.12
is simply a convention used commonly in noise analysis [35]. Furthermore, the amplifier
S-parameters are represented using the block matrix structure in Eq. (26.47), but with the
blocks denoted by Ŝij . Using this notation, the amplifier output waves are expressed as

a2 = Ŝ11b2 + Ŝ12bL − Ŝ11at + bt (26.50)

aL = Ŝ21b2 + Ŝ22bL − Ŝ21at (26.51)

Inserting Eq. (26.50) with bL = �LaL into Eq. (26.49) and rearranging leads to

b2 =
(
I− �0Ŝ11

)−1 [
S21 (I− SRS11)

−1 bR + �0
(
bt − Ŝ11at + Ŝ12�LaL

)]
(26.52)

Similarly, using bL = �LaL in Eq. (26.51) leads to

aL =
(
I− SA,22�L

) (̂
S21b2 − Ŝ21at

)
(26.53)

Substituting Eq. (26.52) into this result gives us the voltage vL across the loads as

vL = Z
1/2
0 (I+ �L) aL

= Q [G (v̂s + v̂i)+ �0bt − at] (26.54)
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where

G = 1

2Z1/2
0

S21 (I− SRS11)
−1 (I− SR) (26.55)

Q = Z
1/2
0 (I+ �L) [

(
I− �0Ŝ11

)
Ŝ
−1
21

(
I− Ŝ22�L

)− �0Ŝ12�L]−1 (26.56)

We are now equipped with an expression representing the total signal plus noise across
the loads given the signal and interference incident on the array and the thermal noise
generated in the low noise amplifiers.

26.4.2.2 Matching Network Specification Armed with this expression for the
output signal and noise voltages, we are prepared to discuss specification of the matching
network, which is in reality coupled with a discussion on amplifier design. Practical
amplifier design involves specifying a performance goal and synthesizing the source
and load terminations that achieve this goal. Signal amplifiers are typically designed to
provide minimum noise figure, optimal power gain, or some compromise between the
two [36]. Our task is to define a desired value of �0, which is the source termination
seen by the amplifier, and use this value to determine SM for the matching network.

To begin this analysis, we take the SVD of each subblock using the representation
Sij = Uij�

1/2
ij V†

ij , where the square root on the diagonal matrix of real singular val-
ues is used for notational convenience. Assuming that the matching network is lossless
(S†

MSM = I) and reciprocal (SM = ST
M ), it can be shown that the subblocks can be written

S11 = U11�
1/2
11 UT

11

S12 = jU11 (I−�11)
1/2 UT

22

S21 = jU22 (I−�11)
1/2 UT

11

S22 = U22�
1/2
11 UT

22 (26.57)

With �0 = U0�
1/2
0 UT

0 representing the SVD of the reciprocal matrix �0, we use the
expression for �0 in Eq. (26.49) and the relations in Eq. (26.57) to obtain

�0 = U22[�1/2
11 − (I−�11)

1/2T(I−�11)
1/2]UT

22 (26.58)

T = UT
11(I− SRU11�

1/2
11 UT

11)
−1SRU11 (26.59)

We have flexibility in specifying the singular vectors U11 and U22 and therefore choose
representations that lead to mathematical simplicity. First, we see that if SR = UR�

1/2
R UT

R

represents the SVD of the reciprocal matrix SR , then by choosing U11 = U∗
R we obtain

T = (I−�
1/2
R �

1/2
11 )−1�

1/2
R (26.60)

which is diagonal. If we further choose U22 = U0, we can solve Eq. (26.58) to obtain

�
1/2
11 = (�

1/2
0 +�

1/2
R )(I+�

1/2
0 �

1/2
R )−1 (26.61)
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We now have identified the values of all matrices in Eq. (26.57), which means that the
matching network has been specified to achieve the design goals.

We generally assume that the amplifiers and loads are uncoupled (̂Sij and �L are diag-
onal), so that typical design goals are achieved for diagonal �0. If �opt and �MS represent
the (scalar) source reflection coefficient for achieving amplifier minimum noise figure and
maximum power gain [36], respectively, then these goals are achieved by setting �0 =
�optI and �0 = �MSI. Since the performance of a multiantenna system depends on SNR,
we expect a design for minimum noise figure to outperform one for maximum power
gain. We also point out that if �0 = 0, then any reverse traveling noise from the transistor
will not be reflected back into the amplifier, leading to perhaps reduced SNR compared
to a design for optimal power gain. This condition can be obtained by setting S11 = S†

R .
To achieve diagonal �0, the matching network must be coupled to “undo” the coupling

created by the antenna, and it therefore acts as an array combining network as well as
an impedance transforming network. This is an important observation, since the linear
combination of the signals in the matching network is performed before injection of the
thermal noise by the amplifiers, implying that the matching network can have significant
impact on the final system SNR. It is also interesting that if the network produces diag-
onal �0, the effective radiation patterns observed at the output of the matching network
are mutually orthogonal, indicating that they can achieve perfect radiation efficiency as
demonstrated in Ref. 37 as well as zero correlation in an environment where the multi-
path field is equally likely to arrive at any angle on the sphere [29]. These features of a
coupled antenna along with a coupled matching network can therefore result in a diversity
performance that is higher than what could be obtained with uncoupled antennas.

Finally, while optimal matching networks must be coupled, practically speaking it is
easier to design an uncoupled network. We assume that the coupled antenna impedance
can be represented using the diagonal matrix Z̃R containing only the diagonal elements
of the full impedance matrix ZR . The resulting diagonal S-parameter matrix S̃R has
elements S̃R,ii = (Z̃R,ii − Z0)/(Z̃R,ii + Z0). This value of S̃R is then used in place of
SR when formulating the matching network S-parameter matrix. However, when ana-
lyzing the performance of this self-impedance match, the nondiagonal form of SR must
be used in Eq. (26.54). We should also mention that while the self-impedance match-
ing approach provides a mechanism for creating an uncoupled matching network for a
coupled antenna array, this does not generally represent the optimal uncoupled matching
network in terms of diversity performance. Analytic and numerical optimizations can
yield matching networks that outperform this self-impedance match for highly coupled
antenna arrays [38].

26.4.2.3 Covariance Formation Computing the impact of coupling and the match-
ing network on the diversity performance requires that we formulate the covariance
matrices for the signal and noise voltage vectors based on our transfer function of
Eq. (26.54). For the thermal noise, we assume that the noise in each amplifier is uncor-
related with that of all other amplifiers, leading to the expressions

E {ata
†
t } = kBBTαI

E {btb
†
t } = kBBTβI

E {atb
†
t } = kBBT ∗

� I (26.62)
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where kB is Boltzmann’s constant, B is the system noise power bandwidth, and Tα , Tβ ,
and T� = Tγ e

jφγ are amplifier effective noise temperatures that can readily be computed
from other transistor noise parameters [35]. The covariance of the thermal noise voltage
at the terminations is therefore

R̃t = Q E
{
(�0bt − at)(�0bt − at)

†}︸ ︷︷ ︸
R̂t

Q† (26.63)

R̂t = kBB(TαI+ Tβ�0�
†
0 − T��0 − T ∗

��
†
0) (26.64)

For the signal and external interference, the output voltage covariances become

R̃s = QGRsG†Q† (26.65)

R̃i = QGRiG†Q† (26.66)

where the signal and noise covariance matrices are defined in Eqs. (26.26) and (26.28),
respectively. These transformed covariance matrices can then be used to compute the
diversity performance using the framework of Section 26.3.1.

26.4.2.4 Computational Example To demonstrate application of this framework
and quantify the impact of coupling on the diversity performance, we conduct a sim-
ple computational example. The antennas used in this representative computation are
two z-oriented half-wave (total length) dipoles, separated by the distance d, and each
with a wire radius of 0.01λ. To accurately characterize these coupled antennas, we
use the finite-difference time-domain (FDTD) [39, 40] computational approach with
single-frequency antenna excitation. The FDTD grid uses 80 cells per wavelength in
the z direction and 200 cells per wavelength in the x and y directions to adequately
model the azimuthal current variations for close antenna spacings. A buffer region of a
quarter-wavelength is placed between the antennas and the terminating eight-cell perfectly
matched layer (PML) absorbing boundary condition (ABC). Pattern computations are per-
formed when one antenna is excited while the second is terminated in an open circuit.
The antenna S-parameter matrix SR is computed with the antennas terminated in Z0.

The incident field is vertically polarized with a power angular spectrum given by
Eq. (26.37) with �θ = 0 and �φ = π , which means that the field is equally likely to
arrive from any angle in the horizontal plane. We also assume that there is no external
interference present in the environment. To maintain a consistent reference as antenna
parameters (such as spacing) are swept, we characterize an isolated dipole using the
FDTD approach and then compute the scalar variance R̃s for this single antenna in the
propagation environment. For simplicity, we use a matching network corresponding to
�0 = 0 in this computation, leading to an average SNR for the single isolated dipole of
R̃s/kBBTα. The reference CDF curves for the independent branch signals used in com-
putation of the effective number of branches for the coupled system are then constructed
based on this value of SNR.

The transistor used for the amplifier is a BJT taken from an application note [41]. At
a collector–emitter bias voltage of 10 V, collector current of 4 mA, frequency of 4 GHz,
and reference impedance of Z0 = 50 �, the S-parameters and noise parameters are
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given as

Ŝ11 = 0.552∠169◦ Ŝ12 = 0.049∠23◦

Ŝ21 = 1.681∠26◦ Ŝ22 = 0.839∠− 67◦

Fmin = 2.5 dB �opt = 0.475∠166◦

Rn = 3.5 �

(26.67)

where Fmin, �opt, and Rn are the device minimum noise figure, optimal source termina-
tion for noise figure, and effective noise resistance, respectively. These parameters are
converted to the effective noise temperatures Tα, Tβ , and T� using algebraic relations [35].

We now explore the impact of matching on the diversity performance of the coupled
antennas as a function of the dipole spacing. In the examples, we use matching networks
designed to achieve optimal amplifier noise figure and optimal power gain. Matching
network synthesis is based on the full antenna coupling matrix SR as well as the diagonal
coupling matrix S̃R as discussed in Section 26.4.2.2 (self-impedance match).

Figure 26.13 plots the number of effective diversity branches as a function of dipole
spacing for matching networks achieving optimal noise figure and power gain. Several
observations regarding these results deserve attention. First, for very close antenna spac-
ings, the two antennas behave largely as a single element, resulting in approximately one
effective diversity branch. This is in contrast to the plot in Figure 26.9, where the fact that
coupling was neglected resulted in the number of effective branches being larger than
unity for zero spacing. The low diversity performance for close spacing increases rapidly
with separation and for certain moderate spacings can actually exceed the diversity gain
achieved for large element separation. This peak in the diversity performance stems
from the pattern orthogonality created by the coupled antennas and matching network
as discussed in Section 26.4.2.2, which leads to higher diversity than can be achieved
with the uncoupled dipoles with the same spacing used as a reference in the diversity
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Figure 26.13 Number of effective diversity branches versus dipole spacing for matching networks
that achieve optimal noise figure or optimal power gain for the amplifier. Curves are for optimal
matching or for a matching network realized assuming the antenna impedance matrix is diagonal
(SI= self-impedance).
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gain computation. The height of this peak is also influenced by the fact that the refer-
ence antenna used for this computation has a suboptimal match of �0 = 0, which means
that the optimal match of �0 = �optI for the coupled antennas should outperform the
reference dipole for larger element spacings.

The results of Figure 26.13 also show that matching to the self-impedance creates
relatively little degradation in performance, particularly for element spacings larger than
about λ/4. It is also particularly revealing that while optimal power transfer is a typical
design goal, it is dramatically suboptimal in terms of diversity performance. This is
an intuitive result, since matching for maximum power transfer neglects the impact
of the match on amplifier noise figure, which directly controls the received SNR, the
key parameter in determining the overall communication performance. This superiority
of matching for minimum noise figure is therefore general for any receiving system
equipped with practical noisy amplifiers.

26.4.3 MIMO System Modeling

To extend our discussion of antenna mutual coupling to the case of MIMO communica-
tion, we must augment our modeling framework by adding the transmitter and properly
characterizing the MIMO communication channel. We use the same framework to per-
form this augmentation for the models in Sections 26.4.1 and 26.4.2, and then use this
augmentation to explore some implications of antenna coupling on MIMO system per-
formance.

26.4.3.1 Network Analysis Figure 26.14 illustrates an augmentation of the diver-
sity block diagram from Figure 26.10 appropriate for characterizing a MIMO system. In
this representation, the transmit array is characterized by the impedance matrix ZT and
is fed through a source impedance network by a set of generators creating the voltage
vS . The antenna terminal voltage is related to the generator voltage vector as [31]

vT = ZT (ZT + ZS)
−1 vS = C̃T vS (26.68)

where C̃T is a coupling matrix.
We can now combine this treatment with the analysis of Section 26.4.1 to arrive at

a MIMO system transfer function. For example, if we assume that HA,mn represents
the ratio of the open-circuit voltage v̂m on the mth receive antenna to the driving point

vS vRvT

HA

ZS ZL

ZT ZR

Figure 26.14 Augmentation of the block diagram of Figure 26.10 to represent a MIMO system
with coupled transmit and receive arrays.



1356 ANTENNA DESIGN CONSIDERATIONS FOR MIMO AND DIVERSITY SYSTEMS

voltage vT,n on the nth transmit antenna, then the transfer function becomes simply (see
Eq. (26.42))

vR = CRHAC̃T vS (26.69)

At this point, we must revisit the more general analysis of Sections 26.2.2 and 26.2.3,
where we chose to formulate the channel transfer matrix HA using transmit radiation
patterns constructed with all other elements terminated in an open circuit . This allowed
the superposition in Eq. (26.2) to properly represent the radiated field provided that the
excitation vector xA represents a driving point current. If, instead, we let the excitation
vector represent a driving point voltage, then the radiation patterns used in the construc-
tion of HA must be constructed with all other elements terminated in a short circuit . This
approach is possible, but it has some practical disadvantages:

1. It is not particularly standard to characterize antenna patterns in this fashion, and
in fact it can be challenging to obtain accurate numerical computations of such a
scenario.

2. Since this short-circuit pattern will likely differ significantly from the pattern of
the antenna in isolation, this approach does not lend itself to the approxima-
tion that the coupled element pattern is approximately the same as the isolated
pattern.

3. It is common to assume that HA consists of independent and identically distributed
(i.i.d.) Gaussian random variables, which has been shown to be a reasonable
approximation for dipole antennas characterized by their isolated element patterns.
The radiation patterns of the elements in the presence of other short-circuited ele-
ments will generally be significantly perturbed from their isolated values, which
indicates that the i.i.d. Gaussian assumption may not be valid under these circum-
stances.

4. The pattern characterization at the receiver (which requires open-circuit patterns)
differs from that at the transmitter, which may be inconvenient in practical sce-
narios.

We can, instead, assume that HA,mn represents the ratio of the open-circuit voltage v̂m
on the mth receive antenna to the driving point current iT ,n on the nth transmit antenna.
We must modify Eq. (26.68) as

iT = (ZT + ZS)
−1 vS = CT vS (26.70)

The transfer matrix HA now can be constructed using patterns with all other elements
terminated in an open circuit, and the MIMO transfer relationship becomes

vR = CRHACT vS (26.71)

There have been a variety of studies based on this approach [30, 31, 33]. Perhaps
most notable is the study of Janaswamy [31], which uses a detailed analysis based on
the MIMO transfer relationship of Eq. (26.69). This analysis reveals that increasing the
number of antennas in a uniform linear array of dipoles (of fixed aperture size) cannot
increase the capacity beyond a certain limit due to the impact of coupling. This is intuitive,
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since mutual coupling limits the ability of closely spaced elements to independently excite
or sample the propagation environment.

The same approach can be used to augment the model of Section 26.4.2, which
includes a detailed description of the receiver front-end network. Figure 26.15 shows
the block diagram representation for the MIMO system, where the receiver architecture
is identical to that detailed in Figure 26.11. Again assuming that the transmit element
radiation patterns are obtained with all other elements terminated in an open circuit
and that the elements of the transfer matrix HA represent the ratio of the open-circuit
receive antenna voltages to the driving point currents, the model of Eq. (26.54) is simply
augmented by recognizing that the open-circuit signal voltage is v̂s = HACT vS . The
voltage transfer function therefore becomes

vL = Q [GHACT vS +Gv̂i + �0bt − at] (26.72)

We use this expression for the remainder of this discussion on mutual coupling for MIMO
systems since it provides a detailed representation of the interference and thermal noise.

26.4.3.2 MIMO System Capacity Computing the capacity for the MIMO signal
relationship in Eq. (26.72) requires that we once again formulate the covariance of vL

assuming the input signal vS , interference, and noise are drawn from zero-mean complex
Gaussian distributions. The interference and noise covariances are given by Eq. (26.63)
and (26.66), respectively. If we let RS = E {vSv†

S} represent the covariance of the input
signal, then the covariance of the signal at the receiver loads is given by

R̃s = QGHACT RSC†
T H†

AG†Q† = QĤARSĤ
†
AQ† (26.73)

The capacity for this MIMO system is obtained by determining the matrix RS that
maximizes the mutual information expression

I (vL, vS) = log2

∣∣∣Q [
ĤARSĤ

†
A + R̂η

]
Q†
∣∣∣∣∣QR̂ηQ†

∣∣ (26.74)

= log2

∣∣∣R̂−1/2
η ĤARSĤ

†
A

(
R̂−1/2

η

)† + I
∣∣∣ (26.75)

where R̂η = GRiG† + R̂t and we have assumed that the matrix Q is nonsingular.

Receiver

vS vT

HA

ZS

ZT

Figure 26.15 Block diagram of a MIMO system including the coupled transmit and receive
arrays, MIMO channel, and the receiver network (detailed in Figure 26.11).
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Equation (26.75) is now in a form that can be maximized using the water-filling
procedure referred to in Section 26.2.4. We note, however, that this optimization is
coupled with a power constraint that limits the diagonal elements of the transmit signal
covariance matrix RS . While this is a reasonable constraint for uncoupled antennas, it
should be noted that for coupled antennas this will not limit the amount of power radiated
by the array. Since this radiated power is what is specified by regulating authorities and is
the power that must be provided by the generators, it is logical to formulate the capacity
based on the power radiated.

Assuming lossless antennas, the power radiated by the array averaged over one sinu-
soidal cycle can be computed from

prad = 1
2 Re{i†T ZT iT } = 1

4 {i†T ZT iT + iTT Z∗
T i∗T } (26.76)

= 1
4 i†T {ZT + Z†

T }iT (26.77)

= 1
2 i†T Re {ZT } iT = v†

SAvS (26.78)

where we have used Eq. (26.70) and A = 1
2 C†

T Re {ZT }CT . In this formulation, we have
taken the transpose of the second (scalar) term on the right-hand side of Eq. (26.76)
and have used that ZT is symmetric for reciprocal antennas. For zero-mean signals, the
average radiated power is given by

Prad = E {prad} = Tr [RSA] = Tr
[
A1/2RSA1/2] (26.79)

where we have used the facts that A is real and positive semidefinite and that matrices
commute under the trace. Defining R̂S = A1/2RSA1/2 and substitution into Eq. (26.75)
leads to

I (vL, vS) = log2 det
{
HR̂SH† + I

}
(26.80)

where H = R̂−1/2
η ĤAA−1/2. The radiated power constraint is simply Tr

[
R̂S

]
< PT . The

problem is now in a form for which the capacity can be computed using the framework
of Section 26.2.4.

26.4.3.3 Computational Example We can demonstrate the impact of coupling on
the capacity using the receive antenna and amplifier configuration used in Section 26.4.2.4
with the addition of a transmit array, which is also a two-element array of half-wave
dipoles with a half-wave element spacing. Once again, the interference is assumed to be
zero. The channel matrix HA is constructed as a random realization of the SVA channel
model discussed in Section 26.2.3, with the capacity results representing an average over
5000 such channel realizations.

For each physical channel realization, a single transmit and a single receive dipole
are used in conjunction with a lossless receive matching network with S11 = S∗R so that
�0 = 0 (all terms are scalars). The single-input single-output (SISO) SNR is then taken
as the square of the received signal voltage to the variance of the thermal noise, or

SNR = |GHACT vS |2
kBBTα

= |(1− SR)HA|2
2Z0

(
1− |SR|2

)
Re {ZT }

PT

kBBTα
(26.81)
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Figure 26.16 Average capacity as a function of receive dipole separation with mutual coupling
(optimal and self-impedance match). Matching for both optimal noise figure and optimal power
gain are considered.

where we have used that |S21|2 = 1− |S11|2. This SNR value is then averaged in space
by moving each dipole in 0.1λ steps over a linear range of 1.5λ. For a given transmit
power, the value of kBB can be computed to achieve an average SISO SNR (20 dB in
this work) for the channel realization.

For each receive dipole spacing, we construct the matching network to achieve the
specified design goal as outlined in Section 26.4.2.2. Figure 26.16 plots the capacity
as a function of receive dipole spacing for matching networks that achieve minimum
noise figure and maximum amplifier gain. Results for a coupled match and a simpler
self-impedance match are included. We first observe that the match achieving minimum
amplifier noise figure (noise figure of F = Fmin = 2.5 dB) produces notably higher capac-
ity than the match providing maximum power transfer, which generates a much higher
noise figure of F = 7.2 dB. This result is intuitive, since ultimately capacity depends
on SNR as opposed to absolute signal strength, as discussed in Section 26.4.2.4. We
also observe that for close antenna spacings with high coupling, the shortcomings of
the self-impedance match are evident. However, once the spacing reaches approximately
d = λ/4, this match provides near optimal performance.

26.5 SUPERDIRECTIVITY IN MIMO SYSTEMS

The discussion in Section 26.4.3.2 revealed that constraining the square of the transmit
antenna excitations, as is traditionally done in MIMO system capacity formulations,
does not limit the power radiated by the antenna. Since it is this radiated power that
is limited by regulatory agencies and since the transmit generators (amplifiers) must
supply this power, it is logical that the capacity formulation should directly constrain the
radiated power. This section discusses this issue in additional detail and demonstrates
that when the radiated power is constrained the capacity solution specifies superdirective
excitations [42–46] characterized by very high array directivity in preferred directions.
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It also illustrates that external interference can lead to superdirective array weights at the
receiver.

While the phenomenon of superdirectivity theoretically allows the system to advan-
tageously exploit the propagation channel spatial characteristics, its implementation is
typically considered impractical for a variety of reasons [43]. Therefore this section pro-
vides two mechanisms for computing the capacity when the level of superdirectivity is
limited.

26.5.1 Capacity Expression

The goal of this formulation is to provide a simpler capacity expression than that obtained
for a MIMO system with coupled antennas while exposing the mechanisms that lead to
array superdirectivity. For this development, we assume that the excitation signal is the
antenna driving point current iT . As outlined in Section 26.4.3.2, one mechanism for
computing the radiated power (averaged over one sinusoidal cycle) is to use the mutual
impedance matrix ZT for the transmit array as

prad = 1
2 i†T Re {ZT } iT = i†T AiT (26.82)

where A = 1
2 Re {ZT }.

In situations where the impedance matrix is unknown, it is also possible to compute
the radiated power based on the transmitted field. If eT ,n(�) represents the radiation
pattern of the nth transmit element with all other elements terminated in an open circuit,
the total transmitted field is

eT (�T ) =
NT∑
n=1

eT ,n(�T )iT ,n (26.83)

The radiated power is

prad = 1

2η0

∫
�T

e∗t (�T ) · et(�T ) d�T

=
NT∑
n=1

NT∑
q=1

i∗T ,n

[
1

2η0

∫
�T

e∗T ,n(�T ) · eT ,q(�T ) d�T

]
︸ ︷︷ ︸

Anq

iT ,q (26.84)

where η0 is the intrinsic impedance of free space. In either case, the average radiated
power is

Prad = Tr [RT A] (26.85)

where RT = E{iT i†T } is the covariance of the transmit currents. If we represent our

transmit currents instead as iT = A−1/2 îT , where îT has covariance R̂T = E{îT î
†
T }, then

we can recast this power constraint to

Prad = Tr
[
A−1/2R̂T A−1/2A

] = Tr
[
R̂T

]
(26.86)
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where we have used the fact that A is real and positive semidefinite. It is this quantity
that will be constrained in the capacity formulation.

We assume that the noise consists of external interference and that the element Hmn

of the channel matrix represents the ratio of the open-circuit voltage on the mth receive
antenna to the driving point current on the nth transmit antenna. In this case, the transfer
relationship between the open-circuit receive voltage and the transmit current is simply

v̂ = HiT + v̂i = v̂s + v̂i (26.87)

Following the development of Eq. (26.28), the covariance of the open-circuit interference
voltage v̂i at the receive antenna terminals is given by

Ri,mp = |ϕ|2
∫

eR,m(�R) · Pi(�R) · e∗R,p(�R) d�R (26.88)

where Pi(�R) represents the interference power angular spectrum. Using a spatial pre-
whitening filter for the noise and introducing our modified current definition transforms
the transfer relationship to

v̂0 = R−1/2
i HA−1/2 îT + R−1/2

i v̂i (26.89)

The mutual information for this transfer relationship can be maximized subject to a
constraint on the radiated power defined in Eq. (26.86), as discussed in Section 26.2.4.

The effect of the radiated power constraint and interference can be observed from
this mutual information expression. Small eigenvalues in A or Ri will lead to spatial
subchannels with high gain in the effective channel matrix R−1/2

i HA−1/2. When the
transmit covariance RT is constructed in the capacity solution, it will tend toward a
solution that exploits these high gain channels. It is therefore instructive to understand
the physical mechanisms leading to this high channel gain.

26.5.2 Superdirectivity

The matrix quantities A and Ri can be linked to the phenomenon of array superdirectivity.
We assume that all of the elements are identical, allowing us to construct the pattern
overlap matrices, which for the transmitter and receiver as

AT = A/A11 (26.90)

AR = R∗
i /Ri,11,

∗ with Ri computed using Pi(�) = 1 (26.91)

The superdirectivity Q factors [44–46] for the transmit array with a vector of transmit
currents iT and for the receive array with applied beam-forming weights wR are then
given as

QT = i†T iT

i†T AT iT
(26.92)

QR = w†
RwR

w†
RARwR

(26.93)
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The product of the array Q factor and the quality factor Qe of the individual array
elements approximates the quality factor of the antenna array for the excitation or weight
vector [42]. Therefore a high Q factor corresponds to a small usable bandwidth. For
example, suppose we use an element that has Qe = 10 when operating in isolation. This
corresponds to a 10% frequency bandwidth, something easily obtainable by practical
elements such as a half-wave dipole. If the array configuration leads to a modest Q factor
of 10, the overall array quality factor will be 100, leading to a frequency bandwidth of
only 1%. Therefore the attempt to use superdirectivity to enhance system performance
will in most cases fail due to this bandwidth reduction. Since the goal of using MIMO
technology is to obtain high spectral efficiency, this severe bandwidth reduction can be
considered counterproductive to this fundamental goal.

When the array is used for information communication, the excitation and weighting
and therefore the array Q factors are time variant. We can, however, gain insight into the
value of the Q factor from AT or AR (which depend only on the array properties). Con-
sidering the transmit array, we let the EVD of AT be represented by AT = ξT �T ξ

†
T [13],

where ξT is a unitary matrix of eigenvectors and �T is a diagonal matrix of real eigen-
values (since AT is Hermitian). Suppose that at one instant in time, the excitation is the
pth eigenvector (column of ξT ), which can be expressed mathematically as iT = ξT ,p.
The Q factor for this excitation will is QT = 1/�T,pp. The array Q factor is there-
fore large (indicative of superdirectivity) when the current is aligned with eigenvectors
associated with small eigenvalues and reaches a maximum value of QT,max = 1/�T,min,
where �T,min represents the smallest eigenvalue in �T . Referring to our discussion
in Section 26.5.1, where we suggested that the small eigenvalues of A create spatial
subchannels with high gain, it becomes clear that this high gain is created by transmit
array superdirectivity.

Naturally, an analogous discussion is possible for the receive array. We must recognize,
however, that strictly speaking the matrix Ri, which accounts for the high gain discussed
in Section 26.5.1, is not the same as the matrix AR unless the average multipath power
arriving at the receiver is uniformly distributed in angle. However, the similarity between
the definitions of AR and Ri suggests that the small eigenvalues in Ri leading to high
gain are also representative of superdirective effects.

It is important to recognize that this array superdirectivity, while intriguing from a
theoretical standpoint, is associated with several practical problems. For example, superdi-
rective excitations are characterized by large antenna current magnitudes (which leads
to high ohmic loss), extreme sensitivity to the excitation weights, and narrow operating
bandwidth [43]. To gain a feel for the level of superdirectivity that is achievable for
compact arrays, consider a uniform circular transmit array of 16 Hertzian dipoles, where
the array diameter is D = λ/2. Figure 26.17 plots the inverse of the eigenvalues of AT

for this array. These results clearly show that the array Q factors can become very large.
This motivates identifying a mechanism for limiting array superdirectivity in the capac-
ity solution to enable identification of the maximum achievable capacity given practical
constraints.

26.5.3 Limiting Superdirectivity: Beam Formers

One method for limiting the influence of superdirectivity on the capacity solution is to
use transmit and receive beam formers that disallow superdirective weights [47, 48]. For
the following, we define Qt and Qr as the highest allowable Q factor for the transmit
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Figure 26.17 Q factors (inverse eigenvalues) associated with each of the eigenvectors of AT for
a 16-element uniform circular array with diameter D = λ/2.

and receive arrays, respectively. The matrix ξ̂T represents the eigenvectors in ξT asso-
ciated with eigenvalues in �T that are greater than 1/Qt. Similarly, ξ̂R represents the
eigenvectors in ξR associated with eigenvalues in �R that are greater than 1/Qr.

We can limit the transmit superdirectivity to have a Q factor below Qt by requiring
the excitation iT to remain within the subspace spanned by ξ̂T . We therefore can modify
our representation of the transmit current to (see the discussion leading up to Eq. (26.86))

iT = A−1/2̂ξT îT (26.94)

The resulting modification to the power constraint becomes

Tr [RT A] = Tr
[
A−1/2̂ξT R̂T ξ̂

†
T A−1/2A

]
= Tr

[
R̂T

]
(26.95)

where we have used ξ̂
†
T ξ̂T = I.

At the receiver, we apply the beam former represented by ξ̂
†
R to create the signal

v̂′ = ξ̂
†
R v̂ = ξ̂

†
RHA−1/2̂ξT îT + ξ̂

†
R v̂i (26.96)

where the transformed noise has covariance R̂i = ξ̂
†
RRîξR . With this projection, any

subsequently applied receive beam-forming weights characterized by a Q factor above
Qr will lie in the null space of v̂′ and therefore will not contribute to the capacity.
Application of the prewhitening filter gives

v̂0 = R̂−1/2
i v̂′ = R̂−1/2

i ξ̂
†
RHA−1/2̂ξT︸ ︷︷ ︸

Ĥ

îT + R̂−1/2
i ξ̂

†
R v̂i︸ ︷︷ ︸

v̂′i

(26.97)
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where the noise v̂′i has covariance I. The mutual information between the transmit current
and the open-circuit received voltage is given by

I (v̂0, îT ) = log2

∣∣∣ĤR̂T Ĥ
† + I

∣∣∣ (26.98)

This expression can be maximized subject to the constraint Tr[R̂T ] ≤ PT to obtain the
capacity using the water-filling solution discussed in Section 26.2.4.

We assume that the interference power is uniformly distributed in the horizontal plane

or Pi(�R) = σ 2
i δ(θR − π/2). To specify the channel average SISO SNR, we construct

the scalars A and Ri for a single dipole at transmit and receive. The average radiated
power is PT = |iT |2A and the received noise power is given by Ri. If the channel transfer
function for this SISO case is the scalar H , then the received SISO SNR is

SNRisotropic = |HiT |2
Ri

= |H |2PT

ARi
(26.99)

The value of σ 2
i can then be adjusted to produce the desired SISO SNR for each channel

realization.
The transmit and receive arrays are the same 16-element circular array of Hertzian

dipoles with an array diameter of D = λ/2, as was considered for Figure 26.17. We
compute the capacity averaged over 500 channel realizations of the SVA channel model
as a function of the threshold Q factors Qt = Qr. Figure 26.18 plots this capacity for the
isotropic external noise field using the water-filling and uninformed transmitter capacity
solutions. The jumps in the capacity occur when the threshold is increased enough
to increase the dimensionality of ξ̂T = ξ̂R . As expected, the water-filling solution, which
exploits channel state information at the transmitter, is larger than the capacity for the
uninformed transmitter, although the difference at this large SNR of 20 dB is relatively
small [14]. This result illustrates the dramatic impact of superdirectivity on the capacity
performance.
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Figure 26.18 Capacity (averaged over 500 channel realizations) for a 16-element circular array
with diameter D = λ/2 as a function of Qt = Qr for different capacity solutions.
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26.5.4 Limiting Superdirectivity: Antenna Loss

While the beam-forming approach discussed in Section 26.5.3 clearly is effective for
limiting the level of superdirectivity used by the MIMO system, this solution is not
optimal. Specifically, it is possible to form currents from a linear combination of the
vectors from the superdirective and nonsuperdirective spaces that achieve an overall Q
factor that is below the given threshold. Stated another way, the beam former limits the
excitation currents or receive weights to lie in a subspace, while the actual constraint
should limit these vectors to an ellipsoid in the multidimensional space. Unfortunately,
there does not appear to be an obvious way to achieve the optimal solution using the
beam-forming approach combined with the capacity solution.

Because transmit superdirectivity solutions are characterized by high current magni-
tudes (for a given radiated power), the loss introduced by even a small antenna resistance
makes superdirective excitations inefficient and unfavorable relative to nonsuperdirective
ones. At the receiver, ohmic loss leads to spatially white thermal noise that will remove
receive superdirective solutions. Because of the difference in the effects at the transmitter
and receiver, we develop the impact of antenna loss at each end of the link separately.

26.5.4.1 Transmitter Incorporating transmit antenna loss as part of the channel
implies that the capacity formulation power constraint must limit the power delivered to
the transmit array rather than the power radiated , since some of the power is consumed
by antenna loss. We formulate the capacity under this delivered constraint in this section
and then discuss an approach for compensating for the reduction in radiated power in
Section 26.5.4.3. Recognizing that the diagonal elements of A represent the radiation
resistance of each antenna, we can write that the average power delivered to the antenna
array:

Pin = Tr
[
RT Â

]
(26.100)

where Â = A+ LT . The nth element of the diagonal matrix LT represents one-half the
antenna ohmic loss resistance for the nth transmit antenna. We emphasize that this is
the physical antenna resistance, which can be obtained from radiation efficiency mea-
surements for practical scenarios [49]. For arrays constructed of identical elements, this
matrix is LT = LT I, where LT is half the loss resistance of each element.

If the delivered power is constrained in the capacity formulation, then Â replaces A
in Eq. (26.89). The addition of the diagonal matrix LT in Â eliminates the very small
eigenvalues associated with superdirectivity and therefore regularizes the matrix inverse
Â
−1/2

even when the antenna loss is modest. This is a mathematical indication of the
fact that superdirective solutions exhibit high loss and become unfavorable relative to
more traditional excitations.

For the example computations that follow, all array elements are assumed identical
so that Ann is the same for all n. We can therefore rearrange Â as

Â = A+ A11 (1/μT − 1) I (26.101)

where μT = A11/(A11 + LT ) is the single element efficiency [49]. This allows demon-
stration of the impact of loss on superdirectivity as a function of this practical efficiency
parameter.
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26.5.4.2 Receiver At the receiver, ohmic loss does not explicitly change the possi-
bility of observing receive superdirectivity in the capacity solution since the loss operates
identically on the signal and the external interference. However, in this case the resistance
adds a thermal noise component to the received signal that must be modeled correctly.
Specifically, if the receive array is characterized by a diagonal ohmic loss resistance
matrix LR (where each matrix element represents half the ohmic loss of the correspond-
ing antenna), then an open-circuit noise voltage vector v̂t is introduced so that the received
signal becomes

v̂ = HiT + v̂i + v̂t (26.102)

Since the noise on each antenna is assumed independent of the noise on all other antennas,
the covariance of this noise is [35]

Rt = 4kBBT (2LR) (26.103)

Given this spatially white thermal noise contribution, which is assumed independent
of the external interference, the total interference plus noise has covariance

Rη = Ri + Rt (26.104)

The addition of the diagonal matrix Rt provides the regularization required to avoid
receive superdirectivity. Once again, for the computations shown in this chapter, all
array elements are assumed identical so that Ri,mm is the same for all m and LR = LRI.
We can therefore write

Rη = Ri + Ri,11

INR
I (26.105)

where INR = Ri,11/Rt,11 is the interference-to-noise ratio.

26.5.4.3 Capacity With the antenna ohmic loss now properly included, we can
follow the procedure used to obtain Eq. (26.89) to generate our modified transfer rela-
tionship

v̂0 = R−1/2
η HÂ

−1/2
îT + R−1/2

η (v̂i + v̂t) (26.106)

The mutual information for this model is given by

I (v̂0; îT ) = log2

∣∣∣ĤR̂T Ĥ
† + I

∣∣∣ (26.107)

where Ĥ = R−1/2
η HÂ

−1/2
. The capacity can be determined subject to the power constraint

Tr
[
R̂T

] ≤ PT . Because the antenna loss results in reduced radiated power, we can con-
struct RT from the formulation and then scale it by α so that Prad = αTr [RT A] = PT .
Using this scaled version when evaluating Eq. (26.107) then provides the capacity bound
under the delivered power constraint (to suppress transmit superdirectivity) but with the
impact of the reduced radiated power removed.

Figure 26.19 shows the water-filling and uninformed transmit capacity as a function of
the radiation efficiency of the transmit elements in isolation for an interference-to-noise
ratio (INR) of 10 dB and circular array diameter D = λ/2. Most apparent is the fact
that the optimal water-filling capacity is somewhat larger than the corresponding value
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Figure 26.19 Capacity (averaged over 500 channel realizations) versus transmit isolated element
efficiency for a 16-element circular array with diameter D = λ/2 for INR= 10 dB and different
capacity solutions.

obtained using the suboptimal uninformed transmitter solution. Otherwise, the curves
show similar trends, implying that the same physical phenomena apply to both capacity
solutions. These curves reveal that as the antenna efficiency is increased, the capac-
ity increases, with the most dramatic impact occuring around 99% efficiency, where
superdirective excitations dominate the solution. It is noteworthy that the 99% threshold
efficiency is very difficult to achieve in practice, suggesting that true transmit superdi-
rective behavior would not be observed in a practical system.

Figure 26.20 shows the water-filling capacity as a function of the INR for an isolated
transmit element efficiency of 95% and three different circular array diameters (antenna
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Figure 26.20 Water-filling capacity (averaged over 500 channel realizations) versus INR for a
16-element circular array for μT = 95% and different array radii.
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spacing reduces with diameter). The horizontal axis is actually expressed as 1/INR to
emphasize the dramatic change in capacity as the thermal noise goes to zero (antenna
becomes lossless). For small arrays, the close element spacing enables superdirectivity,
which accounts for the sharp capacity increase for small antenna loss. The performance
of the largest array, on the other hand, in less impacted by the reduced loss since the
increased element spacing results in reduced superdirective effects.

26.6 MIMO ANTENNA SYNTHESIS

All of the tools we have discussed represent a framework for analyzing the impact of
antennas on the performance of MIMO systems. However, this discussion has not touched
on the issue of synthesizing antennas that are appropriate for MIMO communications.
Naturally, any concept of optimality will be tied to specific characteristics of the propaga-
tion environment, although these characteristics can be specified stochastically to ensure
that the final design is appropriate over an ensemble of channels. To explore this concept,
we consider the covariance matrix computation specified by Eq. (26.26). An optimal set
of antennas for maximizing diversity performance should generate a covariance matrix
that satisfies two criteria:

1. Rs,mm large, indicating that each antenna element receives a large amount of signal
power.

2. Rs,mp = 0 for m �= p, indicating that each antenna element samples the incident
signal field in a unique way. In other words, if two antennas sample the field in
largely the same way, then there is little diversity offered by the second antenna.
With reference to Eq. (26.26), we see that this means that the radiation patterns
are orthogonal with respect to the power angular spectrum of the incident field.

These observations indicate that the radiation patterns of the antennas effectively form
a basis that should be able to reasonably represent the power angular spectrum of the
field. The goal is to design the optimal set of antennas that accomplish these goals.

Simply defining the radiation patterns that optimally accomplish our goals is overly
simplistic since the achievable patterns depend on practical issues such as the volumetric
aperture in which the antennas reside. We therefore must formulate the problem by
incorporating practical constraints to ensure that the antennas provide a reasonable design
benchmark against which the performance of practical implementations can be compared.
This section offers a framework for accomplishing this optimal antenna synthesis.

26.6.1 Pattern Synthesis

The first step in this formulation is to relate the radiation patterns used in Eq. (26.26)
to the physical aperture to which the antennas are restricted. Patterns can be defined
by considering either radiating currents (transmit perspective) or the way in which the
fields incident on the aperture are sampled and weighted before they are added together
(receive perspective), with reciprocity being a mechanism to tie these two perspectives
into a single framework. While our discussion on diversity has been focused on receiving
incident fields, we define our radiation patterns in terms of radiation currents as this is
arguably a more intuitive perspective when considering the antenna synthesis problem.
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Therefore consider a volume V containing an electric current distribution. While we
could also consider magnetic current distribution, we ignore such currents for the sake
of simplicity. We represent the current distribution as a sum of vector functions jm(r),
with the radiation pattern for the mth current function being given by

em(�) =
∫
V

G(�, r) · jm(r) dr (26.108)

where G(�, r) is the dyadic Green’s function relating the currents to the far-field radia-
tion. The goal is therefore to determine the optimal functions jm(r) that create the desired
radiation patterns.

To simplify this synthesis problem, we first represent each current function as a
weighted sum of vector basis functions fn(r), or

jm(r) =
∑
n

Bnmfn(r) (26.109)

where Bnm represents the unknown weighting coefficient for the nth basis function and
the mth current function. Substitution of this expansion into Eq. (26.108) yields

em(�) =
∑
n

Bnm

∫
V

G(�, r)fn(r) dr =
∑
n

Bnmzn(�) (26.110)

where the function zn(�) physically represents the radiation pattern due to the nth basis
function. Finally, substitution of this result into Eq. (26.26) gives

Rs,mp =
∑
n

∑
q

Bnm

∫
zn(�) · Ps(�) · z∗q(�) d�︸ ︷︷ ︸

Cnq

B∗
qp (26.111)

or
Rs = BT CB∗ (26.112)

Our problem has now been reduced to identifying the coefficients contained in B
which accomplish our goal. However, we must recognize that even if the current basis
functions fn(r) are normalized, each resulting radiation pattern em(�) can have a unique
total radiated power unless the pattern itself is properly normalized. This normalization
is accomplished by constraining each resulting radiation pattern to satisfy

1

2η0

∫
e∗m(�) · em(�) d� = Prad (26.113)

where Prad is the desired total radiated power for each pattern. If we let the vector bm

represent the mth column of the matrix B, then using Eq. (26.110) in this constraint leads
to b†

mAbm = Prad, where

Anq = 1

2η0

∫
z∗n(�) · zq(�) d� (26.114)

We must also consider that it is possible for the solution to use superdirective
excitations to optimize the radiation patterns to the environment. To avoid this, we use
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the approach detailed in Section 26.5.4, wherein antenna loss is introduced to avoid
superdirective excitations. To this end, we introduce loss by assuming that the material
in which the transmit currents flow is characterized by a conductivity σT . The loss for
the nth basis function is then

Ploss,n = 1

σT

∫ ∣∣fn(r)∣∣2 dr (26.115)

where the integration is over the antenna aperture. Since Ann represents the radiated
power for the nth basis function, we can choose σT such that the radiation efficiency
for the nth mode μT,n = Ann/(Ploss,n + Ann) achieves a specified value. For many basis
functions, a single value of σT may result in different values of radiation efficiency for
each basis function, and therefore the value of σT can be chosen to set the radiation
efficiency for a single basis function, likely the lowest order one, to a specified value.
We then use Â = A+ LT , where LT is a diagonal matrix with LT,nn = Ploss,n.

To satisfy both the supergain and the radiated power constraints, we can parameterize
bm using

bm = P
1/2
rad Â

−1/2
b̂m (26.116)

which leads to b†
mAbm = Pradb̂

†
mb̂m so that b̂mb̂

†
m = 1. Since this also implies that

B = P
1/2
rad Â

−1/2
B̂ (26.117)

our covariance matrix in Eq. (26.112) can be written

Rs = B̂
T
PradÂ

−1/2
CÂ

−1/2︸ ︷︷ ︸
Ĉ

B̂
∗

(26.118)

We are now prepared to determine the coefficients that generate the optimal radiation
patterns according to our criteria. Because C and therefore Ĉ are positive semidefinite
and Hermitian, the EVD of Ĉ has the structure Ĉ = ξC�Cξ

†
C . It is important to recognize

that the number of basis functions may (and generally should) be larger than the number
of desired antennas. Therefore if M represents the desired number of antennas, we let
ξM contain the columns of ξC corresponding to the M largest eigenvalues in �C . If we
therefore choose B̂ = ξ∗M then the covariance matrix becomes

Rs = ξ
†
MξC�Cξ

†
CξM = �M (26.119)

where �M represents the M ×M diagonal matrix containing the M dominant eigenvalues
in �C . We have therefore satisfied our criteria. Furthermore, since the eigenvectors are
orthonormal, we also satisfy the constraint that b̂mb̂

†
m = 1. The final coefficients are then

constructed from Eq. (26.117).

26.6.2 Computational Example

We restrict ourselves to a two-dimensional scenario where the incident field and the
antenna aperture lie in the horizontal plane and a single electromagnetic polarization
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Figure 26.21 Laplacian power angular spectrum used in the generation of the optimal radiation
patterns.

is present. The signal power angular spectrum is defined by the truncated Laplacian
distribution shown in Figure 26.21. For a rectangular aperture of side lengths Lx and
Ly in the x and y dimensions, respectively, the scalar basis functions used for the
computation are “Fourier functions” defined by

fn(x, y) = ej2π(nxx/Lx+nyy/Ly) (26.120)

where −Nx ≤ nx ≤ Nx , −Ny ≤ ny ≤ Ny , and a unique value of n is assigned to each
unique pair (nx, ny). For simplicity in the following computations, Lx = Ly = 1λ and
Nx = Ny = 10. Furthermore, we use the basis function corresponding to nx = ny = 0 in
Eq. (26.115) for computing the value of loss to achieve the specified radiation efficiency.

Figure 26.22 shows the four best current distributions and the resulting radiation
patterns for this scenario when the basis function radiation efficiency is set to μT = 99%.
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Figure 26.22 Optimal four current distributions and radiation patterns (all in dB) for an environ-
ment described by a Laplacian power angular spectrum if μT = 99%.
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Figure 26.23 Optimal four current distributions and radiation patterns (all in dB) for an environ-
ment described by a Laplacian power angular spectrum if μT = 99.99%.

For comparison, a computation is also performed using an array of four filamentary
currents placed at the corners of the aperture. In this case, the diversity gain of the
optimal antennas is 4.8 dB higher than that of the array of filamentary currents (at the
1% probability level). Figure 26.23 shows the same results when the basis function
radiation efficiency is set to μT = 99.99%. In this case, it is interesting that the currents
are more concentrated near the edges of the aperture and have much larger magnitudes.
Furthermore, the optimal radiation patterns have narrower beams enabled by the array
superdirectivity for this low loss scenario. In this case, the diversity gain of the optimal
antennas is 6.7 dB higher than that of the array of filamentary currents.

26.7 SUMMARY

This chapter discusses the role of antennas in determining the communication perfor-
mance of MIMO and diversity systems. After a brief introduction to MIMO system
architectures and the signal processing used to enhance communication performance
using antenna arrays in multipath propagation environments, the discussion turns to the
physical mechanisms through which the antenna radiation characteristics impact the sys-
tem performance. Issues such as achievable performance with polarization and spatial
diversity, antenna mutual coupling, and array superdirectivity are incorporated in the
analysis. The chapter concludes with a discussion on the synthesis of optimal antenna
patterns for maximizing diversity performance.
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CHAPTER 27

Antennas for Medical Therapy
and Diagnostics

JAMES C. LIN , PAOLO BERNARDI , STEFANO PISA , MARTA CAVAGNARO, and
EMANUELE PIUZZI

27.1 INTRODUCTION

Advances in the biomedical use of electronic technology associated with electromagnetic
(EM) fields and waves have been enhanced tremendously by a better understanding of
biophysical interactions of EM fields in living tissues. A critical system in the wide range
of applications in biology and medicine is the antenna system employed to deliver EM
energy to and receive EM energy from the target tissue. Thus, antennas in biomedical
applications have similar roles to those in telecommunication systems—transferring the
EM energy between a confined guiding structure and its surrounding medium. However,
there are substantial differences in the way they are deployed, which make them distinct.
Antennas for biomedical applications are used in close proximity to, or even inside,
the human body or specific organs, so that emitting and receiving characteristics of
a given antenna are different from those of the same antenna when operating in free
space.

In the case of antennas for therapeutic applications, some well known parameters of
typical antennas, such as the radiation pattern which is defined in the antenna’s far field
have minor practical value, while evaluation of the EM field produced in the immediate
surroundings of the antenna often becomes of crucial importance. Another key parameter
in the design of antennas for biomedical applications is the input impedance, which must
be taken into account in order to optimize power delivery from the antenna to biological
tissues. Obviously, both the near field and the input impedance are strongly influenced
by the electrical and geometrical characteristics of the biological body or specific organ
in which the antennas are used.

Depending on the particular purpose, antennas for biomedical applications may be
classified into two major categories: antennas for therapeutic applications and antennas
for diagnostic imaging and sensing. In both categories, antennas may be used either
outside or inside the human or animal body (or a specific organ); however, it is reasonable

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.

1377



1378 ANTENNAS FOR MEDICAL THERAPY AND DIAGNOSTICS

to state that antennas for diagnostic applications are typically employed outside the body
or in direct contact with the body surface (noninvasive applications), while antennas for
therapeutic applications are used mostly in direct contact with the body surface or even
inside the body (implanted antennas).

Organs and tissues function most efficiently at the normal range of body tempera-
ture. For humans the norm is maintained at a relatively stable temperature near 37 ◦C.
Temperature elevations above this norm are associated with varying levels of biological
responses. Hyperthermia is the term used to describe significant elevation of tissue tem-
perature above the usual limit (40 ◦C) encompassed by routine thermoregulatory activity.
Its use for therapeutic purposes has expanded in recent years to include a variety of
abnormal conditions. Investigations to date have shown that while hyperthermia can pro-
duce local tissue modifications for effective therapy, temperatures at which the desired
tissue response occurs vary over a wide range. Current medical applications fall into
two broad categories: hyperthermia cancer therapy and coagulative ablation treatment.
An important aspect of these developments is the production of adequate temperature
rise and distribution in the target tissue, superficial or deep seated. Moreover, successful
hyperthermia and ablative therapies require not only a suitable energy source for heat
production but an understanding of the underlying pathological condition being treated to
define the critical target tissue temperature and the ability of the therapeutic EM energy
to reach the target tissue.

In diagnostic applications, EM fields and waves at higher frequencies can provide a
convenient approach to detect and monitor physiological movements without compromis-
ing the integrity of the underlying physiological events. In this case, antennas are used
to direct EM waves to the target and the reflected wave is processed to yield information
on the organ of interest or the physiological event under interrogation. This noninva-
sive technique enables continuous monitoring as well as quantifying time-dependent
changes in cardiovascular and respiratory systems. Electromagnetic energy is also used
in some clinically important diagnostic imaging modalities. In particular, magnetic res-
onance imaging (MRI) relies on radiofrequency (RF) magnetic fields for excitation of
nuclear resonance and has been shown to offer a distinct advantage in a multitude of dis-
ease processes when compared to other imaging modalities, including ionizing radiations
such as X-rays.

There are many different antenna types for biomedical applications. The choice de-
pends on frequency, power density, duration of exposure, the desired specific absorp-
tion rate (SAR) and its distribution, the biological target involved, and the domain of
application. The various antennas and application scenarios would depend on whether
the exposure is whole body or partial body or inside the tissue target. Each of these
approaches allows an abundant array of antenna configurations. Beginning with anten-
nas for therapeutic applications, the various types of antenna and application scenarios
are presented in this chapter, along with discussions on techniques for design and per-
formance evaluation. Antennas for therapeutic applications are divided into two parts:
external antennas designed to be placed in close proximity or in direct contact with the
body and implanted and embedded antennas to be inserted into the human body using
catheters. Antennas for diagnostic applications follow, with the discussions being divided
into categories of noninvasive sensing of cardiovascular and pulmonary signatures and
microwave and magnetic resonance imaging.
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27.2 ANTENNAS FOR THERAPEUTIC APPLICATIONS

27.2.1 Introduction

As mentioned earlier, current therapeutic applications of electromagnetic fields can be
divided into two broad categories: hyperthermia cancer treatment and thermal ablation
therapy. This section discusses antennas that have been designed to facilitate these appli-
cations.

Hyperthermia cancer therapy is a treatment procedure in which tumor temperatures
are elevated to the range of 42–45 ◦C. The rationale for hyperthermia therapy is related
to the ability of elevated temperature to selectively destroy malignant cells [1, 2]. While
tumor cells exhibit inherent temperature sensitivity, their response is characterized by the
hypoxic, acidic (pH is usually below 7.4, i.e., the value of normal tissue), and nutritionally
deprived environment often found in the interior of various tumors. The typically poor
blood perfusion found in the interior of a large tumor also facilitates heat accumulation.
Moreover, from the EM point of view, the higher levels of water and ionic contents
present in most tumor cells give rise to a higher conductivity compared to normal cells [3],
which helps to enhance absorption of EM energy. The combination of higher sensitivity
to heat and higher EM energy absorption by tumor cells further facilitates the efficacy
of hyperthermia therapies for the treatment of cancer.

Hyperthermia can be used either alone or as an adjuvant to other anticancer treat-
ments, since it enhances the cytotoxic effects of some antitumor drugs and potentiates
the cell-killing ability of ionizing radiation. The synergism of hyperthermia and ionizing
radiation is particularly noteworthy since it is accomplished by thermal killing of hypoxic
cells and cells in S phase (DNA synthesis), which are resistant to ionizing radiation.

An important aspect of hyperthermia treatment is the production of adequate temper-
ature distribution in the target tumor tissue, superficial or deep seated. Another important
specification for the hyperthermia system is its ability to heat the entire tumor volume
without overheating the surrounding normal tissue. Thus successful hyperthermia therapy
requires not only a suitable energy source for heat production but also the ability to reach
the target tissue with the required heating modality.

As already cited, RF and microwave antennas for hyperthermia can be divided by
their intended use into external or internal applicators. External applicators are placed
externally to the human body—in close proximity or in direct contact. Internal applicators
are deployed by using interstitial, intraluminal, or intracavitary approaches for insertion
into the body to the treatment zone, through blood vessels, natural orifices, or by using
catheters and needles.

While an ideal hyperthermia system would be noninvasive, invasive systems have
several technical advantages over noninvasive ones, particularly with reference to the
possibility of better controlling the temperature increments and distribution within the
tissue (both malignant and healthy).

The second broad category of therapeutic applications considered here is ablation ther-
apies for treating cardiac arrhythmia and endometrium disorders. It should be noted that
ablative thermal therapies are stand-alone therapies and use temperatures up to 50–90 ◦C,
applied for short durations (a few minutes). The treatment of cardiac arrhythmia rep-
resents one of the early applications of ablation therapy; however, recently, ablation
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approaches have been considered also for treating endometrium disorders and as a
stand-alone cancer therapy. This is in contrast to traditional hyperthermia, where tis-
sue temperatures are elevated to 42–45 ◦C, and is usually used as an adjuvant therapy
[2, 4, 5]. Ablation therapies are based on the use of interstitial antennas, since the direct
application of ablative heating at high temperatures has the advantage of minimizing
damage to the surrounding healthy tissue.

Antennas for therapeutic applications are presented in two parts: in Section 27.2.2
antennas designed to be placed externally in close proximity or in direct contact with the
human body are discussed; while in Section 27.2.3 antennas to be inserted into the human
body through blood vessels and natural orifices or by using catheters and needles are
presented. Often, the two categories of external and embedded antennas correspond also
with the two types of applications considered here; that is, external antennas are usually
designed for hyperthermia therapies, while embedded antennas are used for ablation
therapies, but not always.

The design and performance of antennas for hyperthermia or ablation therapy involve
analytic and/or numerical solution of the EM and thermal problems, that is, solution
of Maxwell’s equations and the bioheat equation (BHE), by considering the EM field
source together with the target biological body. The field distribution within the body is
often reported using the metric of specific absorption rate (SAR), which is defined as the
power or time rate of change of energy absorbed in the body per unit mass, and is given
by the following formula:

SAR(x, y, z) = σ(x, y, z)|E(x, y, z)|2rms

ρ(x, y, z)
(W/kg) (27.1)

where σ represents the conductivity (S/m), and ρ the density of the tissue (kg/m3). A
more detailed discussion of SAR is provided in Chapter 28. Numerical methods to solve
Maxwell’s equations and BHEs are presented in Section 27.2.4.

27.2.2 External Antennas

External microwave antennas used in hyperthermia treatment of cancer have been de-
signed as a single radiating antenna or in array configurations. Typically, such antennas
are positioned near the body, and a bolus full of deionized water is used to fill the gap
between the radiating antenna and the body. The water bolus has a dual purpose: to
improve the matching between the antenna and the body in order to optimize the EM
power transfer, and to provide cooling to help maintain the temperature of the most
superficial body layers at normal levels.

In the following, external antennas designed as hyperthermia sources are described
and illustrated, and their main properties are reviewed. Included also are the theoretical
approaches used in their design and evaluations of SAR distributions in the biological
body. In particular, with reference to the design procedure, simple analytical approaches
are discussed since they provide fast and easy ways to assess the principal antenna
performances and help understand the fundamental EM principles underlying their per-
formances. Numerical methods that can be used to design antennas for hyperthermia
systems and to evaluate the SAR distribution and corresponding temperature increments
are given at the end of this section. For interested readers, references are provided to
more detailed discussions of the subject.



27.2 ANTENNAS FOR THERAPEUTIC APPLICATIONS 1381

To properly evaluate the antenna’s performance and to compare different antennas at a
given design frequency, antenna matching and performance in bodies with different sizes
and compositions are important considerations. The better the match, the higher the power
transmitted from the antenna to the target biological tissue. In addition, power absorption,
penetration depth of the radiation, and the corresponding temperature increase should be
examined with particular regard to the dimensions of the area where the temperature
elevation is to reach its goal of 42–45 ◦C.

27.2.2.1 Antenna Type, Configuration, and Performance The most common
types and configurations of antennas placed externally to the human body for hyperther-
mia are inductive applicators, patch antennas, wave guide antennas, and phased array
antennas.

Inductive Applicators At low and intermediate frequencies, where tissue resistive
losses are more predominant than dielectric ones [6], inductive applicators are often used.
In particular, current loops with various configurations have been studied and applied
in clinical settings [7]. For example, an inductive applicator operating at 150 MHz was
developed from four parallel electric-current-carrying conductors, which used a capacitor
to tune the applicator and a reflector to provide a current return path. The antenna is
relatively small in dimension (about 10 cm) but is able to produce a penetration depth
of 3–4 cm [8].

Patch Antennas Microstrip applicators or patch antennas have been designed for
operation at microwave frequencies; they utilize low loss materials with high relative
permittivity as substrates (i.e., εr between 10 and 30). The design procedure is based
on the classical microstrip formula [9]. Antennas designed to operate at 915 and 433
MHz have shown penetration depths between 2 and 3 cm, while designs for operation
at 120 or 190 MHz have yielded penetration depths higher than 4 cm. In general, these
microstrip applicators have been tested to give good impedance matching characteristics.

For the microstrip applicator shown in Figure 27.1, the excitation line was immersed
in water and radiation into the tissue medium was achieved through an aperture in the
ground plane. For control of superficial tissue temperature, water was circulated within
the radiator during treatment. The microstrip feed line was terminated with a rectangular
patch (Figure 27.1b). The antenna is found to resonate at two frequencies, 434 and 915
MHz, with a penetration depth of about 2 cm at the lower frequency [10]. The design was
facilitated by the use of the finite-difference time-domain (FDTD) numerical algorithm.
Subsequent designs of the same applicator have employed differently shaped radiating
aperture (annular and horseshoe) and multiple applicators with two or four antennas,
located side by side. The multiple-applicator configuration, with each antenna fed in
phase and with the same amplitude, was able to heat a greater volume of tissue. A
comparison between the “ring” and “horseshoe” radiating slots showed similar heating
volume but with slightly different shaped heating regions [11].

Waveguide Antennas Waveguide antennas are often used in superficial hyperthermia
treatments and are designed from waveguides of rectangular, coaxial, or circular cross
section [12–14]. In the case of rectangular cross section, the waveguide is often ter-
minated with a horn antenna filled with water. Figure 27.2 shows two box-horn type
applicators: one made by tapering only the walls parallel to the electric field vector
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(“conventional” applicator—Figure 27.2a) and the other by tapering all the guide walls
(“modified” applicator—Figure 27.2b). A comparison between the two showed that the
modified design gives higher SAR values than the conventional one (Figure 27.2c,d). As
expected, the penetration depth is higher for designs operating at lower frequencies (433
versus 2450 MHz); however, the resolution is lower also [15].

A still different modified horn applicator design (Lucite cone applicator—LCA) was
made by replacing the diverging metal walls of the horn parallel to the electric field with
Lucite walls, and by inserting a PVC cone at the center of the applicator aperture [16]. The
Lucite walls impose a nonzero E-field condition at the boundary of the aperture, while
the PVC cone is used as a field adapter. FDTD analysis and experimental measurements
of the LCA applicator, operating at 433 MHz, showed that in comparison with a standard
horn applicator the LCA could provide a greater penetration depth and a higher “effective
field size,” defined as the area enclosed within the 50% iso–SAR curve at 1-cm depth
inside a flat homogeneous phantom [16, 17].

Phased Arrays The use of phased arrays in hyperthermia treatments allows the focus-
ing of heating patterns deep inside the human body [18]. The focal point can be shifted
by simply changing the amplitudes and phases feeding the different antennas in the array.
A phased array of 16 radiating apertures, located along an octagonal cylindrical structure
operating in the frequency range between 50 and 110 MHz was designed, tested, and put
into clinical trials [19, 20]. The patient body was placed inside a cylindrical structure with
a water bolus used to fill the space between the antennas and the human body. Several
other phased array applicators used in hyperthermia treatments have been implemented
using a similar structure.

A conformal array applicator, which adapts its shape to the body and is made using
dual-mode microstrip antenna elements operating at 915 MHz, has been developed to
heat superficial tumors that cover large surface areas [21]. The antenna has a lightweight
structure and consists of a square annular slot dual concentric conductor (DCC) aperture
(Figure 27.3a). It has been demonstrated that it can provide uniform heating to a large area
of superficial tissue [22]. The array configuration can be made by etching the radiating
apertures from a single layer of flexible copper foil. Each antenna in the array can be
noncoherently driven at 915 or 433 MHz [24].

Although the ability to independently change the amplitude and phase of the array
elements represents a considerable advantage of phased arrays, particularly for focusing
the absorbed power in different body parts, difficulties in monitoring power deposition
and, more importantly, temperature elevation, have hindered the effectiveness and clinical
acceptance of phased arrays [25, 26]. Currently, a great deal of research is underway on
techniques for noninvasive temperature estimation, and on techniques for model-based
optimization of the pattern of temperature increases.

For example, the DCC antenna has been combined with an Archimedean spiral element
for use as a radiometer [23]. The spiral element was inserted into the solid copper
patch that forms the inner conductor of the DCC aperture, etching away its central
portion (Figure 27.3b). The high gain Archimedean spiral has a Gaussian-shaped radiation
pattern, which allows the antenna to receive blackbody radiation from deep-seated tissues.
Through the use of an intervening bolus layer, centrally located along the boresight
direction, sampling of tissue temperature under the DCC aperture is guaranteed. The
resulting antenna, and the corresponding array configuration, was able to monitor tissue
temperatures during treatment.
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Recently, a clinical applicator designed for hyperthermia treatment in conjunction
with noninvasive MRI temperature monitoring has been presented [27]. The applicator
was made by using hermetically closed cassettes containing specially shaped bent dipole
structures arranged in two transversal subarrays with six water-coated-antenna (WACOA)
modules each. A modular water-bolus system was used to cool the superficial tissue
layers.

27.2.2.2 Simple Formulas for Antennas Design: As a general statement, to
evaluate the performances of an antenna placed close to a biological (i.e., scattering)
body, Maxwell’s equations should be solved by taking into account the actual config-
urations. However, both the antenna and the biological body have a complex structure
from the geometrical and electrical point of view. This complex structure renders the
solution of the EM problem very difficult, which makes it very difficult to understand
the phenomena underlying EM power deposition into a biological body. However, as a
first approximation, the EM problem may be solved by using both simplified EM field
source and biological body to obtain simple formulas that can help to understand the
fundamental parameters governing the process under study.

Thus a simple model to study the EM energy absorption by a body placed in direct
contact with an antenna applicator for hyperthermia systems, is obtained by considering
a plane wave normally incident on a one-dimensional layered tissue with infinite extent
in the transverse plane (Figure 27.4a).

The power transmitted from the incident wave to the different layers can be evaluated
by using the equivalence between the geometry and wave propagation in transmission
lines. As a consequence, the layered structure of Figure 27.4a can be studied as successive
sections of transmission lines with different properties corresponding to different body
layers (Figure 27.4b). The wave propagating in the ith layer is constituted by a direct
and a reflected wave according to the following formula:

Vi = V +
i e−jkiz + V −

i ejkiz

Ii = V +
i

Zi

e−jkiz − V −
i

Zi

ejkiz

⎫⎬⎭ (27.2)
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Figure 27.4 (a) Plane wave incident on a layered tissue and (b) equivalent transmission line.

where the propagation constant ki and the characteristic impedance Zi can be obtained
from the corresponding dielectric properties as

ki =
√
ω2μiεci (27.3)

Zi =
√
μi/εci (27.4)

where ω = 2πf is the angular frequency, μi is the magnetic permeability, and εci is
the complex relative dielectric constant, which also takes into account the electrical
conductivity. V +

i and V −
i are constants obtained by applying the boundary conditions

between layer i and the next layer, using the equation

V = ZI (27.5)

where V and I are the voltage and current at the boundary between layer i and the fol-
lowing one, and Z corresponds to the load impedance at the same position. In particular,
according to the transmission line equivalence, Z represents the input impedance of layer
i + 1 and is given by

Z = Z
(i+1)
in = Zi+1

Z
(i+2)
in − jZi+1 tan(ki+1di+1)

Zi+1 − jZ
(i+2)
in tan(ki+1di+1)

(27.6)

with di+1 as the thickness of the (i+1)th layer.
The preceding equations completely define the problem, which can be solved to obtain

the ratio of the voltage transmitted into layer i as a function of the incident voltage
in layer 1, representing the applicator. Once the ratio is obtained, it can be used to
study the influence of applicator material properties on power absorption and the effects
of thicknesses and dielectric properties of the different layers constituting the body.
Consequently, the power transfer from the applicator to the target tissue can be optimized.

To extend this simple model for studying the power transfer to a finite-size therapeutic
applicator, the incident wave may be decomposed into a spectrum of plane waves and
a set of different angles of incidence. Studies on monopole and dipole antennas showed
that the simple analysis, based on plane wave incidence, can give useful preliminary
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results, so that an optimization process based on the simple model can be developed to
provide fairly accurate results [3, 9].

A slightly more complicated analysis can be performed by considering tumors with
simple shapes inserted into healthy tissue, with the incident EM wave represented as a
plane wave [3]. The condition under which the maximum absorbed power (P = σ |E|2rms)
is found within the malignant tissue has been studied via this simple analytical approach
for four possible situations, namely:

1. Wave propagating parallel or orthogonal to the interface between tissues, with the
electric field vector parallel to it.

2. Wave propagating parallel to the tissue interface, with the electric field vector
orthogonal to it.

3. An embedded malignant tissue sphere (tissue 2) with a small radius compared to
the EM field wavelength in the surrounding normal tissue (tissue 1).

4. An embedded malignant tissue cylinder with a small radius compared to the EM
field wavelength in the surrounding normal tissue (tissue 1). Electric field vector
and propagating direction are perpendicular to the axis of the cylinder.

In the first situation, the boundary condition on the electric field (parallel to the
interface between two different tissues) leads to

E2 = E1 ⇒ P2

P1
= σ2

σ1
(27.7)

Consequently, if σ2 is higher than σ1, the absorbed power is greater in tissue 2.
When the electric field vector is normal to the interface between tissues (second situa-

tion considered), the boundary condition is imposed on the displacement and conduction
currents, as

(σ2 + jωε2)E2 = (σ1 + jωε1)E1 (27.8)

Correspondingly, the ratio between the powers absorbed in the two tissues is

P2

P1
= σ2

σ1

∣∣∣∣σ1 + jωε1

σ2 + jωε2

∣∣∣∣2 ⇒ P2

P1
= σ2

σ1

(
ε1

ε2

)2
[

1+ (σ1/ωε1)
2

1+ (σ1/ωε1)
2

]
(27.9)

The behavior of the ratio between the two powers as a function of the frequency can easily
be investigated starting from the dependence on frequency of the relative permittivity
and conductivity.

If the malignant tissue is a sphere surrounded by normal tissue, it can be shown
[3, 28, 29] that the ratio between the electric fields is given by

E2

E1
= 3

2+ σ2 + jωε2

σ1 + jωε1

(27.10)

while that for a cylinder is given by

E2

E1
= 2

1+ σ2 + jωε2

σ1 + jωε1

(27.11)
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As an example, the ratio of power absorption in tissue 2 (tumor—SMT-2A mam-
mary gland) over that in tissue 1 (normal tissue) is shown in Figure 27.5 for the above
mentioned four conditions, as a function of frequency [3].

The approach of a plane wave incident on a layered tissue has been used recently
to study the performances of a modified box-horn applicator [15]. The incident and
transmitted waves in a three-layered body model were represented through their plane
wave spectra and determined by applying boundary conditions between the different
media.

When a single external applicator is used for hyperthermia treatments, the choice of
the operating frequency and applicator structure must be made according to the depth
and size of the target tumor. In general, the higher the frequency used, the shorter the
EM field penetration depth. Thus lower frequencies could produce greater penetration
depth, but the applicator size would become correspondingly larger in order to provide a
reasonably localized heating and avoid damaging healthy tissues surrounding the tumor.
Alternatively, greater penetration depths can be obtained by using an array of applicators
and by feeding the antennas with appropriate phase and amplitude.

Simple formulas to design phase arrays for near-field focusing can be found in pub-
lished literature [30, 31].

When an array of EM sources is used, the incident radiation can be analyzed through
geometrical optics. The EM field at a generic observation point can be written as a
weighted sum of contributions coming from all the antennas in the array such that

Etot(A) =
∑
m

WmEm(A) (27.12)

where Wm = |Wm|ejαm represents the weighting factor of the mth element, optimized to
focus the EM field to a desired point location. Gee et al. [30] considered an array in
contact with a water bolus on the top of a tissue surface. Transmission coefficients for the
vertical and parallel polarization were used for evaluating the field transmitted into the
tissue. A good agreement was obtained between the theory predicted and experimentally
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measured data. Specifically, focusing of the field at 11.4 cm from the array plane, when
water and muscle tissue were considered, was obtained with a 19-element hexagonal
array operating at 2450 MHz.

The study of antennas and arrays can also be accomplished by using numerical
and experimental techniques. For numerical studies, the FDTD and finite-element
method (FEM) algorithms are well suited for solving the EM problem [32]. Moreover,
a finite-difference solution of the bioheat equation can be implemented to obtain the
corresponding temperature increase [33]. Numerical techniques can also be used for
developing patient-specific hyperthermia models, starting from tomographic images of
the treatment area. In these body models, the EM and thermal analyses can be used to
optimize power absorption in the specific area of interest [34]. Some discussion of the
numerical methods is given later.

27.2.3 Implanted and Embedded Antennas

The technical difficulties confronted by external applicators in heating deep-seated tumors
without overheating adjacent normal tissue may be partially overcome by interstitial array
techniques as a treatment modality. Interstitial techniques have the capacity to adapt
the SAR distribution to an irregularly shaped tumor volume and to provide uniform
temperature in deep-seated tumors. Also in combination with brachytherapy, interstitial
hyperthermia renders a treatment modality for malignancies with little additional risk to
the patient [35, 36].

In addition to hyperthermia and ablative treatment of liver cancer, prostate cancer,
and brain tumors, interstitial antennas are employed in ablation therapies to treat cardiac
arrhythmia and endometrium disorders in the form of transcatheter and intracavitary
applications.

Ablation therapies based on implanted microwave antennas represent a recent devel-
opment of therapies based on RF sources. Comparisons between microwave ablation
techniques and RF sources have found that microwaves can produce larger induced
thermal lesion (necrotic tissue), due to their differences in interaction mechanisms with
biological tissues. In fact, when RF energy is used, a current is induced to flow between
the active electrode and the ground one; this current leads to a resistive heating, rapidly
decreasing in amplitude with the distance from the active electrode, according to a
fourth-power law. On the other hand, when microwaves are used, the propagating EM
field dielectrically couples with the tissue constitutive molecules. As a consequence,
power deposition inside the tissue, and correspondingly the temperature increase, decays
with distance from the microwave source by following a second-power law, compared to
the fourth-power dependence of RF ablation. Thus microwave allows deeper lesions, that
is, regions in which the temperature exceeds the minimum value necessary for ablating
or killing the abnormal cells [37–39]. However, this deeper lesion can be achieved only
if the antennas are properly designed, especially with regard to their matching with the
external (tissue) environment. An improper antenna matching, in fact, can lead to currents
flowing along the antenna feed line with consequent heating of healthy tissues [38].

The performances of antennas designed for ablation therapies may be evaluated by
considering matching characteristics of the antenna at the design frequency and its behav-
ior when the surrounding dielectric properties change (as during the treatment or from
human to human), and by considering the shape and dimension of the lesion produced
(i.e., the region where the temperature reaches at least 50 ◦C).
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27.2.3.1 Antenna Type, Configuration, and Performance Several types of
antennas have been proposed and applied for microwave thermal treatments. These anten-
nas can be classified according to their structure as monopoles, dipoles, coaxial sleeve
dipoles, cap-choke antennas, slot antennas, and helical or spiral antennas. Frequently,
these antennas are fabricated from coaxial cables (or triaxial cables) by terminating
them with the specific antenna design. Finally, dielectric waveguide antennas and array
configurations have also been proposed for interstitial therapies.

Monopole Antennas Simple monopole antennas in an array arrangement were the first
to be used in the 1980s for hyperthermia treatment of cancer. They are commonly made
by removing the outer conductor of a miniature, flexible or semirigid coaxial cable and
then completely stripping the central conductor to a given length. These simple antennas
were poorly matched and had the tendency to produce a cold spot or low heating zone near
the distal tip of the antenna [40–42]. Moreover, the requirement of uniform temperature
distribution throughout the entire tumor volume necessitated insertion of the tip of the
antenna well beyond the tumor boundary [43–45], which created an unnecessary situation
for potential damage to normal tissues. One of the first interstitial antennas with a design
suitable to overcome these difficulties is the sleeve-slot antenna (see later discussion) [43].

Several small catheters are implanted inside the tumor with a distance between the
catheters of 10–18 mm in brachytherapy. These catheters can be used to insert interstitial
antennas to combine brachytherapy with hyperthermia treatments. For example, monopole
antennas were obtained from a UT-34 semirigid coaxial cable (0.85-mm outer diameter)
[46]. Different antenna lengths were chosen in order to match the antenna for use both
in the thermal treatment at the lower microwave frequency and as a radiometer for
temperature measurements at higher microwave frequencies. In the array configuration,
these antennas with different phase shifts were able to provide larger heated volumes
within the array. However, the simple monopole antennas have a reflection coefficient
whose value depends on the antenna insertion depth into the tissue, so that antenna
performances are degraded under operating conditions [47]. This finding is related to the
improper matching of the simple monopole antenna, which causes reflected current to
flow along the antenna feeding line. As mentioned earlier, these problems are avoided
by using a sleeve or choke design. Several of the antennas incorporating such designs
have been studied for both hyperthermia and ablation therapies and are discussed in later
sections.

Some investigators have compared reflection coefficient and heating pattern of differ-
ent monopoles—open tip, dielectric tip, and metal tip [48]. The study confirmed that a
metal tip allows the antenna current to reach the maximum at the antenna tip, and this,
in turn, shapes the absorbed power in the pear-shaped pattern around the antenna tip.
However, an attempt to optimize both the lengths of the monopole and the metal tip to
obtain the best SAR distribution and the lowest reflection coefficient failed. In particular,
it was found that short monopoles were well matched but had a highly nonuniform SAR
pattern, while longer monopoles had a poorer reflection coefficient. A similar optimiza-
tion was tried, with limited success, to obtain minimum reflection coefficient by changing
the active length of a monopole antenna with a metallic cap to be used in microwave
cardiac ablation [49].

The influence of the thickness of the insulation layer around the monopole on antenna
matching and on power deposition has also been considered. It was found that thicker
insulation layers can broaden the power deposition pattern and increase the antenna
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resonant frequency [50]. Note that multisection monopole antennas have also been inves-
tigated for interstitial hyperthermia treatments [50].

Dipoles Dipole antennas for interstitial hyperthermia therapies have been made by
connecting the inner conductor of a coaxial cable with the outer one with a finite length.
The other arm of the dipole consists of the feeding coaxial line, whose length corresponds
to the insertion depth of the line in the biological body (Figure 27.6). As a consequence,
the performance of these antennas depends greatly on the length of the two arms of the
dipole and on the antenna’s operating frequency.

A comparison among three designs for dipole antennas for use in tumor hyperthermia
has been conducted by considering resonant versus nonresonant dipoles, the influence
of the thickness of the antenna catheter wall (1.2- versus 1.8-mm inner diameter, with
2.2-mm outer diameter), and asymmetry [52]. Results showed that in these antenna
designs the maximum SAR is always obtained at the antenna junction, irrespective of
the antenna insertion depth. However, for radial SAR distribution that is independent
of the antenna length, dipoles with resonant length yield higher SAR values than those
of nonresonant length, due to antenna input impedance mismatches. As for the catheter
thickness, no significant difference was obtained between thin-walled and thick-walled
catheters [53].

Coaxial Sleeve Dipoles Like monopoles, dipoles have a reflection coefficient value
that depends on the antenna insertion depth. Similarly, SAR deposition extends over the
entire antenna active length. In order to eliminate the reflection coefficient dependence
on insertion depth and concentrate the SAR distribution, sleeve (or choke or balun, the
same concept by different names) could be used [53, 54]. For example, in one design,
the two arms of the dipole are connected to the inner and outer conductor of the feeding
coaxial cables. A conductor sleeve, one-quarter wave in length, is attached to the outer
conductor of the input coaxial cable to form a sleeve balun for matching [54]. Thus
the effective impedance between the balun and the outside of the transmission line at
the dipole junction is made sufficiently high to permit efficient power transmission and
eliminate standing waves on the coaxial line.
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Figure 27.6 Dipole antenna. (From Ref. 51.)
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As another example, a λ/4 sleeve (π /2 transformer) was added to the lower arm of
a dipole (Figure 27.7); this arm sees an open-end terminating impedance, and thus the
input impedance of the applicator becomes independent of the insertion depth of the
antenna [51]. In this manner the applicator is matched irrespective of its insertion depth,
and its radiation is localized.

In a different design, a dipole (or split-dipole) antenna with a coaxial choke has been
obtained by connecting the two arms of a dipole (3-mm length) to the inner and outer
conductor of an RG/178BU flexible coaxial cable and connecting the choke to the outer
conductor [55]. The antenna has a hemi-ellipsoidal form and the two arms of the dipole
can also be used as electrodes for bipolar endocardiac electrogram recording during
cardiac ablation procedures (see Figure 27.8).

Finally, a different structure for a coaxial sleeve dipole was proposed by starting from
a triaxial cable and short circuiting the inner and outer coaxial cable at the distal end of the
antenna. The other arm of the dipole is obtained by short circuiting the outer coaxial cable
with a length different from that of the first arm of the dipole (nonsymmetrical antenna)

RG 178
Coaxial cable

Choke sleeve Teflon ring slot Dipole cap

L4

Figure 27.8 A dipole antenna with a coaxial choke. The two hemi-ellipsoidal caps make up the
two arms of the dipole. (From Ref. 55.)
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and connecting a coaxial choke to the outer conductor. By appropriately choosing the
lengths of the two arms of the dipole and of the choke, it is possible to match the antenna
at a desired frequency and localize the radiated field to the tip of the antenna [56, 57].

It should be noted that the design of an ablation or hyperthermia applicator with a
coaxial choke or sleeve allows the matching of the antenna input impedance but, on
the other hand, by using existing coaxial cables, this approach enlarges the antenna
radial dimensions [44]. To minimize such enlargements, a choked coaxial antenna of the
asymmetric dipole type has been proposed [58]. The choke section for the antenna was
formed by the lateral wall of the metallic biopsy needle used to introduce the antenna into
the tissue to be ablated; in such a way a minimum overall transversal size was obtained.
Moreover, this technique permits some limited amount of real-time adjustments of the
choke length to compensate for minor impedance mismatches during the operation. The
applicator was designed to fit into a 14-gauge (14-G) metal biopsy needle (inner diameter,
1.78 mm; outer diameter, 2.05 mm).

A similar design but without metallic contact between the outer conductor of the
coaxial cable and the metallic biopsy needle has also been studied [59]. This antenna,
called a triaxial antenna, has dimensions that are small enough to allow insertion into a
17-G or 18-G needle.

Cap-Choke Antennas The cap-choke antenna design comprises an annular cap con-
nected to the enlarged inner conductor of a coaxial cable, and a choke to the coaxial outer
conductor (Figure 27.9) [60]. The annular cap, as well as the enlargement of the inner
conductor, increases the capacitance at the antenna end, letting the radiated power be
more concentrated near the antenna tip. The coaxial choke provides antenna match and
prevents the reflected current from flowing up the transmission line along the external
surface of the coaxial outer conductor. This, in turn, makes the radiating properties of the
antenna independent of the insertion depth of the catheter, and the corresponding SAR
more concentrated on the active length of the antenna. By appropriately choosing the
coaxial cable, the antenna can be designed and constructed to fit the physical constraints
of the particular application.

The effect of enlarging the inner conductor has been studied and compared with simple
monopole antennas [62]. Specifically, the enlarged antenna tip (Figure 27.10a—reactive
load) has been compared with a simple monopole (Figure 27.10b), a monopole with
a metallic tip (Figure 27.10c), and a “modified reactive load” (Figure 27.10d). The
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antennas dimensions were optimized with reference to the reflection coefficient using
an analytical theory [63]. The performances of the antennas have been studied in terms
of SAR distribution in the surrounding tissue. The reactively loaded antenna was found
to have the largest region of power absorption.

Slot Antennas Slot antennas have been proposed since the late 1980s for hyperthermia
treatment of cancer [43]. For these applications, the antenna had a rigid structure with a
square tip. An improved version of these antennas for use in cardiac ablation was formed
by mounting the antenna at the end of an RF/178 BU coaxial cable (Figure 27.11). A flex-
ible choke is connected to the outer conductor, the protruding inner conductor is enlarged
in order to form a curved cap, and it has two slots. The first slot is positioned between
the cap and the terminating plane of the coaxial outer conductor, and the other inside
the coaxial choke. This antenna showed good matching performances (power reflection
coefficient less than 4% at 2450 MHz) and a power deposition pattern concentrated near
the antenna tip [64].

A simpler coaxial slot antenna design for use in hyperthermia treatment was realized
by starting from a thin semirigid coaxial cable, short-circuiting its distal end, and cutting
some ring slots on the outer conductor [65]. Simulations showed that if only one slot
is made on the outer conductor, the antenna performance is dependent on the antenna
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dielectric

Center
conductor

Outer
conductor
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Figure 27.11 Design of a flexible catheter slot antenna. (From Ref. 55.)
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insertion depth and a considerable amount of power is dissipated in the most superficial
tissue layers near the applicator insertion point. This could be avoided if two separate slots
are included. Such findings can easily be explained in light of the preceding discussion,
by considering the single-slot antenna equivalent to a simple dipole antenna, and the
two-slot antenna as a dipole with a matching choke.

The coaxial slot antennas have been used in clinical trials both as a single applicator
and in an array configuration formed by four antennas placed at the corners of a rectangle.

Loop, Spiral, and Helical Antennas A loop-shaped microwave antenna was tested
for hyperthermia treatment of liver tumors [66]. The antenna was inserted first into the
liver through a 13-gauge needle and the loop was then deployed. To put the antenna
into operation, during deployment, 60–70 W of power was applied to assist the loop in
“cutting” through hepatic tissue in order to place the antenna with minimal shape distor-
tion. Three different configurations were tested: single loop, two parallel loops, and two
orthogonal loops. Mean lesion volume and mean maximum lesion diameter were found
to be largest with the parallel loop configuration; in contrast, the orthogonal configuration
showed shortest mean time to reach 60 ◦C and the highest mean maximum temperature
(97.2 ◦C) recorded in 7 min. Theoretical advantages of the loop antenna include the abil-
ity to deliver large amounts of precisely targeted microwave energy to the tumor with
minimal collateral damage to normal structures. The most obvious disadvantage is the
more complicated process needed in targeting tumors [66].

A spiral antenna for use in ventricular tachyarrhythmia ablation therapies was proposed
with the aim of producing a radiating aperture as large as possible [67, 68]. This antenna
exhibited good matching at the design frequency (−24.1 dB at 915 MHz) and a circular
power deposition pattern.

A theoretical study of the heating pattern produced by helical antennas immersed in
a dissipative medium showed a limited depth of heating, far less than that of a simple
dipole of comparable dimensions [69]. Consequently, helical antennas were deemed not
suitable for applications such as hyperthermia, where considerable depth of heating must
be obtained. However, they could be used in catheter ablation or angioplasty applica-
tions, where the required depth of heating may be shorter and the widest possible lesion
is desired. Note that a 12-mm helical antenna terminating a coaxial cable, tested for
hyperthermia treatments, showed poor antenna matching and consequently heating along
the shaft of the catheter [70].

Dielectric Waveguide Antennas A dielectric loaded waveguide was designed and
constructed as an interstitial applicator for use in endometrial ablation treatments [71].
The applicator was made from a metal pipe circular waveguide filled with a high permit-
tivity ceramic in order to reduce the transverse dimensions of the applicator. The ceramic
was extended beyond the metal pipe to form a dielectric tip. The final applicator has a
diameter of 8 mm for operation at 9.2 GHz. A thermocouple on the applicator tip is used
to measure the endometrium temperature in order to control the ablation process. The
applicator has been studied both numerically (by using the HFSSTM commercial code)
and experimentally (in vitro by using egg white and excise uteri) before in vivo trials.

Antenna Arrays In many hyperthermia treatments, interstitial applicators are applied
in an array configuration. In array configurations, the number of elements, the spacing
among them, the amount of input power to each element, and, finally, the phase difference
of the excitation must be determined for optimal heating.
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Studies on array configurations showed that a four-dipole-antenna rectangular array,
with a spacing of about 1–2 cm between the antennas, could generate a fairly uniform
SAR distribution in the plane perpendicular to the antenna axis at the level of the antenna
feed [72]. Similar conclusions were reached in investigations using equilateral triangular
and hexagonal arrays of sleeved slot antennas [73]. For both triangular and hexagonal
arrays, it was shown that an additional antenna at the center of these array configurations
does not improve the SAR distribution. Similarly, the SAR distribution is not improved
using an independent stub on each antenna to match the antenna itself. This effect is
related to the different E-field values obtained from the different antennas and to the
phase relationship among them [42, 74].

A computer simulation of a three-element array of sleeved slot antennas has been con-
ducted for treatment of brain tumors [33]. The analysis showed that equilateral triangular
arrays with 10-, 15-, and 20-mm spacing and a uniform excitation could produce SAR
and temperature distributions appropriate to treat tumors of 10–40 mm in diameter. By
using input powers ranging from 2 to 32 W, it is possible to reach therapeutic temper-
atures in about 3 minutes. Moreover, it has been found that taking into account a 50%
reduction in blood perfusion rate, typical in the core of large tumors, the region where
temperature is above 43 ◦C can be enlarged by about 40%, for a given input power.

27.2.3.2 Simple Antenna Design Formulas Embedded, implanted, or interstitial
antennas for therapeutic applications are typically designed and studied by considering
their unique situation of being completely immersed in biological materials. In the past,
antenna design has been conducted both numerically and experimentally, by directly
measuring antenna performances in homogeneous phantoms filled with tissue-equivalent
material or with egg white. In both types of study, the antenna design follows successive
steps in a trial-and-error procedure. Recently, the analytical technique developed by King
and colleagues [63, 75–77] was applied successfully to study the return loss of interstitial
antennas for ablation therapies [78].

King’s theory provides a procedure for the evaluation of the input impedance and
the EM field radiated by an insulated linear antenna immersed in a dense, homogeneous
medium with infinite extension [75]. In particular, the theory demonstrated the equiv-
alence, under some conditions, between the embedded antenna and a coaxial line, in
which the antenna conductor is represented by the coaxial inner conductor, the insulation
layer(s) is the dielectric filling the coaxial line, and the external medium is represented
by the outer conductor of the coaxial line. The analogy between the embedded antenna
and the coaxial line is illustrated in Figure 27.12. The characteristic impedance and
propagation constant of the coaxial line are evaluated as

k2
L = k2

2

(
ln(d/b)

ln(c/b)+ n2
23 ln(d/c)

)(
ln(d/b)+ F

ln(d/b)+ n2
24F

)
(27.13)

ZC = ωμ0kL

2πk2
2

(ln(c/b)+ n2
23 ln(d/c)+ n2

24F) (27.14)

where b, c, and d are radii of the different layers constituting the antenna, as
illustrated in Figure 27.12, n23 = k2/k3, n24 = k2/k4, ki = ω

√
μ0 (ε0εi − jσi/ω) is

the wavenumber for region i (i = 2, 3), k4 = ω
√
μ0 (ε0ε4(ω)− jσ4(ω)/ω) is the

wavenumber for region 4 (the external medium), j is the imaginary unit (=√−1),



1396 ANTENNAS FOR MEDICAL THERAPY AND DIAGNOSTICS

2c

2b

2d

(a)

Equivalent
transmission line

(b)

Region 1-conductor

Insulated linear antenna
in a dense medium

Region 4,
external medium

Insulation layers
Region 2 (3) - dielectric

External conductor (Region 4)
Dielectric (Regions 2, 3)

Inner conductor (Region 1)

Coaxial line

kL, ZC

Figure 27.12 King’s equivalence between a linear insulated antenna immersed in (a) a relatively
dense medium and (b) a coaxial line.

and F = H
(2)
0 (k4d)/(k4d)H

(2)
1 (k4d), where H

(2)
i (x) are the Hankel functions of the

second type.
It should be noted that King and colleagues used a different notation for the definition

of the complex constant j and, as a consequence, in their works they define the parameter
F by using the Hankel functions of the first type. The constraints for using King’s theory
are that the insulated layers must be electrically thin; that is, |k2c| � 1 and |k3d| � 1.

Once the antenna immersed in a medium has been substituted with a coaxial line, and
its characteristic impedance and propagation constant are defined, the line is completely
characterized. The evaluation of its input impedance can be conducted by using the
standard transmission line formula. Considering a dipole antenna as an example (see
Figure 27.13a), the equivalence approach leads to a two-arm transmission line connected
in series, each arm terminated in an open circuit (Figure 27.13b).

The transmission line input impedance is twice that of the single line, which, in turn,
is evaluated as Zin = −jZC/[tan(kLh)], where h is the arm length.

This approach has been applied to an interstitial antenna for ablation therapy [78].
The input impedance of the antenna was characterized as a function of the dielectric
properties of both antenna and surrounding medium, and various antenna elements such
as conducting cap and choke. Comparisons between analytical results and measurements
show very accurate theoretical predictions, despite the simple formulation.

In addition to antenna matching when immersed in a dissipative and dispersive
medium, it is necessary to evaluate the antenna’s performance in terms of the pattern
of EM power deposition and the corresponding temperature distribution. Such a study
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Figure 27.13 Equivalence between (a) an isolated dipole antenna immersed in a dense medium
and (b) a two-section coaxial line.

may be conducted experimentally with in vitro or in vivo techniques, or numerically by
solving the EM and thermal problems. Numerical studies have the added advantage of
being able to study different operating conditions, both with antenna positioning in the
biological sample and influence of biological parameters (e.g., blood perfusion).

However, when evaluating antenna performances with respect to distributions of tem-
perature increase, it is necessary to distinguish among the different applications in thermal
therapies. For example, in ablative hyperthermia treatment, it is necessary to obtain a
lesion (i.e., a region where the temperature exceeds at least 50 ◦C) in order to achieve cell
death due to necrosis [52]. Typically, a spherical shaped lesion extending over the tumor
area and beyond (i.e., a few centimeters around the antenna active length) is obtained
with the antenna inserted into the tumor. On the other hand, in cardiac ablation it is
necessary to concentrate temperature increase (final temperature up to about 65 ◦C) in
a small area beyond the antenna tip with some depth into the cardiac muscle (about 5
mm). Finally, in endometrial ablation therapies, the temperature to be reached to achieve
a successful treatment is above 75 ◦C over a very wide area, 6 mm in depth (sometimes
all the endometrium tissue must be ablated) [71].

Other considerations on antenna performances, particularly in regard to hyperthermia
treatments, are related to the different sites in which a tumor is to be treated. In fact,
tumor sites vary from the skin surface to deep within the brain or pelvis. The difference
in location, and consequently the variations in antenna insertion depth into the biological
tissue, can influence antenna performance if the antenna is not properly matched. A final
consideration, related to the different applications of interstitial thermal therapy, is the
constraint on the physical dimensions of the antenna. For an antenna to be used in the
cervix, its maximum diameter would have to be about 1 cm, while an antenna to be
inserted through the femoral vein up to the heart (cardiac catheter antenna) would have
a diameter smaller than a few millimeters.
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27.2.4 Numerical Methods for Antenna Design

Numerical studies on performances of antennas for hyperthermia or ablation therapies
have been conducted using the FEM [79, 80] and FDTD [61] methods. Both simple
homogeneous models and more complex ones have been considered. Moreover, numer-
ical solutions of the bioheat equation have been used to obtain temperature increase
distributions [81]. Results have been reported for antenna reflection coefficients, SAR
values, and temperature distributions within various tissues.

The following presents a brief description of the FDTD method. The FDTD method
has the advantage over the FEM of being very easy to implement and it is in the time
domain. It thus permits studies of time evolution of the power absorption inside the
tissue. Moreover, explicit solution of the BHE can be coupled to the FDTD solution to
obtain the time evolution of temperatures inside the tissue.

The FDTD method [82] solves Maxwell’s equations in the time domain by using the
finite-difference approach. This approach corresponds to the substitution of the partial
derivatives in the equations with the corresponding finite-difference formula, according to

∂f (x, y, z, t)

∂x
=

f

(
x + �x

2
, y, z, t

)
− f

(
x − �x

2
, y, z, t

)
�x

(27.15)

where f represents one of the components of the electric or magnetic field, and similar
formulas are used when other spatial variables or time are considered. In order to apply
Eq. (27.15) to the electromagnetic field, the domain under study must be subdivided into
elementary cells (whose sides are �x,�y,�z), and, in each cell, the EM field must be
considered uniform, and similarly for the time (�t). Once the time and the space have
been discretized, applying Eq. (27.15) to all six scalar equations representing Maxwell’s
equations in the time domain, an explicit scheme is found in which the time evolution of
the electromagnetic quantities can be obtained. In order to converge to a stable solution
and have accurate results, the temporal and spatial increments must satisfy the following
equations, respectively:

�t ≤ 1

c

1√
1

�x2
+ 1

�y2
+ 1

�z2

(27.16)

max(�x,�y,�z) ≤ λ/10 (27.17)

where c represents the wave velocity in vacuum (about 3× 108 m/s), and λ equals the
minimum wavelength into the body.

Finally, absorption boundary conditions (ABCs) must be imposed on the FDTD solu-
tion to bound the domain under study. The most widely used ABCs are those proposed
by Berenger [83], known as PML-ABC. Several improvements have been developed
starting with the basic FDTD scheme in books and papers (e.g., see Ref. 84). In ablation
studies, bidimensional FDTD codes have been developed using cylindrical coordinates
in order to exploit the symmetry typically found in ablation antenna designs and in in
vitro experimental studies [81].

It should be noted that an important component of numerical simulation is the dielectric
properties of the biological tissues used as inputs for the modeling. The dielectric prop-
erties of normal tissues have been investigated extensively [85] and are available on-line
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(http://www.fcc.gov/fcc-bin/dielec.sh). However, information on the dielectric properties
of tumorous tissues are more scattered in the literature. It is reported that tumors have an
excess of sodium ions, which causes malignant tissue to retain more fluid than normal
tissue in the form of bound water. The higher water content and sodium in tumors lead to
a higher conductivity and dielectric permittivity than the healthy surrounding tissue [3].

Once the EM field distribution within the biological target is known, the corresponding
temperature increment can be determined by solving the BHE [86]. The BHE relates the
time rate of heat accumulated (or lost) per unit volume at a point inside the body to the
time rate of temperature increase (or decrease). Specifically,

∇ · [K(r)∇T ]+ A0(r, T )+Qv(r)− RL(r)− B0(r, T )(T − Tb)

= C(r)ρ(r)
∂T

∂t
(W/m3) (27.18)

where K(r) is the tissue thermal conductivity (W/(m · ◦C)), A0 and Qv are the volumetric
heat sources (W/m3) due to metabolic processes and EM power deposition, respectively,
RL represents the respiratory heat losses in the lungs (W/m3) in the case of whole body
exposure, B0(r,T ) is a parameter proportional to the blood perfusion (W/(m3 · ◦C)), Tb is
the blood temperature, and, finally, C (J/(kg · ◦C)) and ρ (kg/m3) are the tissue-specific
heat and density, respectively.

At the interface between the biological tissue and the air, a boundary condition must be
applied that imposes the continuity of the perpendicular heat flow (convective boundary
condition). This convective boundary condition can be expressed as

−K(r)(∇T · n0)S = H(Ts − Ta)+ SW(T ) (W/m2) (27.19)

where S is the external surface (skin when the whole human body model is studied), n0

is the outward unit vector normal to S, H is an equivalent convection coefficient taking
into account convective heat exchange and radiative heat exchange (W/m2 · ◦C), Ts and
Ta represent the temperature of the body surface and of the surrounding air, respectively,
and SW represents heat loss due to sweating. Equation (27.18) can also be solved for
simple phantom models by neglecting the metabolic processes, sweating, and so on.

As for Maxwell’s equations, the BHE can be solved numerically by using a
finite-difference approach, leading to an explicit finite-difference scheme linked with
the FDTD method [32, 87]. For ablation studies, the BHE has been solved with a
semi-implicit approach [33] and with an explicit two-dimensional scheme by taking
advantage of the cylindrical symmetry [81].

Thermal properties of normal and malignant biological tissues are not as well estab-
lished as the dielectric properties. Nevertheless, the values of specific heat C and thermal
conductivity K are available for most human body tissues [88–90]. The missing values
have been estimated based on the percentage water content (w) of the tissue by using
the following equations [90]:

C = 1670+ 25.1w J/(kg ·◦ C)

K = 0.0502+ 0.00577w J/(s ·m ·◦ C)

The values for blood perfusion (B0) may be found in Williams and Leggett [91] and
Van Den Berg et al. [92]. Since there is a paucity of data on metabolic heat generation,
the values for A0 often are assumed to be proportional to blood perfusion [93].
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TABLE 27.1 Thermal Parameters of Human Body Tissues Under Basal Conditions

C K A0 B0

Tissue/Organ [J/(kg · ◦C)] [J/(s ·m · ◦C)] [J/(s ·m3)] [J/(s · ◦C ·m3)]

Bile 3900 0.55 0 0
Bladder 3300 0.43 1600 9000
Blood 3900 0.0 0 0
Bone marrow 2700 0.22 5700 32000
Cancellous bone 1300 0.40 590 3300
Cartilage 3500 0.47 1600 9000
Cerebellum 3700 0.57 7100 40000
Cerebrospinal fluid 4200 0.62 0 0
Colon 3700 0.56 9500 53000
Cornea 4200 0.58 0 0
Cortical bone 1300 0.40 610 3400
Eye humour 4000 0.60 0 0
Eye lens 3000 0.40 0 0
Eye tissue (sclera) 4200 0.58 0 0
Fat 2500 0.25 300 1700
Gallbladder 3500 0.47 1600 9000
Glands 3600 0.53 64000 360000
Grey matter 3700 0.57 7100 40000
Heart 3700 0.54 9600 54000
Internal air 1000 0.03 0 0
Kidney 3900 0.54 48000 270000
Liver 3600 0.51 12000 68000
Lung 3600 0.14 1700 9500
Mucous membrane 3300 0.43 1600 9000
Muscle 3600 0.50 480 2700
Nerve—spinal cord 3500 0.46 7100 40000
Pancreas 3500 0.54 7300 41000
Skin 3500 0.42 1620 9100
Small intestine 3700 0.56 13000 71000
Spleen 3700 0.54 15000 82000
Stomach 3600 0.53 5200 29000
Tendon 3300 0.41 1600 9000
Testis 3800 0.53 64000 360000
White matter 3600 0.50 7100 40000

Source: From Ref. 94.

Table 27.1 presents values of the thermal parameters for most of the body tissues [94].

27.2.5 Summary

Antennas for therapeutic applications of EM fields have been presented. Therapeutic
applications fall into two broad categories: hyperthermia cancer treatment and thermal
ablation therapy. Both therapies aim at provoking an opportune temperature increment
in the biological target tissue (up to 42 ◦C in hyperthermia, at least 50 ◦C in ablation
therapies), by way of EM energy absorption.

The discussions of antennas for therapeutic applications have been divided into two
major groups: external antennas for use near or in direct contact with the human body,
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and embedded antennas used for insertion into the body to target tissues to be ablated
through blood vessels or natural orifices or by using catheters and needles. The salient
features and performances of these antennas are described; simple analytical approaches
have been presented to allow simple and quick analysis for preliminary designs of the
antennas. In conclusion, numerical methods for simulations and completion of the antenna
design are summarized.

Clearly, a great deal has been accomplished in the design of antennas for therapeutic
applications of EM fields. However, some challenges still remain that would help the
therapeutic applications of EM fields to be more fully developed. For example, with
regard to both external and embedded antennas temperature increments obtained in tis-
sues during treatment. Some of the latest concepts for developments in external systems
include antennas for use in conjunction with MRI scanning systems, and for embed-
ded systems, the use of thermosensors embedded in the patient body close to the active
antenna to measure temperature distributions.

27.3 ANTENNAS FOR SENSING AND DIAGNOSTIC IMAGING

27.3.1 Introduction

Increasingly, RF and microwave radiation is being explored and applied for wireless,
noninvasive, transcutaneous sensing and interrogation of deep-lying body organs. RF
and microwave energy possess some unique features that have allowed them in some
cases to become as useful as many established modalities for diagnostic sensing and
imaging. EM radiation provides a simple approach to detect and monitor physiological
movements without compromising the integrity of such physiological events as heart rate,
respiration, ventricular movement, and pressure pulse. A beam of microwave energy (such
as from a horn antenna) may be directed to the target organ or body and the reflected
signal processed to yield information about the target organ under interrogation [95, 96].
Likewise, the use of narrow nanosecond pulses to noninvasively probe the motion of the
internal organs of the human body has been proposed [97, 98]. In principle, chest, heart,
lung, vocal cord, blood vessel, bowel, bladder, fetus, and other body movements may be
monitored using nanosecond pulse systems or narrowband microwave systems.

As mentioned, reflection takes place when an incident microwave encounters a biolog-
ical target. Moreover, the reflected microwaves experience a Doppler effect, which shifts
its frequency either up or down from the frequency of the impinging microwave, depend-
ing on the direction of the movement with respect to the microwave source [99]. Thus
microwaves bounced back from moving organs provide an approach to noninvasively,
and even remotely, sense organ movements inside the body. The advantage afforded by
noninvasive and distant sensing suggests, in addition to vital signs such as blood flow,
heart beat, and respiration, the potential use of this technology for monitoring frail and
elderly patients or patients with premature development, monitoring of unrestrained per-
sons in holding areas or retention facilities, and detection of unauthorized personnel or
intruders [100].

The ability to detect distantly such vital signs as heart beat and respiration rate is
particularly attractive in situations where direct contact with the subject is either impos-
sible or impractical, for example, persons who fell prey to such hazardous scenarios
as explosion, fire, chemical or nuclear contamination, and natural or terrorism-created
disasters. Indeed, heart beat and respiration have been detected at distances of a few to



1402 ANTENNAS FOR MEDICAL THERAPY AND DIAGNOSTICS

tens of meters, with or without intervening material barriers, using off-the-shelf antennas
designed for wireless communication uses [99, 101, 102].

For example, the small displacement of the precordium overlying the apex of the
heart is related to the low frequency movement in the left ventricle and echoes the
hemodynamic events within the left ventricle. Microwave apexcardiograms using 2.45
GHz showed close correlation to the hemodynamic events occurring within the left
ventricle [103]. They involve detecting the reflected Doppler signals using an antenna
located a few centimeters over the apex of the heart. This approach has several advantages
over more conventional techniques because it does not require any physical contact
with the subject. Problems such as skin irritation, restriction of breathing, and electrode
connections are eliminated.

As another example, Doppler microwaves have been employed to interrogate the
wall properties and pressure pulse characteristics at a variety of arterial sites, including
the carotid, brachial, radial, and femoral arteries, using a waveguide aperture antenna
[104–106]. Microwave-sensed carotid pulse waveforms have been obtained in patients
using contact application of 25-GHz energy along with simultaneously recorded
intra-aortic pressure waves [105]. The resemblance of the microwave-sensed arterial
pulse and the invasively recorded pressure wave was remarkable and the results confirm
that a noninvasive Doppler microwave sensor can successfully and reproducibly detect
pressure pulse waveforms of diagnostic quality. Other interesting applications are the
use of microwaves for sensing cerebral edemas [107, 108] and for speech articulator
measurement [109].

The majority of current imaging systems used to diagnose diseases and tissue anoma-
lies are based on sources that emit ionizing EM energy. Nuclear magnetic resonance
imaging or MRI relies on nonionizing static and RF magnetic fields and has been shown
to offer a distinct advantage in a multitude of disease processes when compared to ion-
izing modalities. The success of MRI has prompted investigations into several emerging
near-field modalities in the form of microwave and microwave-induced thermoelastic
tomographic imaging [110, 111]. The wide range of dielectric property variations offers
a potential for higher contrast and better tissue characterization. Microwave tomography
has been explored to reconstruct images associated with dielectric property variations
in body cross section [112–117]. Microwave thermoelastic imaging uses a microwave
pulse-induced thermoelastic pressure wave to form planar or tomographic images [111,
118–121]. Since the generation of thermoelastic (or thermoacoustic) pressure waves
depends on permittivity, specific heat, and acoustic properties of tissue, microwave ther-
moelastic imaging possesses some unique features that are being explored as an imaging
modality for noninvasive characterization of tissues. Note that nanosecond pulse-based
systems have also been proposed for imaging breast cancer [110].

The following sections describe antennas used for wireless sensing and diagnostic
imaging, including birdcage and TEM coils specifically designed for use in MRI.

27.3.2 Antennas for Wireless Noninvasive Sensing

Many types of antennas are available for sensing applications. They can be classified into
two general categories: close range or distant approaches. Close range approaches may be
further divided into contact or noncontact, although both applications are in the near field
of the antenna. In this case, the sensing environment is akin to partial-body exposure
for therapeutic purposes; thus the same types of antennas are applicable (see Section
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27.2.2.1 for patch and waveguide antennas) at lower power levels. Similarly, since the
sensing applications involve the detection of transmitted or reflected microwaves, which
is common to both sensing and imaging, the resistively loaded dipoles and bow-tie
antennas described in Section 27.3.3.2 for diagnostic microwave imaging could serve
equally well in near-field sensing applications.

The present discussion focuses on waveguide aperture and horn antennas. It should be
noted that, for the same reason stated previously, waveguide aperture and horn antennas
have also been used for imaging applications (see Section 27.3.3.3).

27.3.2.1 Waveguide Aperture Antennas Common EM waveguides have either
rectangular or cylindrical configurations. They are used as the transmission line for prop-
agation of EM waves. The types of fields that can be propagated in these waveguides are
transverse electric (TE) and transverse magnetic (TM) modes. The essential wave prop-
agation properties of rectangular and cylindrical waveguides are the same. In the case
of common rectangular waveguides, the dominant TE10 mode field is associated with a
characteristic cut-off wavelength λc = 2b, below which the wave can propagate, and b

is the broad width of the waveguide (also see waveguide antennas in Section 27.2.2.1).
If the waveguide is terminated, the fields at the open end are approximately the

same as they would be if the waveguide does not terminate there, but continues to
infinity. The open-ended waveguide forms an aperture through which it radiates an EM
field, with a characteristic sine-wave pattern dependent on the waveguide dimension a,
especially in the immediate vicinity of the waveguide aperture. The waveguide aperture
can also serve as a receiving antenna; the total power it extracts from the reflected
wave is proportional to the area of the open waveguide aperture. Since the effective
aperture for receiving EM waves is not the same as the physical aperture, the efficiency
of waveguide aperture antennas (and horn antennas) typically ranges from 50% to 80%
[122]. Rectangular waveguide apertures, with or without dielectric loading, are the most
commonly used antennas for microwave imaging. Dielectric loading serves to reduce the
required waveguide dimensions, which helps to increase spatial resolution of the image.

27.3.2.2 Horn Antennas A variation of the waveguide aperture antenna is obtained
by flaring out the waveguide walls to form an EM horn. The horn antennas can provide
a greater directivity to radiated fields (or higher gain) for some of the noninvasive and
distant sensing applications. It is noted that the directivity or gain can also be increased
by using structures of other antenna designs, such as corner reflectors and parabolic dish
and dielectric lens antennas, designed for wireless communications applications (e.g., see
Ref. 122 and other chapters in this book).

An antenna formed by a rectangular waveguide flared out in one field plane is called
a sectorial horn antenna, whereas an antenna formed by a waveguide flaring out in both
field planes is referred to as a pyramidal horn antenna. For best operation of a sectorial
horn antenna flared out in the plane of the electric field (Figure 27.14), the flare angle
(ψ) must be sufficiently small such that the area of the wavefront is approximately equal
to the area of the aperture [123]. In this case, the field is constant over the aperture along
the direction of flare but will vary as cos(πx1/a) in the other direction or plane and a is
the height of the waveguide. The square of the absolute magnitude of the electric field
strength in the forward direction (proportional to gain) is given by

|E|2 = 2L

λ
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πr
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(27.20)
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Figure 27.14 Schematic diagram of a sectorial EM horn antenna. (From Ref. 123.)

where λ is the wavelength, r is the radial distance, and C and S are the Fresnel integrals
giving rise to the Cornu’s spiral [123]. Equation (27.20) indicates that if b is increased
for a given L, the field strength will first rise to a maximum and then fall, rising again to
a secondary maximum that is smaller than the first maximum. A similar situation results
if b and L are both increased to keep the flare angle constant. This suggests that as b

is increased, contributions from some of the secondary sources on the wavefront are out
of phase with others and tend to decrease instead of increase the field strength in the
forward direction.

27.3.2.3 Ultrawideband Antennas For applications where narrow nanosecond
pulses are employed to noninvasively sense the motion of the internal organs of the
human body, the radiation and reception of the EM signals require an antenna with
ultrawideband performance. Since the antennas must be sufficiently small to be placed
on or near the body, small resistively loaded dipoles and bow-tie antennas have been
proposed. These antennas are similar to those used for confocal microwave imaging and
are discussed in more detail in the next section.

27.3.3 Antennas for Imaging Applications

Several tomographic techniques for tissue imaging are currently under investigation;
indeed, considerable efforts have been directed toward breast cancer detection. It is note-
worthy that the contrast in terms of dielectric constant and electrical conductivity between
normal and malignant tissue is higher for the breast than many other organs. However,
the same high contrast in tissue permittivity induces diffraction in the propagation of
microwaves in tissue, which greatly complicates its use as a source for tissue imaging.
It has frustrated many attempts to date to develop a clinically feasible imaging modality.

27.3.3.1 Microwave Tomography Microwave tomography has been explored to
reconstruct images associated with variations of permittivity in body tissues. The proto-
types have employed organ-in-water phantoms, that is, model targets are immersed in a
tank of water. The most commonly used antennas are rectangular waveguide apertures,
with or without dielectric loading. As mentioned previously, dielectric loading reduces
the required waveguide dimensions, which helps to increase spatial resolution of the
image. Some interesting results, among others, have been obtained for isolated kidneys
[112] and heart tissues [115, 117].
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27.3.3.2 Confocal Microwave Imaging Confocal microwave imaging (CMI)
focuses backscattered signals to create images that indicate regions of significant
permittivity contrast [124]. The higher permittivity of malignant tumors gives rise to a
larger microwave scattering cross section than normal breast tissues. Range-gated spatial
focusing overcomes the problems of attenuation and background clutter of breast tissues
and is achieved through the use of electronically scanned antenna arrays. These arrays
use antennas such as resistively loaded monopoles or dipoles as radiators for temporally
short, broad-bandwidth pulses [125–128]. Resistively loaded bow-tie antennas have
also been proposed [124, 129].

Resistively Loaded Dipoles A loaded dipole antenna is realized by resistively loading
a dipole. This can be accomplished, for example, by using as dipole arms two tubes
whose conductivity varies along their length, as shown in Figure 27.15.

For a loaded dipole antenna the conductivity variation along the dipole arms for opti-
mal broadband behavior was proposed by Wu and King [125] (Figure 27.15). According
to their results, using a thin-walled metallic tube of outer radius am and wall thickness
d � am with conductivity varying along z as (see Figure 27.15 right)

σ(z) = σ0

h
(h− |z|) (27.21)

The current along the antenna is given by

Iz(z) = Iz0

h
(h− |z|)e−jk0|z| (27.22)

In Eq. (27.21), σ0 = (h/am)/dζ0ψ0, where ψ0 is the zero frequency value of

ψ = Az(z)

Iz(z)

4π

μ0

with typical values 6.0|ψ | < 12.0 [130].

am

h

z
h

0

−h

x

s (z)

s0

Figure 27.15 Resistively loaded dipole antenna. σ(z) is the conductivity profile along the dipole.
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Equation (27.22) represents a current wave traveling from the generator (z = 0) toward
both ends of the dipole. Accordingly, a loaded dipole can be used efficiently as an antenna
for UWB signals. In fact, when a UWB pulse is applied to the feed of an ideal dipole,
two current impulses travel along the antenna elements until they reach the ends where
the current goes to zero, giving rise to a reflected wave traveling back to the antenna
feed. This process continues until radiation or ohmic losses bring the current to zero.
In contrast, when an optimally loaded dipole is used, only a forward wave propagates
along the arms with no reflections. However, this result is accomplished at the expense of
efficiency that, for the loaded dipole antenna, varies between 10% and 40% depending on
its length [131]. A further drawback of this type of antenna is that its input impedance is
usually very high, Zi

∼= 600 �. Thus significant reflections (�i
∼= 0.8) occur at the drive

point of the Wu–King dipole when a 50-� coaxial feed line is used. These reflections
are reduced if the dipole is fed from a two-wire line.

In practical realizations, a resistively loaded dipole can be built by depositing a resis-
tive film of variable thickness on a dielectric rod [132] or by soldering together a set of
precision high frequency resistors [130, 133]. To improve the directivity of these antennas,
“V”-shaped dipole arms, obtained by rotation through a given angle (α in Figure 27.16a)
can be used [128]. An optimized version of this antenna has been obtained by curving the
dipole arms and modifying the Wu–King loading profile (see Figure 27.16b) [134]. This
geometry has been manufactured by printing the arms on a thin substrate and loading
them with surface-mount resistors. Some problems in this structure arise from the need
of a balun to transform the 50-� unbalanced feed line to the 200-� balanced line feeding
the antenna. A bandwidth with VSWR lower than 2.0 between 1.2 and 8 GHz has been
obtained [134].

Bow-Tie Antennas A bow-tie antenna is obtained by enlarging the arms of a planar
dipole to form triangles. Hagness et al. [124] reported the design of a wideband bow-tie
antenna suitable for near-surface biological sensing. The design was based on a modifica-
tion of the continuous resistive loading proposed by Shlager et al. [129], in combination
with the location of the antenna at the interface of the biological tissue. Figure 27.17
shows the antenna configuration. A bow-tie antenna with a flare length of h = 4 cm and

a

x

z z

x

(a) (b)

Figure 27.16 The V dipole: (a) linear profile and (b) curved taper.
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z = 0

x
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y

z = h

skin

lossy dielectric

breast tissue

bow-tie antenna

(a) (b)

Figure 27.17 Bow-tie antenna backed with a lossy dielectric slab and located at the surface of
the breast tissue: (a) top view and (b) lateral view. (From Ref. 124.)

a flare angle of 53◦ is located at the surface of the breast. The breast model is comprised
of a 1-mm thick layer of skin (εr = 36, σ = 4 S/m) and a half-space of normal breast
tissue (εr = 9, σ = 0.4 S/m). The antenna consisted of a material with the following
conductivity:

σ(z) = σ0

[
1− z/h

1+ (σ0/σ1/2 − 2)(z/h)

]
(27.23)

where z/h is the normalized axial distance along the bow-tie, σ0 is determined by the
metal used at the feed point, and σ1/2 is chosen to give the desired level of suppression
of the reflected pulse. A 3D FDTD simulation shows that the UWB end reflections for
the bow-tie element can be reduced to 60 dB with proper resistive loading.

This optimal loading reduces the radiated pulse into the breast by only about 1 dB.
For this optimized element, the backscatter responses of spherical tumors of 1.7–5.3-mm
diameter embedded within the breast at depths of 3–5 cm are clearly detected [124].

To avoid the need of a balun for the coaxial feed of bow-tie antennas, bow-tie
monopoles, also called tab monopoles, have been realized. The tab monopole consists
of a subwavelength tapered radiating element fed by a suitable transmission structure
(Figure 27.18a) [136].

The sizes of the tab monopole elements are approximately 0.12λ high and 0.22λ
wide, with a 20◦–40◦ taper. The tab monopole shown in Figure 27.18a is fed by a
grounded coplanar waveguide line but other feeding configurations are possible including
microstrips, striplines, and coaxial cables. A matching of the input impedance better than
−10dB is obtained over an operational bandwidth better than 50% [136].

The broadband performance of tab monopoles can be improved further by transforming
the tab in a staircase manner [135] as shown in Figure 27.18b. In this manner, a bandwidth
of 77% (VSWR ≤ 2) was achieved. By reducing the tab dimensions, these tab antennas
can cover bandwidths from 4 to 10 GHz with a VSWR less than 3 [137].

The loaded bow-tie antenna shown in Figure 27.19a is based on the use of continuous
resistive loading and of a tab shape as reported by Shlager et al. [129]. This antenna is
fed from a 50-� coaxial transmission line, through an image plane. The half-angle of
the cone is α/2 = 78.1◦; this makes the characteristic impedance of the infinitely long,
perfectly conducting bow-tie, equal to 50 �. The reflections of the metallic bow–tie have
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Figure 27.18 (a) Tab monopole and (b) staircase tab monopole. (From Ref. 135.)
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Figure 27.19 (a) Loaded bow-tie antenna and (b) comparison of the computed reflected voltage
for the optimized bow-tie with that of a metallic bow-tie. (From Ref. 129.)

been reduced by adding a discrete capacitance (C ≈ 0.08 pF) at the driving point, and
by using resistive loading along its length.

The internal resistance per unit length of the bow-tie was chosen to have the same
dependencies as proposed by Wu and King [125] and, consequently, the resistance per
square of the thin sheet that forms the antenna has the following dependence on ρ/s:

R(ρ/s) = R(1/2)

[
ρ/s

1− ρ/s

]
, 0 ≤ ρ/s ≤ 1 (27.24)

The reflected voltage in the feeding transmission line for this case is graphed in
Figure 27.19b (solid line) and compared with that obtained with a perfectly conducting
bow-tie (dashed line). The figure shows that the presence of resistive loading strongly
reduces the reflections.
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27.3.3.3 Microwave Thermoelastic Tomography A high peak-power micro-
wave pulse, upon absorption by soft tissues in the body, launches a thermoelastic wave
of acoustic pressure in the tissue medium, which propagates away from the launching
site in all directions. The thermoelastic pressure can be detected with an acoustic or
ultrasound sensor or transducer. Thus it provides a dual modality for tissue imaging
that was first proposed in the 1980s to form planar and/or tomographic images of body
tissues. Most feasibility studies were conducted using rectangular waveguide antennas,
with or without dielectric loading [111, 118–121]. For example, an open-waveguide
applicator delivered the microwave pulses to the hand-in-water phantom at the surface of
the water tank. Microwave-induced thermoelastic pressure waves were detected using a
square of piezoelectric transducer array located at the bottom of the tank [118]; whereas
a microwave thermoelastic tomography system specifically designed for human breast
imaging consisted of a hemispherical, 300-mm diameter bowl in which 64 piezoceramic
transducers were attached in a spiral pattern [120, 121]. The bowl was mounted on a
cylindrical shaft and could be rotated 360◦ about its axis. The entire device was immersed
in water contained in a cylindrical tank. For human breast imaging, the tank itself was
placed beneath an examination table, in which a circular hole was cut and mated to the
top of the imaging tank. Initially, a helical RF antenna was installed at the base of the
transducer array.

A semirigid coaxial cable, which passed through the center of the shaft, was used
to feed microwave energy to the helical antenna. This antenna arrangement produced
circularly polarized microwaves, and a slowly varying spatial intensity pattern within the
imaging volume. An updated version of the system replaced the helical antenna with
waveguide antennas [138]. The waveguide antennas produced linear polarization and
averted the strong, thermoelastic signals generated at the surface of the helical antenna.
These unwanted thermoelastic signals overlapped in time with the much weaker thermoe-
lastic signals from the microwave absorbing tissues. A schematic diagram of the latter
system is shown in Figure 27.20. Note that this system has eight waveguide antennas
and 128 ultrasonic transducers arrayed on the hemispherical surface.

27.3.3.4 Magnetic Resonance Imaging Current generations of clinical MRI
scanners are based on induced nuclear magnetic resonance of water molecules. An applied
static magnetic field induces the magnetic dipole moments associated with hydrogen pro-
tons in tissue to be aligned in the direction of the applied field. Each proton or dipole
moment precesses about the static field, B0, in the transverse plane at the Larmor fre-
quency f0. An RF magnetic field that oscillates at f0 is applied using an appropriate
antenna in the direction transverse to B0, and then by choosing the pulse duration of
the excitation, the magnetic dipole moments can be tipped into the transverse direction.
The decaying signal following the pulse excitation is detected using an RF receiving
antenna. For an image of high quality, the applied RF magnetic field should be uniform
over all regions of the body being imaged, since a nonuniform field introduces distortion
into the image. Moreover, for maximum energy coupling into the hydrogen nuclei, it is
necessary to have an antenna (coil) that can generate circularly polarized fields. Birdcage
and TEM coils have been designed to satisfy both of these requirements and they are
described next.

Birdcage Coils Birdcage coils typically are made by using two conducting end-rings
(ERs) connected by a number of conducting legs (rungs) distributed at equal spacing



1410 ANTENNAS FOR MEDICAL THERAPY AND DIAGNOSTICS

Breast
Waveguide Detector Array

B: 1 RF Splitter

Imaging
Tank

Rotary Table

Figure 27.20 Schematic diagram of the thermoelastic tomography system. This system has eight
waveguide antennas and 128 ultrasonic transducers arrayed on the hemispherical surface. (From
Ref. 138.)

(a) (b)

end-rings

legs

Figure 27.21 (a) High pass birdcage coil and (b) low pass birdcage coil. (From Ref. 143.)

around the perimeter of the ERs [139]. Capacitors are inserted into legs or ERs to achieve
fine tuning of the desired resonant mode (see Figure 27.21). A high pass (HP) coil has
the capacitors situated in ER segments (Figure 27.21a), while a low pass (LP) coil has
capacitors placed in the legs (Figure 27.21b). A bandpass (BP) coil has capacitors at both
locations.

Birdcage coils are resonators characterized by more than one resonant mode: in fact, an
N -leg coil has (N/2)+ 1 distinct resonant modes [139]. Conductors can be modeled as
inductances in an equivalent circuit in order to predict the complete resonance spectrum
[140–143]. According to the analysis described in Jin [142] and Giovannetti et al. [143],
a high pass birdcage coil can be represented as shown in Figure 27.22, where Lleg



27.3 ANTENNAS FOR SENSING AND DIAGNOSTIC IMAGING 1411

Ler C Ler C Ler C

Ler C Ler C Ler C

Ij − 1 Ij + 1Lleg LlegIj

Figure 27.22 Section of the equivalent circuit for a high pass birdcage coil. (From Ref. 143.)

represents the self-inductance of one leg, C the capacitance of the capacitor between two
legs, and Ler the self-inductance of the end-ring segments.

For a more rigorous analysis of this structure, the mutual inductances between con-
ductors should be taken into account. Several approximate formulas have been proposed
in the literature for computing self- and mutual inductances for strip and cylindrical
conductors [141–143].

By applying Kirchhoff’s voltage law to each loop with current Ij , and λ = 1/ω2, the
following matrix equation can be obtained:

K I = λH I (27.25)

where I represents a column vector given by I = [I1, I2, . . . , IN ]T; K and H are N ×N

square matrices whose elements are given by

Kj,k = Llegj,k − Llegj+1,k − Llegj,k+1 + Llegj+1,k+1 + 2(Lerj,k − L′erj,k) (27.26)

Hj,k = 2δj,k/C (27.27)

where δj,k indicates the Kronecker delta.
For a nontrivial solution of Eq. (27.25), it is necessary that

det{K − λH } = 0 (27.28)

The N -degree polynomial equation (27.28) has N solutions (λ1, λ2, . . . , λN), which cor-
respond to the N resonant frequencies. For each λk , a solution Ik exists for I.

The determination of the birdcage resonance spectrum can be simplified by neglecting
the mutual inductances [142]. For a birdcage coil with N legs, the current Ij must sat-
isfy the periodic condition Ij+N = Ij . Therefore the N linearly independent normalized
currents have the form

Ijk =

⎧⎪⎨⎪⎩
cos

2πjk

N
, k = 0, 1, 2, . . . , N/2

sin
2πjk

N
, k = 1, 2, . . . , (N/2)− 1

(27.29)

where Ijk represents the value of the current in the j th loop for the kth solution (kth
mode). The resonant frequencies for a low pass birdcage are given by

ωk =
[
C

(
Ler+ Lleg/2 sin2 πk

N

)]−1/2

(k = 0, 1, 2, . . . , N/2) (27.30)
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Figure 27.23 The resonance spectrum of a 16-leg high pass birdcage coil. (From Ref. 141.)

Similarly, for a high pass coil the resonant frequencies are

ωk =
[
C

(
Ler+ 2Lleg sin2 πk

N

)]−1/2

(k = 0, 1, 2, . . . , N/2) (27.31)

Figure 27.23 shows the measured resonance spectrum of a high pass birdcage coil
(N = 16).

From the figure it can be seen that (1) the highest resonance frequency occurs at
k = 0, which means constant and opposite currents in the two end-rings and a null
current in the legs, giving rise to an antiresonant (AR) mode; (2) the two solutions in
Eq. (27.29) (cos(2πjk/N ) and sin(2πjk/N) with the same k (k = 1, . . . , 7) have the
same resonant frequency (degenerate modes); and (3) the first two solutions, for k = 1,
produce a circularly polarized uniform magnetic field—a highly desirable feature for
medical applications of MRI.

In designing an MRI apparatus, shielding is used to minimize the interaction of the
RF field generated by the birdcage with other parts of the system. The effect of shielding
on the resonance frequency and field distribution in the coil can be studied by the image
method, which assumes that the field produced by the induced current on the shield is
identical to the field produced by image currents radiating in the absence of the shield.
Because the birdcage coil conductors are parallel to the shield, the image currents have
to flow in the opposite direction in order to satisfy the boundary conditions. The use of
shields reduces the inductances and increases the resonance frequency [140–143].

Another important aspect of MRI antennas is their ability to produce a uniform mag-
netic field inside the cage. Using the Biot–Savart equation, the magnetic field distribution
can be computed from conductor currents associated with a given mode among the vari-
ous modes of excitation sustained by the birdcage coil. Specifically, in order to calculate
the magnetic field generated by the currents, a coil can be subdivided into leg and end-ring
segments in order to separately study their contribution to the total field. Note that the
use of Biot–Savart equation implies a quasistatic magnetic field assumption, and it is
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(a) (b) (c)

Figure 27.24 Contour plots of the H1 field of a 16-leg low pass birdcage coil for mode (a) k = 1,
(b) k = 2, and (c) k = 3.

valid when the coil dimensions are much smaller than the wavelength. In practice, this
assumption is satisfied at frequencies used in most MRI scanners. For example, at 64
MHz (B0 = 1.5 T), the wavelength is 4.7 m; thus the quasistatic assumption holds for
practical birdcage dimensions. This approximation also holds when increasing the static
magnetic field strength, since the coil dimension decreases accordingly. Figure 27.24
shows the contour plot of H1 fields for a 16-leg low pass birdcage coil [142]. A higher
field uniformity for mode k = 1 compared to mode k = 3 is clearly visible.

TEM Coils The use of higher static magnetic fields B0 and, consequently, higher Larmor
frequencies for better MR images has introduced systems operating at 3–9.4 T (128–400
MHz). This development requires new types of antennas. One of the most commonly
used is the transverse electromagnetic (TEM) coil proposed by Röschmann [144] and
Bridges [145]. These coils are based on TEM transmission lines with capacitive loads of
various configurations and have become known as “TEM resonators” [146].

The geometries of two TEM resonators are shown in Figure 27.25. These resonators
consist of multiple longitudinal conductors arranged in a circular cylindrical pattern and
enclosed by a cylindrical shield with end plates that form a cavity. Figure 27.25a shows
the most commonly used design in which the inner conductors are hollow tubes that do
not connect directly to the end plates but are separated from them by short air gaps. The
interior of each tube contains another conducting cylinder whose length can be adjusted,
giving rise to an open-circuited transmission line that acts as a capacitive tuning stub.
Figure 27.25b shows a design that uses microstrip conductors, supported by a hollow
cylinder made of dielectric material, and connected to the shield with commercially
available fixed and trimmer capacitors. These coils are driven by sources connected to
the end of one or more conductors.

Many theoretical studies on TEM resonators have been conducted [147–151]. Some
investigations calculated resonance frequencies in terms of equivalent total lumped induc-
tance and capacitance [149, 151]; others derived expressions for field distribution and
resonance frequencies using transmission line theory [147, 148, 150]. In particular, it has
been shown that the TEM resonator behaves like a loaded multiconductor transmission
line (MTL) capable of supporting standing waves, shown in Figure 27.26 [148].

The voltages Vn(z) between the generic and the reference conductor and the currents
In(z) satisfy the vector transmission line equations:

d

dz
V = −Z I

d

dz
I = −Y V (27.32)
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Figure 27.25 TEM resonators. (a) Configuation of coaxial TEM coil. In practice, a large even
number of elements (e.g., 16) is used, but only four elements are shown in the figure for simplicity
(from Ref. 147). (b) Configuration of microstrip TEM coil (from Ref. 148.)
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Figure 27.26 Schematic of the MTL model for the TEM resonator. (From Ref. 148.)

where Z and Y are the per-unit-length impedance and admittance matrices of the line,
which for physical reasons are symmetric. These matrices can, in turn, be expressed
as Y = G + jωC and Z = R + jωL, which involve the per-unit-length resistance (R),
inductance (L), conductance (G), and capacitance (C ). For an empty coil the conductance
matrix G vanishes and it is also possible to set the resistance matrix R = 0, since the
losses are dominated by dissipation inside the tissues.
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Figure 27.27 Return loss measured for a 16-element coil for head imaging. (From Ref. 147.)

In the absence of excitation, and for symmetrically placed tubes, the condition for
resonance results in

N∏
n=1

(1−�+n �
−
n e

−2jknl) = 0 (27.33)

where �+n and �−n are the modal decompositions of the reflection coefficients at the end
of the lines. The frequency response of an N = 16 element coil for head imaging was
measured experimentally [147]. The return loss S11 measured at the input of this coil is
shown in Figure 27.27. It can be seen that N/2+ 1 = 9 modes are present. The desired
m = 1 mode appears near 177 MHz.

The magnetic field distribution inside the coil is determined by the conductor currents
according to

H =
∑
n

�Im+n e−jknz − Im−n e+jknz�hn(x, y) (27.34)

where kn is the wavenumber of mode n, which for TEM modes and lossless conductors
is given by kn = ωn/c, and hn is the transverse vector mode function.

Using Eq. (27.34) it is possible to compute field distributions for modes of all orders.
In particular, Figure 27.28 presents the intensity of the transverse magnetic field at the
midplane, for mode m = 1, in a 16-element coil [147]. A single source was used to excite
the coil, resulting in linear polarization over the head-accessible portion of the coil. It can
be seen that a major portion of the magnetic field energy resides in inaccessible regions.
This aspect of the coil’s operation is shared not only by the TEM resonators but also by
conventional birdcage coils. Because circular polarization is most effective in exciting
the MR signal, coils are commonly driven in a quadrature fashion to produce circularly
polarized fields. When driven in this manner, the field is highly homogeneous over the
central region.
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Figure 27.28 The B1 field intensity for mode 1 in a 16-element TEM coil with a single drive
point. (From Ref. 147.)

Patient’s Safety Aspects The design of MRI coils must also take into account,
together with resonance frequency evaluation, the patient’s safety aspects. In fact, during
MRI patients are exposed to relatively large radiofrequency pulses that determine energy
absorptions inside the body that, once converted into heat, can give rise to adverse ther-
mal effects. In order to assess the exposure, SAR and temperature distributions have
to be evaluated and the obtained peak values compared with limits reported in existing
international guidelines.

The finite-difference time-domain (FDTD) method has been used to determine the
SAR distribution during an MRI head examination for frequencies ranging from 50 to
400 MHz and by using anatomically realistic human models [152–155]. Detailed thermal
models including conductive and convective heat transfer mechanisms have been used
to predict temperature elevations as a function of various exposure parameters in the leg
due to an RF surface coil [156] and in a realistic head model [155, 157]. Figure 27.29
shows the results obtained by Nguyen et al. [157].

In particular, Figure 27.29a shows the SAR distributions in the transverse sagittal
plane while Figure 27.29b lists the maximum 1-g SAR values for specific tissues within
the head and the maximum temperature increments in the head at frequencies of 63, 300,
400, and 500 MHz. Figure 27.29b shows that the maximum SAR is frequency dependent
and, in general, increases as the frequency increases. However, at 300 MHz the SAR
values are somewhat higher than expected. Collins et al. [152] and Gandhi and Chen
[153] reported this same phenomenon near 300 MHz. These authors hypothesized that this
is an indication of a resonance occurring near 300 MHz due to the relative dimensions
of the head in comparison to the wavelength. In fact, at 300 MHz the head used in
the study is nearly half a wavelength in diameter. Another observation based on these
results is that the maximum SAR absorption occurs mostly within the skin. This high
absorption rate, in and near the skin (including muscle), is not surprising since the electric
field magnitude within the birdcage increases as one approaches the wire of the coil. By
solving the thermal problems, these authors found a maximum temperature increase of
1.34 ◦C at 300 MHz (see Figure 27.29b). On the basis of the ICNIRP recommendation,
no adverse health effects are expected if the temperature increase in any part of the head
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Frequency Tissue Type Max 1g SAR 
(W/kg) 

ΦTMAX
(°C)

Cornea/Sclera 0.54 
Muscle 0.51 63 MHz 
Tendon 0.43 

0.03

Skin 22.30 
Cerebellum 8.39 

300 MHz 

Tendon 8.34 
1.34

Skin 11.31 
Cerebellum 6.55 

400 MHz 

Brain (White) 5.71 
0.53 

Skin 16.92 
Brain (White) 8.47 

500 MHz 

Tendon 8.39 
0.93

(a) (b)

Figure 27.29 (a) Sagittal cross section of SAR distribution and (b) list of SARs and temperature
increments at various frequencies. (From Ref. 157.)

does not exceed about 1 ◦C [158]. Hence the simulation results that may have clinical
significance are those at 300 and 500 MHz. However, it must be noted that the thermal
model presented does not account for all thermal regulatory responses of the body and
thus represents a worst case scenario. The actual temperature increases within the head
are likely to be less than those reported.

The current U.S. Food and Drug Administration (FDA) and International Electrotech-
nical Commission (IEC) “normal mode” limits for MRI are, respectively, 3.0 and 3.2
W/kg averaged over the head. Recently, numerical computations for SARs of a human
head model inside TEM coils at frequencies from 64 to 400 MHz have been compared
to the safety limits [155]. A comparison of the ratios of maximum local to whole-head
average SAR with the ratios in the safety limits is shown in Table 27.2 for six MRI
frequencies. It can be seen that, at every frequency, the ratio of maximum local SAR
in either 1-g or 10-g regions to the head-average SAR is higher than that in the safety
limits. These results suggest that local SAR in the human head will nearly always exceed
existing limits before whole-head SAR does. Because only whole-head or whole-body
SAR is typically monitored in clinical MRI scans, this also indicates that existing limits
on local SAR are likely exceeded often in practice. Numerically computed 10-g SAR
ratios are closer to the ratios of corresponding IEC limits than 1-g SARs are to the ratios
of corresponding FDA limits. The IEC SAR limits appear much less restrictive overall
than FDA SAR limits.

MRI is a widely accepted tool for the diagnosis of a variety of disease states. Today,
however, MRI is contraindicated for patients implanted with pacemakers (PMs). The
most adverse effect seems to be the heating of the catheter produced by the high cur-
rents induced by the RF field used in the MRI procedure [159]. This problem has been
studied, both experimentally and numerically, by considering a thorax model placed in a
birdcage coil [160]. A pacemaker equipped with a 60-cm long catheter has been inserted
inside the thorax. The presence of this implant gives rise to peak SAR averaged over
1 mm3 of about 1800 W/kg close to the catheter tip, while the average SAR is about
1 W/kg—the same value obtained in the absence of the pacemaker. The obtained SAR
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TABLE 27.2 Ratio of Maximum Local to Whole-Head Average SAR
for a Human Head Model in a TEM Coil at Several Frequencies
Compared to the Ratios in the Regulatory Limits

Frequency (MHz) SAR1g/SARW
c SAR10g/SARW

64 6.1 3.4
128 5.2 3.2
200 5.6 3.5
300 5.4 4.1
340 6.7 5.0
400 6.0 4.4

FDAa 2.7 —
IECb — 3.12

aFDA, Food and Drug Administration limits.
bIEC, International Electrotechnical Commission limits.
cSARw, whole-head average SAR.

Source: From Ref. 155.
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Figure 27.30 (a) SAR distribution in the coronal section passing through the catheter and (b) time
behavior of the temperature, at the catheter tip, on the simulated and physical phantoms. (From
Ref. 160.)

distribution (Figure 27.30a) gives rise to temperature increments up to 6 ◦C for 6-min
MRI investigations (Figure 27.30b). However, also in this case, lower temperature incre-
ments are expected if more realistic human body models together with blood perfusion
and thermoregulation are considered.

27.3.4 Summary

There are many different types of antennas for biomedical applications. The choice
depends on frequency, power, SAR and its distribution, intended biological target, and
the domain of application. The various antennas and application scenarios would depend
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on whether the exposure is whole body or partial body, or the target organ or tissue.
Each of these approaches allows an abundant array of antenna configurations. Beginning
with antennas for noninvasive sensing applications, the various types of antenna and
application scenarios are presented in this chapter, along with discussions on techniques
for design and their expected performance. Antennas for microwave and magnetic reso-
nance imaging then followed. Antennas can also be divided into categories on the basis
of whether the antenna is designed to be used in close proximity to or in direct contact
with the body. Because imaging and sensing both involve signal detection, the same
type of antenna can often be employed for both sensing and imaging purposes and they
include waveguide aperture and horn antennas. Likewise, resistively loaded dipoles and
bow-tie antennas can be used to transmit and receive UWB signals found in confocal
microwave imaging and internal organ sensing applications.

Clinical MRI scanners are based on induced nuclear magnetic resonance of water
molecules. For images of high quality, the applied RF magnetic field should be uniform
over all regions of the body being imaged since a nonuniform field introduces distortion
into the image. Moreover, for maximum energy coupling into the hydrogen nuclei it is
necessary to have an antenna that can generate circularly polarized fields in the range of
30–500 MHz. Birdcage and TEM coils designed to satisfy both of these requirements
are described, along with their performance characteristics.

In addition, the patient’s safety during MRI procedures is of interest, especially for
some newer imaging protocols involving levels of applied magnetic fields as high as 10
T. In practice, whole-head or whole-body SAR and temperature are typically monitored
during clinical MRI scans. Under worst case scenarios, computer simulations have shown
that the temperature increase in the human head can approach or exceed 1 ◦C (the current
ICNIRP Guideline) at 300 and 500 MHz. Recent results indicate that existing USFDA
and IEC safety limits on local SAR are likely exceeded often under most circumstances
in practice.

The MRI procedure is contraindicated for patients implanted with pacemakers. It is
interesting to note that computer simulation has shown a catheter inserted inside the
thorax can give rise to a peak local SAR of about 1800 W/kg near the catheter tip, while
the average SAR is about 1 W/kg,—the same value in the absence of the pacemaker.
This SAR can produce a temperature increase of 6 ◦C in 6 min of MRI imaging, under
the worst conditions.

Antennas have been an important part of the research and development conducted to
enhance medical applications in diagnostic sensing and imaging, as well as in therapeutic
treatments. A number of successful clinical applications in imaging, especially MRI, have
bolstered confidence in the potential of nonionizing RF and microwave energy. Clearly,
research and development in biomedical applications of EM systems will continue to
expand, and with it our understanding of biological interactions and progress in new
biomedical applications of electromagnetic theory and technology.
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CHAPTER 28

Antennas for Biological Experiments

JAMES C. LIN , PAOLO BERNARDI , STEFANO PISA , MARTA CAVAGNARO, and
EMANUELE PIUZZI

28.1 INTRODUCTION

The rapid development of wireless radio communication systems during the past decade,
with the resulting widespread use of cellular mobile telephones, has raised public concerns
about possible adverse health effects resulting from exposure of the human body and
especially the human head to the electromagnetic (EM) field radiated by such devices.
Indeed, with the advent of cellular mobile telephones, a radiofrequency (RF) source is
placed close to the human head or in direct contact with the human body for the first
time in human history. In addition, power lines for transmission of electrical power
have been in use around the world long before cellular communication systems were
introduced. They operate in the 50–60-Hz range of extremely low frequencies (ELFs)
and produce EM fields along their rights-of-way, exposing the population in the path of
transmission. The potential adverse health effects of ELF fields have been a subject of
public concern and scientific investigation for more than two decades. Indeed, one focus
of the interdisciplinary field of bioelectromagnetics has been the study of interactions of
EM fields with biological systems and possible health effects of EM fields.

The methodologies employed in bioelectromagnetics to study the interaction of
EM fields with biological systems and possible health effects of EM fields whether
at extremely low frequencies or radiofrequencies can be divided into three categories:
in vitro biological experiments, in vivo experiments, or epidemiological studies. In vitro
biological experiments usually involve biological entities constituted by cells contained
within flasks or Petri dishes and are exposed to a well-defined EM field. These exper-
iments are most suited to study the possible effects of exposure on specific biological
targets or to study postulates and verify proposed interaction mechanisms aimed toward
explaining some observed biological effects. However, the implications of any effect
observed at the cellular level with in vitro studies are not always obvious in terms of health
effects on whole organisms. Thus it becomes necessary to conduct in vivo experiments,
where whole animals such as mice and rats are directly exposed to EM fields and the
potential for induction of specific health effects is investigated. While in vivo experiments
are important to assess the existence of possible health effects and the thresholds for their
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induction, they are also useful in allowing extrapolation of animal observations to human
subjects. Epidemiological studies can offer the most direct evidence on the health effects
from human exposure to EM fields. However, a major limitation of epidemiological
studies, apart the exposure assessment of the EM field (i.e., the quantification of exposure
levels), which is rather difficult if not impossible to obtain with an acceptable level of
accuracy, is the typical prolonged period of time required for observation in most cases.

Unlike epidemiological studies, where investigated subjects are exposed daily to real
sources encountered in everyday life, both in vitro and in vivo biological experiments
require the design and realization of appropriate systems allowing exposure, under con-
trolled laboratory conditions and with reproducible exposure and specific absorption rate
(SAR) or induced field levels of the biological target. Whether it is for a cell culture
or a whole animal, the complex systems are generally referred to as exposure systems.
Antennas used for biological experiments are a part of exposure systems whose aim is to
produce a field distribution inside the system suitable for the exposure of the biological
target at the required levels and with a given uniformity over the whole target or a part of
it. Therefore these antennas must generally produce well-defined field distributions over
a limited and confined region of space where the targets will be placed and, as such, they
are often quite different from a conventional antenna, designed to radiate EM fields in
free space.

Of course the antenna, on which the present chapter is focused, is but one piece of
the whole exposure system. Indeed, besides the generation of the EM field and the pro-
duction of the desired SAR or fields within the biological subject, the exposure system is
also required to maintain physiological and environmental conditions appropriate for the
experimental preparation under investigation and allow, when necessary, the monitoring
of biological parameters of interest during exposure (e.g., access for visual observa-
tion by a microscope). Therefore it also consists of devices for maintaining the optimal
environmental conditions, such as incubators and ventilation systems, and sensors for
monitoring various physiological parameters. Moreover, appropriate holders or retention
mechanisms for the precise positioning of the biological subject within the exposure field
must also be included. Figure 28.1 shows two examples of complete exposure systems:
Figure 28.1a is an in vitro system based on rectangular waveguides for exposure of cell
cultures contained inside Petri dishes, and Figure 28.1b is an in vivo system using loop
antennas for localized head exposure of mice or rats.

The rest of this chapter proceeds with a brief description of the organization and
approaches for interdisciplinary research in bioelectromagnetics and provides a summary
of the main features characterizing an exposure system, including a definition of the
dosimetric quantities used to evaluate the performances of an antenna in producing the
desired field distributions within the biological body. It is followed by a discussion
of antennas used in recent in vitro and in vivo experiments. The antennas are divided
according to their intended application in antennas for in vitro experiments and antennas
for in vivo studies. The descriptions are further subdivided into categories of antennas
for whole-body and localized exposures. For each antenna a description of its main
characteristics and a few examples to illustrate types of applications are given. Where
possible, some general design rules are also provided. It is noted that, for the most part,
these antennas are designed and optimized through a trial-and-error approach making
use of numerical simulations and only in some rare cases analytical design formulas
exist. It must also be emphasized that the operation of the overall exposure system poses
many different, and often contrasting, constraints on the design of the antenna itself.
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(a) (b)

Figure 28.1 Example of exposure systems: (a) in vitro system (from Ref. 1) and (b) in vivo
system (from Ref. 2).

For example, the incubator dimensions limit the maximum size of the antenna, while
the subject dimensions limit its minimum size. Moreover, electromagnetic compatibility
(EMC) problems pose a limit on the maximum leakage field. This means that general rules
for antenna design cannot be given without exact knowledge of the global specifications
of the overall exposure system where they will be used, the protocols planned, and the
specific biological preparation involved.

It is worth mentioning that an antenna for RF biological experiments, aiming at the
production of a prescribed induced field or SAR within a biological subject, essen-
tially possesses the same goals as antennas for hyperthermia treatment of cancer (see
Chapter 27), and therefore, especially in the past, external hyperthermia applicators have
often been used as antennas for biological experiments. However, nowadays, it is well
recognized that, in order to produce meaningful and reproducible results, special care
must be taken to properly characterize the exposure system from the dosimetric point
of view. Therefore most recent biological experiments make use of specifically designed
and well-characterized exposure systems, employing antennas specifically tailored for the
particular application.

Obviously, the principal application of materials discussed in this chapter is in bio-
electromagnetics research, where the interaction of EM fields with biological systems
and possible health effects of EM fields are investigated using antennas and exposure
systems. The following section provides a discussion on organizing interdisciplinary
bioelectromagnetics research.

28.2 ORGANIZED INTERDISCIPLINARY BIOELECTROMAGNETICS
RESEARCH

Research investigations in bioelectromagnetics are interdisciplinary and complex. A
well-organized and expertly executed multidisciplinary program is often necessary to
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study interactions of EM fields with biological systems and to provide meaningful results
and help advance our understanding of the health effects.

28.2.1 Organization of Research

Research programs may be organized in various ways, depending on their type and
level of complexity. There are two major categories of organized research: exploratory
and mission-oriented. The strategies through which the research may be organized and
supported are distinct. While exploratory research may be hypothesis driven, its objective,
in general, is to gain knowledge and learn about the interaction of various forces in natural
or under artificial environments. Mission-oriented research has a specific goal, such as
landing on Mars or finding cure for a particular disease. Most sponsored research to
ascertain if there is any linkage between the EM fields from mobile phones or power
lines and their health effects, to date, falls under the category of mission-oriented research.

The key steps in mission-oriented research or finding are (1) definition of issues,
(2) identification a research agenda, (3) dissemination of the agenda, (4) call for proposals,
(5) selection of projects, (6) execution of studies, and (7) reporting of results. Each step
is crucial for successful completion of the research. A leadership style and management
to ensure proper execution of each step are fundamental for success. Clearly, deficiencies
or blunders in steps 1 to 4 would preordain failure. However, faults or oversights in steps
5 to 7 could reduce the value of the research.

A key component in enhancing the perceived credibility of sponsored research is the
“arm’s-length” or “fire-wall” arrangement, in which the sponsor defines issues, identifies
the research agenda, disseminates the agenda, and provides the funding. This approach
leaves the call for proposals, selection of projects, and program management through
an independent organization, and the execution of projects and reporting of results to
be done by project investigators, under an arm’s-length arrangement. The fire wall is
used for sponsors, to provide funding for the selected projects but to prevent their direct
participation in the selection and management of research projects or determination of
their outcome.

The public is often apprehensive and skeptical of research results and conclusions,
if they suspect breaching of the arm’s-length or fire-wall protocol. Likewise, if there
is a lack of demonstrated transparency in the seven key steps outlined above, public
perception and acceptance of the resulting research or conclusion would be checked and
restrained.

It is appropriate for sponsors to conduct in-house research and/or contract the research
to universities or other independent organizations. This strategy would serve the sponsor’s
need to know and could provide the sponsor with first-hand information on any linkage
between the EM fields used for the product or service and their health effects. Obviously,
the arm’s-length and fire-wall arrangements do not apply under this scenario.

Given the widely circulated experiences involving research on cigarette smoking and
leaded gasoline, however, the public has become very skeptical about results from such
research. The recent record for public acceptance of any conclusions derived from
such research has been dismal, because of perceived challenges in establishing any
arm’s-length or fire-wall type of arrangement. Nevertheless, “corporately conducted”
research is important from a utilitarian perspective and has its place in the overall strategy
of a given corporate entity.
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28.2.2 Interdisciplinary Team Approach

It goes without saying that the research projects must be carried out with well-known sci-
entific methodology, regardless of whether the research is exploratory or mission-oriented,
or in-house or sponsored. However, research into the biological effects of EM fields, from
wireless personal communication systems and power lines, is complicated by the inter-
disciplinary nature of the subject. It places requirements on investigators that are beyond
their usual training in fields of particular disciplines.

The subtle interactions that take place between the EM fields and any observed bio-
logical response may easily elude the eyes of one trained in a specific field of study. An
electrical engineer may not recognize complications imposed by the exposure of biologi-
cal systems that are beyond ordinary electromagnetic interference phenomena. Likewise,
an investigator trained in biological science, using well-established techniques, may not
realize that the response may be an artifact from the exposure system. Thus the outcome
and significance of an investigation may often depend on the knowledge and experi-
ence of the investigator or investigators in the specialized bioelectromagnetics field of
study.

The interdisciplinary team approach is essential to the investigation of health effects of
RF/microwave radiation from cellular-mobile-telephone operations and from power-line
fields. It demands the collective efforts of investigators who are knowledgeable and expe-
rienced with specific training in this specialized field of study. This is not to suggest that
new or experienced investigators from other fields should be excluded from conducting
research in this area. (In fact, they may make valuable contributions to the investigation.)
Instead, they could be a part of an interdisciplinary team, where there are individuals
with expertise and experience in this specialized field.

It might be expedient to recruit a team of investigators with associated knowledge
and experience. Given the complications of this field, the outcome would be uncertain at
best. One consequence is research results that are of questionable value, creating more
controversy. It may prolong the search in darkness instead of shining more light on the
subject. The situation can become more tenuous if the team has a total lack of experience
in research involving EM exposure of biological systems. Therefore, attention needs to
be given to both experimental and management factors that could have independently
provoked or prevented the observation of a biological response.

28.2.3 Need for Confirmation and Replication Studies

Unlike physical systems, where the behavior of the system, under most circumstances,
especially in its designed range of operation is deterministic, the responses of biological
systems and organisms are notoriously variable. Their behavior is often uncertain, even
under similar circumstances of EM field exposure. A given observation must be repli-
cated by the same investigators. Thus a large number of experiments would normally
be required to establish a reliable cause-and-effect relationship between the exposure
and biological response. If the number of experiments is limited, it would be difficult to
detect a true association.

Because a single study or report seldom provides definitive evidence for or against
a biological response, several independent studies are needed to arrive at a statistically
significant association, or at a convincing answer to the health effect question. It should be
noted that the scientific approach and acquisition of scientific knowledge are predicated
on replication and confirmation by repeated experimentations. The problem of health
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implications can only be met with the presence of a critical mass of scientists working
on issues of the interaction of EM fields with biological systems. The uncertainties on
the linkage between the wireless mobile communication systems and power lines and
their health effects persist today, in part, because of the limited number and scope of
replication or confirmation studies that have been conducted or completed.

28.3 INDUCED FIELDS AND SAR

As mentioned previously, the performances of antennas and exposure systems for bio-
logical experiments typically are evaluated on the basis of their ability to produce a
prescribed induced field or SAR within a biological object. Indeed, SAR in biological
systems or tissue models has been adopted as the dosimetric quantity of choice, espe-
cially at radiofrequencies. The metric SAR expressed in watts per kilogram (W/kg) is
defined as the time rate of change of the incremental energy absorbed by or deposited in
an incremental mass contained in a volume of a specific density. Knowledge of SAR or
induced field is of interest because it may serve as an index for comparison and extrapo-
lation of experimental results from tissue to tissue, from animal to animal, from animal to
human, and from human to human exposures. It is also useful in analyzing relationships
among various observed biological effects in different experimental models and subjects.
This is in clear contrast to incident field or any other external measures of exposure,
which often can produce different induced fields and SARs inside different biological
systems, even for the same values of incident field. Also, the whole-body absorption of
RF electromagnetic energy by humans and laboratory animals, as specified by specific
absorption (SA), is of interest because it is related to the energy required to alter the
thermoregulatory response of the exposed subject [3].

It should be noted that the quantity of induced field is the primary driving force under-
lying the interaction of electromagnetic energy with biological systems. The induced field
in biological tissue is a function of body geometry, tissue permittivity and conductivity,
and the exposure conditions. Moreover, a determination of the induced field is recom-
mended because (1) it relates the field to specific responses of the body, (2) it facilitates
understanding of biological phenomena, and (3) it is independent of any mechanism of
interaction. Once the induced field is known, quantities such as SAR can be derived
from it by a simple conversion formula. For example, from an induced electric field E
(in V/m), the SAR can be derived as

SAR(x, y, z) = σ(x, y, z)|E(x, y, z)|2rms

ρ(x, y, z)
(W/kg) (28.1)

where σ represents the conductivity (S/m), and ρ is the density of the tissue (kg/m3).
However, in the absence of a small, isotropic, implantable electric-field sensor with

sufficient sensitivity, a common practice in experimental dosimetry relies on the use of
small field-insensitive temperature probes (such as fiberoptic sensors) to measure the
temperature elevation produced under a short-duration (< 30 s), high intensity exposure
condition (sufficiently high to produce an easily measurable tissue temperature elevation).
The short duration is not enough for significant conductive or convective heat transfer to
contribute to tissue temperature rise. In this case, the time rate of initial rise in temperature
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(slope of transient temperature response curve) is linear and can be related to SAR through
a secondary procedure:

SAR = c
�T

�t
(28.2)

where �T is the temperature increment (◦C), c is the specific heat capacity of the tis-
sue (J/kg·◦C), and �t is the duration(s) over which �T is measured. Thus the rise in
tissue temperature during the initial transient period of RF energy absorption is linearly
proportional to the value of SAR. It is important to distinguish the use of SAR and its
derivation from temperature measurement. The quantity of SAR is merely a metric for
energy deposition or absorption and it should not be construed to imply any mechanism
of interaction, thermal or otherwise. However, it is a quantity that pertains to a macro-
scopic phenomenon by virtue of the use of bulk electrical conductivity in its derivation
(Eq. (28.1)) and the use of specific heat capacity in Eq. (28.2).

The definition of SAR and its relation to induced fields puts us now in a position to
examine more closely antennas and exposure systems. We first discuss the salient features
used to characterize exposure systems; indeed, these features, for the most part, are
unique to this particular application. Discussions on antennas for biological experiments
then follow.

28.4 CHARACTERISTIC FEATURES OF EXPOSURE SYSTEMS

The first important feature of an exposure system is the homogeneity of the induced
field or SAR distribution for RF exposures or the EM field for ELF exposures within the
target, which may be quantified by the standard deviation of the distribution.

Another essential but nonelectromagnetic feature is the volume efficiency, which is
defined as the ratio between the subject volume and the space required for the entire
exposure environment. Volume is an issue since if the volume efficiency is poor, a large
space may be needed to accommodate the exposure system, which would increase the
amount of effort needed for environmental control. It would be impractical for use with
a small incubator. Among the more classical antenna parameters, one that must always
be taken into account for RF antennas is the input impedance that must be achieved to
ensure a good match with the power source. Finally, one more parameter characterizing
the performance of an exposure system is its efficiency, which may be defined as the
average SAR level produced within the target for 1 W of input power. A low efficiency
leads to high power requirements for the amplifier, in order to reach the prescribed
absorption. Since RF power amplifiers are very expensive, this can considerably increase
the total system cost.

Although well-defined exposure conditions for biological experiments are an obvious
and indispensable prerequisite for interpretation and repeatability of results, the difficul-
ties involved in obtaining such conditions have been severely underestimated by many
groups conducting RF experiments in the past [4]. Consequently, design and character-
ization of exposure systems have become a top priority for most research addressing
the health effects of RF exposures. Indeed, the design and implementation of expo-
sure systems is an extensive engineering and scientific challenge requiring profound
knowledge of the biological experiments, open and closed electromagnetic transmission
systems, near-field measurement techniques, animal behavior, of biological preparation,
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dosimetry, material science, and numerical simulation methods and especially their appli-
cation in bioelectromagnetics research.

Parameters that must be carefully defined and considered for a proper design of the
exposure system include the following:

• Frequency, polarization, and wavelength of the electromagnetic field with respect
to the biological object must be ascertained.

• For in vivo experiments, the target tissue must be defined and must take into account
whether whole body, partial body, or local exposure is required.

• The required SAR levels and field amplitudes must be known at the location of the
cell, tissue preparation, or inside the animal’s body.

• The desired field distribution at the site of interest, for example, the maximum toler-
able deviation from homogeneous field distribution or the degree of correspondence
with the actual exposure in human subjects, must be known.

The design and optimization of the exposure system with respect to these parameters
requires an efficient and powerful numerical analysis tool and a careful experimental
verification of the resulting system. The evaluation must also include a sensitivity analysis
for any parameters that might vary during the experiments, for example, size, posture,
and movements of animals or amount of medium, location variations of the cells within
the flasks, and the position of the flasks within the exposure system. Based on the results
of the performance of the system, some changes in the plan might be necessary, which
involves a return to the design and optimization stage. Several such cycles may be
necessary until a final design of the exposure system is attained. The exposure systems
should not be used for biological experiments before the numerical results have been
subjected to thorough experimental validation.

In the dosimetric evaluation of an exposure system, particular attention must be paid to
the uniformity of the exposure. Although the geometry of the cell culture may be simple,
true field homogeneity is quite difficult to achieve for in vitro RF studies. Experience
has shown that an overall standard deviation from homogeneity of less than 30% is
realistic [4]. In practice, a homogeneous field distribution is often not achievable for
in vivo experiments. However, the system should enable an accurate description of the
distribution and magnitude of the induced fields inside different tissues and organs under
exposure.

28.5 ANTENNAS FOR IN VITRO EXPERIMENTS

As already mentioned in the Introduction, well controlled in vitro exposure of individual
cells or aggregates of cells to ELF or RF fields is a necessary protocol for determining
the induced field or SAR thresholds at the cellular level for biological effects and damage
[5–7].

In Vitro exposures to ELF magnetic fields are usually accomplished by using coil
antennas of different geometries, capable of producing predictable and uniform magnetic
field levels within a given volume where cell cultures are placed. The presence of biolog-
ical samples does not significantly alter the magnetic field distribution, as is well known
from electromagnetic theory.
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Exposures of in vitro preparations to RF fields are more complex because the biological
sample alters the EM field distribution, making it difficult to maintain induced fields
and SARs as uniform as desirable, while at the same time the temperature and other
environmental conditions must be kept under precise control to prevent electrical artifacts
and thermal hot spots from arising. In the past, a common system for RF exposure
frequently consisted of a microwave horn antenna used to expose cells in ordinary culture
dishes or flasks suspended in free space or within an anechoic chamber in front of the
antenna. Under these exposure conditions, the magnitude and uniformity of the SAR
in the cells are highly dependent on the size and shape of containers. There may be
sharp discontinuities between the cell medium, the air, and the container’s wall and the
polarization of the incident radiation.

The relationship between the average SAR in test tubes and tissue culture flasks filled
with biological preparations and the polarization of the exposure fields follows the well
known general characteristics in exposing whole animals. For example, field coupling is
strongest when the electric field is aligned with the long axis of an exposed medium and
the magnetic field is perpendicular to the side of the exposed medium with the broadest
cross-sectional area. Conversely, the weakest coupling of energy occurs if the E -field
is aligned with the shortest dimension and the magnetic field is perpendicular to the
side with the smallest area. Exposed objects with radii of curvature on the order of a
wavelength inside the object can experience internal SAR hot spots that greatly exceed
values at the surface.

The effect of field polarization on SAR values and distributions within cell cultures
has been investigated extensively [8]. Results based on the commonly used median-sized
(60-mm) Petri dishes and rectangular T-75 flasks showed that if the dimensions of the
medium are much smaller than the wavelength of the incident field, the total electric
field inside the medium is quasistatic in nature—an observation that had been made for
whole-body exposures also using spherical models [9]. The induced electric field can
be separated into a capacitively coupled electric field E cap, proportional to the incident
electric field E inc, and an inductively coupled electric field E ind, proportional to the
incident magnetic field H inc. Therefore the SAR can be written

SAR = σ

2ρ
(Eind + Ecap) · (Eind + Ecap)

∗ (28.3)

where σ and ρ are the conductivity and density of the medium and the asterisk denotes
the complex conjugate of field phasors.

The magnitude of Ecap is larger if Einc is tangential to the boundary of the medium
and smaller if Einc is normal to the boundary of the medium, due to the high relative
permittivity of the aqueous media. For example, in the frequency range used for cellular
communication (from 800 MHz to 2.5 GHz) the relative permittivity is about 75. The
magnitude of Eind is larger if Hinc intercepts a larger cross section of the medium.
Moreover, |Eind | is proportional to the frequency of the incident field.

From the above discussion, for dishes with horizontal dimensions considerably larger
than their vertical dimensions but still considerably smaller than the wavelength, the
coupling can be expected to be strongest for H polarization (largest cross section of H inc

with the medium and E inc parallel to the longest dimension of the medium), intermediate
for K polarization, and weakest for E polarization (small cross section of H inc with the
medium and E inc parallel to the smallest dimension of the medium). The influence of
the different polarizations is summarized in Figure 28.2. Note that the SAR caused by
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Figure 28.2 Possible field polarizations with reference to a Petri dish. (From Ref. 8.)

H inc is proportional to the square of frequency. As discussed earlier, the coupling is
expected to be weak for E polarization. However, an E polarization would produce a
homogeneous induced field distribution for a thin monolayer of cells at the bottom of
the container. Instead, H and K polarizations would yield better homogeneity for cells
in suspension [10].

Expanding on the brief introduction to some of the general aspects concerning
in vitro experiments, the following sections discuss in detail antennas used for in vitro
experiments, starting with those for ELF magnetic field exposures and proceeding to
antennas used for RF exposures.

28.5.1 ELF Coils

For ELF magnetic field exposures, coils are the preferred antennas. Indeed, coils are used
to produce uniform ac or dc magnetic fields within volumes of exposure, which are large
compared to those of the coil windings. In most cases, the stray fields outside the coils are
designed to rapidly decrease with distance, for EMC purposes. It is worth mentioning
that coils used for ELF magnetic field exposure are very similar to those employed
as transmitting and receiving antennas in MRI systems, presented in Chapter 27. Even
though the classical Helmholtz coil pair is the simplest system to generate a uniform
magnetic field in a given volume, another system with an excellent uniform-field to
coil-volume ratio, consisting of four appropriately spaced square windings [11], has
become very popular as an ELF antenna for biological experiments, both in vitro and in
vivo. The square-shaped coils in this system (see Figure 28.3) have several advantages
over the circular coils of the classic Helmholtz coil pair. Namely, the square coils could
create a uniform field of approximately square boundaries, which are better suited for
laboratory objects such as cages with animals. Furthermore, the rectangular coils and their
support structure are easy to fabricate and, if uniformity over a large volume is required,
more square coils may be used. Complete details for design of Merritt’s coils can be
found in Merritt et al. [11], where solutions for the design parameters are obtained by
considering a Taylor series expansion for the axial field Bx (x ). For maximal homogeneity
on the axis, as many terms in the expansion as possible are imposed to vanish at the
center. Since Bx (x ) will be an even function of x by symmetry, all odd-order terms
vanish.

For a three-coil system (see Figure 28.3a), a numerical optimization yielded
s /d = 0.821 for the ratio of the distance between the two outside coils s to the length d



28.5 ANTENNAS FOR IN VITRO EXPERIMENTS 1439

b
as

d d y

x

z

Figure 28.3 Merritt’s coil system: (a) three-coil system, and (b) four-coil system. (From Ref. 11.)

of the sides of the coils, and I ′/I = 0.513 for the ratio of the current in the center coil,
I ′, to that of the outer coils, I [11]. With the coils connected in series, the ratio I ′/I can
be approximated by integral ratios of turns such as 17/33 or 20/39, and perfected with
a shunt across the central coil. For this system the axial field at the center was found
to be B (0)= 1.75I /d μT, with I in amperes and d in meters.

The four-coil system (see Figure 28.3b) has one additional degree of freedom and is
usually the preferred choice because of its better performance in terms of field homo-
geneity. A similar numerical solution yielded the ratio of the distance a from the center
to the inner pair of coils and d , the side length of the coils:

a/d = 0.128 (28.4)

The ratio of the distance b from the center to the outer pair of coils and d was

b/d = 0.505 (28.5)

The ratio of the current in the inner coil pair I ′ to that in the outer coil pair I is

I ′/I = 0.424 (28.6)

The axial field at the center of the system is given by

B(0) = 1.80I/d (μT) (28.7)

Merritt et al. [11] also calculated the dimensions of spherical and cylindrical regions
in which the axial field does not differ from its value at the center by more than 1 part
in 106, 105, 104, 103, and 102, respectively. For example, for a four-coil system the
spherical region in which the axial field does not deviate from its value at the center by
more than 10-6 has a diameter equal to 0.16d .

The four-coil Merritt system has been investigated further using a field-modeling
program, which was based on the Biot–Savart law [12]. The required ratio between
inner coil and outer coil currents was obtained by using different numbers of turns on
the two coil groups. In this way, an empirical formula was established, which gives the
magnetic flux density B of the uniform field in the center of Merritt’s system. This flux
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density depends on the total number of turns n , the current I , and the side length d in
meters of the square coils, such that

B = 0.63
nI

d
(μT) (28.8)

A general expression for the inductance of a Merritt system is obtained as

L = An2d (28.9)

where A is an experimentally determined constant [12]. Using a measured inductance
of a Merritt system, with coil side d = 0.42 m and total number of turns n = 240, of
L= 22 mH, the following empirical formula for the inductance of the Merritt coil system
was deduced:

L = 0.0009 n2d (mH) (28.10)

Other examples of different ELF exposure systems based on Merritt’s coil systems
can be found in Caputa and Stuchly [12]. These systems allow, for example, exposure
of cultured cells in suspension in circular dishes of 100-mm diameter with a magnetic
flux density of up to 1 mT and field uniformity better than ±5%. The coil systems can
be accommodated inside an incubator with internal dimensions of 1.83 m by 0.91 m by
0.66 m.

An example of Merritt’s coil-based cell exposure system capable of generating rotating
and linearly polarized magnetic fields of intensities up to 10 mT at 50 Hz and variable
frequency can be found in Yamazaki et al. [13], where concentric compensation coils are
employed to reduce stray fields. An important feature of this system is the width of the
uniform field (400-mm cube with field deviation less than ±3%) within which the cell
incubator was installed. To design the coil exposure system, additional calculations of the
field uniformity in a cubic volume rather than on an axis or plane have been performed
for the 4-square multiple coil system. The result showed that the side length of the cube
with field uniformity within ±3% deviation was about 58% of that of the square coil.

Although Merritt’s coils are probably the most common solution for ELF exposure
systems, other types of antenna configurations also are employed. For example, the
classic Helmholtz coils are often used because of their simplicity [14] and the possibility
of combining multiple coil pairs to give simultaneous ac and dc magnetic fields at any
arbitrary angle. Helmholtz coils can provide field uniformity of better than 1% over a
substantial fraction of the volume between the coils. Note that Helmholtz coils are two
circular coils spaced by a distance equal to their radius and carry currents in the same
sense. They can provide a very uniform field over a substantial part of the region between
the coils with a magnetic flux density given by

B = μ0NI( 5
4

)3/2
a

(28.11)

where I is the current through each coil, N is the number of turns of each coil, and a is
the coil radius.
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Figure 28.4 Tetracoil prototype. (From Ref. 15.)

Several more complex ELF antenna systems have also been proposed. One such system
is the four-circular-coil (Tetracoil) system in which the coils are geometrically constrained
by a sphere [15]. In this case, a uniform spherical current shell produces a completely
uniform magnetic field throughout the enclosed volume [46]. The Tetracoil exposure
system with four coaxial coils inscribed in a sphere showed very good performance
compared to most systems used for exposure of biological samples in terms of uniformity
of the field, accessibility for the introduction of biological samples, and ratio between
overall dimensions and uniformity region. The Tetracoil system, due to its spherical
constraint, can easily be extended as a building block for a nested system composed of
four coils along each perpendicular direction, in order to completely control the magnetic
field within the coils, including the ambient magnetic field. A prototype of the Tetracoil
system is shown in Figure 28.4.

Improved versions of Merritt’s square coil system have been developed, with optimal
uniform B -field exposure; this system also minimizes the difference between the coils for
exposure and sham groups [16]. The apparatus was based on two identical coil systems,
consisting of four square loops, that are placed inside a commercial incubator. The coils
were optimized to produce a homogeneous, linearly polarized B -field perpendicular to
the plane of the Petri dishes and placed inside a μ-metal box. The field distribution
was optimized numerically through a trial-and-error approach. The degrees of freedom
were the number of windings and the positions of the outer and inner loops of the coil.
The performance of the optimized system thus obtained has been compared to that of a
classic four-coil Merritt system. Results showed that the usable volume with less than 1%
field deviation from the coil center was 41% of the total coil volume for the improved
four-coil system but only 27% for Merritt coils. Therefore, in addition to better shielding
of exposure and sham, the μ-metal casing considerably enlarges the 1% tolerance volume.
However, if the field tolerance is reduced below 0.1%, the Merritt system could provide
higher uniformity.
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28.5.2 TEM Chambers

A wide variety of antenna types have been designed for use with RF exposure sys-
tems. One of the first to be adopted for this purpose was the so-called TEM chamber.
In particular, the transverse electromagnetic (TEM) chamber or Crawford cell is capa-
ble of producing exposure conditions mimicking the free-space environment and thus
has been widely used in the past for in vitro exposures. Well matched TEM chambers
provide a reasonably homogeneous field distribution in the area surrounding its center.
Moreover, the power density can be regulated easily and monitored with the help of
standard equipment. The TEM chamber is able to simulate free-space exposures in a
relatively small space with considerably less power requirements than for plane wave
exposures. Other advantages include fields confined within the TEM chamber, and design
features that facilitate efficient forced-air cooling, relative affordability, ease of use, and
well-controlled sham exposures.

TEM chambers were first developed at the National Bureau of Standards (NBS) (now
National Institute for Standards and Technology—NIST) for establishing standard, uni-
form, EM fields in a shielded environment, to be used essentially for calibrating EM
field probes and for emission and susceptibility testing of small to medium sized equip-
ment [17]. The technique employs TEM transmission chambers, which operate as 50-�
impedance-matched systems. A cross-sectional view of a typical chamber is shown in
Figure 28.5.

The Crawford cell consists of a section of rectangular coaxial transmission lines
tapered at each end to adapt to standard coaxial connectors. The line and tapered tran-
sitions have a nominal characteristic impedance of 50 � to ensure minimum voltage
standing wave ratio (VSWR) values. The EM field is developed inside the cell when RF
energy is coupled to the line from a transmitter connected at the input port. A matched
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Figure 28.5 Crawford TEM cell sectional views. (From Ref. 17.)
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50-� termination is connected to the output port. The major design considerations are
(1) maximize usable test cross-sectional area; (2) maximize upper useful frequency limit;
(3) minimize chamber impedance mismatch or voltage standing wave ratio; and (4)
maximize uniformity of EM field pattern characteristics of the chamber.

The chambers are designed using experimental modeling and the approximate equation
for the characteristic impedance of a shielded strip line [17], which is

Z0
∼= 94.15

(εr )1/2

[
w

b(1− t/b)
+ C ′

f

ε0εr

] (�) (28.12)

where εr is the relative dielectric constant of the medium between the conductors, C ′
f

is the fringing capacitance per unit length (in farads per meter), w and t are the width
and thickness of the metal strip, respectively, and b is the total height of the strip line
(distance between the outer shielding conductors).

The challenge of modifying the shielded strip line into a “rectangular coaxial” line
is primarily one of determining either experimentally or numerically the value of C ′

f .
This was done by Crawford experimentally by using a time-domain reflectometer (TDR)
and an approximate value of C ′

f equal to 0.087 pF/cm was found for the cell shown in
Figure 28.5 [17]. To meet design considerations 1, 3, and 4, dimensions of b and a (the
total width of the cell) are selected to provide as much as one-third of the volume between
the septum and outer plates to be occupied by the equipment under test (EUT). However,
there is an upper limit for a in order to prevent the excitation of higher-order modes
in the cell. Therefore a must be chosen so that the cutoff frequency f c of higher-order
modes is below the maximum frequency at which the chamber is to be used. In particular,
the cutoff frequency of the first higher mode can be approximately obtained from

fc ∼= c

2a
(28.13)

where c is the speed of light in vacuum.
Once b is calculated, an experimental or numerical estimate of C ′

f can be made, and
once an available metal thickness t is selected, w is calculated from the approximate
Eq. (28.13), assuming a nominal 52 � for the line characteristic impedance, to allow for
some impedance loading effect when inserting the EUT inside the chamber.

The absolute electric field strength E v at the center of the chamber between the upper
wall and the center conductor is determined using the equation

Ev = (PnRc)
1/2/d (28.14)

where Pn is the net power flowing through the chamber, Rc is the real part of the
chamber’s complex characteristic impedance, and d is the separation distance between
the cell’s upper wall and its center plate or septum.

Rather than performing TEM chamber design from scratch, many such chambers are
commercially available and can be used as building blocks around which the exposure
system may be assembled. Indeed, many examples exist in the literature for applying
commercially available TEM chambers to perform RF exposure of cell cultures. For
instance, biological experiments have been performed by using standard Petri dishes,
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with a given volume of isotonic medium added to the layer of cells lining the bottom of
the dish [18]. The dishes were exposed to a narrowband signal at 835 MHz in the center
of the standard TEM chamber (IFI-CC 110), which measured 18× 18× 18 cm3. It is
interesting to note that an attempt was made to derive an approximation formula for the
SAR distribution in the middle of the Petri dish along the vertical axis (z -axis), starting
from results obtained through a numerical calculation. Because the coupling of the field
with the object (medium) is very poor and the numerical results suggest a quasistatic
approach (i.e., separation between “capacitive” and “inductive” coupling), the induced
SAR can be estimated as

SAR(z) = σ

2ρ
|Einc|2

[(
μωz

Z0

)2

+ 1

|εk|2
]

(28.15)

where z = 0 corresponds to the dish center, Z 0 = 377 �, εk = εr - jσ /ε0ω, and ρ is the
mass density of the medium.

In specific cases, commercially available TEM chambers have been modified to make
them better suited for particular experiments. For example, two modified TEM chambers
(model IFI-CC 110), housed in a water-jacketed incubator, have been used [19]. The
TEM chambers were modified as follows:

1. Shelves for placing four T-25 flasks (25-cm2 area for the bottom of each flask)
at the needed location within each TEM chamber were added. On the long sides,
the shelves were provided with slots assisting repeatable positioning of the flasks
and enabling cooling of the medium.

2. The doors were enlarged for easy access to both sides of the central conductor.

3. Forced airflow through the TEM chambers was achieved by introducing ventilators
on the top of each cell.

4. Power sensors were mounted at the output of each TEM chamber for improved
exposure control.

The efficiency of this exposure system was evaluated, and the overall average SAR for
all flasks was determined to be 6.0 W/kg at 1-W input power, with a standard deviation
of less than 52%.

28.5.3 Rectangular Waveguides

Apart from TEM chambers, another device that is widely employed to perform in vitro
RF exposures is the rectangular waveguide. In fact, as indicated earlier, when exposing
cell cultures inside Petri dishes, the polarization of the incident electric field parallel to
the cylindrical symmetry axis of a Petri dish (E polarization) provides the highest degree
of homogeneity. Moreover, E polarization causes the lowest disturbances to the incident
field; that is, it would allow several Petri dishes to be positioned in the same system. But
this will result in low efficiency for an individual dish, while having minimal effect on
the overall efficiency.

The rectangular waveguide is a simple way to obtain an exposure system with an
ensured E polarization [20, 21]. For example, a waveguide system based on standard
waveguides was evaluated and found to be well suited with respect to efficiency, size, and
cost, to perform cell exposures if the carrier frequency is restricted to the band between
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1.5 and 2.5 GHz [22]. An interesting aspect of rectangular waveguides is that their
efficiency can be increased by using a short-circuit termination. Indeed, it has been shown
that inductive coupling is the dominant coupling mechanism in the case of suspension
and plated cell cultures (z in Eq. (28.15) is maximized), while capacitive coupling is
the dominant factor for hanging drops (z∼= 0 in Eq. (28.15)) [18]. Therefore efficiency
can be increased by terminating the waveguides with a short-circuiting plate and placing
the Petri dishes in the maxima of the standing wave’s magnetic field, if exposure of
cell suspensions or plated cultures is required, or in the maxima of the standing wave’s
electric field, if hanging cells in drops are exposed. Note that a condition for sufficient
homogeneity of the SAR distribution is that the wavelength must be significantly larger
than the diameter of the Petri dishes. Another advantage of terminating the waveguide
with a short-circuiting plate is the reduction of the overall length of the exposure system.
Additionally, a removable short-circuiting plate allows easy and fast access to the Petri
dishes.

There are two basic criteria to consider when choosing a rectangular waveguide expo-
sure system: the operating frequency of the waveguide must cover the range required
by the specific experiment and the wavelength must be sufficiently large compared to
the diameter of the exposed sample. If a and b are the width and height of the waveg-
uide, respectively, for a > 2b, the ideal operating frequency range of the waveguide is
given by

fc1 ≤ f ≤ fc2; fc1 = c/2a and fc2 = c/a (28.16)

where c is the speed of light in vacuum. For a given frequency f within the operating
range of the waveguide, the corresponding wavelength λ can be computed as

λ = λ0√
1− ν2

; λ0 = c

f
and ν = fc1

f
(28.17)

Like TEM chambers, commercially available rectangular waveguides in the frequency
range of interest can be used to build the exposure system. For example, commercially
available R14 waveguides (cross section 165.10 mm× 82.55 mm) have wavelengths
inside the waveguide of about 200 mm at 1.71 GHz, which means that the neighboring
maxima of the standing wave’s electric (or magnetic) field are separated by approximately
100 mm. Of course, assessment of SAR distribution within the sample is mandatory. For
example, one such system was optimized using numerical techniques [22]. The number of
Petri dishes per waveguide can be increased by stacking the dishes on top of one another.
The numerical analysis showed that the homogeneity of the SAR distribution was greatly
impaired in stacks of three dishes, whereas there was little loss in performance if two
dishes were stacked together. The coupling efficiency was found to be 1.5–2 W/kg per
watt of input power for the plated and suspension cultures. Depending on the culturing
method and medium used, the standard deviation of inhomogeneity was between 25%
and 35%.

The performance of the exposure system described above could be further improved by
simply changing the transition from the feeding coax cable to the rectangular waveguide
from a monopole to a flat loop [1]. Indeed, the loop coupler, compared to the monopole
coupler, has the advantage of reducing the evanescent mode region inside the waveguide
and therefore enabling a larger proportion of the waveguide to be excited.
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28.5.4 Radial Transmission Lines

Both TEM chambers and rectangular waveguides would only allow exposure of a limited
number of Petri dishes or flasks. In many cases, simultaneous exposure of many samples
under similar conditions is required. The radial transmission line (RTL) offers a conve-
nient structure to provide uniform irradiation of many preparations simultaneously. The
RTL is a waveguide formed by two parallel metal plates into which a transverse electro-
magnetic wave is launched by an appropriate radially symmetric antenna at its center. The
entire unit is appropriately terminated at the lateral plate boundaries. Locally, the inci-
dent field is a free-space-like TEM plane wave, as long as circumferential or longitudinal
higher-order mode excitation is not very significant (see later discussion). Typically, after
a short distance (ρ >λ0/2), the cylindrical wave impedance would approach the plane
wave impedance for propagating waves. Therefore an exposure in the radial waveguide
is similar to exposure in free space, provided the cross section of the exposed body is
much smaller than its distance from the center so that the impinging wavefront can be
considered locally flat and uniform. A shorting electric wall around the circular perimeter
converts the radial waveguide into a cavity. Alternatively, RF absorbers (i.e., matched
loads) can be placed around the perimeter. Some distinct advantages deriving from ter-
minating a radial waveguide in a matched load include good impedance matching to the
RF source, which is typically broadband and, to some extent, insensitive to the position
and size of the exposed bodies.

The theory of the RTL and its practical realization are available in the literature [23].
By considering the propagation in an RTL of plate spacing b (see Figure 28.6), the
following can be shown:

1. The fundamental mode is transverse electromagnetic (TEM), the E vector having
only a vertical, z -component that varies in neither the vertical (z ) nor the angular
(φ) directions and, in the lossless case, falls off asymptotically in the radial (ρ)
direction as 1/

√
ρ. At sufficiently low frequencies, only this mode will propagate.

The electric and magnetic field components for this mode are given by

Ez(ρ) = AfH0(β0ρ) and Hφ(ρ) = 1

−jη0
AfH1(β0ρ) (28.18)
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Figure 28.6 Reference frames associated with the RTL. (Adapted from Ref. 24.)
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where Af is an amplitude constant of the forward-propagating wave, H 0 and H 1

are Hankel functions of zeroth and first order, respectively, β0 = 2πf
√
μ0ε0 is

the free-space propagation constant, and η0 =
√
μ0/ε0 is the intrinsic impedance

of free space.

2. As the frequency increases, higher-order modes with z or φ variation can develop.
The lowest frequency at which a given order (m) of angular mode can propagate
is given by

fm0 = cm/2πρ (28.19)

while the lowest frequency at which a given order (n) of vertical mode can
propagate is

f0n = cn/2b (28.20)

The importance of a gradual transition from the feeding coaxial line to the RTL is
discussed in Moros et al. [23]. A cross section through the center of the transition is
shown in Figure 28.7a. Back reflection from the lateral boundaries was suppressed by a
layer of microwave-absorbing foam (see Figure 28.7b).

In the system described in Moros et al. [23], 16 T-75 flasks, centered on a radius
of approximately ρ0 = 292 mm, extending radially over a distance δρ=±46 mm, could
be exposed simultaneously. At 835.62 MHz and for a nominal net forward power of
1 W, the average SAR among all locations inside T-75 flasks filled with 40 mL of
culture medium was 16.0± 2.5 mW/kg (mean± standard deviation). The nominal SAR
variation was ±0.69 dB inside the culture; but one naturally expects this nominal value
to be modified in practice by scattering at the plastic (e.g., see Lin and Wu [25] and Lin
et al. [26]) and at the culture–medium interfaces.

28.5.5 Wire Patch Cells

An interesting alternative to the RTL for simultaneous exposure of multiple samples,
which has recently been developed, is the “wire patch cell” (WPC). This exposure system,
based on the wire patch antenna, was designed for operation at 900 MHz [27]. Compared
to TEM chambers, this device can generate higher E -field levels with the same input
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Figure 28.7 Cross section through the antenna of the RTL: (a) detail of the antenna region and
(b) half-structure view. (From Ref. 23.)
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power. The wire patch cell can easily be built and used because of its small size and
simple structure. This open device can be placed into an incubator, leading to better
ventilation to avoid the possible temperature increase intrinsic to closed systems. Similar
to the RTL, the simple structure allows exposure of several biological samples to the
same field level, thus enhancing the statistical power of biological studies.

The wire patch antenna was developed from the concept of miniature planar antennas.
It is an antenna having the global structure of a conventional coaxially fed microstrip
antenna with one or more ground wires connecting the patch to the ground plane. This
structure may be used to expose cell cultures since it provides a homogeneous 900-MHz
field between the patch and the ground plane. In addition, the field distribution between
these planes is independent of the antenna’s shape, and it is possible to properly match the
antenna to 50 � at 900 MHz by an appropriate modification of its physical parameters.
Specifically, the miniature antenna was widened to allow the insertion of sample holders.
A prototype of the empty device (see Figure 28.8) consists of two metallic planes (the
ground plane and the roof patch), four shorting posts, and one coaxial probe located at
the center of the device, going through the ground plane and connected to the roof. Both
metallic planes are of the same size in order to increase the electric field amplitude under
the roof. The four metallic grounding contacts are located at each corner of the device
roof in order to maintain a large free area at the center of the device, where the electric
fields remain homogeneous. The coaxial probe is located at the center of the device
in order to avoid the excitation of the microstrip antenna cavity fundamental resonance
mode, which would disturb the uniformity of the electric field distribution under the roof.
Consequently, the antenna structure is symmetric, enabling it to irradiate several sample
holders equally.

The exposure device was matched at 900 MHz. However, the matching of the test
cell is sensitive to many parameters, such as the height of the medium present in the
sample holders. Consequently, to maintain the test match at 900 MHz, a matching system
was integrated into the wire patch antenna, using one of its intrinsic parameters. The
matching process consisted of simultaneously moving the four props (contacts) along
the device diagonals. The final design, obtained after numerical optimization, was a
15-cm× 15-cm× 2.9-cm device capable of exposing up to eight 35-mm Petri dishes
(two stacks of four per side). The mean SAR values and their maximum deviations, for
1 W of input power, found in the 35-mm Petri dishes were as follows [27]:

• First level dishes: 575± 66 mW/kg
• Second level dishes: 560± 68 mW/kg

15 cm

2.9 cm

Ground plane Coaxial probe

Cell roof
(patch)Prop

−

+

Figure 28.8 Wire patch cell. (From Ref. 27.)
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Unfortunately, the WPC is a rather complex system for which no simple analytical
design formula is available. Once the dimensions of the structures are obtained, based on
constraints deriving from dimensions of the samples to be exposed, numerical simulations
must be performed in order to optimize the position of the shorting posts so as to achieve
an acceptable impedance match. Of course, further simulations must then be performed
with the samples in place to assess SAR levels and SAR uniformity within the samples
themselves.

Based on the original 900-MHz design, a 1800-MHz WPC device was developed [28].
Since the dimensions of a radiating structure are related to the signal wavelength λ, it
would have been possible to use half-scaled dimensions of the 900-MHz WPC for the
realization of the 1800-MHz WPC (i.e., 7.5× 7.5× 1.5 cm3). However, such a device
would be too small to contain sample holders like Petri dishes with a diameter of either
3.5 or 5 cm. Therefore the WPC was redesigned using a numerical approach, leading to
a prototype of the device consisting of two 20-cm× 20-cm plates (the ground plane and
the roof, placed at a distance of 2 cm apart), four metallic grounding contacts (props)
having a diameter of 1 cm, and one coaxial probe with an inner diameter of 3.8 mm
(located at the center of the device, passing through the roof and connecting to the ground
plane). This symmetric structure allows easy insertion of four 3.5- or 5-cm Petri dishes
and fits adequately into an incubator. The power coupling efficiency of the system was
1.2 W/kg per watt of input power.

28.5.6 Coplanar Waveguides

As already stated in the Introduction, often the need for monitoring during exposure of the
biological sample imposes specific constraints on the exposure system, which may result
in the need for nonconventional antennas. One such example is when ionic currents
through the cell membrane must be recorded during exposure, through the so-called
patch-clamp technique [29].

Indeed, the intrinsic nature of the patch-clamp experimental technique requires the use
of a glass microelectrode for current recording (see Figure 28.9) and the use of a micro-
scope for cell identification, sealing, and observations. One solution is the adoption of
the coplanar waveguide (CPW) structure used for the guided propagation of electromag-
netic fields [30]. The CPW is an open propagating structure with a dielectric substrate
on which three metallic strips are positioned. Figure 28.10 shows the cross section of
the structure, together with E -field flux lines, where w represents the distance between

Patch pipette

Figure 28.9 Patch-clamp technique.
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h

W WS

Figure 28.10 Cross section of a CPW. (From Ref. 30.)

the central conducting metallic strip and the two lateral reference planes, S represents
the width of the central conducting strip, and h represents the height of the dielectric
substrate.

Replacement of the microscope head stage with a CPW on a glass substrate and
positioning of Petri dishes in the visibility windows (width w) between the strips permits
the insertion of a microelectrode and, at the same time, guarantees the concentration and
focusing of EM field lines close around the exposure zone. In particular, in a CPW the
E - and H -fields of the propagating mode have a quasi-TEM configuration, where the
direction of the E -field is almost parallel to the Petri dish surface and, as a consequence,
orthogonal to the glass microelectrode used for current measurements. In this way, it is
possible to minimize the interference of the field with the electrode.

The biological and EM requirements to be satisfied in the design of the CPW are the
following:

• Glass substrate in order to achieve visibility of the sample, εr = 5.5.
• Finite visibility window to insert the external electrode, that is, w ≥ 0.5 cm.
• Maximum optical length, that is, h ≤ 1 cm.
• Avoiding losses due to higher modes and dissipation in the dielectric substrate, that

is, h ≤ 0.1λ.
• Avoiding losses due to radiation, that is, 2 w+ S ≤ λ/ 2.
• Characteristic impedance of the structure, Z 0 (which is a complex function of dielec-

tric constant εr , transversal dimensions w and S , and vertical dimension h) equal to
50 �, in order to achieve a good matching of the structure when connecting it to a
typical coaxial cable. In particular, the characteristic impedance Z 0 can be obtained
from the following formula [31]:

Z0 = 30π√
εre

K ′(k1)

K(k1)
(28.21)

εre = 1+ εr − 1

2

K(k2)

K ′(k2)

K ′(k1)

K(k1)
(28.22)

where K and K ′ are the complete elliptic integrals of the first kind and their com-
plements, respectively, with k 1 = S /(S + 2w) and k 2= sin h (πS /4 h).
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Choosing an operating frequency range between 800 and 2200 MHz, and fulfilling the
geometric constraints from both sets of requirements, it is not possible to achieve a value
for the characteristic impedance lower than 59 �. Therefore, in order to obtain a match
between the structure and the feeding coaxial cable, it was necessary to use a linear
impedance taper. Moreover, a single impedance match is insufficient to obtain a low
and uniform reflection coefficient over the entire operating band. In addition, care must
also be taken to avoid field propagation and to reduce reactive effects at discontinuities.
Therefore, starting from classical coax-to-CPW transitions, the CPW conductors were
tapered to the dimensions of the coaxial cable. The resulting system showed an efficiency
for Petri dishes, placed in the two visibility windows for different points within the dish,
ranging from 13 to 20 W/kg per watt of input power at 900 MHz, and from 33 to 48 W/kg
per watt of input power at 1750 MHz.

28.6 ANTENNAS FOR IN VIVO EXPERIMENTS

For an assessment of the impact on humans of exposures to EM fields in the ELF and
RF ranges, it would be most relevant to conduct studies of the distribution of any disease
and the extent of ELF and RF exposures in human populations. However, the rapid
development and widespread utilization of EM devices and systems and the retrospective
nature of this type of studies often prompt the use of alternative approaches. Moreover,
the wide variety of exposure scenarios makes it difficult to ascertain true exposure with
an acceptable degree of certainty. While there are protocols in epidemiology which may
help compensate for this deficiency, more often, laboratory experiments are carried out
in vivo, employing living animals to investigate potential effects in humans or related
issues. Likewise, while in vitro studies using cell and tissue preparations may provide
insights into biological response mechanisms and thresholds of interaction, its utility is
limited in that the potential implications of any observed effect or threshold from cell
cultures may not easily be translated into humans. Thus experiments are typically carried
out in laboratories involving living animals. The most commonly employed species in
these studies are mice and rats, but rabbits and monkeys are not unusual. It is important
to emphasize that the same exposure parameters do not usually produce the same SAR
and SAR distributions in cells in vitro, in animals in vivo, or in humans.

In general, exposure systems for in vivo experiments are very different from those
employed for in vitro studies. Some of the reasons include:

• The volume occupied by exposed animals is generally much larger than that required
by Petri dishes or flasks.

• Animals tend to move inside the exposure system, unless they are restrained, but
in such case possible confounding effects resulting from animal stress must be
carefully investigated, usually through a sham-exposed control group.

• No incubator is needed, but on the other hand, proper ventilation, feeding, watering,
grooming, and so on must be provided.

While the abovementioned factors make exposure systems for in vivo studies different
from those employed for in vitro, the types of antennas used can be similar or even
identical. One important distinction that must be made is between antennas designed to
achieve localized (partial-body) exposure and those designed for whole-body exposure.
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28.6.1 Localized and Partial-Body Exposures

The main objective of antennas for localized exposures is to induce energy deposition
in a confined region of the exposed animal, while keeping SAR levels in the remaining
regions as low as possible. This attribute is indeed equivalent to that required for external
hyperthermia applicators (see Chapter 27). It is therefore not surprising that many exper-
iments involving localized exposures of animals had been conducted in the past using
similar types of applicators. For example, several head exposure studies were conducted
with waveguide aperture or contact applicators on cats, rats, and guinea pigs to study
microwave effects on the nervous systems [32–36]. Similarly, many microwave catarac-
togenesis studies have been carried out using a diathermy system, 2450-MHz C-director
applicator, to irradiate rabbit and monkey eyes [37–39]. However, in more recent experi-
ments, aimed at studying the biological effects of localized head exposure resulting from
the use of cellular phones, it was realized that a better animal exposure system simulat-
ing human exposure was required. The two most commonly adopted solutions consist of
using loop antennas or carousels, as described in the following.

28.6.1.1 Loop Antennas The initial specifications that led to the use of loop anten-
nas were intended to develop a system capable of producing energy absorption in a rat
brain comparable to that in a human brain and an order of magnitude higher than those
experienced by wireless phone users [2]. A numerical approach was used to model dipole
and loop antennas and determine whether these antennas were appropriate for localized
rat head exposure. A few short dipoles, 3 cm long, positioned tangentially along the
surface of a skull model, with a separation distance of 1 cm, were simulated. Results
showed localized intense absorptions near the ends of the dipole due to high electric
fields. It was also determined that short dipoles were inefficient radiators; therefore they
were inappropriate for this application. The investigation continued with different sized
small loop antennas positioned in various orientations with respect to a model of the
skull. It was determined that a 3-cm× 1-cm rectangular loop aligned with the loop outer
edge parallel to the skull would maximize magnetic field coupling to brain tissue while
providing SAR distributions similar to those reported in human model studies.

A schematic drawing of a loop antenna, designed to operate at 837 MHz, is given
in Figure 28.11a. Unfortunately, small loops behave as very low impedance antennas.
Indeed, the radiation impedance of a small loop can be obtained from

Rr
∼= 31.2

(
S2/λ4) (28.23)

where S is the loop area and λ is the free-space wavelength. Application of the formula
to the 3-cm2 area loop antenna would yield, at the operating frequency of 837 MHz, a
low radiation resistance of less than 1 �.

This low impedance antenna was matched to a 50-� source impedance through a
section of capacitively coupled transmission line embedded in a Teflon rod. This loop
is tunable for the cellular phone frequency band (800–900 MHz) by adjusting the loop
feed-line length and depth in the Teflon rod. By extending the Teflon rod and adjusting the
lengths of the capacitively coupled feed lines through a numerical optimization procedure,
the basic design was modified to produce a loop antenna for operation at 1.8–2 GHz (see
Figure 28.11b). Note that a half-wavelength longer feed line and Teflon rod were used
because the shorter version was difficult to tune. Dosimetric studies have shown that
SAR was higher near the top of the brain, below the skull, with values ranging between
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Figure 28.11 Loop antennas for localized head exposure: (a) 900 MHz and (b) 1800 MHz. (From
Ref. 2.)

60 and 90 W/kg per watt of input power [2]. In the sagittal plane, the SAR was 30–60
W/kg per watt of input power in about one-third of the brain and 5–30 W/kg per watt
of input power in the remaining two-thirds of the brain.

The original loop design was subsequently modified in a new development [40].
Starting from the wire loop antenna, the new system was designed, consisting of a
printed circuit with two metallic lines printed on a dielectric substrate (Figure 28.12).
The dielectric substrate was composed of epoxy resin. One end of the metallic structure
was made of a 1-mm wide metallic line in the shape of a loop. This antenna may be
placed close to the head of the animal inside a restrainer. A coaxial connector was
soldered to the metallic lines in order to feed the antenna. A classical movable stub,
made out of two microstrips, was added for matching. The correct position of the stub
can be found through numerical optimization or experimentally.

28.6.1.2 Carousels The loop antenna was designed for exposure of a single rat.
One of the solutions proposed for achieving simultaneous RF head exposure of sev-
eral restrained animals is the so-called carousel [41], configured for irradiation in small
shielded enclosures called “chamberettes.” The chamberette is quasi-anechoic and has
a 40-rat capacity (four 10-rat units). The aluminum sheathing allowed them to function
as Faraday cages, which electromagnetically isolated the interior from the exterior. A
chamberette is shown schematically in Figure 28.13.

Each 10-rat unit was assembled on a device called a carousel. Each rat was restrained
using a transparent tube, which keeps the rat head directly facing the radiating antenna,
thus causing exposure to take place mainly in the animal head. A large aluminum box
containing 40 rats, a small quantity of low loss plastic, and four antennas potentially
could resonate as a microwave reverberant chamber. It would be prone to hot spot
generation and nonuniform exposure. To suppress this tendency, the lateral interior faces
of the chamberette (including the door) were lined with microwave absorber. A standard
telecommunications antenna, namely, a half-wave sleeve dipole with a rated operating
range of 806–870 MHz and a nominal input impedance of 50 �, was chosen for the
radiating antenna. It must be stressed that the resulting antenna system was composed
of a vertical collinear array of four linear antennas. However, since each antenna was
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Figure 28.12 Printed loop antenna for localized head exposure. (From Ref. 40.)
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positioned in the minima of the other antenna’s field, the antennas had little influence on
each other.

The carousel exposure system was subsequently reexamined in order to analyze the
suitability of the apparatus for the higher frequency bands used for wireless communi-
cations, that is, 1.4–2 GHz [42]. Dosimetric analysis performed at 1.62 GHz indicated
a decrease of about 5% of the average SAR in the brain when the distance between the
antenna and the nose of all rats was increased from 30 to 37.5 mm. Vertical movements
of ±10 mm of the head, up or down, changed the average SAR in the brain in the range
of about ±15%, with the lowest values occurring for an animal in the up position. The
same simulations also predicted that the system’s efficiency is highest when about 60%
of the emitted power is absorbed by the animals. The average SAR in the brain was
found higher by a factor of about 7–9 than the average SAR in the body. Finally, for an
adult animal, the power conversion efficiency was about 2.8 W/kg per watt of antenna
input power for a 50-� matched sleeve dipole antenna.

28.6.2 Whole-Body Exposures

Exposure systems designed to provide whole-body animal exposure employ antennas
that are, in principle, very similar to those used for plane wave in vitro exposures.
In the past, one of the most commonly adopted irradiation techniques was to use a
microwave anechoic chamber. Animals were normally arranged in a planar array in the
far field, at one end of the chamber, with a horn antenna located at the opposite end.
Various polarizations of the field can be used, but all require moderately high irradiation
powers because the power density falls off as the area subtended by the microwave beam
increases. Moreover, the uniformity of the power density declines rapidly off axis.

One possible alternative is the use of a microwave reverberant (or mode stirred)
chamber in which the test animals are placed. This device is similar to a microwave
oven with mode stirrers [43]. The principal advantages of a reverberation chamber are its
potential for field uniformity and its ability to accommodate multiple tests to be performed
in parallel. This can significantly increase the statistical sample size and therefore increase
the reliability of experimental results. Moreover, the possibility of a quick determination
of the total absorbed power, by measuring the energy balance of the chamber, allows easy
evaluation of whole-body averaged SAR. However, the reverberation chamber does not
lend itself favorably to ascertaining SAR distributions inside the specimen or experimental
animals. EM fields in reverberation chambers are known to interfere with many of the
required animal keeping and housing functions in a long-term study and are prone to
produce SAR artifacts. The logistics involved in supporting a chronic animal investigation
are extensive. Thus, in most recent studies, the antennas encountered often are coils for
ELF exposures and radial waveguides or TEM chambers for microwave exposures.

28.6.2.1 ELF Coils ELF coils do not differ from those already described with respect
to in vitro systems, and therefore the reader can refer to the previous section for infor-
mation concerning their design and utilization. An example of an in vivo ELF exposure
system making use of Merritt’s coils can be found in Caputa and Stuchly [12].

28.6.2.2 Radial Waveguides Radial waveguides (also called radial transmission
lines—RTLs) are one of the preferred solutions for simultaneous, whole-body RF expo-
sure of a large number of living animals. Their basic operation has already been discussed
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with respect to in vitro exposure systems, where design guidelines for such systems have
been given. For example, a radial waveguide was developed for simultaneous exposure
of nonrestrained hamsters placed in cages arranged on a circle around the center of the
waveguide. Sufficient spacing and absorbers (behind the cages) were provided to ensure
no higher-order waveguide modes could occur in the vertical direction for operations
up to 900 MHz. A dosimetric study revealed that, depending on the relative position of
the animals, the field distribution could change due to mutual shadowing effects [44].
From these calculations, an average SAR of 80 mW/kg per hamster was achieved at
900 MHz for a total input power of only 2.9 W. The standard deviation of SAR was
30%, accounting for the presence of absorber materials and the radial field decay along
the cages. Of these, approximately 25% are ascribable to the biological design of the
experiment investigating nonrestrained animals.

Starting from the radial waveguide idea, a new exposure system, nicknamed the “Ferris
wheel” for its appearance (Figure 28.14), was developed [24]. The exposure system
consists of a radial electromagnetic cavity formed by parallel circular plates mounted
on a polycarbonate frame, joined around the perimeter by an array of shorting posts.
A tunable transition from a 50-� coaxial feed line excites a cylindrical TEM wave
that propagates in a carousel of 40 symmetrically arranged mice, equidistant from the
excitation. The mice, restrained in plastic tubes inserted through circular holes in the
plates, are held copolarized with the incident electric field (E polarization) to maximize
the absorption of RF energy. Compared with the RF-absorber-terminated waveguide, the
use of shorting posts makes impedance matching more sensitive to the cavity load (e.g.,
the size of mice). The loaded cavity has high stored reactive energy so that narrowband
impedance matching to the source is typically achieved. Thus a tunable coax-to-cavity
transition is needed to enable good matching at the desired operating frequency. The
transition was formed by a top-loaded monopole antenna, with a capacitively coupled
passive counterpoise. Tuning of the loaded cavity was performed through adjusting the
capacitive coupling, which was done by moving the counterpoise closer to or farther
away from the monopole, and was accomplished by threads on its arm.

The dosimetric analysis of the exposure system revealed that the distance of the
lateral wall from the mice was the principal parameter to be optimized for efficiency. In
particular, a periodic dependence was found, indicating that the best matching is achieved

(a) (b)
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Figure 28.14 Ferris wheel exposure system: (a) general view and (b) mouse restrainer detail.
(From Ref. 24.)
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when the short-circuited radial waveguide section acts as an inductive load, in contrast
to the common assumption that the highest absorption would occur at the peak of the
electric field at about a quarter-wave from the short. In terms of efficiency, the study
revealed that more than 80% of the input power was absorbed by the exposed animals.
Moreover, improved uniformity of the SAR distribution with respect to typical planewave
incidence was obtained due to the animal’s exposure to waves reflected from the lateral
cavity walls.

28.6.2.3 TEM Chambers An alternative solution to radial waveguides for the
simultaneous exposure of a large number of animals is the use of TEM chambers. A
system based on an extended length TEM chamber was proposed [45]. It allows expo-
sure of up to 12 mice to a uniform plane wave at 900 MHz, with a higher value of
power per unit of mass induced in the biological target. The TEM chamber had equal
transversal dimensions with a broad and thin center conductor, to produce a large uniform
electric field region. A transverse dimension of 12 cm and a 10-cm wide inner septum
was utilized to ensure a pure TEM mode propagation up to 1.25 GHz, and to allow
50-� matching at the chamber ports. The length of the transmitting part of the cell was
fixed to 120 cm (i.e., 4λ at the frequency of 900 MHz) for the simultaneous exposure of
several animals under the same conditions. Numerical simulations have shown that, in
the transversal section of the chamber, a region of uniform electric field indeed exists.
The region was large enough to position a couple of mice on each side with respect
to the chamber inner septum. Moreover, the caudal axis must be parallel to the field
propagation direction in order to have the best condition for homogeneity of exposure.
The average power efficiency for the central group of mice was found to be about 0.4
W/kg per watt of input power.

28.7 SUMMARY

Recent interest in the interaction of electromagnetic fields with biological systems has
focused on the frequency regions used for cellular mobile communications and electric
power transmission and distribution. Aside from their intended roles in communication,
entertainment, and power delivery, the EM energy associated with these applications
produces biological effects that have been shown to influence the life processes of living
organisms. While the subject of biological effects and health implications of EM fields
remains controversial, clearly, research and development in applications of electromag-
netic systems will continue to expand, and with it our need for better understanding of
biological interactions.

It is emphasized that progress in this area can come about only from an appreciation
that this field of study—bioelectromagnetics—is an interdisciplinary endeavor. Indeed,
it places requirements on investigators that are beyond their usual training in fields of
particular disciplines. The subtle interactions that take place between the EM fields,
exposure system, measuring instrumentation, the experimental subject, and any observed
biological response may easily mislead one trained in a specific field of study. The
spurious response may be an artifact from the exposure system or experimental protocol.
Thus the outcome and significance of an investigation may often depend on the knowledge
and experience of the investigator or investigators in the interdisciplinary team.

Because a single study seldom provides definitive evidence for or against a biological
response, several independent studies are needed to arrive at a convincing answer to
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the health effect question or at a statistically significant association. It should be noted
that the scientific approach and acquisition of scientific knowledge are predicated on
replication and confirmation by repeated experimentation.

Antennas as an essential component of exposure systems have played important roles
in the research and development conducted to improve our understanding of RF and ELF
interactions with biological systems. In addition to conventional antennas, a large variety
of innovative approaches have been applied to the design and characterization of antennas
and exposure systems used for biological research. It is emphasized that antennas are
unique and integral parts of given exposure systems; they must be considered as a whole
and characterized as such for the specific application or experimental scenario.

Following discussions of the salient features of in vitro and in vivo exposure systems,
the antennas described and characterized in this chapter include ELF coils, TEM cham-
bers, rectangular waveguides, radial transmission lines, wire patch cells, and coplanar
waveguides for in vitro experiments under controlled laboratory conditions. Antennas
for in vivo experiments can be divided into localized and partial-body exposures accord-
ing to the protocols. Loop antennas and carousels are often used for experiments where
only a portion of the body is subjected to EM field exposure. Antennas described for
exposure of the whole body consist of ELF coils, radial waveguides, and TEM chambers
for groups of mice and rats undergoing prolonged or lifelong exposures.
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CHAPTER 29

Antenna Modeling Using Integral
Equations and the Method of Moments

ANDREW F. PETERSON

29.1 INTRODUCTION

There are three dominant numerical approaches for antenna analysis. Two of these are
the finite-element frequency-domain method and the finite-difference time-domain method ,
which are discussed in companion chapters and involve the numerical solution of differ-
ential equations. In this chapter we focus on integral equation methods in the frequency
domain. Electromagnetics problems have been formulated in terms of integral equations
since Pocklington analyzed wave propagation along wires in 1897, although the numer-
ical solution of these equations in the modern sense did not begin until the 1960s.
Integral equations offer the advantage that they incorporate a Green’s function that
exactly accounts for wave propagation over any distance. Thus there is no need to
truncate the computational domain by approximate means, as with the finite-element and
finite-difference methods.

We briefly review the formulation of several integral equations and the implementation
of the most common numerical techniques, with an emphasis on the limits of these
approaches. In general, our goal is to provide the reader with guidance on the choice of
technique and help point the reader to the location of commercial software or freeware
that might do the job. Readers seeking additional information are encouraged to consult a
number of textbooks encompassing the scope of this discipline [1–9]; we do not attempt
to provide the in-depth consideration of the necessary details here for the readers to
develop their own computer codes.

29.2 INTEGRAL EQUATIONS

Material in this section and the following section has been adapted from Ref. 10.
Consider a perfect electric conducting body in an infinite homogeneous environment

of permittivity ε and permeability μ. The body is illuminated by a sinusoidal steady-state
source of electromagnetic radiation, having radian frequency ω, and all the time-varying
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quantities are represented by phasors with suppressed time dependence ejωt . Although
the structure represents the surface of an antenna, we pose the problem as though the
antenna is scattering the field of the feed source. In the absence of the antenna, the source

would produce an electric field �Einc
(x, y, z) and a magnetic field �Hinc

(x, y, z) throughout
the surrounding space. (These are denoted the incident fields.) In the presence of the
conducting antenna, the fields are perturbed from these to the total fields �Etot

(x, y, z)

and �Htot
(x, y, z). The perturbation can be accounted for by the presence of equivalent

induced currents on the antenna surface.
The induced surface current density can be expressed as �J(s, t), where s and t are para-

metric variables on the surface. (Henceforth, all references to the variable t are intended
to denote position, not time.) The current density, if treated as a source function that
exists in the absence of the conducting antenna, produces the scattered fields �Es

(x, y, z)

and �Hs
(x, y, z). The various fields are related by

�Einc + �Es = �Etot
(29.1)

�Hinc + �Hs = �Htot
(29.2)

Since the scattered fields are produced in infinite homogeneous space by �J, they are
readily determined using any of the standard source-field relations, such as

�Es = ∇(∇ · �A)+ k2 �A
jωε

(29.3)

�Hs = ∇ × �A (29.4)

(as in Ref. 7, Eq. (29.4) is employed as an alternative to the more traditional �B = ∇ × �A),
where the wavenumber of the medium is given by k = ω

√
με, and the magnetic vector

potential function is

�A(x, y, z) =
∫∫

surface

�J(s ′, t ′) e−jkR

4πR
ds ′ dt ′ (29.5)

In Eq. (29.5), R is the distance from a point (s ′, t ′) on the surface to the point (x , y , z )
where the field is evaluated. Throughout this chapter, primed coordinates are used to
describe the “source” of the electromagnetic field (the current density), while unprimed
coordinates denote the “observer” location where that field is evaluated.

The total fields in Eqs. (29.1) and (29.2) must satisfy the electromagnetic boundary
conditions on the surface of the perfect electric antenna:

n̂× �Etot|surface = 0 (29.6)

n̂× �Htot|surface = �J (29.7)

where n̂ is the outward normal unit vector, and in Eq. (29.7) the surface is approached
from the exterior. By combining Eqs. (29.1), (29.3), and (29.6), we obtain

n̂× �Einc|surface = − n̂× ∇(∇ · �A)+ k2 �A
jωε

∣∣∣∣∣
surface

(29.8)
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This equation is one form of the electric field integral equation (EFIE). (While it is in
fact an integrodifferential equation, the term “integral equation” is commonly used for
simplicity.) The equation can be solved in principle for the surface current density �J
appearing within the magnetic vector potential �A.

By combining Eqs. (29.2), (29.4), and (29.7), we obtain the magnetic field integral
equation (MFIE)

n̂× �Hinc|surface = �J− n̂× (∇ × �A)|surface (29.9)

Equation (29.9) is enforced in the limiting case from the exterior of the surface of the
body. This equation may also be solved for �J. Once �J is determined by a solution of
Eq. (29.8) or (29.9), the fields and other observable quantities associated with the antenna
can be determined by direct calculation.

The MFIE in Eq. (29.9) is only applicable to closed conducting bodies where
Eq. (29.7) is a valid boundary condition, but the EFIE can be used for thin shells as
well as solid structures where Eq. (29.6) holds. This restriction on the MFIE is due to
the fact that Eq. (29.7) has been specialized to the situation where the magnetic field is
zero on the inner side of the surface. The form of the MFIE in Eq. (29.9) is not valid if
the surface is open and the field is nonzero on both sides of the surface. Most antenna
analysis employs the EFIE, and we focus on that equation in the following.

An alternative form of the EFIE is the so-called mixed potential integral equation
(MPIE), in which the EFIE of Eq. (29.8) is recast into the form

n̂× �Einc|surface = n̂× {jωμ�A + ∇�e}|surface (29.10)

where the electric scalar potential function is

�e(x, y, z) = 1

−jωε

∫∫
surface

{∇′s · �J}e−jkR

4πR
ds ′dt ′ (29.11)

The MPIE is sometimes a more convenient form for implementation because it offers
one less derivative outside the integrals. Since the divergence of the current density is
proportional to the surface charge density,† and the charge density is the dominant source
of the near-zone electric field, the scalar potential term in Eq. (29.10) is likely to con-
tribute fields of greater magnitude than the vector potential to the equation. The accuracy
of a numerical solution is highly dependent on the accuracy of the near fields; hence the
representation of the charge density and the scalar potential function are important, and
the MPIE draws attention to those terms.

While we do not consider aperture antennas in this discussion, we note that those
antennas can be analyzed by similar integral equations that usually employ the equivalent
magnetic current density as the primary unknown. Appropriate formulations may be found
in the literature [2, 5–7].

†Note that the divergence of the current density must be treated as a generalized function, incorporating any
Dirac delta functions that might arise in the process.
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29.3 THE METHOD OF MOMENTS

The vector integral equations (29.8), (29.9), and (29.10) have the form

L{�J} = �V (29.12)

where L denotes a linear vector operator, �V is the given excitation function, and the
equality holds for tangential vector components over the antenna surface. To solve Eq.
(29.12) numerically, it must be projected from the continuous infinite-dimensional space
to a finite-dimensional subspace (or in less mathematical terms, converted into a matrix
equation). This process is known as discretization . One procedure for accomplishing this
discretization is known as the method of moments (MoM) [1]. As applied here, the MoM
is essentially equivalent to the boundary element method , the weighted residual method ,
and the Rayleigh–Ritz procedure.

Our implementation of the MoM procedure involves approximating the quantity to be
determined, �J, by an expansion in linearly independent vector basis functions

�J(s, t) ∼=
N∑

n=1

In �Bn(s, t) (29.13)

The N coefficients {In} in Eq. (29.13) become the unknowns to be determined. To obtain
N linearly independent equations, both sides of Eq. (29.12) are multiplied (using a scalar
or dot product) with suitable vector testing functions {�Tm(s, t)} and integrated over the
surface of the antenna to obtain∫∫

surface

�Tm · L{�J} ds dt =
∫∫

surface

�Tm · �V ds dt, m = 1, 2, . . . , N (29.14)

By enforcing the equation in this manner, the boundary condition associated with the
integral equation (29.12) is imposed on average (or in a weak sense) throughout the
domain of the testing function.

The equations in (29.14) can be organized into a matrix of the form ZI=V, where
the N ×N matrix Z has entries

Zmn =
∫∫

surface

�Tm · L{�Bn} ds dt (29.15)

and the N × 1 column vector V has entries

Vm =
∫∫

surface

�Tm · �V ds dt (29.16)

The numerical solution of the matrix equation yields the coefficients {In}.
As expressed in Eqs. (29.13)–(29.16), the basis and testing functions may be spread

over the entire surface, or defined with a more limited domain of support. The use of
entire-domain basis functions, which are spread over the entire surface, is usually limited
to codes developed for specific geometries. Because they allow flexibility in the geometry,
codes based on subsectional functions are applicable to a broad class of problems, and
most of the available computer codes for antenna analysis fall into this category.
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As noted in the preceding section, the near-zone electric fields are tightly coupled to
the surface charge density, which can be obtained from the current density through

ρs = 1

−jω
∇s · �J (29.17)

Although the current density may be viewed as the primary unknown in the EFIE, the
representation for the charge density must be considered when constructing a numerical
solution. It has been observed that inconsistent representations for charge density are
associated with poor accuracy in numerical solutions [11].

29.4 THIN-WIRE ANTENNAS

The formulation and numerical solution process is illustrated using a conceptually simple
antenna: a linear dipole (Figure 29.1). The dipole is a cylinder aligned with the z -axis,
with radius a and overall length 2h . For the moment, we neglect the details of the feed

structure, except to suppose that the feed produces an electric field �Einc
that illuminates

the cylindrical arms of the dipole. More precisely, �Einc
is the field of the feed as it would

exist in the absence of the metal arms of the dipole. The surface equivalence principle
is invoked to remove the dipole arms from the problem, with their effect accounted for
by an equivalent surface current density �J radiating in free space.

Mfeed2h
→

2a

ẑ

Figure 29.1 A linear dipole antenna.
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Several simplifications are possible under the assumption that the cylinders are thin
compared with the overall length (a � 2h) and the wavelength (a � λ). We also assume
that the feed is φ-independent and produces no φ-component of electric field. These
conditions imply that (1) there is no appreciable current flowing on the end caps of
the cylinders and (2) the surface current density is φ-independent. (Equivalently, the first
condition is also realized if the cylinders are hollow.) Thus the equivalent surface current
density is only a function of z and can be expressed as

�J(φ, z) = ẑ Jz(z) (29.18)

The equivalent surface current is the primary unknown to be determined in the formula-
tion. Once �J is determined, the radiation pattern, the directivity, and the input impedance
of the antenna are readily found by secondary calculations.

The EFIE from Eq. (29.8) can be specialized to this situation to produce

Einc
z (z)|ρ=a,φ=0 = −1

jωε
ẑ · {∇(∇ · �A)+ k2 �A}|ρ=a,φ=0,−h<z<h

= −1

jωε

{
∂2

∂z2
+ k2

}
Az (29.19)

= −1

jωε

{
∂2

∂z2
+ k2

}∫ h

z′=−h

Jz(z
′)
∫ 2π

φ′=0

e−jkR

4πR
a dφ′ dz′

where
R =

√
(a − a cosφ′)2 + (−a sinφ′)2 + (z− z′)2 (29.20)

After replacing the surface current density by the total current, using

I (z′) = 2πaJz(z
′) (29.21)

Eq. (29.19) may be rewritten

Einc
z (z) = −1

jωε

{
∂2

∂z2
+ k2

}∫ h

z′=−h

I (z′)G(z− z′) dz′ (29.22)

where

G(z− z′) = 1

2π

∫ 2π

φ′=0

e−jkR

4πR
dφ′ (29.23)

and where R can be specialized to

R =
√

4a2 sin2(φ′/2)+ (z− z′)2 (29.24)

The equality in Eq. (29.22) holds over the original surface of the dipole (ρ= a ,
−h < z < h). Equation (29.22) has the form of Eq. (29.12) and can be solved in principle
for I (z ).

The integral equation (29.22) can be generalized to bent or curved wires, wires with
variable radius, wires loaded with lumped element resistances or reactances, and so on
[3, 12–14]. The fundamental principles of the analysis of more general wire shapes
do not differ substantially from that of the linear dipole, so the following discussion is
limited to Eq. (29.22).
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29.5 WIRE ANTENNA FEED MODELS

The field Einc
z in Eq. (29.22) is the field of the antenna feed in the absence of the antenna

itself. The most widely used feed models for wire antennas are the magnetic frill source
[15] and the applied voltage source [12]. The frill feed, which consists of a magnetic
current density associated with the TEM mode of a coaxial cable, is particularly well
suited for modeling a monopole or other wire fed through a ground plane by a coaxial
cable. For a ground plane at z = 0 and a coaxial aperture centered at the origin, that
model produces an incident field of the form

Einc
z (ρ, z) = V0

ln(b/a)

∫ 2π

φ′=0

{
e−jkR1

4πR1
− e−jkR2

4πR2

}
dφ′ (29.25)

where V 0 is the voltage across the coax aperture, a and b are the inner and outer
dimensions of the aperture, respectively,

R1 =
√
ρ2 + a2 − 2ρa cosφ′ + z2 (29.26)

and
R2 =

√
ρ2 + b2 − 2ρb cosφ′ + z2 (29.27)

The applied voltage feed is not as physically valid as the frill feed model. It consists of
the assumption that∫

Tm(z)E
inc
z (z) dz =

{
V0, observer in feed region

0, otherwise
(29.28)

where Tm is the testing function from Eq. (29.14) that is located in the feed region,
and V0 is the desired feed voltage. The various dipole feed models all produce highly
localized fields near the feed point; hence Eq. (29.28) gives a reasonable first-order result
without an explicit form for Einc

z .
In general, a feed model that is closely tied to the actual feed structure is expected to

produce more accurate results for input impedance. Because it is less physically valid,
applied voltage feed results for input impedance are expected to be less accurate than
those produced by a better feed model. However, far-field pattern results are relatively
independent of feed models, and the applied voltage type of model is usually more than
adequate for directivity calculations.

Other feed models have been proposed [3, 12, 13] but are not widely used. Practi-
cal feed structures such as a T-match feed [16] and various types of baluns [17] can
sometimes be modeled by additional wire segments. In practice, there may be parasitic
capacitance associated with antenna feed structures that is neglected in the typical feed
model.

29.6 METHOD OF MOMENTS SOLUTION OF EQ. (29.22)

For generality, we limit our consideration to the use of subsectional basis functions, where
each basis function is localized to a small region of support on the antenna surface.
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zN

z4

z3

z2

z1

z

Figure 29.2 Division of the linear dipole into cells.

Suppose that the dipole in question is divided into cells along z (Figure 29.2). As in
Eq. (29.13), the current I (z ) may be represented by a superposition of basis functions

I (z) =
N∑

n=1

InBn(z) (29.29)

After Eq. (29.29) is substituted into Eq. (29.22), the N coefficients {In} become the
unknowns to be determined.

While a large variety of subsectional basis function types have been studied, two
widely used for wire antenna analysis are the sinusoidal triangle and the three-term
sinusoid . Each sinusoidal triangle basis function straddles two cells and interpolates to
the value of the current at the junction (Figure 29.3). If the cells are located in the
intervals −d < z < 0 and 0< z < d , the basis function interpolating at the origin can be
defined as

Bn(z) =
⎧⎨⎩

sin(k[d − |z|])
sin(kd)

, −d < z < d

0, otherwise
(29.30)

Figure 29.3, plotted for a cell dimension d equal to one-tenth the wavelength, illustrates
that the sinusoidal triangle basis function is almost indistinguishable from an ordinary
linear (polynomial or spline) triangle function. Additional basis functions with the func-
tional dependence of Eq. (29.30) are centered at each of the cell junctions along the wire
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Figure 29.3 A single sinusoidal triangle basis function.

to provide the full representation. If the current is to vanish at the ends (for a hollow
dipole or if the end effect is to be neglected), no basis function is located at the end of
the extreme cells.

The sinusoidal triangle basis functions are usually used with sinusoidal triangle testing
functions, identical to the basis functions, to produce an N ×N system of equations.

The three-term sinusoid has the form

Bn(z) = αn + βn sin(kz)+ γn cos(kz) (29.31)

where the coefficients {αn, βn, γn} are chosen to prescribe a specific behavior at cell
junctions. In a region where the wire is smooth and of constant radius, these coefficients
are usually selected to produce a sinusoidal spline behavior (Figure 29.4). Consider three
adjacent cells, with a functional dependence consistent with Eq. (29.31) in each cell. Eight
of the nine coefficients in these three cells can be obtained by enforcing continuity of the
basis function and its first two derivatives at the two junctions, and the conditions that
the basis function and its first derivative vanish at the outer edges of the three cells. For
uniform cell sizes with cells located in the intervals −�< z < −�/3, −�/3< z <�/3,
and �/3< z <�, the result is the spline function

S(z) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
S0 sin

(
k�

3

)
{1− cos(k[�− |z|])}, �

3
< |z| < �

S0

{
sin

(
k�

3

)
− sin(k�)+ sin

(
2k�

3

)
cos(kz)

}
, |z| < �

3

(29.32)

where, to normalize the function to unity at z = 0,

S0 = 1

sin

(
2k�

3

)
+ sin

(
k�

3

)
− sin(k�)

(29.33)
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Figure 29.4 A sinusoidal spline basis function.

(Note that the normalization is not necessary, since the function defined in Eq. (29.32)
does not interpolate to the value of the current at the middle of its domain, where adjacent
basis functions also contribute a nonzero value.) The spline basis functions in Eq. (29.32)
offer the advantage that the near fields they generate along the surface of the dipole are
bounded, continuous functions. In contrast, near fields produced by the sinusoidal triangle
basis functions, and many other types of basis functions, contain singularities at the cell
junctions. Consequently, the smoother fields of the spline functions do a better job of
satisfying the boundary condition in Eq. (29.6) inherent in the integral equation (except
at the dipole ends).

Because the near fields are smooth, the testing functions usually employed in connec-
tion with sinusoidal spline basis functions are Dirac delta functions, located at the cell
centers.

We note that at the ends of a wire, or at a junction between wires of different radii,
the form of the spline in Eq. (29.32) is usually modified to incorporate the appropriate
behavior for the current and charge densities [12]. In practice, the basis functions do not
“hang off” the ends of the wire.

The dipole ends deserve special mention. The specific structure of the end caps deter-
mines the local behavior of the current and charge densities in that region. The dipole
may be hollow, with a knife-edge geometry at the cylinder ends, or solid, with end caps
that are flat, spherical, or some other shape. If end caps are to be modeled, then a special
basis function can be incorporated that transitions from the expansion along the cylinder
surface to an expansion of the current on the end cap (vanishing at the wire center).
Such a basis function ordinarily incorporates the proper edge condition for the current
and charge density if there is a discontinuity in the antenna surface at the transition
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[18–20]. For dipoles, the proper treatment of the ends typically has little impact on the
predicted input impedance for a < 0.001λ but has greater impact as the radius increases.

A wide variety of other types of basis functions can be used and have been considered
for wire antenna modeling, including ordinary polynomial functions such as Legendre,
Lagrangian, Chebyshev, and Jacobi polynomials.

29.7 SINGULARITY IN THE GREEN’S FUNCTION

When the argument of the function G in Eq. (29.23) vanishes at z = z ′, that function
exhibits a logarithmic singularity. The integrand within G exhibits a (1/R) singularity
when φ′ → 0 and z → z ′. The numerical evaluation of the MoM matrix entries must
employ special procedures to properly handle these singularities, especially when high
accuracy is desired. Discussions of general procedures for singular integrals are included
in Ref. 1–9 and 21–23 and are briefly summarized in one of the following sections. A
detailed consideration of their implementation is beyond the scope of this chapter.

In the distant past, it was suggested that Eq. (29.22) could be simplified by considering
the current to be a filament located on the axis of the dipole instead of a cylinder on the
dipole surface.† This approximation modifies the distance R to

R ∼= Ra =
√
a2 + (z− z′)2 (29.34)

Since Ra does not depend on φ′, it follows that G in Eq. (29.23) can be approximated
by

Ga(z− z′) = e−jkRa

4πRa

(29.35)

The function Ga is known as the “thin wire” kernel or the “reduced” kernel. It offers
two computational advantages over G : the φ′ integration in Eq. (29.23) is eliminated,
reducing the necessary computations, and the kernel Ga is bounded and there is no
longer a singularity at z = z ′. Furthermore, since Ga is not singular, the derivatives in
Eq. (29.22) can be pushed under the integral sign, to simplify the equation. The resulting
equation has been widely used and often gives numerical results for the current and the
input impedance that exhibit good agreement with numerical results from Eq. (29.22).
Despite the fact that the overall results often agree, the reduced kernel Ga in Eq. (29.35)
is usually not a good approximation to the exact G in Eq. (29.23) when |z − z ′|< 10a .
The success of the reduced kernel appears to stem from the explanation in the preceding
footnote, namely, that an equally valid formulation of the problem can be obtained for a
solid dipole by evaluating the boundary condition that the electric field is zero on the axis
of the dipole. Thus the two approaches produce similar results even though the equations
are substantially different. Despite the fact that as typically implemented the use of Ga

is approximate and prevents results from converging, many codes use the approximation
G ∼=Ga.

†An equivalent and more justifiable result for a solid dipole can be obtained by leaving the current on the
cylinder surface and moving the observer (unprimed coordinates) to the dipole axis. The feed field in Eq. (29.22)
should then be evaluated at radius ρ= 0. (This is actually the approach taken in many codes.) A self-consistent
formulation requires currents on the end caps to ensure that the fields inside the dipole are actually zero!
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29.8 STEPS WITHIN A TYPICAL ANALYSIS

Once a user is reasonably familiar with the operation of a particular electromagnetic
analysis software package, the steps involved in modeling an antenna proceed as follows.

The first step in the process is to describe the antenna geometry to the code. At its
most detailed and tedious extreme, this may involve preparing an input file according to
a prescribed format with data such as the coordinates of wire ends, number of segments
along each wire, segment radius, frequency of operation, and soon. For solid surface
modeling (to be discussed later), the data set may be more extensive and involve a
lengthy list of coordinates on the surface, coupled with pointer arrays that associate cells
on the surface with nodes (coordinates) and with edges defined between the nodes. In that
manner, the precise location of each cell, and each basis function, is specified. In practice,
users of commercial software tools should expect that the software will incorporate a
graphical user interface that facilitates the description of the antenna geometry, and may
allow the user to define the overall structure from a set of primitives and relatively
few coordinates. In principle, a sophisticated software package should be capable of
removing the burden of defining specific basis function locations from the user and using
instead some form of adaptive refinement to guide the model creation internally. However,
integral equation analysis codes with this level of sophistication are not widespread.

The second step in an antenna analysis is to define the excitation or antenna feed.
Here the user is usually able to choose from a set of available feed models, including
those discussed previously, and may also specify multiple feeds in the case of antenna
array applications.

Once the model and excitation have been described, the method-of-moments analysis
can be carried out, yielding coefficients of the basis functions for the current density.
Most antenna codes will automatically calculate input impedance or admittance at the
various feed points, perform a calculation of the antenna radiation pattern over some
specified increments of view angles, and determine the total radiated power. It also may
be possible to obtain copolarized and cross-polarized radiation patterns.

The data set encompassing the model of the antenna structure and the various results
are stored in files and can be utilized for later postprocessing tasks and additional graphi-
cal processing. As discussed in a later section of this chapter, substantial physical insight
can be obtained by mining these data in creative ways.

29.9 ACCURACY AND CONVERGENCE OF NUMERICAL SOLUTIONS

Two obvious questions arise in connection with a method-of-moments solution to an
equation such as (29.22): Do the results converge? and Do they converge to the correct
answer? Considerable effort has been directed toward these questions throughout the
past four decades. While the answers to both questions can be “yes” under controlled
conditions, it is important to understand that most electromagnetic analysis codes are
unlikely to produce results that can stand up to scrutiny in this regard. (This is not to
imply that the results are useless; we simply warn the reader that there is a limit as to
how far things can be pushed.)

For results to converge, any approximation involved in the implementation of the MoM
procedure must be well controlled, and the numerical precision of all the computations
must be adequate. For instance, the use of a nonphysical feed model such as the applied
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voltage source in Eq. (29.28) prevents numerical results from converging as the number
of basis functions is increased, because the feed model itself changes as the cell sizes
change. The use of the approximation G ∼=Ga also prevents convergence in the absence
of end cap currents. The required numerical precision must exceed the likely number of
digits lost to rounding errors in the various computations; normally this can be estimated
from the condition number of the system matrix. In practice, as the number of basis
functions is pushed in an investigation of convergence, the associated matrix condition
numbers can exceed 106. Under those conditions, if it is desired to see results for input
impedance converge to 5 digits, it is necessary that the matrix entries be computed to at
least 11 digits of accuracy and that those many digits be preserved in all computations.
Ensuring 11 digits of accuracy in the integrals over the singular Green’s functions over
a wide range of parameters is not a trivial task. Furthermore, most computer codes
developed for wire antenna problems were not created with that objective in mind.

To illustrate that numerical results can converge, Table 29.1 shows the input admittance
for a linear dipole with flat end caps, obtained from a high-order MFIE formulation where
numerical precision was tightly controlled [24].

To investigate whether or not the numerical results converge to the “correct” answer,
one must first take into account the idealizations incorporated into Eq. (29.22), and how
they differ from the physical realization of a manufactured antenna. These include the
idealization of perfectly conducting metal, a perfect boundary shape, a symmetrical feed
field that might ignore the presence of a balun and matching network, and the absence
of other electromagnetic scatterers in the vicinity of the antenna. These issues have long
been relevant for electromagnetic field analysis. The presence of corners (or any type of
surface discontinuity) in the idealized model deserves special mention, since current and
charge densities exhibit singular behavior at these locations that should be incorporated
into the basis function representation. An inappropriate representation at a discontinuity
may prevent the numerical results from converging to the correct answer.

Despite the fact that most computer codes in use for modeling wire antennas will not
truly converge to the “correct” results due to the aforementioned issues, useful results
can be obtained by employing a sufficient number of unknowns and following other user
guidelines [12].

TABLE 29.1 Input Admittance of a Center-Fed Linear
Dipolea with Length 0.5λ, Radius a = 0.0625λ, and Flat
End Caps

Unknowns Re{Y } (mS) Im{Y } (mS)

120 9.9173 3.6594
240 9.9180 3.6596
360 9.9182 3.6597
480 9.9183 3.6597
600 9.9183 3.6597

aThe feed is a magnetic frill having b/a = 1.2. MFIE formulation is
solved with degree-11 polynomial basis functions and Dirac delta
testing functions, with equal-sized cells along the cylinder. These
data are used to illustrate the convergence of input admittance
possible under controlled conditions.

Source: Adapted from Ref. 24.
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29.10 EXAMPLE: MUTUAL IMPEDANCE MATRIX FOR THREE-ELEMENT
ARRAY

To illustrate the use of numerical analysis tools, consider the design of a three-element
endfire array. Suppose we have three center-fed half-wave dipole elements, each aligned
parallel to the z -axis in the y = 0 plane, with the positions along the x -axis given by x = 0,
x = λ/3, and x = 2λ/3, where λ is the wavelength. The dipoles have radius a = 0.005λ.
To produce an ideal endfire pattern with the main beam along the +x axis, the cur-
rents at the feed points should be {I0e

j0◦ , I0e
−j120◦ , I0e

−j240◦}. In a simple design
that neglects the mutual coupling between the dipole elements, the desired currents
would be obtained through the use of feed voltages of the same relative phases, namely,
{V0e

j0◦ , V0e
−j120◦ , V0e

−j240◦}.
Figure 29.5 shows the pattern obtained using NEC-2 [12] to model the three-element

array with feed voltages {1ej0◦ , 1e−j120◦, 1e−j240◦}. In this analysis, each dipole was
represented with 21 equal-sized segments, with an applied voltage feed imposed on each
center segment. However, because of mutual coupling between the elements, the dipole
currents are perturbed from the desired values, and the pattern deviates considerably
from the ideal endfire pattern. (The ideal pattern has nulls at 90◦, 180◦, and 270◦.) The
feed currents determined by the method-of-moments solution process, in milliamperes,
are I 1 = 10.7e−j 37.4◦ , I 2 = 5.2e−j 176.7◦ , and I 3 = 3.0e−j 277.0◦ . These exhibit a substantial
magnitude variation and some phase deviation from the desired values.

To obtain the desired endfire pattern, the effect of mutual coupling must be taken into
account. In other words, the feed voltages must be corrected to those that produce the
proper feed currents. These voltages are those prescribed by the relation⎡⎣V1

V2

V3

⎤⎦ =
⎡⎣Z11 Z12 Z13

Z12 Z22 Z12

Z13 Z12 Z11

⎤⎦⎡⎣I1

I2

I3

⎤⎦ (29.36)

180 1 0

90

Plot of 3-element array from NEC2

270

0 1

Figure 29.5 Pattern of three-element endfire array (from NEC-2), fed with ideal voltages that do
not take mutual coupling into account.
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where the currents are {I0e
j0◦ , I0e

−j120◦ , I0e
−j240◦}, and where the symmetry of the

array has been taken into account to reduce the number of independent entries of the
impedance matrix. The entries of the impedance matrix are not known a priori but may
be determined using NEC-2.

A general entry in the impedance matrix, Zij in Eq. (29.36), is formally defined as “the
voltage at feed i divided by the current at feed j , while dipole j is excited with all the
other feeds open-circuited.” In theory, a program such as NEC-2 can be used to determine
the mutual impedances directly. This requires that the three-element array be driven by
element j , while the other elements are open-circuited at their feed points. The difficulty
with such an approach is the apparent need to model two open-circuited dipoles. NEC-2,
like other wire antenna codes, is not well suited for treating open-circuited feeds, since
the standard feed models typically involve a source imposed over a short-circuited wire.
In addition, it is difficult to insert a “gap” between wire segments in such a manner so
as to agree with the physical feed structure (which, in practice, almost never involves
a gap between ideal cylinders). Finally, codes seldom have a provision for determining
the voltage across such a gap. In actuality, analysis codes of this type are best suited for
treating short-circuit feeds, not open-circuited feeds.

Instead of approaching the impedance matrix entries directly, we instead consider the
inverse of Eq. (29.36), ⎡⎣I1

I2

I3

⎤⎦ =
⎡⎣Y11 Y12 Y13

Y12 Y22 Y12

Y13 Y12 Y11

⎤⎦⎡⎣V1

V2

V3

⎤⎦ (29.37)

and work directly with the admittance matrix. The formal definition of entry Yij in
Eq. (29.37) is “the current at feed i divided by the voltage at feed j , with dipole j
excited while all the other feeds are short-circuited.” This definition is much easier to
correlate with the result from an analysis code, since all that is required is that one element
of the array be excited in the usual manner while the other two dipoles are modeled as
continuous cylinders. Thus NEC-2 can be executed once with dipole #1 excited with
voltage V 1 = 1ej 0◦ , to determine Y11 (the current at center segment of dipole #1), Y12

(the current at the center segment of dipole #2), and Y13 (the current at the center segment
of dipole #3). Figure 29.6 shows the input data file used with NEC-2. The results are
obtained directly from the appropriate values of the current at each feed segment in
the output data file. The code must be executed a second time with dipole #2 excited
to determine Y22. Finally, the admittance matrix in Eq. (29.37) may be inverted using
standard linear algebra techniques to produce the impedance matrix in Eq. (29.36).

For the 21-segment dipole models described above, the numerical values obtained
for the entries of the admittance and impedance matrix are given in Table 29.2. The

Figure 29.6 Input data file used with NEC-2.
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TABLE 29.2 Entries of the Mutual Admittance Matrix
and Mutual Impedance Matrix for the Three-Element
Endfire Array Example

Re{Y } (mS) or Im{Y } (mS) or
Entry Re{Z} (�) Im{Z} (�)

Y 11 6.75 −2.98
Y 12 2.68 2.94
Y 13 −0.03 −0.60
Y 22 5.57 −1.43
Y 23 2.69 2.93

Z 11 94.2 52.1
Z 12 17.3 −53.7
Z 13 −37.2 6.1
Z 22 91.6 57.3
Z 23 17.1 −53.8

necessary feed voltages are obtained from Eq. (29.36) using those values, which yields
V 1 = 59.7ej 28.8◦ , V 2 = 133.8e−j 63.8◦ , and V 3 = 198.8e−j 201.7◦ . (These values can, of
course, be scaled by any complex constant.) The overall antenna pattern obtained from
NEC-2 using these feed voltages is shown in Figure 29.7 and exhibits good agreement
with the ideal endfire pattern for an array of three point sources. The nulls in the pattern
are not perfect, since, unlike ideal point sources, there is some phase variation in z
along each dipole.

150

120

90

Plot of 3-element endfire from NEC2

60

30

330

300

270

240

210

0180 0

Figure 29.7 Pattern of three-element endfire array (from NEC-2), fed with voltages obtained by
the mutual coupling analysis.
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29.11 ANTENNAS CONFIGURED FROM ARBITRARY
CONDUCTOR SHAPES

A number of antenna structures are constructed from conducting materials other than thin
wires. Numerical techniques for treating these structures involve a representation for the
surface in terms of flat or curved polygonal cell shapes (Figure 29.8). For illustration, we
limit our consideration to flat-faceted triangular cell models. The surface current density
is a vector quantity, and the most widely used basis functions defined on such surfaces are
the vector Rao–Wilton–Glisson (RWG) triangular rooftop functions shown in Figure 29.9
[25]. Each function is centered on an edge in the surface model and straddles the two
cells adjacent to that edge. That basis function provides a vector representation that
interpolates to the surface current density flowing across the interior edge.

In the EFIE developed in Eqs. (29.1)–(29.8), the function �Einc
is the field of the feed

in the absence of the structure and is assumed known. The function �Es
is the “scattered”

electric field produced by the surface current �J, also in the absence of the structure, and

Figure 29.8 A portion of a conical spiral antenna modeled with flat triangular facets.

Figure 29.9 An RWG basis function straddling two triangular cells. The basis function interpo-
lates to the component of current flowing across the central edge.
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may be obtained by manipulating Eq. (29.3) into the form

�Es = −jωμ

∫∫
surface

�J(s ′, t ′)G ds ′dt ′ + 1

jωε
∇
∫∫

surface
∇′ · �J(s ′, t ′)G ds ′ dt ′ (29.38)

where G is now used to denote the free-space Green’s function

G(R) = e−jkR

4πR
(29.39)

R =
√

[x(s, t)− x(s ′, t ′)]2 + [y(s, t)− y(s ′, t ′)]2 + [z(s, t)− z(s ′, t ′)]2 (29.40)

and the integration is performed over the antenna surface.
The surface current density is represented by the summation

�J(s, t) =
N∑

n=1

In �Bn(s, t) (29.41)

where {�Bn} denote the RWG vector basis functions, and {In} denote N complex-valued
coefficients that henceforth are the unknowns to be determined.

The MoM procedure requires a testing function to provide a means for obtaining N
linearly independent equations; the testing process converts the equation under consid-
eration into a weak form, which can also be used to reduce the number of derivatives
acting on the unknown function. If the general EFIE of Eq. (29.6) is multiplied (by scalar
product) with a vector testing function �T(s , t), tangential to the surface, one obtains∫∫

surface

�T · �Einc
ds dt = −

∫∫
surface

�T · �Es
ds dt (29.42)

With the EFIE, testing functions are often taken to be the same as the basis functions:

�Tm(s, t) = �Bm(s, t) (29.43)

The equations can be organized into the form of a matrix equation

ZI = V (29.44)

where I and V are N by 1 column vectors and Z is an N by N matrix. The entries of I
are the coefficients {In}, while those of V are given by

Vm =
∫∫

surface

�Tm · �Einc
ds dt (29.45)

The entries of Z can be manipulated into several mathematically equivalent forms, one
of which is given by [10]

Zmn= jωμ

∫∫
s,t

∫∫
s′,t ′

�Tm(s, t) · �Bn(s
′, t ′) G ds ′ dt ′ ds dt

+ 1
jωε

∫∫
s,t

∇ · �Tm

∫∫
s′,t ′

∇′ · �Bn G ds ′ dt ′ ds dt

(29.46)
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Equation (29.46) illustrates symmetry between the basis and testing functions and also
highlights the obvious fact that in the absence of some other simplification the matrix
entries involve four-dimensional integrals. Once these matrix entries have been computed,
the matrix equation (29.44) may be solved to produce the coefficients {In}, after which
any other quantity of interest may be obtained by integrating over the current density in
Eq. (29.41).

When the testing and basis functions overlap a common cell in Eq. (29.46), there will
generally be points where the function R within G vanishes. The resulting 1/R singularity
complicates the evaluation of the integrals. There are several possible ways to evaluate
the singular integral; for illustration we briefly review the use of a transformation due to
Khayat and Wilton [23].

When the integrand is singular, the domain of the inner integral in Eq. (29.46) can
be divided into three triangular subcells, each with the singularity at one corner. (The
subdivision into three cells is not always optimal but illustrates the idea.) This approach
reduces the integration to three integrals, each of the form

I =
∫ 1

v=0

∫ 1−v

u=0
f (u, v)

1√
u2 + (1− v)2

du dv (29.47)

where the function f incorporates the basis and testing functions, the numerator of the
Green’s functions, the dot product in Eq. (29.46), and any Jacobian arising from the cell
transformation (or from a separate mapping associated with curved cells). The transfor-
mation of Khayat and Wilton [23] involves a change of variable from u to w , where

u = (1− v) sinhw (29.48)

du =
√
u2 + (1− v)2dw (29.49)

The limits of integration are modified, with the lower limit u = 0 replaced by w= 0, and
the upper limit of u= 1− v replaced by w= arcsinh(1). The transformation changes the
triangular domain to a rectangular domain and produces

I =
∫ 1

v=0

∫ arcsinh(1)

w=0
f (u, v) dw dv (29.50)

For flat cells, the factor in Eq. (29.49) exactly cancels the denominator of Eq. (29.47).
While the denominator is not exactly canceled under more general conditions (curved
cells or other mappings) the limiting behavior of the singularity is canceled. Equation
(29.50) may be evaluated by adaptive quadrature.

Examples of surface-patch modeling of antennas abound. Makarov presents a
tutorial-level discussion of modeling bow-tie, slot, and helical antennas using essentially
the approach considered here [8]. The approach can be extended to more accurate
analysis by incorporating curved cells [10] and higher-order vector basis and testing
functions [26], although most available codes for conducting surfaces employ the RWG
basis functions with flat faceted cell models.
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29.12 PRINTED CIRCUIT ANTENNAS

The convenience of printed circuit manufacturing techniques motivates the use of micro-
strip patch, slot, and related printed circuit antennas. The analysis of these antennas
is similar in most respects to that described in the preceding sections of this chapter,
provided that the Green’s function employed within the EFIE is modified to take into
account the ground plane and substrate material.

The free-space Green’s function used in Eqs. (29.19) and (29.39) is essentially the
magnetic vector potential associated with a point source of current in infinite, homo-
geneous space. The magnetic vector potential of a tangentially directed source located
on the surface of a grounded substrate of thickness h and constant relative permittivity
εr may be obtained by appropriate analysis of that boundary value problem. Such an
analysis yields [27]

�A(x, y, h) =
∫∫

�J(x ′, y ′) GA(x − x ′, y − y ′) dx ′dy ′ (29.51)

where the integration encompasses the support of the current density, and

GA(x, y) = 1

2π

∫ ∞

0

−jkρJ0(kρρ)

D2
dkρ (29.52)

If the mixed potential form of the EFIE in Eq. (29.10) is employed, the scalar potential
function can be expressed as

�e(x, y, h) = 1

−jωε

∫∫
{∇′s · �J}G�(x − x ′, y − y ′) dx ′dy ′ (29.53)

where, for a grounded dielectric substrate,

G�(x, y) = 1

2π

∫ ∞

0

−jkρJ0(kρρ)D3

D1D2
dkρ (29.54)

In these expressions, ρ =
√
x2 + y2, J0(kρρ) denotes the zero-order Bessel function,

D1 = βd − jβεr cot(βdh) (29.55)

D2 = β − jβd cot(βdh) (29.56)

and
D3 = βd − jβ cot(βdh) (29.57)

where, if the various parameters k , kd, and kρ are real valued,

β =
⎧⎨⎩
√
k2 − k2

ρ, k2 > k2
ρ

−j
√
k2
ρ − k2, otherwise

(29.58)
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βd =
⎧⎨⎩
√
k2
d − k2

ρ, k2
d > k2

ρ

−j

√
k2
ρ − k2

d, otherwise
(29.59)

The parameter k is the wavenumber in the region above the substrate, while kd is the
wavenumber in the substrate dielectric material.

The integrals in Eqs. (29.52) and (29.54) are a form of inverse Fourier transform often
known by the name Sommerfeld integrals . They are usually evaluated by deforming
the path of integration from the real kρ-axis in the complex kρ-plane to a path that
is at least slightly above the real axis in order to avoid singularities at zeros of the
denominators.† The integrals in Eqs. (29.52) and (29.54) are difficult to evaluate using
numerical techniques due to the need to avoid zeros of the denominators and due to the
growing oscillatory nature of the function kρJ 0(kρρ) in the numerators! The complexity
of their evaluation is the principal difficulty associated with numerical solutions of the
EFIE for printed circuit antennas. A number of procedures have been proposed for their
efficient evaluation [9, 27–33], and we refer the reader to the literature for additional
details.

Several types of feeds are possible for planar antennas, including probe and aperture
feeds through the ground plane, and microstrip feed lines on the surface of the substrate
[33]. Feed models might consist of an impressed electric current source to represent
a probe, or an impressed magnetic current source to represent an aperture or a voltage
source. To excite a microstrip feed line, it is common practice to employ either an applied
voltage feed (like that discussed earlier) or an impressed current feed, despite the fact that
neither is closely related to a physical feed mechanism [34]. These feeds are typically
located some distance away from the antenna, and a separate de-embedding procedure
is used to remove the nonphysical effects if it is necessary to obtain an input impedance
value [35].

The numerical solution of the EFIE or MPIE proceeds in accordance with the preced-
ing examples. The current density on the metal surface of the printed circuit antenna is
represented by vector basis functions as in Eq. (29.41). Testing functions are introduced
to reduce the EFIE to a matrix equation of finite dimension. The solution of that system
of equations yields the coefficients of the basis functions. Using slightly more general
Green’s functions than those in Eqs. (29.52) and (29.54), the fields radiated by the cur-
rents can be obtained at any point above the substrate or within the substrate, to produce
the radiation pattern, input impedance, and other information [33].

Structures involving multiple substrate layers, superstrate layers, or an infinite dielec-
tric half-space (perhaps representing antennas over earth) can be handled by extending the
approach to incorporate Green’s functions appropriate for the situation [31–33, 36, 37].
A rigorous implementation of Green’s functions for these environments almost always
involves Sommerfeld integrals.

29.13 EXAMPLE: MICROSTRIP PATCH ANALYSIS

To illustrate the numerical modeling process for a planar antenna, consider the design of a
rectangular microstrip patch for use at 6.5 GHz. The patch will be located on a grounded

†The integration path in the complex plane may be further deformed and subdivided depending on the specific
approach taken to evaluate the integrals. In that situation, kρ , β, and βd become complex-valued quantities.
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substrate of alumina (εr = 9.8− j 0.004) having thickness 0.4 mm. A pencil-and-paper
design involves the determination of the resonant dimension, dx = λ/2, and the nonreso-
nant dimension dy, often taken to be dy

∼= 0.75λ. Using the wavelength in alumina and
neglecting fringing fields, we obtain dx

∼= 7.4 mm and dy
∼= 11.0 mm. When corrected for

fringing fields, using standard expressions such as those in Appendix B of Ref. 33, dx is
reduced to dx = 7.19 mm. Furthermore, by considering only the dominant (Eq. (29.10))
mode of the equivalent resonator, we estimate that a feed point located at a distance of
2.61 mm from the edge, along the centerline dy/2, yields a reasonable match to a 50-�
feed. This feed could be a coaxial cable penetrating the ground plane and substrate, or it
could be a microstrip line inserted into the overall patch from the side. A 50-� microstrip
feed line on this substrate is determined to have width w= 0.39 mm.

To verify and improve this preliminary design, we carry out a numerical analysis of the
patch antenna using the program MultiSTRIP40 [38, 39]. This analysis program employs
the EFIE with rectangular rooftop basis functions, which are similar to the RWG functions
discussed earlier but straddle rectangular cells instead of triangular cells. The program
requires as input the frequency range, constitutive parameters, the dimensions and geom-
etry of the metallization pattern, and the cell dimensions over which the basis functions
reside. The input data resides in an ASCII file easily edited by the user (Figure 29.10),
which may also be modified through the program’s user interface. Demonstration files
provided with the software suggest the proper file format requirements.

For simplicity, we model the patch and the microstrip feedline with uniform, rectan-
gular cells. (Improved accuracy for a given amount of computation might be obtained by
the use of nonuniform cells, with smaller cells near the patch edges and the feed region.)
To conveniently model the inserted feed line, the cell dimension along the nonresonant
direction is selected to be �y = 0.39 mm, or approximately �y = λd /38, and 27 cells
are therefore required to span the 11-mm dimension of the patch. (While �y is smaller
than necessary to model the relatively uniform current density along this dimension
of the patch, it would actually be better to use multiple cells across the feed line to
more accurately represent the feed current.) In the other direction, a cell dimension of
�x = 0.218 mm (�x = λd /68) allows 33 uniform cells to span the resonant dimension of
7.19 mm, while 12 such cells approximate the estimated feed insertion distance of 2.61
mm. The resulting patch model, requiring the use of 1722 basis functions to represent
the current density on the patch and feed line, is illustrated by the geometry definition
in Figure 29.10.

A number of simulations were carried out using MultiSTRIP40, over a range of
frequencies near 6.5 GHz. Plots of the current on the feed line and patch, as displayed
by the MultiSTRIP40 user interface, were used to qualitatively assess the extent of the
resonance. The most enhanced resonance appeared to occur at 6.74 GHz, a shift of
3.7% from the nominal design frequency. This suggests that the physical dimension of
the patch be adjusted by a similar percentage, to dx = 7.45 mm, to shift the resonance
back to 6.5 GHz. Furthermore, the impedance match was poor over the entire range
of frequencies, with the minimum reflection coefficient magnitude of 0.46 occurring at
6.74 GHz. (The poor impedance match is not unexpected, since the pencil-and-paper
design neglected all modes except the dominant, which is a large approximation.) By
adjusting the feed location to be closer to the edge, by a trial-and-error process, it was
determined that an insertion distance of 1.31 mm (6 cells from the edge) produced a
reasonable impedance match near the 6.74-GHz resonance. Near the resonant frequency,
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+---------+---------+---------+---------+---------+---------+---------+ 
!                                                                     ! 
!             Microstrip antenna with an inserted feed                ! 
!                                                                     ! 
+---------+---------+---------+---------+---------+---------+---------+ 
!         !  START  !  STOP   ! INCREM. ! POINTS  ! (FREQUENCY IN GHZ)! 
! FREQU.  ! 6.700000! 6.780000! 0.010000! 9.000000!---------+---------! 
+---------+---------+---------+---------+---------+---------+---------+ 
!         !   NR.   ! DIELEC. ! LOSSES  ! HEIGHT  !  RE(ZS) ! IM(ZS)  ! 
!         !         !         ! (10E-3) ! (IN MM) !  (IN OHM * 10E-3) ! 
! LAYER   ! 1.000000! 9.800000!-4.000000! 0.400000! 0.000000! 0.000000! 
! LAYER   ! 2.000000! 1.000000!-1.000000! 0.000000! 0.000000! 0.000000! 
! LAYER   ! 3.000000! 1.000000!-1.000000! 0.000000! 0.000000! 0.000000! 
! LAYER   ! 4.000000! 1.000000!-1.000000! 0.000000! 0.000000! 0.000000! 
! LAYER   ! 5.000000! 1.000000!-1.000000! 0.000000! 0.000000! 0.000000! 
+---------+---------+---------+---------+---------+---------+---------+ 
!         !   NR.   ! SX(MM)  ! SY(MM)  !  NO USE ! NO USE  ! NO USE  ! 
! SEGMENT !   1.    ! 0.218000! 0.390000!---------+---------+---------+ 
! GROUND  ! 0.000000! 0.000000!         !         !         !         ! 
! PRECIS  ! 1.000000!20.000000!         !         !         !         ! 
! ITERAT  ! 0.010000!   2.    !         !         !         !         ! 
+---------+---------+---------+---------+---------+---------+---------+ 
+---------+---------+---------+---------+---------+---------+---------+ 
!         ! NUMBER  ! NOT IN  ! NOT IN  ! NOT IN  ! NOT IN  ! NOT IN  ! 
!         ! OF STRU.! USE     ! USE     ! USE     ! USE     ! USE     ! 
! STRUKTU !    1.   !         !         !         !         !         ! 
+---------+---------+---------+---------+---------+---------+---------+ 
............................................................. 
............................................................. 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.............................###########################..... 
.1######################################################..... 
.............................###########################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
.......................#################################..... 
............................................................. 
............................................................. 
+---------+---------+---------+---------+---------+---------+---------+ 

Figure 29.10 Input file used with MultiSTRIP40.

the reflection coefficients obtained from the simulation after the feed line was repositioned
are as shown in Table 29.3.

The procedure outlined above should be repeated, after adjusting the physical dimen-
sions, for a range of basis function densities and feed locations, in order to ensure that
the computed results for this structure are relatively stable for the parameter ranges in
use. A program such as MultiSTRIP40 makes it relatively easy to adjust parameters and
repeatedly analyze a given antenna geometry.
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TABLE 29.3 Reflection Coefficient Magnitude and
Standing Wave Ratio (SWR) Obtained by Multi-
STRIP40 for a Microstrip Patcha

Magnitude of
Reflection

f (GHz) Coefficient SWR

6.75 0.05 1.103
6.76 0.02 1.032
6.77 0.04 1.077

aThe microstrip patch has dimensions of 7.19 mm by 11 mm, and
is fed with an inset microstrip line terminated 1.31 mm past the
patch edge. The patch model is described in Figure 29.10.

29.14 ANALYSIS OF LARGE ARRAYS AND PERIODIC STRUCTURES

Arrays of a few elements can be analyzed by the direct application of the preceding
approaches, as illustrated by the earlier example of the three-element endfire array. For
large arrays, or an antenna in the presence of a periodic structure (sometimes ground
planes are periodically perforated; often radome coverings are constructed with peri-
odic inclusions to perform filtering or reduce the scattering cross section of the antenna
[40]), the direct application is usually prohibitive due to the large number of required
unknowns. In those situations, approaches that incorporate periodic Green’s functions
into the integral equation might be applicable.

A periodic structure contains a lattice of identical cells. If illuminated by a uniform
plane wave, the fields and currents along the structure are identical from cell to cell,
with the exception of a phase shift [5, 7]. For example, the current density at some point
on a structure with period a in the x direction and period b in the y direction can be
expressed in terms of the current density within the principal unit cell as

�J(x +ma, y + nb, z) = �J(x, y, z)e−jkinc
x mae−jkinc

y nb (29.60)

where kinc
x and kinc

y are the phase shifts per cell imposed by the incident plane wave.
Assuming that the structure consists entirely of conductors that are represented by the
equivalent electric currents, the response of that structure is proportional to the convolu-
tion of the current on the principal unit cell with the periodic Green’s function

Gp(x, y, z) =
∞∑

m=−∞

∞∑
n=−∞

e−jkRmn

4πRmn

e−jkinc
x mae−jkinc

y nb (29.61)

where
Rmn =

√
(x −ma)2 + (y − nb)2 + z2 (29.62)

When used with a periodic Green’s function, the unknown current density is restricted to
the principal unit cell of the lattice, thus constraining the total number of unknowns. The
limitation imposed by the approach is primarily that the excitation must be a uniform
plane wave; to treat a more general excitation it must first be decomposed into plane
waves.
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The application of the method of moments procedure to discretize the integral equation
is essentially identical to the approaches described previously. However, when the entries
of the moment-method matrix involve a periodic Green’s function, such as Eq. (29.61),
special procedures must be employed to accurately compute the slowly converging sum-
mations. Exponentially converging acceleration methods have been developed [7, 41]
and are recommended over earlier methods that only provided algebraic convergence.

The numerical analysis of infinite phased arrays has been used to glean information
about scan impedance and scan blindness [42, 43]. Similar techniques have been used
to model ground planes with periodic perforations [44–46]. More general reviews of the
analysis of periodic structures are also available [40, 47].

29.15 VISUALIZATION OF NUMERICAL RESULTS

The primary numerical data generated by an integral equation code are the coefficients of
the basis functions. From that data, the code may automatically generate radiation pattern
and input impedance information. Often, users limit their use of the results to those param-
eters. Sometimes additional graphical tools are used to illustrate certain behavior or help
verify the likely correctness of a particular result. However, substantial insight into the
operation of an antenna may be gained with additional processing and visualization tools.

As one example illustrating the benefit of additional processing, Nakano carried out
detailed numerical modeling of the current on a number of axial-mode helices, using
the method of moments for traditional thin-wire structures [48]. By studying the current
distribution magnitude and phase, Nakano showed that within a few wavelengths of the
feed point, the current on relatively long helical wires attenuates smoothly toward a
minimum. Beyond this point, a slow wave with a fairly uniform amplitude is established
along the structure. These results confirmed the presence of a slow wave along the
helical structure, with a phase behavior appropriate for the helix pitch. Nakano also
investigated tapering the ends of the helix to reduce the reflection from the end, in order
to prevent a deterioration of the axial ratio [48]. In this manner, computational modeling
followed by simple visualization was used to establish physical insight into the operation
of axial-mode helix and provide guidance for helical antenna design.

The importance of visualization is stressed by Shaeffer, who states, “if all we do with
our predictions is output data in the same form as measurements, then we are throwing
away a treasure trove of potentially useful information” [49]. He likens computations to
an iceberg, where the traditional results obtained from computations correspond to the
tip of the iceberg and the additional, potentially useful data that is often ignored by the
user corresponds to the massive submerged part. By analyzing the “submerged” part of
the results, one is able to better understand specific physical mechanisms that underlie
the performance of an antenna or other system and gain valuable insight into design
trade-offs. For instance, inexpensive radiation images may be generated to graphically
illustrate what portions of the antenna contribute to the far field in a given configuration
[49]. In some cases, time-harmonic results can be converted into transient (time-domain)
results for better visualization. Innovative plots of transient radiation from linear dipoles,
as in Ref. 50, clearly enable a better understanding of the radiation mechanism. Graphical
depictions of the Poynting vector in the vicinity of an antenna illustrate the precise flow
of power and can also improve physical insight and motivate improved designs [51, 52].
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29.16 ANTENNA DESIGN THROUGH NUMERICAL OPTIMIZATION

Computer platforms and numerical analysis software are now powerful enough that anal-
ysis tools can be incorporated within optimization algorithms that can be used to shape the
geometry, change the material parameters, or otherwise vary the structure of an antenna
to enhance its performance. Such an approach was postulated in the 1960s by Harrington
[1], and occasionally used in antenna design in the 1970s [53, 54], but did not become
commonplace for antenna design until the 1980s [51]. In recent years, optimization strate-
gies based on local search techniques (gradient-based algorithms) have been replaced by
global search approaches such as the genetic algorithm [55] and the particle swarm
algorithm [56]. The former has been employed for a wide variety of antenna designs,
including wire, slot, and patch elements, integrated printed circuit antennas, antennas
loaded with parasitic resonators, and multibeam arrays. Many of these automated design
procedures incorporate an integral equation analysis within the optimization loop.

Consider the design of a planar circuit antenna consisting of a particular metalliza-
tion pattern on the substrate surface. If that surface is divided into small cells that are
either to be covered by a conductor or not (the cells may overlap slightly to ensure a
connection.), an approach such as the genetic algorithm may be used to determine the
metallization pattern that maximizes gain in one or more frequency ranges, minimizes
cross polarization, or otherwise optimizes some specification set. When the algorithm
requires the evaluation of the specific objective function being minimized or maximized
by a particular metallization pattern, an integral equation analysis is performed to yield
the necessary parameters.

29.17 FAST NUMERICAL METHODS FOR LARGE
OR COMPLEX PROBLEMS

Integral equation techniques produce a fully populated matrix equation that must be
solved to obtain the antenna currents. The computational complexity associated with the
generation of the matrix entries grows as N 2, where N is the number of unknowns,
and the solution of such a system by standard LU factorization algorithms grows in
proportion to N 3. For an individual antenna element in empty space, these computational
requirements are usually not excessive. However, in many situations it is desired to model
coupling between the antenna and its environment, and the inclusion of nearby structures
may increase the required unknowns to a prohibitive number. Furthermore, modeling an
electrically large antenna array or a reflector can be difficult.

During the past two decades, substantial progress has been made in “fast” methods
that are applicable to integral equation problems when N grows large. Most of these
methods employ iterative matrix solution algorithms as alternatives to direct methods
of solution [57]. Iterative methods do not require that the system matrix be explicitly
stored, and therefore various means of exploiting symmetry or otherwise compressing
the storage can be implemented. During the iterative solution process, the system matrix
must be repeatedly multiplied with various column vectors. It is possible to accelerate that
matrix–vector multiplication, by reducing the computations associated with that operation
from N 2 to something approaching N log N . If the iterative algorithm converges quickly,
the resulting computation can grow much slower than N 3. The most widely known of
these acceleration procedures is the “fast multipole method” [58], although there are
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several alternative techniques that offer comparable speed-ups [59, 60]. While those
approaches are iterative in nature, progress has also been made in recent years on the
acceleration of direct methods of solution for large problems [61].

29.18 A PERSPECTIVE ON NUMERICAL MODELING

There are obvious advantages of numerical analysis procedures: they can be used to
simulate proposed designs over wide ranges of parameters, and they are usually far less
expensive and offer a faster turnaround time than a program of experimental prototyping
and measurement. If desired, numerical techniques allow trends in some performance
metric or the sensitivity of some parameter to be studied as a function of any of the other
parameters. When coupled with visualization tools, numerical solutions can be used to
facilitate a better physical understanding of an antenna’s operation. However, there is a
principal drawback to numerical modeling: the results obtained by numerical simulation
may be inaccurate or completely incorrect, and most of the simulation tools in use today
provide little or no guidance that a user can rely on to determine the validity of a result.

Difficulties with accuracy arise for several reasons. First, there may be theoretical
limitations to the underlying theory. The EFIE, for instance, is known to fail for closed
bodies whose surfaces coincide with resonant cavities [7]. Some implementations of
the EFIE will fail for objects that are electrically small [62]. Second, there are obvious
approximations made to allow the physical structure under consideration to be modeled as
a perfectly conducting metal, with a perfect shape, in a lossless environment, and so on.
In many cases, the precise permittivity of a material (substrate, microwave absorber, etc.)
may not be known and may not be uniform. Third, there may be numerical limitations
to the calculations performed in specific cases (such as an unusually large amount of
round-off error or high matrix condition number). The amount of such error may depend
on user-supplied input data, such as the antenna geometric model. (A poor geometric
model may lead to an ill-conditioned system matrix.) Fourth, there may be subtle bugs
in the computer code that have not been discovered at the time an analysis is performed.
Finally, there are limits on the size and complexity of a particular modeling task that
may force a user to compromise on good modeling technique in order to obtain a result.

While the developers of an analysis code are expected to eradicate bugs, the user of
such a tool should have independent methods to verify and validate specific numerical
results. The user of a general-purpose code would be well advised to try that code on a
problem for which there is a known solution, in order to ensure that the code is being
used correctly, and gradually increase the complexity of structures being modeled while
attempting to validate those results. Ideally, software should come with a variety of test
cases “hard-wired” into the code so that the correct installation of the software can be
verified, models of different scale can be attempted, and accuracy reference levels can
be established [63]. Unfortunately, at the present time, such features, while possible, are
not widely available within electromagnetic analysis codes.

An additional issue for consideration is that the environment around an antenna can
have a substantial effect on the antenna radiation pattern and input impedance [64]. Most
software packages provide an analysis of an antenna in infinite free space or over an ide-
alized ground plane. The integration of the resulting antenna into its actual environment is
usually left to the user, although there are codes available that incorporate scatterers [65].
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29.19 SOME SOURCES OF SOFTWARE

We close this chapter by providing some links to references or websites that either provide
software or indicate where shareware or commercial software packages may be obtained.

For wire antenna modeling, a widely used public-domain code is the Numerical Elec-
tromagnetics Code (NEC-2) [12]. A number of versions of this code (optimized for
different processors, etc.), manuals, and ancillary software may be downloaded from
the Internet [66]. There are numerous references that describe the use of NEC-2; for
instance, Ref. 67 walks the reader through a number of modeling examples. An alter-
native to NEC-2 is the Antenna Scatterers Analysis Program (ASAP), also available
through the Internet [68].

For arbitrary conducting structures, a number of software packages implement varia-
tions on the RWG basis solution of the EFIE discussed previously. One implementation
is known as the Finite Element Radiation Model (FERM) [69]. Similar codes in the
FORTRAN 77 or FORTRAN 90 languages have been developed under various U.S.
government programs [70–72]. A MATLAB version of this type of code is also avail-
able [8].

Other approaches for the solution of the EFIE for wires and surfaces are possible. One
is the Electromagnetic Surface Patch Code (ESP) developed at the Ohio State University
[73, 74], which is designed to model thin wires, polygonal plates, and dielectric materials.
The ESP uses basis functions of the sinusoidal triangle variety to represent the current
densities. Another is the WIPL code [75], which employs polynomial functions as basis
functions on surfaces and wires.

For the analysis of microstrip patch antennas or other antennas in the presence of
layered media, there are several available commercial software packages, including
EMPLAN [76]. The program MultiSTRIP used for the previous example is another
[38, 39]. Some well established commercial packages include the Ansoft Designer [77],
Agilent Momentum [78], and FEKO [79]. These products involve computational engines
that incorporate techniques that are similar in most respects to those described earlier,
coupled to fairly elaborate user interfaces for ease of use.

Reference 80 provides a fairly comprehensive website, maintained by the Electromag-
netic Compatibility Laboratory of the University of Missouri at Rolla, with links to a
variety of software tools, many of which are based on integral equation methods and
suitable for antenna analysis. This site includes links to both commercial products and
to shareware.
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CHAPTER 30

Finite-Difference Time-Domain Method
Applied to Antennas

GLENN S. SMITH and JAMES G. MALONEY

30.1 INTRODUCTION

The finite-difference time-domain (FDTD) method is a computational procedure for solv-
ing Maxwell’s equations that is based on a clever algorithm first proposed by Kane S.
Yee in 1966 [1]. When Yee proposed his algorithm, the method was computationally
intensive in terms of both storage and run time, and only problems of very modest size
could be solved using the best computational facilities (mainframe computers). Since
then the power of computers has steadily increased, as has the popularity of the FDTD
method. The first comprehensive analyses of practical antennas using the method were
performed during the early 1990s, and today such computations are routinely performed
on personal computers [2–6].

The purpose of this chapter is to introduce the reader to the rudiments of the FDTD
method as applied to practical antennas. It is hoped that after delving into the chapter,
the reader will understand the power and limitations of the method and be in a position
to decide whether or not the FDTD method is suitable for analyzing his/her antenna
problem. Because of the limited space, we cannot provide the details for implementing
the method in a computer program. Readers interested in writing their own programs
are referred to Ref. 7 for the details; others may wish to use one of the commercially
available FDTD computer codes.

30.2 THE BASIC FDTD ALGORITHM

In the Yee algorithm, both space and time are discretized, with the increments in space
for rectangular coordinates being �x , �y , �z and the increment in time being �t
[8, 9].

Figure 30.1 is a schematic drawing showing a typical volume in which Maxwell’s
equations are to be solved. The volume is divided into N =NxNyNz unit cells each of
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Figure 30.1 Schematic drawing showing the computational volume, FDTD spatial lattice, and
unit cell.

volume �V =�x�y�z . The electromagnetic constitutive parameters (ε= εrε0,
μ=μrμ0, σ ) can vary from cell to cell, and they are used to define different objects
within the volume. Here we use only simple materials with constant permittivity,
permeability, and electrical conductivity. In the FDTD method there are techniques
to handle more complicated materials, such as those with dispersive and anisotropic
properties [9]. The six components of the electromagnetic field (Ex, Ey, Ez; Hx, Hy, Hz)
are distributed over a unit cell (Yee cell) as shown in the inset. Note that all of the
components are located at different points within the cell, and the components of H
are displaced from those of E by one-half of a spatial increment, for example, �x /2.
Although not shown in the figure, the components of H are also evaluated at points
displaced by one-half of a time increment, namely, �t /2, from those of E.

The partial derivatives in Maxwell’s equations are approximated by ratios of differ-
ences, for example,

∂Ex

∂z
≈ �Ex

�z
,

∂Hy

∂t
≈ �Hy

�t
(30.1)

For the spatial derivatives, the increment that occurs in the numerator is formed by
differencing corresponding field components from adjacent unit cells, and for the temporal
derivatives, it is formed by differencing field components from two adjacent time steps,
for example, t and t +�t . The discretized Maxwell’s equations are arranged to form
two sets of difference equations known collectively as “update equations.” The first set
of difference equations, which we call A, determines the change in the magnetic field,
H(t +�t /2)−H(t −�t /2), from the electric field at an intermediate time step, E(t), and
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the second set of difference equations, which we call B, determines the change in the
electric field, E(t +�t)−E(t), from the magnetic field at an intermediate time step,
H(t +�t /2).

At the start of the computation, we have the initial conditions: Throughout the com-
putational volume, the electric field is known at time t = 0, and the magnetic field is
known at the earlier time t =−�t /2. The update equations A are then used with the ini-
tial conditions to obtain the magnetic field at time t =�t /2. Next, the update equations
B are used with the magnetic field that we just obtained at time t =�t /2 and the electric
field at time t = 0 to obtain the electric field at time t =�t . This procedure of alter-
nately applying update equations A and B to advance the solution in time is known as
“marching-in-time” or “stepping-in-time.” It is repeated until the electromagnetic field is
known throughout the computational volume at the desired time t = tmax=Nt �t .

The choice for the increments of space and time (�x , �y , �z , and �t) is critical to
the success of the algorithm, because their sizes determine how well the solution to the
difference equations approximates the solution to Maxwell’s equations. The spatial and
temporal increments cannot be chosen independently; we can show that for convergence
(as �x → 0, �t → 0, etc.) and stability of the algorithm the increments must satisfy
the Courant–Friedrichs–Lewy condition, which for free space is

c �t

√
1

�x2
+ 1

�y2
+ 1

�z2
≤ 1 (30.2)

For cubical cells, �x =�y =�z , Eq. (30.2) becomes S = c�t/�x ≤ √
1/3, where S is

referred to as the “Courant number,” and a reasonable choice is S = 1
2 .

Additional restrictions for the spatial and temporal increments can only be obtained
from knowledge of the variation of the field (the solution) in space and time. We basically
have to make �z and �t in Eq. (30.1) small enough that the errors incurred by replacing
the derivatives by the ratios of differences are acceptable. One obvious requirement is
that the size of the spatial cells must be small enough to resolve all of the important
structural features and the local field surrounding these features. Another requirement is
that the error introduced by a phenomenon known as “numerical dispersion” must be
negligible.

When there is numerical dispersion, a pulse that starts out with one shape ends up
with a different shape after propagating through the FDTD lattice. Numerical dispersion
is caused by the different frequency components of the pulse propagating through the
lattice with different phase velocities. It can be quantified by considering a time-harmonic
plane wave of angular frequency ω propagating in free space along one of the axes of
the FDTD lattice, say, the x -axis. Assuming cubical cells, the numerical phase velocity,
νp, for the wave, normalized to the speed of light in free space c, is

νp

c
= π

{
Nλ sin−1

[
1

S
sin

(
πS

Nλ

)]}−1

(30.3)

in which N λ= λ/�x is the number of cells per wavelength [10]. Figure 30.2 is a graph
of this equation showing the relative error in the phase velocity in percent (solid line) and
a related quantity, the error in the phase per cell in degrees (dashed line). Note that the
phase velocity is less than the speed of light, and that the error decreases monotonically
with an increase in N λ. For large N λ (say, N λ > 10), the error in the phase velocity is
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Figure 30.2 Numerical dispersion as a function of the number of cells per wavelength, N λ, for a
time-harmonic plane wave propagating along one of the axes of an FDTD lattice of cubical cells.
Solid line, the relative error in the phase velocity in percent. Dashed line, the error in the phase
per cell in degrees. S = 0.5.

approximately (π2/6)(1− S2)/N2
λ , so halving the cell size reduces the error by a factor

of four. In theory, any desired accuracy can be obtained by increasing N λ.
Ideally, given an electromagnetics problem, we would like to be able to estimate

accurately the computational resources (computer memory and execution time) required
to solve the problem using the FDTD method. Of course, this estimate is highly
dependent on the problem and the computer being used. In practice, the estimate is
usually made by comparing the requirements for the problem under consideration with
those of a “benchmark problem” that has been run using a particular FDTD code on
a particular computer. Even though the specific requirements for the algorithm are
computer dependent, general rules for the scaling of the required memory and execution
time with cell size are easily obtained.

Consider a computational volume that is a cube composed of cubical FDTD cells;
then the total number of cells is N = N3

x . Because only the most recent values of the
electric and magnetic fields are needed at each step of the algorithm, the total storage
required scales as N or N3

x , that is, as the third power of the number of cells along the
edge of the cubical volume. The simulation must be run for a time roughly proportional
to that required for light to cross the volume, tmax ∝ Nx �x /c. Thus the number of time
steps required is Nt = tmax/�t ∝ N x / S ∝ Nx. Now the execution time is proportional to
the product of the number of cells with the number of times the cells must be updated:
N ×Nt ∝ N4

x . The execution time scales as the fourth power of the number of cells along
the edge of the cubical volume. Thus if we halve the dimensions of the cells, the storage
will increase by a factor of 8, and the execution time will increase by a factor of 16.

30.3 FORMULATION OF THE ANTENNA PROBLEM IN THE FDTD METHOD

Antennas are customarily used in two states: transmission and reception. While the two
states are related due to the reciprocity inherent in Maxwell’s equations, not all quantities
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for one state can be obtained from the other. Thus we must have two separate FDTD
formulations for the antenna problem, one for the transmitting antenna and the other for
the receiving antenna.

30.3.1 Transmitting Antenna

Figure 30.3a is a schematic drawing showing the basic elements involved in the FDTD
analysis of a transmitting antenna. The figure is for a cross section through the computa-
tional volume, and the antenna is located near the center of the volume. The arrangement
used to excite the antenna is shown in Figure 30.4a. The antenna is connected to the
source by a transmission line (waveguide) of characteristic impedance R0, and the source
is matched to the characteristic impedance (there is no reflection for a wave entering the
source). Throughout the chapter we assume that the characteristic impedance of a trans-
mission line is real, a resistance. The specified excitation is the outward-propagating
(incident) voltage wave V +

t (t) for a single mode at the reference plane in the line.
Note that at this reference plane there is also a voltage V −

t (t) associated with an
inward-propagating (reflected) wave.

The finite computational volume in Figure 30.3a is surrounded by an absorbing bound-
ary. The objective for this boundary is to reproduce at its interior surface the same
conditions for the electromagnetic field that would exist if the volume were infinite.

z
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Near-Field to 

Far-Field
Transformation,
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Figure 30.3 (a) Schematic drawing showing the basic elements involved in the FDTD analysis
of a transmitting antenna. (b) Details for the near-field to far-field transformation.
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Figure 30.4 The details for the feed region of (a) the transmitting antenna and (b) the receiving
antenna. The characteristic impedance of the transmission line is R0, and the source and termination
are matched to this impedance.

Stated differently, if we consider the electromagnetic field within the volume to be com-
posed of a spectrum of plane waves, both outward propagating and evanescent, all of
these waves should be absorbed without reflection by the boundary. At this time, the
most effective absorbing boundaries are the perfectly matched layers (PMLs). Their
implementation is discussed in the literature [11, 12].

The FDTD method provides the electromagnetic field for all lattice points within the
finite computational volume. However, for many antenna applications, we would like to
know the radiated or far-zone field, which is the field in the limit as the radial distance
from the antenna becomes infinite (r → ∞). This field can be obtained by applying
what is known as a near-field to far-field (NFFF) transformation. For the implementation
of this transformation, a closed surface S is placed around the antenna and inside the
absorbing boundary. It is shown by the dashed line in Figure 30.3. The field (Et and Ht )
on this surface is obtained for the time period of interest, and it is used to calculate the
following electric and magnetic surface current densities:

Js(r′, t) = n̂×Ht (r′, t) (30.4)

Ms(r′, t) = −n̂× Et (r′, t) (30.5)

Here, as shown in Figure 30.3b, r′ locates a point on the surface, and n̂ is the
outward-pointing unit vector normal to the surface at that point. Outside the surface S ,
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these currents produce the same electromagnetic field as the transmitting antenna (Et ,
Ht ), and inside the surface they produce a null field (E= 0, H= 0).

At the position r, the radiated or far-zone field (indicated by the additional superscript
r) is obtained using these currents with a version of Huygens’ principle for electromag-
netic fields [8]:

Etr (r, t) = μ0

4πr

∫∫
©
S

{
r̂× r̂× ∂

∂t ′
[
Js(r′, t ′)

]+ 1

ζ0
r̂× ∂

∂t ′
[
Ms(r′, t ′)

]}
t ′=tr

dS ′ (30.6)

Htr (r, t) = 1

ζ0
r̂× Etr (r, t) (30.7)

in which the retarded time is

tr = t − (r − r̂ · r′)/c (30.8)

and ζ0 =
√
μ0/ε0 is the wave impedance of free space.

In some situations, we may require the near field at points that are so far from the
antenna that it is impractical to extend the computational volume to include these points.
We can then use a near-field to near-field (NFNF) transformation to obtain these results:
The FDTD analysis is performed for a volume, such as that shown in Figure 30.3a, and
the field on the surface of the volume is transformed to obtain the near field outside the
volume. Details for the NFNF transformation can be found in Refs. 13 and 14.

30.3.2 Receiving Antenna

Figure 30.5a is a schematic drawing showing the basic elements involved in the FDTD
analysis of a receiving antenna. As for the transmitting antenna, the figure is for a
cross section through the computational volume, and the finite computational volume
is surrounded by an absorbing boundary. The excitation for the antenna is an incident,
transverse electromagnetic (TEM) plane wave propagating in the direction k̂i with the
field

Ei (r, t), Hi (r, t) = 1

ζ0
k̂i × Ei (r, t) (30.9)

Here, the vector Ei is transverse to k̂i , namely, k̂i · Ei = 0.
The closed surface S with outward-pointing unit normal vector n̂ is placed around the

antenna and inside the absorbing boundary. And, as shown in Figure 30.5b, the following
electric and magnetic surface current densities are placed on this surface to produce the
incident field (Ei , Hi ) inside the surface and a null field (E= 0, H= 0) outside the
surface:

Js(r, t) = −n̂×Hi (r, t), Ms(r, t) = n̂× Ei (r, t) (30.10)

For the receiving antenna, we generally want to know the voltage produced in the
antenna by the incident wave, and the arrangement used to accomplish this is shown
in Figure 30.4b. The antenna is connected to the termination by a transmission line
(waveguide) of characteristic impedance R0, and the termination is matched to the char-
acteristic impedance (there is no reflection for a wave entering the termination). The
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Figure 30.5 (a) Schematic drawing showing the basic elements involved in the FDTD analysis
of a receiving antenna. (b) Details for the plane wave source.

desired response is the inward-propagating voltage wave V −
r (t) for a single mode at the

reference plane in this line.
The scattered field is the field produced by the currents induced in the antenna by

the incident field. Note from Figure 30.5a that the field inside the surface S is the total
field, that is, the sum of the incident and scattered fields (Er =Ei +Es , Hr =Hi +Hs ).
However, the field outside the surface, in the region between the surface and the absorb-
ing boundary, is only the scattered field (Es , Hs ). If we are interested in the scattering
properties of the antenna, we can obtain them from knowledge of the field in this region.
For example, the far-zone scattered field can be determined using a near-field to far-field
transformation, as in the case for the transmitting antenna. The surface for the transfor-
mation must be placed between the surface for the plane wave source and the absorbing
boundary.

30.3.3 Reciprocity

As mentioned earlier, some quantities for the states of transmission and reception are
related through reciprocity. For example, when the arrangements shown in Figure 30.4
are used for the source and termination, the following relationship applies [15]:

V +
t (t) ∗ V −

r (t) = 2πR0

ζ0

⎡⎣c t∫
t ′=−∞

Ei (0, t ′) dt ′

⎤⎦ · ∗ [rEtr (−rk̂i , t + r/c)
]

(30.11)
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in which * indicates time convolution, and · * indicates the scalar product with time
convolution. Here, the origin for the spherical coordinate system is centered on the
antenna, as in Figure 30.4a, and the incident electric field Ei is evaluated at the origin
(r = 0) of this system. The radiated electric field Etr is evaluated at the radial distance
r in the direction (−k̂i ) from which the incident field arrives and at the time t + r /c.
Sometimes this relationship can be used to eliminate the need for analyzing one of the
two states (transmission or reception) when the other is known, or it can be used for
verifying results from one state with results from the other.

30.3.4 Frequency Domain

The FDTD method is inherently a time-domain technique. When quantities are needed in
the frequency domain (angular frequency ω), they are obtained using the Fourier trans-
formation (discrete), which is indicated by V (t) ↔ V (ω). The quantities customarily
used for evaluating the performance of an antenna in the frequency domain are deter-
mined from the transformed variables. For the transmitting antenna, the voltage reflection
coefficient �A and input impedance ZA are

�A(ω) = V −
t (ω)

V +
t (ω)

(30.12)

ZA(ω) = R0

[
1+ �A(ω)

1− �A(ω)

]
(30.13)

and the realized gain GRel (gain including mismatch) and gain G in the direction r̂ are

GRel(r̂, ω) =
4πr2r̂ · Re

[
Str
c (r, ω)

]
Power available from source

= 4πR0r
2|Etr (r, ω)|2

ζ0|V +
t (ω)|2 (30.14)

G(r̂, ω) = 4πr2r̂ · Re
[
Str
c (r, ω)

]
Power accepted by antenna

= 1

1− |�A(ω)|2 GRel(r̂, ω) (30.15)

in which Sc is the complex Poynting vector.
For the receiving antenna, the realized effective area ARel(k̂i , ω) and the effective area

Ae(k̂i , ω) for an incident plane wave propagating in the direction k̂i are

ARel(k̂i , ω) = Power accepted by termination

k̂i · Re
[
Si
c(r, ω)

] = ζ0

R0

|V −
r (ω)|2

|Ei (r, ω)|2 (30.16)

and

Ae(k̂i , ω) = Power available from antenna

k̂i · Re
[
Si
c(r, ω)

] = 1

1− |�A(ω)|2 ARel(k̂i , ω) (30.17)
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TABLE 30.1 Characteristics for Various Input Signals

Frequency for Fractional Frequency for Fractional
Spectrum Bandwidth Spectrum Bandwidth

Signal 10% of Peak at 10% points 1% of Peak at 1% points

Gaussian ω = 2.15/τ p ω = 3.03/τ p

Differentiated Gaussian ω =
{

0.06/τp
2.76/τp

�ω

ωpk
= 2.70 ω =

{
0.01/τp
3.57/τp

�ω

ωpk
= 3.57

Modulated sinusoid
ω0 τ p  1

ω−ω0 =± 2.15/τ p
�ω

ω0
= 4.29

ω0τp
ω−ω0 =± 3.03/τ p

�ω

ω0
= 6.07

ω0τp

The gain and the effective area are related through reciprocity, Eq. (30.11); for a polar-
ization match, that is, |Etr · Ei | = |Etr‖Ei |, we have†

ARel(k̂i , ω) = λ2

4π
GRel(r̂ = −k̂i , ω), Ae(k̂i , ω) = λ2

4π
G(r̂ = −k̂i , ω) (30.18)

30.3.5 Input Signals

As we have seen, there is generally an input signal, f (t), required for the antenna problem.
For the transmitting antenna it is the incident voltage in the feeding transmission line,
and for a receiving antenna it is the incident plane wave. The temporal behavior for some
typical input signals used with the FDTD method is shown in Figure 30.6, and some of
the characteristics for these signals are given in Table 30.1.

The choice for the input signal will depend on the particular application. For example,
when we are determining the locations on an antenna at which reflections or radiation
originate, a narrow pulse, such as the Gaussian pulse shown as a solid line in Figure
30.6a, may be an appropriate choice:

f (t) = exp
[−(t/τp)

2/2
]
, F (ω) =

√
2πτp exp

[−(ωτp)
2/2

]
(30.19)

in which τ p is the characteristic time. However, the spectrum for the Gaussian pulse
contains significant low-frequency content (including dc), and this usually is not radiated
by the antenna (the dc component never is). Thus the field near the antenna may take an
unacceptably long time to settle when a Gaussian pulse is used.

When we are interested in the performance of an antenna over a band of frequencies,
a pulsed input signal with zero mean is useful, followed by the Fourier transform to
obtain the desired frequency-domain response. For this case, the appropriate choice for

†For a polarization match, the state of polarization for the incident plane wave in a particular direction (recep-
tion) is matched to the state of polarization for the radiated field in the same direction (transmission). For
example, if the radiated electric field is linearly polarized, the electric field of the incident plane wave is lin-
early polarized and points in the same direction. If the radiated electric field is right-handed circularly polarized,
the electric field of the incident plane wave is right-handed circularly polarized.
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Figure 30.6 (a) The Gaussian pulse (solid line) and the differentiated Gaussian pulse (dashed
line) and the magnitude of their Fourier transforms. (b) The sinusoid of frequency ω0 amplitude
modulated by a Gaussian pulse and the magnitude of its Fourier transform, ω0τ p = 15. All wave-
forms are normalized to have a maximum value of 1.0.

the input signal might be the differentiated Gaussian pulse shown as a dashed line in
Figure 30.6a,

f (t) = −
(

t

τp

)
exp

{− [
(t/τp)

2 − 1
]
/2
}

(30.20)

F(ω) = j
√

2πωτ 2
p exp

{− [
(ωτp)

2 − 1
]
/2
}

or the sinusoid of frequency ω0 amplitude modulated by a Gaussian pulse shown in
Figure 30.6b,

f (t) = exp
[−(t/τp)

2/2
]

sin(ω0t) (30.21)

F(ω) = −j
√
π/2τp

(
exp

{
− [

(ω − ω0)τp
]2

/2
}
− exp

{
− [

(ω + ω0)τp
]2

/2
})

The differentiated Gaussian pulse has a rather large fractional bandwidth that is fixed;
for example, the bandwidth associated with the points at which the spectrum is 10%
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(−20 dB) of the maximum is � ω/ωpk ≈ 2.70, where ωpk = 1/τ p is the frequency at the
peak. The modulated sinusoid has a variable fractional bandwidth that is controlled by
the relative width of the modulating pulse, ω0τ p ; for example, the bandwidth associated
with the points at which the spectrum is 10% of the maximum is � ω/ω0 ≈ 4.29/ω0τ p

(when ω0τ p  1). For the case shown in Figure 30.6b, ω0τ p = 15, so the fractional
bandwidth is � ω/ω0 ≈ 0.29, which is much narrower than the fractional bandwidth for
the differentiated Gaussian pulse shown in Figure 30.6a.

30.4 EXAMPLES OF THE USE OF THE METHOD FOR ANTENNA ANALYSIS

In the previous sections, we presented the rudiments of the FDTD method and described
in general how the method is used to analyze an antenna for both transmission and
reception. In this section, we show results obtained by applying the method to analyze
particular antennas. These examples were chosen to illustrate specific issues that arise
and must be dealt with when applying the method.

30.4.1 Cylindrical Monopole: Theoretical Model Versus
Experimental Model

The ultimate test for any physical theory is how well its predictions agree with experimen-
tal measurements, and, of course, this is the case for electromagnetic theory when applied
to antennas. One of the most important factors that affect the agreement is how closely
the theoretical model for the antenna agrees with the experimental model. To examine this
issue we consider the FDTD analysis of the cylindrical monopole, the image equivalent
of the cylindrical dipole, which is arguably the most fundamental antenna.

The monopole antenna, shown in Figure 30.7a, is formed by extending the metallic
center conductor of a coaxial line the distance h above an infinite metallic image plane [2,
8]. The dimensions of the transmission line, inner conductor radius a and outer conductor
radius b, are chosen so that only the TEM mode propagates in the line for the signals
of interest. The FDTD model for the transmitting monopole is shown in Figure 30.7b.
All of the conductors in the model are perfect (perfect electric conductors, PECs), and
the structure is surrounded by a PML, not shown in the figure [16]. Because of the
rotational symmetry of the structure and the excitation, a two-dimensional cylindrical
lattice (ρ, z ) with the spatial increments �ρ and �z is used in the FDTD analysis. A
“one-way source” excites the coaxial line. This consists of the electric and magnetic
surface currents

Js(ρ, t) = − V +
t (t)

2πR0ρ
ρ̂, Ms(ρ, t) = −ζ0V

+
t (t)

2πR0ρ
φ̂ (30.22)

on the plane z =− l that produce the incident TEM voltage wave, V +
t , above the source

and a null field below the source. An absorbing boundary is placed at the bottom of the
line. With this configuration, only the reflected TEM voltage wave, V −

t , appears below
the source, so it is easily determined. Note the similarity of this arrangement to the plane
wave source used with the receiving/scattering antenna in Figure 30.5.

Figure 30.8 is a comparison of results from the FDTD simulation (solid line) with
measurements (dots) made on an experimental model corresponding to the geometry
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Figure 30.7 (a) Cylindrical monopole antenna fed through an image plane from a coaxial trans-
mission line. (b) FDTD model for the cylindrical monopole antenna. The PML that surrounds the
computational space is not shown.

in Figure 30.7a. The height of the monopole is h = 5.0 cm, and the dimensions of the
coaxial line (precision line with APC-7 connector) are a = 1.52 mm and b= 3.5 mm,
which gives a characteristic impedance of R0 = (ζ 0/2π )ln(b/a)= 50 �. The excitation
V +
t is a unit-amplitude Gaussian pulse in time, Eq. (30.19), with the characteristic time

τ p = 1.61× 10−1τ a , where τ a = h /c is the time for light to travel the length of the
monopole. In the experiment the reflections from the edges of the finite-sized image
plane were windowed out in time.

Figure 30.8a is for the reflected voltage, V −
t , in the transmission line, and Figure 30.8b

is for the electric field on the image plane at the radial distance ρ/h = 12.7; both are shown
as a function of the normalized time t /τ a . In Figure 30.8a, we see the initial reflection of
the incident pulse from the drive point (A), followed by its initial reflection from the open
end of the monopole (B). As expected, these events are separated by roughly the time for
light to make a round trip on the monopole, (tB − tA)/τ a ≈ 2. Additional reflections of
decreased amplitude occur each time the pulse encounters the drive point and the open
end. In Figure 30.8b, we see that radiation occurs each time the pulse encounters the
drive point or the open end of the monopole. As expected, the initial radiation from the
drive point (A) is separated from the initial radiation from the open end of the monopole
(B) by roughly the time for light to travel the length of the monopole, (tB − tA)/τ a ≈ 1.
The agreement of the theoretical and measured results is seen to be very good.

The FDTD method inherently provides information about the electromagnetic field
within the computational volume over the entire period of the simulation. Only a small
fraction of this information is used when investigating conventional antenna parameters,
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Figure 30.8 Comparision of theoretical and measured results for the cylindrical monopole
antenna. (a) Reflected voltage in the coaxial line. (b) Electric field on the image plane at ρ/h = 12.7.

such as the results shown in Figure 30.8. Sometimes this additional information can be
used to perform “numerical experiments” that improve our understanding of the radiation
process for the antenna. This is illustrated in Figure 30.9, where we show the instanta-
neous Poynting vector in the region surrounding the monopole [17]. On the right-hand
side of these figures, the logarithm of the magnitude of the Poynting vector, |S|, is plot-
ted on a gray scale. The intensity of the field increases as the shade goes from black
to white, and the range for the values of |S| displayed is 104:1. On the left-hand side
of these figures, the arrows indicate the direction of the Poynting vector, and the length
of an arrow is proportional to the logarithm of |S|. The excitation is a Gaussian voltage
pulse with τ p = 5.37× 10−2τ a . For this value of τ p , about three nonoverlapping pulses
fit along the length of the monopole, so the reflections associated with different points
are separated and easily identified.

In Figure 30.9a, the pulse has just left the drive point and is traveling up the monopole.
A spherical wavefront W1 centered on the drive point has formed, and it is attached to
the outward propagating pulses of charge/current on the monopole and image plane. In
Figure 30.9b, the pulse has encountered the open end of the monopole, and it is traveling
back down the monopole. A second spherical wavefront W2 centered on the open end has
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Figure 30.9 Three snapshots in time showing the magnitude (right) and direction (left) of the
Poynting vector surrounding the cylindrical monopole antenna: (a) near the coaxial aperture at time
t /τ a = 0.3, (b) near the open end of the monopole at time t /τ a = 1.3, and (c) around the whole
structure at time t /τ a = 2.5. Logarithmic scaling is used for both plots. Note that (a) and (b) only
show a portion of the monopole. (Adapted from Ref. 17; copyright © 2001 IEEE.)

formed, and it connects the inward propagating pulse of charge/current on the monopole
with the wavefront W1. Additional wavefronts, W ′

2, W3, . . . , shown in Figure 30.9c,
are produced each time the pulse encounters the drive point and the open end. All of
these spherical wavefronts travel outward at the speed of light. The Poynting vectors are
seen to be predominantly normal to the wavefronts, which indicates that energy is being
transported away from both the drive point and the open end.

The input impedance ZA(ω) or admittance YA(ω)= 1/ZA(ω)=GA(ω)+ jBA(ω) of the
monopole antenna is a useful parameter for practical applications, and it is also a sensitive
measure of the accuracy of any theoretical model. It is easily calculated from the FDTD
time-domain results using Eqs. (30.12) and (30.13). In Figure 30.10 the input admit-
tance is graphed as a function of frequency for a monopole with the same dimensions as
used for Figure 30.8 [18]. FDTD results (lines) for three different levels of discretization
(A, B, C) are compared with measurements (dots). The parameters for the three levels
of discretization are given in Table 30.2. In this graph we observe the convergence of
the FDTD method. Consider the input susceptance, BA; the result for discretization A
is slightly displaced from the measured values, while the results for discretizations B
and C are essentially the same as the measured values. Hence we can conclude that,
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Figure 30.10 Comparison of theoretical and measured results for the input admittance of the
cylindrical monopole antenna. Results are shown for three levels of discretization (A, B, C) in the
FDTD method. (Adapted from Ref. 18; copyright © 2003 IEEE.)

TABLE 30.2 Parameters for FDTD Analysis of the Monopole Antenna

Level of Discretization

Parameter A B C

(b− a)/� ρ 2 4 12
h/� ρ 50 101 303
Min N λ (f = 4.5 GHz) 67 135 303
1− vp/c (S = 0.5) 2.75× 10−4 6.77× 10−5 7.56× 10−6

for practical purposes, the FDTD results for the input admittance have converged to the
measured values at discretization B, which is for four FDTD cells across the gap in
the coaxial line or 101 cells along the length of the monopole. We should mention that
the dimensions of the FDTD cell for this example had to be chosen so that an integral
number of cells fit along the dimensions of the antenna, so the cells are not perfectly
square. Note that discretization B corresponds to 135 cells per wavelength at the high-
est frequency (f = 4.5 GHz) and a relative error in the phase velocity (Eq. (30.3) and
Figure 30.2 for S = 0.5) of only 6.77× 10−3 %. For this example, it is not the error in
the phase velocity that determines the accuracy of the solution. The fine details of the
structure must be accurately modeled, and this requires cells that are much smaller than
needed for a small error in the phase velocity.

The very good agreement of the theoretical results with the measurements evident in
Figures 30.8 and 30.10 is a consequence of the close match of the theoretical model for
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Figure 30.11 Simplified models for the cylindrical monopole antenna. (a) Model incorporating
a “hard source.” (b) Model incorporating a virtual one-dimensional (1D) transmission line. The
monopole conductor has a square cross section in both models.

the monopole, Figure 30.7b, to the experimental model, Figure 30.7a. In some cases,
additional constraints on the analysis require a reduction in the fidelity of the FDTD
model, and such good agreement cannot be expected. To illustrate the effect a reduction
in the fidelity of the model can have on the accuracy of the results, we examine some
common simplifications used for the FDTD model of the monopole.

For the models shown in Figure 30.11, the cylindrical conductor of the monopole
has been replaced by an equivalent square conductor of side w = 1.69a [19]. Thus the
monopole now can be analyzed using the conventional three-dimensional rectangular
FDTD lattice rather than the two-dimensional cylindrical lattice of Figure 30.7b.

The excitation for the monopole has also been changed from that in Figure 30.7b.
For the model in Figure 30.11a, a “hard source” is used. This specifies the total voltage
Vt = V +

t + V −
t across the gap of length lg at the base of the monopole. And for the model

in Figure 30.11b, a virtual one-dimensional transmission line is connected across the gap
at the base of the monopole [20]. This transmission line contains the same elements as
the transmission line in Figure 30.7b, in particular, a one-way source that specifies the
incident voltage V +

t . We refer to this line as virtual because it does not appear in the
FDTD lattice surrounding the monopole. It is in a different location and coupled to the
monopole through the voltage and current at its terminals. The hard source, while simple
to implement, suffers from two drawbacks not present with the transmission line feed.
There is no damping in the hard source, unless resistance is added, so the current on
the antenna can ring for a long period of time. And the total voltage is specified, so the
reflected voltage, a quantity often of interest in time-domain simulations, is not readily
available.
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Figure 30.12 Comparison of theoretical and measured results for the input admittance of the
cylindrical monopole antenna. Results are shown for the two simplified FDTD models. (Adapted
from Ref. 18; copyright © 2003 IEEE.)

In Figure 30.12, FDTD results for the input admittance for both models in Figure 30.11
are compared with measurements made with the configuration shown in Figure 30.7b [18].
The level of discretization used is such that the simulations have converged for practical
purposes. The theoretical results for the input conductance, GA, for both models are in
very good agreement with the measurements; however, those for the input susceptance,
BA, differ from the measurements, particularly for the hard source (dashed line). The
difference in susceptance is a consequence of the geometry for the simplified models not
accurately representing the experimental model, Figure 30.7a, in the vicinity of the drive
point (the aperture of the coaxial line). The susceptance for the simplified models can be
brought into better agreement with the measured results by adding a small capacitance
in parallel with the terminals of the monopole [18].

30.4.2 Metallic Horns and Spirals: Stair-Stepped Surfaces

For the monopole antennas discussed in the previous section, the boundaries of the FDTD
cells as well as the boundaries of all material regions (PECs) coincided with surfaces
of constant coordinate. Thus the boundaries of material regions never passed obliquely
through an FDTD cell. This is a special case that is not encountered for most antennas.

Figure 30.13a illustrates the more general case. It shows the cross section of a PEC
object with the rectangular FDTD lattice superimposed. The curved surface of the object
does not coincide with any of the lattice lines. Note, that for the computation we only
need to know the field in the FDTD cells that are exterior to the PEC, because both E
and H are zero inside the PEC. There are different approaches that can be used for this
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Figure 30.13 (a) Rectangular FDTD lattice superimposed on the cross section of an object that is
a perfect electric conductor (PEC). (b) The surface of the object has been deformed to conform to
the rectangular lattice; the surface of the object has been replaced by a stair-stepped approximation.

case. One approach is to introduce nonrectangular FDTD cells that conform to the sur-
face of the object; these cells could be used throughout the computational volume or just
adjacent to the object [21–23]. Another much simpler approach, shown in Figure 30.13b,
is to deform the curved surface of the object so that it conforms to the rectangular FDTD
lattice. The surface of the object is said to be replaced by a “stair-stepped” or “staircase”
approximation. The stair-stepped approximation will introduce an error, and often the
error can be made negligible by simply choosing the size of the staircase to be small
compared to the physical dimensions of the object [24, 25]. The stair-stepped approxi-
mation is commonly used, and it is the only approach we consider in this introductory
treatment.

We now consider two practical antennas for which the stair-stepped approximation
was used in modeling the structure in the FDTD analysis. As these examples will show,
when properly used, the approximation can yield results that are in good agreement with
experimental measurements. The first example is the metallic, pyramidal horn shown in
Figure 30.14 (Flann Microwave Instruments Ltd. Model 1624-20). Antennas like this
are used in many microwave applications, and sometimes they serve as gain standards
(standard gain horns). The small drawings at the bottom of the figure show the lengths and
angles that describe this particular horn antenna: a = 10.95 cm, b= 7.85 cm, D = 2.284
cm, lw = 5.08 cm, α= 10.74◦, and β = 8.508◦. The waveguide feeding the horn is type
WR-90 (X-band, with the operational bandwidth 8.2–12.4 GHz).

In the FDTD model, the cubical cells have the side length �x = 0.635 mm, and the
perfectly conducting walls are plates two cells thick. The inset shows the faces of the
individual cells that model the bottom wall of the horn; the cells are shown seven times
actual size. The slanted sides of the horn are stair stepped, as indicated in the figure, with
a “tread length-to-rise” of approximately six cells to one. The horn is fed by a probe
inserted into the section of rectangular waveguide, and the incident and reflected voltages
in a one-dimensional transmission line (R0 = 50 �) connected to the probe are used in
the analysis.

The structure is symmetrical about the x-z plane, and this symmetry was used in the
analysis to reduce the size of the computational volume, which was 519× 116× 183
cells. The sides of the antenna were 20 cells from the PML absorbing boundary (10 cells
thick), except the front side (radiating aperture), which was 40 cells from the absorbing
boundary.
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Figure 30.14 Schematic drawing for the pyramidal horn antenna. The inset shows the FDTD
cells used to model the bottom of the horn.

The pyramidal horn was first analyzed as a transmitting antenna. The excitation in
the transmission line, V +

t (t), was a differentiated Gaussian pulse, Eq. (30.20), with
the characteristic time τ p = 1.59× 10−11 s. This pulse has significant energy over the
operational bandwidth of the horn: 8.2–12.4 Ghz. The peak of the spectrum for the
pulse is at 10.0 GHz, and the spectrum drops to 10% of the peak at 600 MHz and
27.6 GHz.

At the highest frequency (shortest wavelength) within the operational bandwidth
of the horn we have �x = 0.026λ, which corresponds roughly to 38 cells per wave-
length. From this result, we can estimate the numerical dispersion using Figure 30.2 or
Eq. (30.3). The relative error in the phase velocity is about 0.1%, which is equivalent to
8.1× 10−3 degrees of phase error per cell, or a total error of 4.2 degrees of phase error
for propagation across the longest side of the computational volume.

Figure 30.15 is a comparison of the FDTD results (solid line) for this antenna with
measurements (dots). The measured data were kindly supplied by Dr. David G. Gentle
of the National Physical Laboratory, Teddington, Middlesex, U.K. Figures 30.15a
and 30.15b show the E - and H -plane field patterns at the frequency 10 GHz, and
Figure 30.15c shows the gain on boresite as a function of frequency. The results from the
FDTD calculations are seen to be in very good agreement with the measurements. The
small differences that do exist in the H -plane field pattern are for angles at which the
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Figure 30.15 Comparison of theoretical and measured results for the pyramidal horn antenna.
(a) E -plane pattern and (b) H -plane pattern at 10 GHz. (c) Boresite gain versus frequency.

field is very weak, 50 dB below the peak. We note that the precise details of the probe
feeding the waveguide in the FDTD model do not affect the calculation of the gain,
Eq. (30.15), of the horn. This would not be the case if the realized gain, Eq. (30.14)
(gain including mismatch), were determined.

The pyramidal horn was also analyzed as a receiving antenna. For this case, a plane
wave was incident from the boresite direction (k̂i = −x̂) with the electric field point-
ing in the z direction. The incident electric field was a differentiated Gaussian pulse
in time, Eq. (30.20), with the same characteristic time as used for the transmitting
case, τ p = 1.59× 10−11 s. The effective area obtained from the receiving analysis was
converted to a gain using Eq. (30.18), and the result is shown as a dashed line in
Figure 30.15c. As expected from reciprocity, the results from the two FDTD calculations
(transmitting and receiving) are nearly identical.

The FDTD method provides the field throughout the computational volume, and it
can be used to construct graphical results that illustrate the process of radiation for the
transmitting horn antenna. For such illustrations, we want an excitation whose spectrum
lies within the operational bandwidth of the antenna. Frequencies outside this band will
either be cut off in the waveguide or overmode the waveguide. A good choice for
the voltage V +

t (t) is the sinusoid of frequency ω0 amplitude modulated by a Gaussian
pulse, that is Eq. (30.21) shown in Figure 30.6b. With f 0 =ω0/2π = 10.0 GHz, and
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Figure 30.16 Gray scale plots for the magnitude of the electric field on the vertical symmetry
plane of the transmitting horn antenna. The excitation is a sinusoid amplitude modulated by a
Gaussian pulse.

τ p = 7.96× 10−11 s, the spectrum for this signal is 10% of its peak at f = 5.7 GHz and
f = 14.3 GHz.

Figure 30.16 shows three gray scale plots for the magnitude of the electric field on
the x-z plane of the transmitting antenna. In Figure 30.16a the pulse has entered the horn
from the waveguide, but it has not reached the aperture. The spacing between the white
lines (nulls) roughly corresponds to one-half of a guide wavelength. Note that this spacing
decreases on going from the throat of the horn toward the aperture. In the rectangular
waveguide, the guide wavelength is about 1.3 times the free-space wavelength, whereas
at the aperture of the horn it is closer to the free-space wavelength. Figure 30.16b is for
a time when the pulse has reached the aperture. Note that the white lines in the horn
near the aperture are distorted; there is a small segment that is concave to the right.
This is caused by the reflection from the aperture that is traveling back toward the throat
of the horn. Directly in front of the aperture, the radiated wave is roughly planar. In
Figure 30.16c, the field has propagated away from the horn, and a spherical wavefront
has formed that is approximately centered on the aperture. The change in the shade of
gray in going around the antenna (dark in front to light in back) clearly shows a large
“front-to-back ratio” for the horn. In the forward direction, minima appear along the
wavefront, and these minima define the main beam in the far zone. Back in the horn,
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Figure 30.17 Geometry for the two-arm conical spiral antenna. (Adapted from Ref. 26; copyright
© 2002 IEEE.)

the field has several minima and maxima across its width. They indicate the presence of
higher order modes that were excited when the initial pulse encountered the aperture.

The second example we consider is the two-arm, conical spiral antenna shown in
Figure 30.17 [26]. It is used in applications that require an antenna to radiate circular
polarization over a broad bandwidth. This antenna is formed by winding two metallic
strips around the surface of a truncated cone. The angles and dimensions for the particular
antenna we are considering are d = 1.9 cm, D = 15.2 cm, θ0= 7.5◦, α= 75◦, and δ= 90◦.
It is designed to have constant gain and input impedance (ZA ≈ 100 �) over an operational
bandwidth extending from f min = 0.5 GHz to f max = 3.3 GHz.

In the FDTD model, the arms of the spiral are formed by making selected faces of
the cubical cells (�x = 0.8 mm) PEC. The result is the stair-stepped approximation in
Figure 30.18. For clarity, only the lower 10% of the antenna is shown in the figure.
The spiral is fed by a one-dimensional (1D) transmission line (R0 = 100 �) connected at
the bottom of the antenna; the same arrangement as used with the monopole antenna in
Figure 30.11b. The excitation in the transmission line, V +

t (t), is a differentiated Gaussian
pulse, Eq. (30.20), whose spectrum is centered on the operational bandwidth of the
antenna.

The computational volume was 691× 240× 240 cells, with the sides of the antenna
15 cells from the PML absorbing boundary (10 cells thick), except the bottom side (main
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1-D transmission
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Figure 30.18 Schematic drawing showing the arrangement of FDTD cells used to model the
conical spiral antenna. For clarity, only the lower 10% of the antenna is shown. (Adapted from
Ref. 26; copyright © 2002 IEEE.)

direction for radiation), which was 30 cells from the absorbing boundary. At the highest
frequency (shortest wavelength) within the operational bandwidth of the horn we have
�x = 0.0093λ, which corresponds roughly to 107 cells per wavelength. From this result,
we can estimate the numerical dispersion using Figure 30.2 or Eq. (30.3). The relative
error in the phase velocity is about 0.01%, which is equivalent to 3.6× 10−4 degrees of
phase error per cell, or a total error of 0.25 degrees of phase error for propagation across
the longest side of the computational volume. As with the earlier case of the monopole
antenna, it is not the error in the phase velocity that determines the accuracy of the
solution but the degree to which the fine details of the structure are modeled.

Figure 30.19 is a comparison of the FDTD results (solid line) for this antenna with
measurements (dashed line). Figure 30.19a shows the magnitude of the reflection coef-
ficient at the terminals of the antenna, and Figure 30.19b shows the realized gain,
Eq. (30.14), at boresite (−ẑ direction) as a function of frequency. The results from the
FDTD calculations are seen to be in fairly good agreement with the measurements. The
differences that do exist are most likely caused by elements in the experimental model
that were not included in the theoretical model. In the experimental model, the metallic
arms were on a very thin dielectric substrate (Kapton, thickness 0.051 mm), which was
not included in the theoretical model. In addition, the terminal measurements were made
through a balun, and the imperfections in the balun were not taken into account.

The FDTD method provides detailed information about the electromagnetic field sur-
rounding the spiral, and it can be used to graphically illustrate how energy is radiated
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Figure 30.19 Comparison of theoretical and measured results for the conical spiral antenna.
(a) Magnitude of reflection coefficient versus frequency. (b) Realized gain in the boresite direction
versus frequency. (Adapted from Ref. 26; © 2002 IEEE.)

from this structure [27]. Figure 30.20 shows three gray scale plots of the magnitude of
the x component of the electric field on the x-z plane. Each plot is for a different nor-
malized time t /τ L, were τL is the time for light to travel the length of the spiral arm. We
can see that the radiation is roughly periodic with the spacing between the nulls (white
lines) being λ/2. The frequency corresponding to this wavelength is indicated on each
plot. These plots clearly show that the region from which radiation leaves the antenna
changes with the wavelength, moving from the small end (diameter d ) for the shortest
wavelengths (highest frequencies) to the large end (diameter D) for the longest wave-
lengths (lowest frequencies). This is in keeping with the “active-region concept,” which
states that the radiation originates at the cross section of the spiral that is approximately
one wavelength in circumference [28].

In the previous two examples, the stair-stepped approximations used for the geometry
of the antennas in the FDTD models were adequate for obtaining theoretical results that
were in good agreement with the measurements. This is a consequence of choosing the
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(a) (b) (c)

Figure 30.20 Gray scale plots for the magnitude of the electric field near the conical spiral
antenna for three instants in time: (a) t /τ L = 0.1, (b) t / τ L = 0.6, and (c) t / τ L = 1.1, where τ L is
the time for light to travel the length of the spiral arm. (Adapted from Ref. 27; copyright © 2003
IEEE.)

size of the steps to be small compared to the dimensions defining the geometry of the
antennas. For example, for the pyramidal horn, the height of the stair step is only about
10% of the smallest dimension of the antenna (the height of the rectangular waveguide).
We now consider a case in which the stair-stepped approximation leads to significant
errors in the calculated results.

The transverse electromagnetic (TEM) horn is a simple antenna used for applications
that require broad bandwidth. The FDTD model for the monopole version of this antenna
is shown in Figure 30.21a. It is formed from a PEC plate that is an isosceles triangle of
side length s and angle at the apex α. The plate is inclined at the angle β/2 to the PEC
image plane, and the antenna is fed by a transmission line connected between the apex
of the plate and the image plane. The plate–image plane forms a TEM transmission line,
and for the example to be discussed (α= 25.4◦, β = 11.2◦), the characteristic impedance
of this line is R0 ≈ 50 � [29–31]. The transmission line feeding the antenna has the
same characteristic impedance.

The plate for this antenna is stair stepped in the FDTD model in the manner shown
in Figure 30.21b. Two different sizes for the staircase are examined: case A for which
the rise is �z = 1 mm and the tread length is �s = 1 cm, and case B for which �z = 2
mm and �s = 2 cm. Note that the level of discretization for case B is twice as coarse as
that for case A. The smallest dimensions for the horn are at the drive point, where the
initial tread for both cases is 4 mm above the image plane. So for case A, the rise of the
staircase, �z , is about 25% of the smallest dimension of the horn; whereas for case B it
is about 50% of the smallest dimension of the horn.

Figure 30.22a shows the reflected voltage, V −
t (t), in the feeding transmission line of

the horn when the incident voltage, V +
t (t), is a unit-amplitude, differentiated Gaussian

pulse, Eq. (30.20), with the characteristic time τ p = 5.31× 10−11 s. The peak of the
spectrum for the pulse is at 3.0 GHz. The solid line is for case A and the dashed line is
for case B. The initial reflection from the drive point is evident and is similar for both
cases, and the reflection from the open end of the horn has been windowed out. There is
a pronounced ripple in the result for the coarser staircase, case B. The ripple is clearly
due to the staircase, because its period roughly corresponds to the round-trip time on a
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Figure 30.21 (a) Schematic drawing for the TEM horn antenna (monopole configuration). (b)
Cross sections showing the stair-stepped approximation to the plate for two different cases, A
and B.

tread, which is �t = 2�sB /c ≈ 2.5τ p . Note that the amplitude of the ripple decreases
with time. This is because the reflections that occur later in time are from stair steps
further out along the antenna, where the rise of the staircase, �z , is a smaller fraction
of the separation between the plate and the image plane.

Figure 30.22b shows the magnitude of the Fourier transform (spectrum) of the reflec-
tion coefficient for the antenna. Note that the results for the two cases, A and B, are
quite different. Specifically, for case B there is a distinct dip in the reflection coefficient
near 2f �sB /c= 1 (f = 7.5 GHz). At this frequency, �sB/λ = 1

2 , so the small reflections
from all of the steps in the staircase add in phase.

To avoid the problem described above, we must use a finer staircase, such as in case A.
For TEM horns with low characteristic impedance (generally small β), this can require a
very fine level of discretization. A similar problem is encountered with bow-tie antennas
with low characteristic impedance [32].

30.4.3 Microstrip Patches: Excessive Ringing for Narrowband Antennas

The antennas we examined in the previous section, a conical spiral and horns, are fairly
wideband antennas. Now we consider the other extreme, namely, narrowband anten-
nas. For our example, we use the basic, rectangular microstrip patch antenna shown in
Figure 30.23.

In the mid-1980s, Chang et al. [33] made extensive measurements of this antenna,
and we first compare our FDTD results with their measurements. The dimensions for
a patch designed for frequencies around f = 7.0 GHz are s = 1.1 cm, w = 1.7 cm, and
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Figure 30.22 Results for two different stair-stepped approximations (A and B) applied to the
TEM horn antenna. (a) The reflected voltage in the feeding transmission line; the reflection from
the open end of the horn has been windowed out. (b) The magnitude of the Fourier transform of
the reflection coefficient for the antenna.

h = 3.175 mm. As shown in the figure, the probe of the feeding coaxial line (R0 = 50 �)
is displaced from the broad side of the patch by lp = 1.5 mm. In the model, the dielectric
substrate is 10 cm× 10 cm with the electrical properties εr = 2.33 and σ = 2.1× 10−3

S/m, and the ground plane is infinite. The incident voltage, V +
t (t), in the feeding trans-

mission line is a unit-amplitude, differentiated Gaussian pulse, Eq. (30.20), with the
characteristic time τ p = 2.65× 10−11 s. The peak of the spectrum for this pulse is at
6.0 GHz.

The dimensions of the FDTD rectangular cells (�x = 0.529 mm, �y = 0.500 mm,
�z = 0.500 mm) were chosen so that all of the details of the coaxial feed line could
be included in the model, and the time step was �t = 9.44× 10−13 s. The number of
time steps, Nt, required for the simulation was determined by observing the magnitude
of the reflected voltage |V −

t | in the feeding transmission line versus the normalized time
t /�t ; this is shown in Figure 30.24a. Note that the vertical scale is logarithmic. When
t /�t = 3000, the reflected voltage has dropped by six orders of magnitude from its peak,
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Figure 30.23 Rectangular microstrip patch antenna fed by a coaxial line probe.

and it is at the noise level for the computation. So any number of time steps greater than
3000 was deemed adequate for the simulation (Nt = 4000 was actually used).

Figure 30.25 is a comparison of the FDTD theoretical results with the measurements.
The graph in Figure 30.25a shows the magnitude of the reflection coefficient versus
frequency: theory (solid line) and measurement (dots). The agreement is reasonably good,
particularly when we consider that some of the geometrical details for the measurement,
such as the precise geometry at the feed, were not known for use in the FDTD model.

The field patterns were measured with the 10-cm× 10-cm substrate mounted at the
center of a circular aluminum image plane of diameter 1 m. We chose not to model
this configuration with the same fine resolution used for the FDTD calculation of the
reflection coefficient, because of the large amount of memory that would be required.
Instead, larger cells were used with the dimensions �x = 1.59 mm, �y = 1.42 mm, and
�z = 1.57 mm. The use of the larger cells causes little error in the far-zone field patterns.
The FDTD and measured field patterns for the frequency f = 6.8 GHz are compared in
Figure 30.25b. These plots show the gain, Eq. (30.15), versus the angle θ , normalized
to 0 dB at the peak. Results are given for both the E -plane (x -z plane, solid line and
dots) and the H -plane (y-z plane, dashed line and triangles). Again the agreement is
reasonably good.

For our second example, we chose a rectangular microstrip patch antenna designed
to operate around f = 1.9 GHz that is similar to one reported in the literature [34]. The
dimensions for the patch are s = 5.12 cm, w = 6.0 cm, and h = 1.575 mm, and the probe
of the feeding coaxial line (R0 = 50 �) is displaced from the broad side of the patch by
lp = 1.64 cm. The dielectric substrate (εr = 2.2 and σ = 1.1× 10−3 S/m) and the ground
plane are the same size: 11.5 cm× 11.5 cm. The incident voltage, V +

t (t), in the feeding
transmission line is a unit-amplitude, differentiated Gaussian pulse, Eq. (30.20), with the
characteristic time τ p = 1.061× 10−10 s, and the peak of the spectrum for this pulse is
at 1.5 GHz. Again, the parameters for the FDTD simulation allow complete modeling
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Figure 30.24 The magnitude of the reflected voltage in the feeding coaxial line versus the nor-
malized time: (a) rectangular microstrip patch and (b) narrowband, rectangular microstrip patch.

of the details of the coaxial feed line (�x = 0.529 mm, �y = 0.500 mm, �z = 0.500
mm, �t = 9.91× 10−13 s). The electrical thickness of the substrate for this example is
about one-eighth of that for the previous example, h/λ= 0.010 (for f = 1.9 GHz) versus
h/λ= 0.077 (for f = 7.3 GHz), so we expect this antenna to have a significantly narrower
bandwidth [35].

Figure 30.24b shows the magnitude of the reflected voltage |V −
t | in the feeding trans-

mission line (logarithmic scale) versus the normalized time t /�t . As a consequence
of the narrower bandwidth, the reflected voltage decreases much more slowly with
increasing t /�t than in the previous example, Figure 30.24a. The reflected voltage has
dropped by six orders of magnitude from its peak and is approaching the noise level
for the computation when t /�t = 50,000. So about 50,000 time steps (Nt = 50,000) are
required for the simulation, as compared to 3000 for the previous example! The inset
in Figure 30.24b shows the reflected voltage, plotted on a linear scale, for times around
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Figure 30.25 Comparison of theoretical and measured results for the rectangular microstrip patch
antenna: (a) magnitude of reflection coefficient versus frequency and (b) field patterns for E - and
H -planes at the frequency f = 6.8 GHz. Measured results are from Ref. 33.

t /�t = 40,000. The voltage is seen to be a slowly decaying sinusoid at the frequency
f ≈ 1.89 Ghz.

In Figure 30.26 we show the magnitude of the reflection coefficient versus fre-
quency for simulations with different numbers of time steps: Nt = 8000, Nt = 24,000,
and Nt = 50,000. For each case, a Hanning window is applied in time to eliminate trun-
cation artifacts. The antenna is seen to be matched at the frequency f = 1.89 GHz, and the
“apparent” bandwidth for the match is seen to depend on the number of time steps used
for the simulation. Thus if one were to underestimate the number of time steps required
for the simulation to converge, one would think that the antenna had a much wider
bandwidth for the reflection coefficient than it actually has. With the detailed analysis
presented above, this point may appear to be obvious. However, sometimes, particularly
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when a computation is automated, this degree of analysis may not be performed every
time a parameter for the antenna, such as the thickness of the substrate, is changed.

In some cases, special techniques can be applied to shorten the computation for a
narrow bandwidth antenna. For example, because of the well defined, decaying sinusoidal
waveform in the reflection coefficient for this antenna, a shorter computation time, say,
Nt = 20,000, could be used with an extrapolation for the remainder of the waveform.
Such techniques are discussed in the literature [36].

30.5 SUMMARY

In this chapter, we have presented an introduction to the finite-difference time-domain
method, aimed at individuals who have little or no experience with the method. Thus we
have limited the presentation to the basics of the method, and we have avoided mention
of many refinements that are generally restricted to particular applications. To give the
reader a sense of the breadth of application allowed by these refinements, we present a
partial list below.

• Techniques for handling materials with dispersive properties (properties that are a
function of the frequency), anisotropic properties (properties that depend on the
direction of the field components), and nonlinear properties.

• Methods for incorporating impedance boundary conditions.
• Subcell methods for treating material sheets that are thinner than a FDTD cell.
• Methods for incorporating periodic boundary conditions, which are useful in treating

antenna arrays.
• Higher order FDTD schemes that have lower error (numerical dispersion) than the

conventional Yee algorithm.
• Techniques for incorporating nonuniform and nonorthogonal grids.
• Special procedures for handling objects that are bodies of revolution.
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Figure 30.27 Number of documents published over the last twenty-five years that include the
words “finite-difference time-domain” or “FDTD” in the title. Each bar shows the total number of
documents published during a five-year period.

The brevity of the contribution precluded the derivation of the mathematical formulas
associated with the method, for example, FDTD update equations and equations for the
perfectly matched layer. These formulas can be found in the in-depth treatment of the
method contained in the book edited by A. Taflove and S. C. Hagness [9].

To assess the popularity of the FDTD method, a search was done with INSPEC for
documents that included either “finite-difference time-domain” or “FDTD” in the title. (A
few of these documents apply the finite-difference time-domain method to problems other
than electromagnetic, such as acoustic problems.) The results of the search, presented in
Figure 30.27, clearly show the rapid growth in the popularity of the method over the last
twenty-five years.

In keeping with the subject of this handbook, the emphasis throughout the chapter
has been on the application of the FDTD method to the analysis of antennas. After
brief discussions of the special formulations associated with transmitting and receiving
antennas, the details for the analysis of a few different types of antennas were presented.
Again, because of the brevity of the contribution, no attempt was made to mention all of
the different antennas that have been analyzed with the method. Many individuals have
used the method to treat antennas; as an indication of the number, the INSPEC search
mentioned above listed over 500 documents with FDTD and antenna(s) in the title.

All of the numerical results presented in the examples were obtained by us or our
students. Thus we have very detailed knowledge for each example and can make fairly
accurate statements about the results. These examples were chosen not only to show the
power of the FDTD method, particularly the good agreement with experimental mea-
surements, but also to show that the method has some limitations; albeit, the limitations
are sometimes due to the crudeness of the theoretical model for the antenna or the choice
of the parameters for the simulation.

The refinement of the FDTD method and its application to practical problems is an
ongoing story. Undoubtedly, there will be some exciting accomplishments made in the
future. One area with great promise is the use of the method for antenna synthesis. Here
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we do not mean the conventional approach in which the method is coupled with an
optimization routine and used to choose the parameters for a standard antenna (dipole,
horn, etc.) so that certain criteria for the performance are met. What we have in mind
for antenna synthesis is a quite different, a more modern approach. In this approach, the
structure of the antenna is not completely predetermined with only a few parameters to
be chosen, but the structure of the antenna is actually developed as part of the synthesis!
The FDTD method is well suited for use in such schemes; because of the flexibility of the
method, a new structure can easily be introduced. The antenna structure is changed by
simply changing the electromagnetic constitutive parameters associated with individual
cells. The particular technique we have employed for such synthesis is based on the
“fragmented aperture” concept and is discussed in Refs. [37–40].
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CHAPTER 31

Finite-Element Analysis and Modeling
of Antennas

JIAN-MING JIN, ZHENG LOU, NORMA RILEY, and DOUGLAS RILEY

31.1 INTRODUCTION

The finite-element method (FEM) is a numerical procedure to obtain approximate solu-
tions to boundary-value problems of mathematical physics with the aid of an electronic
computer. The method was first proposed by Courant in 1943 to solve variational prob-
lems in potential theory [1]. Thereafter, the method has been developed and applied
extensively to problems of structural analysis and increasingly to problems in other
fields. Today, the FEM is recognized as a general preeminent method applicable to a
wide variety of engineering and mathematical problems, including those in antenna and
microwave engineering.

The first application of the FEM to microwave engineering and electromagnetics
appeared in 1969 when Silvester employed it to analyze wave propagation in a hol-
low waveguide [2]. The importance of the method was quickly recognized and suc-
cessful applications were achieved for the analysis of electrostatic, magnetostatic, and
dielectric-loaded waveguide problems. In 1974, Mei developed a technique that com-
bined the FEM with eigenfunction expansion to deal with open-region electromagnetics
problems such as antenna and scattering analysis [3]. In 1982, Marin developed an alter-
native method to deal with open-region scattering problems, which combined the FEM
and a boundary integral equation [4].

An important breakthrough in the finite-element analysis of vector electromagnetic
field problems occurred in the 1980s with the development of edge-based vector elements
[5–7]. These new elements accurately model the nature of the electric and magnetic
fields and eliminate many of the challenges associated with traditional node-based scalar
elements. Since the development of the vector elements, the FEM has become a very
powerful numerical technique in computational electromagnetics. Today, the method is
used as a major design tool for antennas and microwave devices. Its basic principle and
a variety of applications have been described in many books, such as those by Silvester
and Ferrari [8], Jin [9], and Volakis, Chatterjee, and Kempel [10].

The application of the FEM for the analysis and design of various antennas dates back
to the 1970s when Mei developed the first accurate approach that enabled the FEM to
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deal with unbounded open-region problems [3]. The method was applied to axisymmetric
antennas. For many years, the FEM was limited to simplified two-dimensional models
of antennas because of the difficulty of using the node-based elements to model vec-
tor electromagnetic fields [11, 12]. The first full-wave three-dimensional finite-element
analysis of antennas appeared in the early 1990s [13], thanks to the development of
edge-based elements. Thereafter, a variety of the FEM-based numerical techniques have
been developed for the analysis and simulation of various antennas and antenna arrays.
Most notably, the FEM-based numerical techniques have been developed to analyze
infinitely periodic array antennas [14–17], finite array antennas [18–21], complex horn
antennas [22–26], conformal antennas [27–29], dielectric lens antennas [30, 31], anten-
nas residing on complex materials [32, 33], and antennas mounted on a finite platform
[34–38]. Most of these techniques were developed for analysis in the frequency domain.
To perform a frequency sweep analysis, a model-order reduction technique has also been
proposed [39, 40]. Recently, the FEM has been developed for antenna analysis directly
in the time domain [41–44]. Such a time-domain analysis is highly efficient for the char-
acterization of broadband responses and is capable of modeling nonlinear materials and
devices. Novel numerical schemes have been developed for the analysis of both finite and
infinitely periodic antenna arrays using time-domain finite-element formulations [45–47].

31.2 FINITE-ELEMENT FORMULATION IN THE FREQUENCY DOMAIN

We first formulate the finite-element analysis in the frequency domain. Consider a generic
antenna, sketched in Figure 31.1. The antenna is excited by a current source with electric
current density denoted by Jimp. This current radiates an electromagnetic field, which
is modified by the antenna. The main objective of an antenna analysis is to predict
the performance characteristics of the antenna, which include the input impedance and
radiation patterns. To this end, one has to solve Maxwell’s equations

∇ × E = −jωμH−Mimp (31.1)

∇ ×H = jωεE+ Jimp (31.2)

o

Figure 31.1 Computational domain for the finite-element analysis of an antenna. An artificial
surface truncates the computational domain into a finite volume.
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∇ · (εE) = − 1

jω
∇ · Jimp (31.3)

∇ · (μH) = − 1

jω
∇ ·Mimp (31.4)

together with the boundary condition

n̂× E = 0 on SPEC (31.5)

where SPEC denotes the perfect electrically conducting (PEC) surface of the antenna.
In Eq. (31.1), Mimp denotes the magnetic current density of an impressed magnetic
current. Although a magnetic current does not exist in reality, it is a useful quantity to
model certain antenna feeds, such as a magnetic frill generator. In addition to Eq. (31.5),
the electric and magnetic fields have to satisfy the Sommerfeld radiation condition at
infinity:

lim
r→∞ r

[
∇ ×

(
E
H

)
+ jk0r̂×

(
E
H

)]
= 0 (31.6)

where k 0 is the free-space wavenumber. The electromagnetic problem defined by Eqs.
(31.1)–(31.6) can be solved analytically only for a very few cases where SPEC has a very
simple shape. For most practical problems, one has to resort to a numerical method such
as the FEM. Since the antenna radiates an electromagnetic field to infinity, the problem
has an unbounded solution space. To use the FEM, this unbounded space must be trun-
cated into a finite space. This can be accomplished by introducing a fictitious surface
to enclose the antenna. This surface is denoted as So in Figure 31.1. To uniquely define
the electromagnetic problem bounded by So, one has to specify a boundary condition on
So. This boundary condition should make So as transparent as possible to the radiated
field. The ideal boundary condition is to make So completely transparent, such that the
radiated field can pass through it without any distortion or reflection. This is, unfortu-
nately, not possible in practice. Therefore we instead employ an approximate boundary
condition

n̂×∇ ×
(

E
H

)
+ jk0n̂× n̂×

(
E
H

)
≈ 0, on So (31.7)

which is similar to the Sommerfeld radiation condition in Eq. (31.6). This approximate
radiation condition is also called the first-order absorbing boundary condition (ABC).
For this ABC to be reasonably accurate, So must be placed some distance away from
the antenna. More accurate treatment of the truncation surface So is given in Section
31.4.

The electromagnetic problem defined by Eqs. (31.1)–(31.5) and (31.7) can be solved
in terms of either the electric field E or the magnetic field H. Here, we describe the
solution procedure for the electric field; the magnetic field can be solved in a similar
manner. By eliminating H in Eqs. (31.1)–(31.4), we can derive the vector wave equation
for E as

∇ ×
(

1

μr

∇ × E
)
− k2

0εrE = −jk0Z0Jimp −∇ ×
(

Mimp

μr

)
, in V (31.8)
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where μr =μ/μ0 and εr = ε/ε0 are the relative permeability and permittivity, respec-
tively, k0 = ω

√
μ0ε0 and Z0 =

√
μ0/ε0 are the free-space wavenumber and intrinsic

impedance, respectively, and V denotes the volume enclosed by So. To solve Eq. (31.8)
for E, we can multiply Eq. (31.8) by an appropriate testing function T and integrate over
V to find ∫∫∫

V

T ·
[
∇ ×

(
1

μr

∇ × E
)
− k2

0εrE
]
dV

= −
∫∫∫
V

T ·
[
jk0Z0Jimp +∇ ×

(
Mimp

μr

)]
dV (31.9)

By invoking the vector identity

T ·
[
∇ ×

(
1

μr

∇ × E
)]

= 1

μr

(∇ × T) · (∇ × E)−∇ ·
[

T×
(

1

μr

∇ × E
)]

(31.10)

and Gauss’s theorem∫∫∫
V

∇ ·
[

T×
(

1

μr

∇ × E
)]

dV =
∫∫
©
So

[
T×

(
1

μr

∇ × E
)]

· dS (31.11)

we obtain∫∫∫
V

[
1

μr

(∇ × T) · (∇ × E)− k2
0εrT · E

]
dV =

∫∫
SPEC

1

μr

(n̂× T) · (∇ × E) dS

− jk0

∫∫
©
So

(n̂× T) · (n̂× E) dS −
∫∫∫
V

T ·
[
jk0Z0Jimp +∇ ×

(
Mimp

μr

)]
dV

(31.12)

after the application of the first-order ABC in Eq. (31.7).
To find a numerical solution of Eq. (31.12) using the FEM, the entire volume V is

first divided into small finite elements, such as hexahedral, tetrahedral, prism, and/or
pyramidal cells. Within each small finite-element volume, E can be interpolated using a
set of discrete values. One approach is to assign E at a few points on the element and then
interpolate E elsewhere using a set of scalar interpolation functions. This approach turns
out to be very problematic because of the difficulty to apply correct boundary conditions
to the interpolated E-field. A better approach is to assign the tangential component of E
at each edge of the element and then interpolate E elsewhere using a set of vector basis
functions. For example, the field in a tetrahedral element can be interpolated as

Ee(x, y, z) =
6∑

i=1

Ne
i (x, y, z)E

e
i (31.13)

where Ee
i denotes the tangential component of E at edge i of element e, and Ne

i is
the corresponding interpolation or basis function. Denoting the simplex coordinates of a
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Figure 31.2 Vector basis function for a tetrahedral element. There are six such first-order vector
basis functions for a tetrahedral element associated with the six edges.

tetrahedron as λl (l = 1, 2, 3, 4) [8], the vector basis function associated with the edge
that connects nodes α and β can be written as

Ne
αβ(r) = λl ∇λk − λk ∇λl (31.14)

where (α, β, k , l ) are the six permutations of (1, 2, 3, 4) such that α < β. Figure 31.2
shows one of the six first-order vector basis functions for a tetrahedral element. Clearly,
such basis functions have a tangential component only along the associated edge, and
as such they ensure the tangential continuity of the interpolated field while allowing the
normal component to be discontinuous at a material discontinuity. Hence they accurately
model the nature of the vector field E. Higher-order vector basis functions can also be
constructed to achieve better interpolation accuracy.

When the field E is interpolated in each element using its tangential values at the
edges of the element, the field E in the entire volume V can be expressed as

E =
Nedge∑
i=1

NiEi (31.15)

where Nedge denotes the total number of edges excluding those on SPEC, Ei denotes the
tangential component of E at the i th edge, and Ni is the corresponding basis function.
Obviously, for an edge inside V , Ni spans over several neighboring elements that share
the common edge. Also note that by excluding the edges on SPEC in Eq. (31.15), the
interpolated field satisfies the required boundary condition in Eq. (31.5).

By substituting Eq. (31.15) into Eq. (31.12) and using the same Ni as the weighting
function T, we obtain

Nedge∑
j=1

KijEj = bi, i = 1, 2, . . . , Nedge (31.16)
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where

Kij =
∫∫∫
V

[
1

μr

(∇ × Ni ) · (∇ × Nj )− k2
0εrNi · Nj

]
dV

+ jk0

∫∫
©
So

(n̂× Ni ) · (n̂× Nj ) dS (31.17)

bi = −
∫∫∫
V

Ni ·
[
jk0Z0Jimp +∇ ×

(
Mimp

μr

)]
dV (31.18)

Note that the integral over SPEC in Eq. (31.12) vanishes here since n̂× Ni = 0 on SPEC.
Equation (31.16) can be written compactly as

[K]{E} = {b} (31.19)

which can be solved for {E}. Because the elemental interactions in Eq. (31.17) are local
in nature, [K ] is a sparse and symmetric matrix that can be solved efficiently using a
sparse matrix solver. Once {E} is obtained, the field everywhere in V can be calculated
using Eq. (31.15), from which other parameters such as the input impedance and radiation
patterns can be computed.

The formulation can easily be extended to the case where μr and εr are tensors that
represent an anisotropic material. As a frequency-domain based formulation, it can easily
handle dispersive materials since the simulation is performed only at a single frequency.

31.3 FINITE-ELEMENT FORMULATION IN THE TIME DOMAIN

The finite-element formulation described in Section 31.2 operates in the frequency
domain. It takes the frequency as an input parameter and solves for the electric field at
that specific frequency. However, for most antenna analyses, one is interested in the
characteristics of an antenna over a frequency band. In such a case, one often has to
repeat a frequency-dependent analysis at many frequencies, which can be quite time
consuming for both narrowband and broadband antennas. For narrowband antennas,
the antenna characteristics change rapidly with frequency due to resonance. A very
small frequency step has to be used to accurately capture impedance variations near
resonance. For broadband antennas, the frequency step can be made larger; however,
the entire frequency band may be very wide, thus requiring many frequency samples.
Furthermore, it is difficult to accurately model nonlinear devices/media by using a
frequency-domain based method. These two challenges can be alleviated by using the
FEM formulated in the time domain.

In the time domain, the first two of Maxwell’s equations (31.1) and (31.2) become

∇ × E(t) = −μ
∂H(t)

∂t
−Mimp(t) (31.20)

∇ ×H(t) = ε
∂E(t)

∂t
+ σE(t)+ Jimp(t) (31.21)
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where σ denotes the conductivity. The boundary condition on the perfectly conducting
surface remains the same as in Eq. (31.5) and the boundary condition corresponding to
Eq. (31.7) becomes

n̂×
(

1

μ0
∇ × E

)
+ Y0n̂×

(
n̂× ∂

∂t
E
)
≈ 0, on So (31.22)

where Y 0 = 1/Z 0. By eliminating the magnetic field from Eqs. (31.20) and (31.21), we
obtain the vector wave equation for the electric field

∇ ×
[

1

μ
∇ × E(t)

]
+ ε

∂2E(t)

∂t2
+ σ

∂E(t)

∂t
= −∂Jimp

∂t
−∇ ×

(
Mimp

μ

)
(31.23)

and its weak-form representation∫∫∫
V

[
1

μ
(∇×T) · (∇ × E)+ εT · ∂

2E
∂t2

+ σT · ∂E
∂t

]
dV +Y0

∫∫
©
So

(n̂× T) ·
(

n̂× ∂E
∂t

)
dS

= −
∫∫∫
V

T ·
[
∂Jimp

∂t
+∇ ×

(
Mimp

μ

)]
dV (31.24)

The derivation follows that in the frequency domain. Note that the vector testing function
is assumed to satisfy the boundary condition n̂× T = 0 on SPEC, since Eq. (31.5) is
enforced in the solution of Eq. (31.24).

To seek the finite-element solution of Eq. (31.24), we first perform the spatial dis-
cretization in exactly the same manner as in the frequency domain. To be more specific,
by subdividing the solution volume into small finite elements and expanding the electric
field within each element using the vector basis functions, we can express the electric
field as

E(r, t) =
Nedge∑
i=1

Ni (r)Ei(t) (31.25)

Substituting this into Eq. (31.24) yields a second-order ordinary differential equation

[T ]
d2{E}
dt2

+ [R]
d{E}
dt

+ [S]{E} = {f } (31.26)

where [T ], [R], and [S ] represent sparse, symmetric matrices whose elements are given
by

Tij =
∫∫∫
V

εNi · Nj dV (31.27)

Rij =
∫∫∫
V

σNi · Nj dV + Y0

∫∫
©
So

(n̂× Ni ) · (n̂× Nj ) dS (31.28)

Sij =
∫∫∫
V

1

μ
(∇ × Ni ) · (∇ × Nj )dV (31.29)



1538 FINITE-ELEMENT ANALYSIS AND MODELING OF ANTENNAS

Furthermore, {E} = [E1, E2, . . . , ENedge ]T and the elements of the excitation vector {f }
are given by

fi = −
∫∫∫
V

Ni ·
[
∂Jimp

∂t
+∇ ×

(
Mimp

μ

)]
dV

(31.30)

Equation (31.26) can be solved by using direct integration or the finite-difference
method [9]. In the finite-difference method, the time variable t is uniformly discretized
such that it is represented by t = n �t (n = 0,1, . . .), where �t is denoted as the time
step. The continuous differentiation is then approximated by a finite difference, which
yields an equation that allows the calculation of the unknown vector {E} based on its
previous values. This process is called time marching. As shown in Jin [9], the use of for-
ward differencing will result in an unstable time-marching equation. The use of backward
differencing will result in an unconditionally stable (the time step size �t is not con-
strained by the spatial discretization) time-marching equation, which unfortunately is only
first-order accurate—the accuracy of the solution is proportional to O(�t). The use of
central differencing will yield a second-order accurate time-marching equation, which is
conditionally stable—the time marching is stable only when �t is smaller than a certain
value dictated by the spatial discretization. For Eq. (31.26), the best choice is to use a dif-
ferencing formula derived from the Newmark-beta integration method [48–50], which is
equivalent to using the central differencing for the first- and second-order differentiations

d{E}
dt

≈ {E}(n+1) − {E}(n−1)

2�t
(31.31)

d2{E}
dt2

≈ {E}(n+1) − 2{E}(n) + {E}(n−1)

(�t)2
(31.32)

and using a weighted average for the undifferentiated quantities

{E} ≈ β{E}(n+1) + (1− 2β){E}(n) + β{E}(n−1) (31.33)

{f } ≈ β{f }(n+1) + (1− 2β){f }(n) + β{f }(n−1) (31.34)

where β is a parameter that takes a value between 0 and 1. In Eqs. (31.31)–(31.34), the
superscript denotes the time at which the associated quantity is evaluated; for example,
{E}(n) denotes the vector {E} evaluated at t = n�t . Substituting these into Eq. (31.26),
we obtain{

1

(�t)2
[T ]+ 1

2�t
[R]+ β[S]

}
{E}(n+1)

=
{

2

(�t)2
[T ]− (1− 2β)[S]

}
{E}(n) −

{
1

(�t)2
[T ]− 1

2�t
[R]+ β[S]

}
{E}(n−1)

+ β{f }(n+1) + (1− 2β){f }(n) + β{f }(n−1) (31.35)

Obviously, when β = 0, this equation reduces to the one obtained using the central
differencing. However, it can be shown that when β ≥ 1

4 , this equation is unconditionally
stable [49] while maintaining second-order accuracy. Given the initial values of {E},
specifically, {E}(0) and {E}(1), and the values of the excitation vector {f }, Eq. (31.35)
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can be employed to compute all the subsequent values for {E}. To compute each new
{E}, one has to solve a matrix equation at each time step.

The formulation described above assumes that the media involved are dispersion free.
In other words, both the permeability μ and the permittivity ε are invariant with respect to
frequency. This formulation can be modified to deal with dispersive media [51, 52] and to
demonstrate this, we consider the case where the permittivity ε is a function of frequency
while the permeability μ remains frequency independent (electrically dispersive material).
In this case, the electric flux density D(t) is related to the electric field intensity E(t) by
the constitutive relation

D(t) = ε0ε∞E(t)+ ε0χe(t)⊗ E(t)
(31.36)

= ε0ε∞E(t)+ ε0

∫ t

0
χe(t − τ )E(τ )dτ

where ε∞ denotes the high-frequency limiting value for the relative permittivity, χ e(t)
represents the electrical susceptibility tensor, and ⊗ denotes the time convolution. From
Maxwell’s equations, we obtain

∇ ×
[

1

μ
∇ × E(t)

]
+ ε0ε∞

∂2E(t)

∂t2
+ ε0

∂2

∂t2
[χe(t)⊗ E(t)] = −∂Jimp

∂t
−∇ ×

(
Mimp

μ

)
(31.37)

Note that
∂

∂t
[χe(t)⊗ E(t)] = χe(0)E(t)+

∫ t

0

d

dt
χe(t − τ )E(τ )dτ (31.38)

and

∂2

∂t2
[χe(t)⊗ E(t)] = χe(0)

∂E(t)

∂t
+
[
d

dt
χe(t)

]
t=0

E(t)+
∫ t

0

d2

dt2
χe(t − τ )E(τ )dτ

= χe(0)
∂E(t)

∂t
+ χ̇e(0)E(t)+ χ̈e(t)⊗ E(t) (31.39)

By using Eq. (31.39), Eq. (31.37) can be written as

∇ ×
[

1

μ
∇ × E(t)

]
+ ε0ε∞

∂2E(t)

∂t2
+ ε0χe(0)

∂E(t)

∂t
+ ε0χ̇e(0)E(t)

+ ε0χ̈e(t)⊗ E(t) = −∂Jimp

∂t
−∇ ×

(
Mimp

μ

)
(31.40)

The weak-form representation of Eq. (31.40) becomes∫∫∫
V

[
1

μ
(∇ × T) · (∇ × E)+ ε0ε∞T · ∂

2E
∂t2

+ ε0χe(0)T · ∂E
∂t

+ ε0χ̇e(0)T · E

+ ε0T · χ̈e(t)⊗ E] dV + Y0

∫∫
©
So

(n̂× T) ·
(

n̂× ∂E
∂t

)
dS

= −
∫∫∫
V

T ·
[
∂Jimp

∂t
+∇ ×

(
Mimp

μ

)]
dV (31.41)
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The finite-element discretization of Eq. (31.41) follows the same procedure as
described earlier. For plasma-, Debye-, and Lorentz-type materials, the finite-element
discretization of the convolution term yields [Z]{ψ}, where [Z ] is a constant matrix and
{ψ} is a vector whose entries are given by

ψi(t) = ϕ(t)⊗ Ei(t) (31.42)

In this expression, Ei (t) is the finite-element expansion coefficient for E(t) and ϕ(t) can
be written as

ϕ(t) = Re
[
ae−btu(t)

]
(31.43)

where u(t) represents the unit step function and a and b are parameters related to specific
materials. As a result, the convolution in Eq. (31.42) can be evaluated recursively as

ψ
(n+1)
i = Re

[
ψ̃

(n+1)
i

]
(31.44)

ψ̃
(n+1)
i = e−b�t ψ̃

(n)
i + ae−b(n+1)�t

∫ (n+1)�t

n�t

ebτEi(τ ) dτ (31.45)

Instead of assuming Ei(t) to be constant in the time interval [n�t, (n + 1)�t], we can
employ a linear interpolation in the evaluation of Eq. (31.45) to obtain second-order
accuracy, yielding

ψ̃
(n+1)
i = e−b�t ψ̃

(n)
i + a �t

2

(
E

(n+1)
i + e−b�tE

(n)
i

)
(31.46)

The use of this recursive convolution significantly saves computation time and memory.
A similar idea can be employed to extend the formulation above to handle magnetically

lossy and dispersive materials [53]. The treatment of anisotropic materials is as straight-
forward in the time domain as in the frequency domain (cf. [9] for the frequency-domain
formulation).

31.4 FINITE-ELEMENT MESH TRUNCATION

As illustrated in Section 31.2, one of the major challenges in the finite-element analysis
of antenna problems is the truncation of infinite space into a finite computational domain.
This truncation can be accomplished by introducing an artificial surface to enclose the
antenna. However, to emulate the original free-space environment, the artificial trunca-
tion surface should absorb as much of the radiated field as possible in order to reduce
any artificially reflected fields. This situation is similar to what occurs in the antenna
measurement in an anechoic chamber, where absorbers are used to cover the walls of
the chamber so that reflections from the walls do not interfere with the measurement of
antenna characteristics.

Although in principle we can use the FEM to simulate an anechoic chamber for an
antenna analysis, this approach is not practical because an anechoic chamber is electrically
very large, and hence its numerical simulation is extremely time consuming. Fortunately,
there are many other approaches to reducing the reflection of an artificial surface. These
include the use of a mathematical boundary condition, the use of fictitious absorbing
material layers, and the use of a surface integral equation.
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31.4.1 Absorbing Boundary Conditions

Among the three approaches for mesh truncation, the use of a mathematical boundary
condition is the simplest. It is well known that when a plane wave is incident normally
on a planar impedance surface, the impedance surface can absorb all the incident power
without any reflection if the surface impedance matches the intrinsic impedance of free
space. It can easily be verified that on the surface the electric field E satisfies the relation

n̂× (∇ × E) = −jk0n̂× (n̂× E) (31.47)

where n̂ is the normal unit vector of the surface and k 0 is the wavenumber of the
plane wave. Equation (31.47) can also be considered as a boundary condition, because it
provides a relationship between the tangential components of the electric and magnetic
fields. When this boundary condition is applied to the artificial truncation surface, the
surface will absorb any normally incident plane wave. Hence this boundary condition
is often referred to as an absorbing boundary condition (ABC). Note that this condition
is identical to the approximate Sommerfeld radiation condition, Eq. (31.7). In reality,
the radiated field at a point on the truncation surface is usually a summation of many
plane waves propagating in different directions. For plane waves incident at a large
angle, a significant reflection may be caused by the boundary. However, when placed
sufficiently far away from all sources of excitation, most waves would be incident on
the truncation boundary only at small angles from normal and hence would be absorbed.
The truncation distance, measured from the antenna to the boundary, required for good
absorptive performance depends on the nature of the radiation. Typically, a minimum
distance of one-half wavelength is necessary for obtaining useful results.

It can be shown that the boundary condition, Eq. (31.47), is only the first-order approxi-
mation to the true Sommerfeld radiation condition, Eq. (31.6). More terms can be included
in the expansion, resulting in higher-order ABCs [54, 55]. These higher-order ABCs pro-
vide improved absorbing performances at the expense of more complicated formulations.
Unfortunately, none are able to provide good absorption at near-grazing incident angles.

The major advantage of the ABC, apart from its simplicity, is that it leads to a localized
relation between boundary fields and consequently preserves the highly sparse and banded
pattern of the finite-element system matrices. In addition, the boundary condition can
easily be incorporated into a weak-form wave equation such as Eq. (31.12). Thus the
implementation of the first-order ABC in the FEM is straightforward, as demonstrated
in Section 31.2.

31.4.2 Perfectly Matched Layers

Instead of using a mathematical boundary condition, the FEM mesh may also be termi-
nated by using absorptive materials. Whereas it is extremely costly to model the absorbers
used in anechoic chambers due to their electrically large thickness and their wedged and
pyramidal shapes, we can instead design thin layers of artificial absorbers solely for
simulation purposes.

Specifically, by adjusting the number and thickness of layers, as well as their permit-
tivity, permeability, and conductivity (all of which can be made tensors), these artificial
absorbing layers can be designed to provide negligible reflection and sufficient attenua-
tion to the transmitted field such that the field vanishes as it propagates into the layers.
An early attempt to use this method in the FEM was made in the frequency domain
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[56], which provided good absorbing performance at a specific frequency. An alternative
and popular approach was proposed by Berenger within the finite-difference time-domain
(FDTD) setting [57] and is known as perfectly matched layers (PMLs).

A PML is an artificial material that is theoretically defined to create no reflections
regardless of the frequency, polarization, and angle of incidence of a plane wave. The
frequency independence is especially important because it enables broadband simulation
with a time-domain method. In its original form, the PML was formulated with the aid of
nonphysical “split” fields. Later, it was found that the PML could be derived alternatively
from a modified form of Maxwell’s equations based on stretched coordinates [58]. In
addition, a PML can also be derived based on an artificial anisotropic medium model
[59, 60]. Among these different formulations, the anisotropic medium model is most
suitable for an FEM implementation. In this model, the PML is considered as a uniaxial
anisotropic medium with diagonal permittivity and permeability tensors given by

ε =
⎡⎣εxx 0 0

0 εyy 0
0 0 εzz

⎤⎦ , μ =
⎡⎣μxx 0 0

0 μyy 0
0 0 μzz

⎤⎦ (31.48)

It can be shown that the medium will be reflectionless to any impinging plane wave if ε

and μ are chosen according to

ε = ε�, μ = μ� (31.49)

where

� =

⎡⎢⎢⎢⎢⎣
sysz

sx
0 0

0
szsx

sy
0

0 0
sxsy

sz

⎤⎥⎥⎥⎥⎦ (31.50)

This holds true for any frequency, polarization, and incident angle; hence the name
perfectly matched layers. In Eq. (31.50), the parameters sx, sy, and sz are chosen based
on the PML orientation. If the PML is perpendicular to the x -axis, then sy and sz are
constant, whereas sx can be arbitrary. If sx is chosen to have a negative imaginary part,
then the wave propagating inside the PML will be attenuated in the x -direction.

Using the property of the PML described above, we can set up a simulation domain
such as the one shown in Figure 31.3. Note that for numerical simulation, the outer
boundary of the PML must still be truncated, and this is typically done with a conduct-
ing surface or an ABC [61, 62]. Therefore it is necessary to make sure that the PML
provides sufficient attenuation such that when the field is reflected by the truncation
boundary, it becomes negligible when it reenters into the physical solution domain. This
can be done relatively easily since the PML attenuation can be estimated with a simple
formula. However, since the PML primarily attenuates waves propagating normal to the
PML orientation, the truncated PML will provide less attenuation for obliquely incident
waves; consequently, a significant nonphysical reflection can occur for waves incident at
a near-grazing angle. For this reason, the PML has to be placed some distance (typically
a quarter to a half of a wavelength) away from the antenna, similar to the case of a
simple ABC grid termination.
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Figure 31.3 PML setup for the finite-element analysis of an antenna. Each PML sidewall is
assigned parameters based on its orientation, and the outer surface is terminated by a PEC or
ABC.

Although theoretically the PML interface is reflectionless, this may not hold true in
numerical simulations. When an abrupt material change occurs and the FEM discretiza-
tion inside the PML is not sufficiently dense to resolve the change, undesirable numerical
reflections may occur [63]. One approach to avoiding this problem is to vary the mate-
rial parameters smoothly within the PML. For example, for a PML perpendicular to the
x -direction and interfacing with air, the PML parameters can be defined as the following
mth-order polynomial:

sx = 1+ σmax

jωε0

∣∣∣∣x − x0

L

∣∣∣∣m (m = 0, 1, 2, . . .) (31.51)

where x 0 is the x -coordinate of the PML–air interface, L is the thickness of the PML,
and σmax is the maximum conductivity inside the PML. It is found that m = 2 is generally
a good choice. For a given thickness L, the absorbing performance of the PML can be
improved by increasing the maximum conductivity and the discretization level.

Apart from the above numerical constraints, the PML is also known to have poor
absorption for evanescent waves. Although the effect of evanescent waves in free-space
propagation can usually be neglected, this may not be the case in waveguide and antenna
simulations. Hence in these applications the PML must be placed sufficiently far away
from waveguide discontinuities or the antenna. A modified version of the PML, referred
to as the complex-frequency shifted (CFS) PML, has been proposed in the FDTD method
to provide better absorption of evanescent waves [64, 65]. However, the CFS PML cannot
absorb low frequency propagating waves. This challenge has recently been alleviated by
using the second-order PML, which absorbs both the evanescent and propagating waves
for all frequencies [66].

By adopting the anisotropic medium model, the implementation of the PML in the
frequency-domain FEM is straightforward. The weak-form wave equation for the PML
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is the same as Eq. (31.12) except that the scalar material parameters εr and μr are
replaced with their tensor counterparts given in Eq. (31.49). The implementation of the
PML in the time-domain FEM, however, is much more involved since the permittivity
and permeability tensors are frequency dependent. Therefore the PML has to be modeled
as an anisotropic, dispersive medium [67, 68]. Toward this end, the general procedure
for the time-domain FEM modeling of dispersive media described in Section 31.3 can
be applied.

A major advantage of the PML over the ABC approach is that the absorbing per-
formance of the PML can be improved systematically by simply increasing the number
of PML layers or equivalently by increasing the conductivity and discretization inside
the PML. Despite the fact that the PML has been used extensively and successfully in
the FDTD method, its application in the FEM has not achieved a similar popularity. In
the frequency-domain FEM, it has been observed that the system matrix becomes poorly
conditioned when PML absorbing layers are present [69, 70]. As a result, the number
of iterations required by an iterative solver increases substantially. In the time-domain
FEM, the PML implementation becomes much more complicated due to the need to
model anisotropic dispersive media. Moreover, it has been found that an improper use
of high PML conductivity values may cause undesirable instability problems. A better
approach is to utilize the well established implementation of the PML in the FDTD
method by combining the time-domain FEM and FDTD. This approach is discussed in
Section 31.4.4.

31.4.3 Boundary Integral Equations

Both the ABC and PML approaches have a distinct advantage that they produce a highly
sparse matrix, which can be generated and solved very efficiently. However, both share
a common disadvantage that they are approximate, or in other words, they are not reflec-
tionless for obliquely incident waves. Although the performance of the PML can be
improved by increasing the number of layers, one still has to place it some distance (typ-
ically a quarter to a half of a wavelength) away from the antenna—thereby increasing
the size of the computational volume. The third approach, to be discussed here, is the
one based on boundary integral equations, which can provide a truly perfect boundary
condition for mesh truncation at a higher computational cost.

It is well known that the integral-equation based methods are particularly suited for
analyzing open-region radiation/scattering problems because they accurately model the
wave propagation into free space via the use of appropriate Green’s functions. However,
these methods can encounter challenges when handling geometries with complicated
materials present, typical of complex antenna and feed region designs. The FEM, on
the other hand, is most suitable for modeling geometries that include complicated mate-
rial compositions. The individual successes of the two methods in their own realms of
applications have led to the development of a hybrid technique, known as the finite
element–boundary integral (FE-BI) method [71–77], which combines the advantages
of both methods and permits accurate analysis of highly complicated electromagnetic
problems.

The FE-BI method employs an arbitrary boundary to terminate the FEM mesh. Interior
to the boundary, the finite-element discretization is applied. Exterior to the boundary, the
fields are represented by boundary integral equations. The fields in the two regions are
then coupled at the boundary via field continuity conditions, leading to a coupled system
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from which the interior and boundary fields can be determined. The interior problem can
be formulated by rewriting the weak-form wave equation (31.9) as∫∫∫

V

[
1

μr

(∇ × T) · (∇ × E)− k2
0εrT · E

]
dV + jk0

∫∫
©
So

n̂ · (T×H) dS

= −
∫∫∫
V

T ·
[
jk0Z0Jimp +∇ ×

(
Mimp

μr

)]
dV (31.52)

where H = Z0H. After expanding the electric field E according to Eq. (31.15) and a
similar expansion of the surface magnetic field, Eq. (31.52) can be converted into the
matrix equation [

KII KIS 0
KSI KSS HSS

]⎧⎨⎩
EI

ES

HS

⎫⎬⎭ =
{
bimp

0

}
(31.53)

assuming that Jimp and Mimp are strictly inside So. In Eq. (31.53), {EI } represents the
discrete electric field inside So, {ES} the discrete tangential electric field on So, and
{HS} the discrete tangential magnetic field on So. The matrix [K ] comprising the four
submatrices is a sparse symmetric matrix, and the matrix [HSS] is also a sparse matrix.

Equation (31.53) is incomplete for solving for {EI }, {ES}, and {HS}. It has to be
complemented with another relation between {ES} and {HS}, which comes from the
formulation of the exterior field. By using the vector Green’s theorem and the free-space
Green’s function, we can derive the following electric field integral equation (EFIE):

E = −L(JS)+K(MS) (31.54)

where

L(X) = jk0

∫∫
©
So

[
X(r′)G0(r, r′)+ 1

k2
0

∇′ · X(r′)∇G0(r, r′)

]
dS ′ (31.55)

K(X) =
∫∫
©
So

X(r′)×∇G0(r, r′) dS ′ (31.56)

and
JS = n̂×HS, MS = ES × n̂ (31.57)

Similarly, we can derive the magnetic field integral equation (MFIE) as

H = −K(JS)− L(MS) (31.58)

Either Eq. (31.54) or (31.58) can be discretized into a desired matrix equation to be
solved together with Eq. (31.53). However, when used independently for a closed surface
So, both of the EFIE and MFIE can support singular frequencies (nonphysical interior
resonances), which are notorious for corrupting the numerical solutions. To effectively
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eliminate this problem, we may combine the EFIE and MFIE to form the combined field
integral equation (CFIE)

n̂× EFIE+ n̂× n̂×MFIE (31.59)

Using the same FEM expansions for ES and HS , we can convert Eq. (31.59) into the
matrix equation

[P ]{ES} + [Q]{HS} = 0 (31.60)

which together with Eq. (31.53) forms a complete, coupled system⎡⎣KII KIS 0
KSI KSS HSS

0 P Q

⎤⎦⎧⎨⎩
EI

ES

HS

⎫⎬⎭ =
⎧⎨⎩bimp

0
0

⎫⎬⎭ (31.61)

for the solution of {EI }, {ES}, and {HS}. An iterative solution of Eq. (31.61) can be
greatly accelerated using a robust preconditioning technique [78].

Unlike the ABCs, the boundary conditions derived from the boundary integral
equations are exact. This allows the truncation boundary to be placed conformal to the
antenna structure to be analyzed. However, this accuracy is achieved at the cost of an
increased computational burden because the boundary integrals produce full matrices
for the boundary unknowns whose computation and solution are much more costly than
that required for sparse matrices. Fortunately, fast algorithms such as the fast multipole
method (FMM) [79, 80] can be employed to speed up the computation.

The hybridization of the FEM with the integral equation method can be achieved in
the time domain as well. Recent developments in the time-domain FEM and time-domain
integral equation methods have made such hybridization possible. The time-domain
FE-BI method can be formulated in one of two different approaches. The first approach
directly transforms the above frequency-domain FE-BI formulations into the time domain,
via the Laplace transform. Thus the spatial discretization and coupling schemes remain
the same as in the frequency-domain method. The second approach employs two artifi-
cial boundaries [81]. On the exterior boundary, a first-order mixed boundary condition is
postulated. Given the field calculated by the FEM at a specific time step, the time-domain
boundary integral equations are used to compute the mixed boundary condition on the
exterior boundary at the next time step from the field data on the interior boundary. This
mixed boundary condition is then used for the FEM calculation of the internal field at
the next time step. The process continues for all time steps. Again, in this case, the cal-
culation of the time-domain boundary integrals can be accelerated using a fast algorithm,
as demonstrated in Jiao et al. [81].

31.4.4 FDTD Interface

The finite-difference time-domain (FDTD) method has been widely used for the analysis
and design of antennas [82]. The basic FDTD technique is highly efficient since it utilizes
both a structured grid and explicit time marching. A three-dimensional structured grid can
be referenced by three integer indices, typically I-J-K , and as such storage of the full mesh
is not required. In contrast, finite-element grids based on tetrahedral elements are typically
unstructured , and in this case the entire mesh generally needs to be stored and a simple
integer cell-referencing scheme is generally not possible. In addition, because the standard
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FDTD algorithm uses explicit time marching, inversion of the governing system matrix
is simple because this matrix is diagonal. The FDTD method can also be parallelized in
a distributed sense in a very straightforward manner [83], and the PML grid-truncation
technology is mature and numerically stable [60]. These features make the FDTD method
a powerful tool; however, because the FDTD technique is primarily based on a rectilinear
grid, the accurate modeling of complex antenna feed regions and/or complex antenna
geometry may require an exceedingly fine level of spatial discretization along with large
computational resources. In addition, because the formulation is conditionally stable,
which is a requirement for explicit time marching, the Courant limit dictates that a fine
spatial discretization also requires an increase in the number of time steps to obtain an
accurate solution.

An alternative approach to the global application of FDTD is to utilize a hybridization
of the time-domain FEM with the FDTD method [84–91]. In this way, the antenna details
can be characterized by the unconditionally stable and conformal aspects of the FEM,
while the efficiency of FDTD can be utilized in the external regions of the problem
domain. The advantage of this approach is that fine discretization, common in antenna
feed regions such as spirals and other antennas, does not require an increase in the
number of time steps. At the same time, the efficiency of FDTD is advantageous in the
air surrounding the antenna. An example of such an interface is shown in Figure 31.4.
This hybrid FDTD–FEM concept is provably numerically stable up to the Courant limit
of the FDTD region that supports the finite-element domains [89, 91]. In other words,
the grid associated with the internal FEM regions can expand and contract as needed to
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Figure 31.4 Interface between time-domain FEM and FDTD grid regions. “Brick” denotes rectan-
gular hexahedral (FDTD) elements, “Pyr” denotes pyramidal transition elements, and “Tet” denotes
tetrahedral elements. (Adapted from Ref. 91; Copyright © 2005 Artech House.)
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characterize the local geometry without imposing further restrictions on the global time
step with regard to numerical stability.

The success of this hybridization is fundamentally dependent on an underlying equiv-
alence that exists between the FDTD and the FEM formulations that are based on vector
edge basis functions. Specifically, when trapezoidal integration is applied in the FEM
to rectangular hexahedral cells, the FDTD algorithm can be recovered [91, 92]. Conse-
quently, a symmetric interface between these two methods can be constructed, which is
typically a necessary condition for proving numerical stability [91].

31.5 ANTENNA PARAMETER MODELING

To characterize an antenna, the principal measured parameters of interest are the input
impedance and radiation patterns, from which other parameters, such as antenna gain,
can be derived. For example, the reflection coefficient and the voltage standing wave
ratio (VSWR) observed at the feed can be calculated from the input impedance, and the
antenna directivity and gain can be calculated from the radiation pattern. The calculation
of the antenna input impedance depends on the feed model employed in the numerical
simulation; hence an appropriate feed model is often essential to obtaining correlation of
measured and predicted input impedance. Simplified feed models, such as voltage gap
sources, are frequently used to predict accurate far-field patterns and in initial antenna
design studies. By using Huygens’ principle [9], the antenna radiation pattern can be
computed from a near-field surface integral based on equivalent currents located on the
surfaces within the FEM mesh. Because integration tends to average out small errors in
the currents, antenna radiation patterns are much less sensitive to the fidelity of the feed
model than are impedance predictions.

In this section, the numerical modeling of the input impedance and far-field patterns
are discussed in some detail. In addition to these two important antenna characteristics,
the near-field patterns may also reveal useful information about the underlying physics
of the antenna performance. Therefore the visualization for the near field is also briefly
described at the end of the section.

31.5.1 Feed Modeling

A proper antenna feed model not only provides the desired excitation to the antenna but
also provides a means by which the input impedance and other parameters can be calcu-
lated. Despite the various types of feeds an antenna may actually employ, the numerical
models for an antenna feed can be classified into two categories. The first type of feed
model incorporates the precise feed geometry into the numerical simulation. Although
numerically accurate, these models increase the burden of mesh generation. More impor-
tantly, challenges may arise when the antenna feed is small in dimension as compared
to the wavelength. In these situations, a much denser spatial discretization has to be
employed in the vicinity of the feed to resolve the feed geometry, resulting in a highly
imbalanced mesh over the entire computation domain. When handled inappropriately,
this may cause a significant increase in run time due to an increase in the condition
number of the matrix.

The second type of feed model employs a simplified version (usually the low frequency
approximation) of the actual antenna feed. Such models are numerically convenient and
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efficient and do not require especially dense spatial discretization in the vicinity of the
feed. Moreover, they enable the separation of antenna properties from the effect of feeding
networks. This may be helpful during the design process in which the objective is to
understand the behavior of the antenna itself. However, the accuracy of these models
may depend on the frequency, the antenna type, and the parameters of interest.

31.5.1.1 Current Probe Simplified feed models are widely used in the numerical
simulation of antennas. Although a voltage source, such as a delta-gap source, is com-
monly used in the method of moments (MoM) simulations, it is more convenient to
model a current source in the FEM simulations. The simplest current source model is a
short and infinitesimally thin current probe inserted at the feed point of the antenna, as
illustrated in Figure 31.5a. In this simple model, the excitation current density Jimp can
be modeled as a delta function in three-dimensional space; for example, a short current
probe oriented in the z -direction can be modeled as

J(x, y, z) = ẑIoδ(x, y), z ∈ L (31.62)

where Io is the lumped current flowing into the antenna and L is the length of the probe.
Such a current source can also be considered as an infinitesimal dipole with a constant
current distribution. Using Eq. (31.62) as excitation in Eq. (31.8) together with proper
boundary conditions, the electric field everywhere inside the computational domain can
be uniquely determined. Once the electric field is determined, the voltage across the
probe can be computed according to

V =
∫
L

E · l̂ dl (31.63)

and the input impedance of the antenna, by its definition, can be calculated as

Zin = V/I (31.64)

The use of an electrically small input current source corresponds to a Norton equivalent
network for the source. As such, if one desired a voltage source with amplitude Vo and
internal resistance Ro, then the definition of Io in Eq. (31.62) would be Vo/Ro. In addition,
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Figure 31.5 Electric current probe excitation: (a) simple model and (b) improved model that
calculates the voltage along offset lines. (Adapted from Ref. 43; copyright © 2005 IEEE.)
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the input current I in Eq. (31.64) can be represented by I = Io −V /Ro. This modeling
strategy can be extended to model commonly used circuit elements in the FEM [93].

The current probe model can be used to approximate a variety of actual antenna
feeds, such as coaxial cable and microstrip lines. The length of the probe has to be small
compared to the shortest wavelength in the frequency band of interest in order for the
distributed effect to be negligible. The electric current probe model is usually accurate in
predicting the far-field behaviors such as radiation pattern and polarization characteristics.
For predicting parameters such as the input impedance and VSWR, the accuracy may
not be sufficient. Unfortunately, the accuracy cannot be improved by employing a finer
discretization. One reason for the inaccuracy of the current probe model is that the
simplified numerical model no longer corresponds exactly to the original geometry of
the antenna feed. For example, in order to insert the current probe, the inner conductor of
the feed is often broken to create a gap. Another intrinsic drawback in this model is that
since a radius is not specified for the probe, the electromagnetic field is singular in the
vicinity of the probe, even though this singularity is dampened in the numerical solution.
Numerical errors due to this drawback will be most apparent in parameters such as input
impedance because their evaluation depends heavily on the localized field solution.

To avoid the challenge caused by the singular field at the probe, we can calculate the
voltage using the field on a cylindrical surface centered at the probe and having a radius
equal to that of the physical feed (the inner conductor in the case of a coaxial feed). Since
the field on this cylindrical surface is quite axisymmetric, it is sufficient to calculate the
field along one or two lines (which are called the observation probes here) on the surface,
as illustrated in Figure 31.5b. When two observation probes are used, the terminal voltage
is then calculated as the averaged voltage on the two probes. Numerical experiments show
that the input impedance calculated by this improved probe feed model provides improved
agreement with precise feed modeling. On certain occasions, there may still exist a small
amount of discrepancy in the imaginary part of the input impedance due to the additional
self-susceptance associated with the artificial gap introduced by the probe model. How-
ever, such discrepancy can easily be compensated in the numerical simulation if a reason-
ably good numerical model for the self-susceptance of the feed can be established [43].

31.5.1.2 Distributed Voltage Source (Gap Generator) As previously noted,
the concept of the delta-gap voltage generator is widely used for the analysis of linear
antennas based on the MoM technique [94]. Although the current probe model discussed
in the preceding section is commonly used in FEM analyses, the delta-gap voltage gen-
erator is also straightforward to apply within the FEM. The delta-gap source assumes
that the impressed voltage induces an incident electric field that exists only within the
region of the gap. A simple dipole antenna is shown in Figure 31.6 and the feed region
is represented by the surface Sg, which corresponds to a “belt” of width d (� λ) around
the circumference of the ẑ-directed linear antenna with radius a . The potential difference
across the belt is defined to be Vo. Consequently, the electric field on Sg can be defined as

E(r) = −Vo

d
ẑ, r ∈ Sg (31.65)

In the finite-element setting, this expression can conveniently be incorporated as
a Dirichlet boundary condition by projecting the defined electric field onto the
finite-element edges located on Sg. Specifically, the coefficient for the gap electric field
associated with the i th finite-element edge on Sg is defined by
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Figure 31.6 Linear dipole antenna showing local spatial grid region for impressing a distributed
voltage source for modeling a delta-gap voltage generator.

Ei(t) = −Vo

d
ẑ · N̂i (31.66)

The input impedance is subsequently obtained by evaluating

Zin = Vo∮
C

H · dl
(31.67)

where the integration contour C is illustrated in Figure 31.6.

31.5.1.3 Waveguide Feed Use of a waveguide port often minimizes the problem
size when modeling structures excited by a waveguide. For instance, in the simulation
of a horn antenna fed by a rectangular waveguide, it is possible to employ a waveguide
feed model to account for the modal distribution inside the waveguide. This approach
eliminates the need to model the details of the probe excited the waveguide itself, which
may be some distance down the waveguide.

Antennas are commonly fed by waveguide structures, such as coaxial cables, striplines,
and rectangular and circular waveguides. An accurate FEM analysis of waveguide feeds
requires that an appropriate boundary condition be imposed on the waveguide port that
is locally used to truncate the mesh. The desired boundary condition should be able to
launch an incident wave into the waveguide and, at the same time, absorb the reflected
wave from the waveguide discontinuity without any spurious reflection. Moreover, it is
desirable to place the port boundary as close to the discontinuity as possible to reduce
the computation domain. One approach to terminating a waveguide port is to use the
PML. However, the original PML was not designed to absorb the evanescent waves
that may be present in the waveguide, although a modified formulation of the PML
has been proposed recently to improve its ability to absorb evanescent waves without
compromising its ability to absorb propagating waves [66].

A more accurate approach is to impose a mixed boundary condition, specifically
designed for the waveguide, on the waveguide port [9]. The exact boundary condition can
be derived based on waveguide modal expansions. All waveguide modes, including both
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propagation and evanescent modes, can be perfectly absorbed by the boundary condition.
This allows the waveguide to be truncated relatively close to the waveguide discontinuity.
The boundary condition, referred to as the waveguide port boundary condition (WPBC),
and its implementation in the FEM are described in the following.

It is well known that the electric field in a homogeneous waveguide can be expressed
as the superposition of orthogonal TEM (if it exists), TE, and TM waveguide modes as

E = Einc + Eref

= Einc + a0eTEM
0 +

∞∑
m=1

ameTE
m +

∞∑
m=1

bmeTM
m (31.68)

where m is the modal index, am and bm are the modal amplitudes, and eTEM
0 , eTE

m , and
eTM
m are the modal functions for the TEM, TE, and TM modes, respectively. Although

analytical modal functions can be found for certain waveguide geometries, a numerical
method has to be employed in order to compute the modal functions for an arbitrary
waveguide cross section. Applying a curl operator to both sides of Eq. (31.68) yields

n̂× (∇ × E) = n̂× (∇ × Einc)+ jka0eTEM
0

+
∞∑

m=1

√
k2
cm − k2ameTE

m +
∞∑

m=1

−k2√
k2
cm − k2

bmeTM
tm (31.69)

where kcm is the cutoff wavenumber of the mth mode and eTM
tm denotes the transverse

component of eTM
m . By modal orthogonality, the modal amplitudes am and bm can be

found as

a0 =
∫∫
S

eTEM
0 · [E− Einc]dS (31.70)

am =
∫∫
S

eTE
m · [E− Einc]dS, m = 1, 2, . . . (31.71)

bm =
∫∫
S

eTM
tm · [E− Einc]dS, m = 1, 2, . . . (31.72)

Substituting Eqs. (31.70)–(31.72) into Eq. (31.69), Eq. (31.69) can be written in a com-
pact form as

n̂× (∇ × E)+ P (E) = Uinc (31.73)

where

P (E) = −jkeTEM
0

∫∫
S

eTEM
0 · E dS −

∞∑
m=1

√
k2
cm − k2eTE

m

∫∫
S

eTE
m · EdS

−
∞∑

m=1

−k2√
k2
cm − k2

eTM
tm

∫∫
S

eTM
tm · EdS (31.74)
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Uinc = n̂× (∇ × Einc)− jkeTEM
0

∫∫
S

eTEM
0 · EincdS

−
∞∑

m=1

√
k2
cm − k2eTE

tm

∫∫
S

eTE
tm · Einc dS −

∞∑
m=1

−k2√
k2
cm − k2

eTM
tm

∫∫
S

eTM
tm · Einc dS

(31.75)
Equation (31.73) is referred to as the WPBC [95], which can readily be incorporated into
the frequency-domain weak-form wave equation (31.12), yielding∫∫∫

V

[
1

μr

(∇ × T) · (∇ × E)− k2
0εrT · E

]
dV + jk0

∫∫
©
So

(n̂× T) · (n̂× E) dS

−
∫∫
Sp

1

μr

T · P (E) dS = −
∫∫
Sp

1

μr

T · UincdS − jk0Z0

∫∫∫
V

T · Jimp dV

(31.76)
where Sp denotes the waveguide port surface. Following the same spatial discretization
procedures outlined in Section 31.2, a linear system of equations can be derived from
Eq. (31.76) for the unique determination of the electric field everywhere inside the
waveguide. The procedure described above can be extended to inhomogeneously filled
waveguides.

The above frequency-domain WPBC can be converted to the time domain in a straight-
forward manner. The Laplace transform of Eqs. (31.74) and (31.75) yields

P (E) = −eTEM
0

∫∫
S

eTEM
0 · 1

c

∂

∂t
EdS −

∞∑
m=1

eTE
m

∫∫
S

eTE
m ·

(
1

c

∂

∂t
E+ hm ⊗ E

)
dS

−
∞∑

m=1

eTM
tm

∫∫
S

eTM
tm ·

(
1

c

∂

∂t
E+ gm ⊗ E

)
dS (31.77)

Uinc = n̂× (∇ × Einc)− eTEM
0

∫∫
S

eTEM
0 · 1

c

∂

∂t
EincdS

−
∞∑

m=1

eTE
m

∫∫
S

eTE
m ·

(
1

c

∂

∂t
Einc + hm ⊗ Einc

)
dS

−
∞∑

m=1

eTM
tm

∫∫
S

eTM
tm ·

(
1

c

∂

∂t
Einc + gm ⊗ Einc

)
dS (31.78)

where ⊗ again stands for time-domain convolution and hm and gm are time-domain
functions with expressions that are found analytically as

hm(t) = kcm

t
J1(kcmct)u(t) (31.79)

gm(t) = kcm

t
J1(kcmct)u(t)− k2

cmcJ0(kcmct)u(t) (31.80)
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where u(t) denotes a step function and J0 and J1 denote the first- and second-order Bessel
functions, respectively. Equations (31.73), (31.77), and (31.78) can easily be incorporated
into the time-domain weak-form wave equation (31.24), which after spatial and temporal
discretization can be converted into a time-marching system [95].

In both of its frequency- and time-domain versions, the boundary condition (31.73) is
expressed as a summation of an infinite number of waveguide modes. When the series are
not truncated, the expression is the exact boundary condition satisfied on the waveguide
port. In a numerical implementation, however, the infinite summation is always truncated
and hence the boundary condition is only approximate. Nevertheless, since the magnitudes
of the higher-order evanescent modes decay quickly, it is usually sufficient to include
only a small number of modes in the boundary condition.

31.5.2 Input Impedance Computation

In many applications, the feed point of an antenna can be modeled as a pair of terminals
which are connected to a voltage or current generator. The input impedance of the antenna
is then defined as the ratio of the voltage across the terminals to the current flowing
through the terminals. The computation of the antenna input impedance depends on the
specific feed model that is employed in the numerical simulation. If a current probe
source is employed, then the input impedance is simply calculated using Eq. (31.64),
where the voltage V is calculated from the electric field via Eq. (31.63).

If a waveguide model is employed to model the antenna feed, the reflection coefficient
(or S11) at the waveguide port can be extracted from the FEM solutions according to

R =

∫∫
Sp

(E− Einc) · EincdS∫∫
Sp

|Einc|2dS (31.81)

Then the input impedance can be calculated from the reflection coefficient R according to

Zin = 1+ R

1− R
Z0 (31.82)

where Z 0 is the characteristic impedance of the waveguide.

31.5.3 Far-Field Pattern Computation

The far field radiated by an antenna can be calculated numerically from the near field on
an arbitrary surface completely enclosing the antenna structure, denoted here as SNTF.
This procedure is referred to as the near-to-far-field transformation. Given the near-zone
electromagnetic field on SNTF, it can be shown that the electric field in the far zone can
be expressed as

Eθ(r) = −jk0e
−jk0r

4πr
(Lφ + Z0Nθ) (31.83)

Eφ(r) = jk0e
−jk0r

4πr
(Lθ − Z0Nφ) (31.84)
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where Z 0 is the free-space impedance and

N(r̂) =
∫∫
SNTF

J(r′)ejk0r′ ·r̂ dS ′ (31.85)

L(r̂) =
∫∫
SNTF

M(r′)ejk0r′ ·r̂ dS ′ (31.86)

where J = n̂×H and M = −n̂× E are equivalent surface electric and magnetic currents,
respectively. The near-to-far-field transformation surface SNTF must be a closed surface
containing all the sources inside. If an infinite ground plane is present (e.g., in the case
of monopole antennas), the near-to-far-field transformation surface SNTF and its image
S ′NTF together comprise a closed surface. The equivalent surface currents on S ′NTF can
easily be obtained by invoking image theory.

In time-domain simulations, the far field can be calculated in either the frequency
or the time domain. In the frequency-domain approach, the time-domain surface cur-
rents J and M are transformed to the frequency domain via FFT, or alternatively their
frequency-domain representation at specific frequencies can be constructed concurrently
with the time-stepping process via a DFT. Next, the frequency-domain far-field pattern is
calculated using Eqs. (31.83)–(31.86). In the time-domain approach, the far-field pattern
is directly calculated from the time-domain surface currents J and M according to

Eθ(r, t) = − 1

4πrc0

[
∂

∂t
Lφ

(
r̂, t − r · k̂

c0

)
+ Z0

∂

∂t
Nθ

(
r̂, t − r · k̂

c0

)]
(31.87)

Eφ(r, t) = 1

4πrc0

[
∂

∂t
Lθ

(
r̂, t − r · k̂

c0

)
− Z0

∂

∂t
Nφ

(
r̂, t − r · k̂

c0

)]
(31.88)

where

N(r̂, τ ) =
∫∫
SNTF

J
(

r′, τ + r′ · r̂
c0

)
dS ′ (31.89)

L(r̂, τ ) =
∫∫
SNTF

M
(

r′, τ + r′ · r̂
c0

)
dS ′ (31.90)

In terms of efficiency, the frequency-domain near-to-far-field transformation is most
suitable for computing far-field patterns with dense angular sampling at only a few
frequencies, while the time-domain near-to-far-field transformation is most suitable for
computing far-field patterns over a wide frequency range at only a few observation
angles.

31.5.4 Near-Field Visualization

Antenna measurements typically provide knowledge of impedance, radiation pattern,
and gain. Because measurements frequently reveal that improvements to a particular
antenna’s performance are necessary, it becomes important to understand the physical
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cause of the undesired performance characteristics. Visualization of near fields provides
insight that is not typically available through measurement. In this way, analysis augments
measurement, allowing antenna designers to perform analytical experiments.

Visualization can be used in numerous useful ways, each providing insight into the
physics driving antenna performance. Each antenna application will drive the specific
use of field visualizations. While it is impossible to discuss all possible uses here, a few
examples are given where field visualizations have proved their usefulness to practicing
antenna engineers.

Visualization of the electric and magnetic vector fields, as well as the Poynting vector,
often provides valuable physical insight. For instance, strong magnetic field lines might
unintentionally couple the horizontal and vertical ports of an antenna, causing degraded
cross polarization. Alternatively, when designing antennas having anisotropic substrates,
visualization of the fields provides physical insight into how the various field components
are affected by the anisotropy. As a final example, visualization of the Poynting vector can
be extremely useful toward providing printed-antenna designers insight into the physical
mechanisms related to substrate losses, including surface wave phenomena.

31.6 PHASED ARRAY MODELING

Phased array antennas are of great importance in modern radar and communication sys-
tems. Accurate prediction of array parameters using numerical methods not only reduces
the development cost and design period but also provides invaluable information to design
engineers. Increasing demands on array performances may require nontraditional designs
using anisotropic dispersive materials or complex radiating elements. Furthermore, a suc-
cessful antenna array design may require a complicated feeding and matching network,
which by itself may impose certain numerical challenges. Among the various numerical
methods, the FEM appears to be well suited to perform such analyses due to its versatility
in geometry and material modeling.

In this section, two general scenarios in the array analysis are considered. In the first
scenario, the array is considered to be infinitely periodic, usually in a two-dimensional
xy-plane. Although not a realistic configuration, the infinite array model provides a good
approximation to the performance of the interior elements in a large finite array. The
numerical analysis of an infinite array is relatively easy because the computation domain
can be confined to a single array element (unit cell) due to the periodicity in the electro-
magnetic fields. In the second scenario, arrays with a finite size are faithfully modeled.
Since the electromagnetic fields no longer satisfy the periodic relations, the computation
domain has to be extended to host the entire array. However, the repetition in peri-
odic array geometries can often be exploited in the numerical simulation, which helps
to lessen the tremendous computational burden typically associated with a finite array
analysis.

31.6.1 Infinite Arrays

An infinitely periodic structure with a uniform progressively phased excitation enables the
numerical analysis to be confined to a single array element, or a unit cell. In the interior
region of the unit cell, the standard FEM discretization is applied. On the boundaries
of the unit cell, proper boundary conditions are imposed to correctly model the field
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behavior on both the periodic and radiation boundaries. Such boundary conditions have
been developed in both the frequency and time domains.

31.6.1.1 Frequency-Domain Modeling When a phased array is operating with
harmonic time dependence (frequency domain), each antenna element is excited by an
individual source with a specific phase difference relative to the other sources, which
results in a main beam being radiated in a desired direction. In order to steer the beam,
the relative phase shift between the elements is changed such that the beam radiates in
a new direction. An infinite antenna array can be analyzed using a single unit cell, as
shown in Figure 31.7, where the field at one periodic surface of a unit cell is related
to the field at the opposite parallel surface of the unit cell through a simple phase shift.
This fact makes it straightforward to utilize a unit cell to numerically analyze infinitely
periodic phased array antenna structures in the frequency domain.

Consider a planar array extending infinitely in the xy-plane as shown in Figure 31.7.
According to the Floquet theorem [15], the electric field satisfies the following periodic
relation:

E(x + Tx, y + Ty) = E(x, y)e−j (ksxTx+ksyTy) (31.91)

(a)

(b)

PEC Ground Plane

Periodic BC

Floquet ABC

Periodic BC

Unit Cell

TEM Port BC
yx

z

z

k

Figure 31.7 (a) Infinite periodic array and (b) unit cell assuming a ground plane and waveguide
port excitation. (Adapted from Ref. 47; copyright © 2006 IEEE.)
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where Tx and Ty are the periodicities in the x - and y-directions, ksx = k0 sin θs cosφs and
ksy = k0 sin θs sinφs with (θ s , φs ) being the scan angle of the array. Applying Eq. (31.91)
to the four sidewalls of the unit cell results in a periodic boundary condition that relates
the electric field on the opposite sidewalls with a phase shift term determined from the
scan angles of the array.

Since an infinite ground plane has been assumed on the lower surface of the array, a
radiation boundary condition is required only on the top surface. Although approximate
radiation boundary conditions, such as the first-order ABC, can be applied on this surface,
a rigorous, periodic version of the boundary integral equation is presented in this section.
Due to the periodicity in the x - and y-directions, the integration in the spatial domain can
be carried out as a double summation in the spectral domain using the Fourier transform,
and the equation can be written as [17]

H(r) = −2jk0Y0

∞∑
p=−∞

∞∑
q=−∞

G̃(kxp, kyq) · M̃pqe
−j (kxpx+kyqy) (31.92)

where M̃pq is the two-dimensional (2D) Fourier transform of the magnetic current on
the top surface ST

M̃pq = 1

TxTy

∫∫
ST

M(x, y)ej (kxpx+kyqy)dS (31.93)

and G̃(kxp, kyq) is the dyadic Green’s function in the spectral domain, which can be
expressed explicitly as

G̃(kxp, kyq) = 1

2jkzk2
0

[
k2

0 − k2
xp −kxpkyq

−kxpkyq k2
0 − k2

yq

]
(31.94)

where

kxp = 2π

Tx
p + ksx, kyq = 2π

Ty
q + ksy, kz =

√
k2

0 − k2
xp − k2

yq (31.95)

The integral equation (31.92) enforces an exact radiation boundary condition on ST in the
presence of the infinite array. It is therefore referred to as the periodic radiation bound-
ary condition. Numerically, the infinite summations in Eq. (31.92) are always truncated
with−M ≤ p ≤ M and−N ≤ q ≤ N , where M and N are the highest order of the
free-space propagating Floquet modes included in the summations. Larger array periods
permit more propagating free-space Floquet modes; hence more terms should be included
in the summation. Meanwhile, it is also important that the spatial discretization on ST

should be dense enough to resolve the spatial variation of the highest-order free-space
Floquet mode.

31.6.1.2 Time-Domain Modeling As illustrated above, when analyzing an infinite
periodic antenna array using a unit cell, it is necessary to impose periodic boundary
conditions that reflect a uniform phase shift between the antenna elements. This is
straightforward in the frequency domain. It is, however, more challenging in the time
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domain when the antenna elements are excited by a pulse in time with an appropriate
time shift to steer the main beam into a particular direction. The difficulty of enforcing
the periodic boundary conditions for this case is due to the fact that the simple phase
shift in the frequency domain translates into a time shift in the time domain. This time
shift of the field at two parallel periodic surfaces requires future knowledge of the field
at one of the two surfaces in order to enforce periodic boundary conditions. Clearly, this
is a major obstacle for a time-domain numerical method to overcome. There have been
various methods suggested in the literature to tackle the problem of periodic boundary
conditions in the time domain for FDTD analysis [96, 97] and for integral equation
analysis [98]. One of the techniques originally suggested for periodic FDTD analysis
has recently been adopted for time-domain FEM analysis [46, 47]. This method is based
on transforming Maxwell’s equations into a new set of equations involving transformed
field variables instead of the regular field variables. By doing this, a transformed field
variable at one periodic surface can be made equal to the transformed field variable at
the parallel periodic surface for all time, so that the periodic boundary conditions can be
easily implemented.

To be more specific, we introduce the transformed field variable P, which is related
to the electric field vector by

E(x, y, z;ω) = P(x, y, z;ω)e−j (ksxx+ksyy) (31.96)

This is done to extract out the phase variation associated with the periodic boundary
conditions. By substituting Eq. (31.96) into Eq. (31.91), we obtain the periodic boundary
condition for P as

P(x, y, z;ω) =
{

P(x + Tx, y, z;ω)
P(x, y + Ty, z;ω) (31.97)

Note that Eq. (31.97) remains the same in the time domain, which makes the periodic
boundary conditions straightforward to enforce because there is no time delay between the
transformed fields at two parallel surfaces of the unit cell. By substituting the transformed
field variable defined in Eq. (31.96) into the wave equation (31.8), and transforming the
resulting equation into the time domain, we obtain the following modified wave equation
(neglecting the source terms for simplicity):

∇ ×
(

1

μr

∇ × P
)
+ 1

c2

(
εr − sin2 θs

μr

)
∂2P
∂t2

+ μ0σ
∂P
∂t

− 1

c
∇ ×

(
ks
t

μr

× ∂P
∂t

)

− 1

c

ks
t

μr

×∇ × ∂P
∂t

+ 1

c2
ks
t

(
ks
t

μr

· ∂
2P
∂t2

)
= 0 (31.98)

where the transverse component, ks
t , of the unit vector of the scanning vector wavenumber

is given by

ks
t = sin θs cosφs x̂+ sin θs sinφs ŷ (31.99)

Equation (31.98) is to be solved over a unit cell with the associated truncation boundaries
shown in Figure 31.7. With the coordinate system shown for the unit cell in Figure 31.7b,
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we have the following periodic boundary conditions:

P(x = 0, y, z; t) = P(x = Tx, y, z; t)
(31.100)

P(x, y = 0, z; t) = P(x, y = Ty, z; t)

and for simplicity we implement a first-order ABC,

ẑ×
(
∇ × P− 1

c
k̂s
t ×

∂P
∂t

)
= 1

c cos θs
k̂s
t

(
k̂s
t ·

∂P
∂t

)
− 1

c
cos θs ẑ×

(
ẑ× ∂P

∂t

)
(31.101)

that is capable of perfectly absorbing the main beam, which corresponds to the funda-
mental Floquet mode. More sophisticated boundary conditions for absorbing higher-order
Floquet modes can also be derived by taking the Laplace transform of Eq. (31.92). Its
implementation, however, is much more involved [47].

It is important to briefly note the modeling of coaxial waveguide-fed phased array
antennas, where the antenna elements reside on top of a perforated ground plane and are
fed through the apertures in the ground plane by coaxial waveguides. For such a case,
the proper port boundary condition (considering only the TEM mode) is

n̂×
(

1

μr

∇ × P
)
z=zport

= − (εr/μr)
1/2

c
n̂× n̂×

(
∂P
∂t

− 2
∂Pinc

∂t

)
z=zport

(31.102)

where Pinc is the transformed incident field.

31.6.2 Finite Arrays

The analysis and design of a large finite phased array antenna, consisting of hundreds
or even thousands of array elements, is technically very challenging because of its large
electrical size. Although planar finite-sized arrays can be approximated by an infinite array
(unit cell) model in conjunction with array theory [99], and arrays with one dimension
much larger than the other can be approximated by a finite-by-infinite array model [100],
such an analysis neglects the complicated edge truncation effects, which often are dealt
with by expensive and time-consuming measurements. This is particularly true with
regard to understanding the variation in the input impedance seen by the outer elements
of the array as a function of their distance from the edge of the array. However, it is
important to note that, for the radiation patterns associated with planar finite periodic
arrays of arbitrary dimension, it is often the case that simple array theory based on a
unit-cell analysis may be completely sufficient and requires negligible computational cost
beyond the unit-cell simulation.

For applications that require a rigorous analysis of the finite array, a conventional
FEM formulation can be applied; however, this often results in linear systems with many
millions of unknowns, requiring huge amounts of memory and floating-point operations.
In the attempts to fully model large finite periodic arrays more efficiently, various fast
algorithms have been developed, including the array decomposition method [18], the
characteristic basis function method [101], and the domain decomposition methods [19,
21]. Domain decomposition methods for both frequency- and time-domain models are
discussed next.
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31.6.2.1 Frequency-Domain Modeling Among the various numerical schemes
proposed for large-scale FEM simulations, the domain decomposition method is probably
the most efficient and versatile. Here we describe one such domain decomposition method
that is especially well suited for simulating large, finite array antennas. This method is
called a dual primal finite-element tearing and interconnecting method for electromagnetic
analysis (FETI-DPEM) [21]. It is an extension of the FETI-DP method for solving the
Helmholtz equation in computational acoustics [102–104]. The basic ideas of FETI
and FETI-DP have also been adapted for solving electromagnetic problems [19, 70].
The general principle of the FETI-DPEM is first to divide the entire computational
domain into nonoverlapping subdomains, where an incomplete solution of the field is
first evaluated using a direct solver for the FEM equations (a direct solver, in contrast to
an iterative solver, provides a complete factorization of the governing FEM system matrix
in the subdomains). Next, tangential continuity is enforced at the subdomain interfaces
by using the Lagrange multipliers. This yields a reduced-order interface problem, which
can be solved using an iterative algorithm. The solution to the interface problem can then
serve as the boundary condition for individual subdomain problems to evaluate the field
inside the subdomains.

For an array-type geometry, the natural domain decomposition is to divide the entire
domain such that each array element becomes a subdomain. For an array that consists
of M ×N array elements, such a decomposition yields M ×N subdomains in addition
to subdomains external to the array, as sketched in Figure 31.8. Assuming all the array
elements are identical (which is not absolutely necessary), there are nine different sub-
domains in the entire computational domain; all other subdomains can then be identified
with one of these nine basic subdomains (due to the enforcement of exterior boundary
conditions such as the ABC and PML, the subdomains at the edges and corners are differ-
ent from those in the interior). At the interface between two subdomains, say, subdomains

Figure 31.8 Nine different elements in a rectangular array. Due to the exterior boundary condition,
the FEM equations for these nine elements are different; however, all other elements can be
identified with one of these elements.
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i and j , the electric and magnetic fields satisfy the tangential continuity conditions

n̂i × (n̂i × Ei ) = n̂j × (n̂j × Ej )

(31.103)

n̂i ×
(

1

μri

∇ × Ei

)
= −n̂j ×

(
1

μrj

∇ × Ej

)
= �ij

where n̂i and n̂j are the unit normal vectors at the interface pointing to the exterior of
subdomains i and j , respectively. Note that �ij at the interface is actually unknown.
However, by using the FEM, we can formulate the system of equations for each subdo-
main with both the electric field E and � as the unknowns. For identical subdomains, the
FEM matrices will be identical. All the subdomain’s systems of equations can then be
assembled to form a large, global system of equations based on Eq. (31.103). However,
we can eliminate all the unknowns associated with the electric field in the global system
to obtain a much smaller system that contains only the unknowns associated with �.
Since � is defined only on the interfaces between the subdomains, this smaller system is
called the interface problem . When formulated carefully, the elimination of the electric
field unknowns in the global system requires only the inversion of the FEM matrix for
each subdomain. Since this matrix is relatively small and sparse, it can be factorized very
efficiently using a sparse direct solver as previously noted. Furthermore, since there are
nine different subdomains, only nine such FEM matrices have to be factorized in general.
This significantly speeds up the simulation and hence makes the solution of large finite
arrays tractable.

The much smaller interface problem is solved using an iterative algorithm such as
GMRES with the aid of a preconditioner. After the interface problem is solved, the
electric field inside each subdomain can be evaluated individually by using the known
Neumann boundary condition [the second equation in Eq. (31.103)] at the interface for
each subdomain. It has been shown that the number of iterations for solving the interface
problem is independent of the number of subdomains, which means that an n-times
larger problem can be solved in parallel in a constant time by using n-times the number
of processors. This makes the FETI-DPEM especially attractive for parallel computation.
Moreover, because of its efficient reuse of the subdomain FEM matrices, the method can
efficiently handle large array problems even on a single computer.

31.6.2.2 Time-Domain Modeling Developing an efficient time-domain formula-
tion for a large finite array is not as straightforward as the analogous frequency-domain
formulation described previously. Whereas the system matrix is solved only once in a
frequency-domain simulation, it is solved at each time step in a time-domain simulation.
Hence the matrix solving is more critical in a time-domain simulation and a tremendous
amount of research effort has been directed into this aspect. In order to minimize the
total CPU time, solving the linear system using a direct solver is preferable in the time
domain since the factorization can be reused at each time step. For large finite arrays,
however, the memory storage required by a direct solver becomes impractically large,
even for the factorization of a sparse matrix resulting from a global FEM discretization.
This is because the inverse of a sparse matrix is not generally sparse. As a result, the
time-domain FEM often resorts to an iterative solver for large problems to avoid exces-
sive memory usage. However, the convergence of an iterative solver heavily depends on
the properties of the system matrix and the preconditioner it employs.
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One strategy to solve large-scale problems more efficiently in the time domain is again
to employ the domain decomposition method by dividing the original global computation
domain into several smaller subdomains. With a reduced size, each smaller subdomain
problem can then be factored and solved using a sparse direct solver such that the overall
computational complexity can be reduced as compared to the original single-domain
(global) problem. To further reduce the computation time, the subdomain problems can
be distributed onto a massively parallel computing system and solved in parallel. To this
end, we can use the FETI-DPEM described earlier. A drawback of this method is that
the global interface problem, which is usually solved by an iterative solver, needs to be
solved at each time step. A more efficient time-domain domain decomposition scheme
that does not require solving a global problem has recently been proposed [44, 45].
This method, referred to as the dual-field domain decomposition (DFDD) time-domain
FEM, solves the dual-field second-order vector wave equations in each subdomain and
relates the adjacent subdomains explicitly using the equivalent surface currents on the
subdomain interfaces. Since adjacent subdomains are explicitly related at each time step,
a global interface problem does not need to be formulated and solved. At every time
step, each subdomain problem is solved efficiently using its local prefactorized matrix.

The DFDD method can be further accelerated for treating large finite array problems
by exploiting the geometrical repetition in the array geometry. As discussed earlier,
when the computational domain is divided such that each array element becomes a
subdomain, there are nine different subdomains. For each of the nine basic subdomains,
an FEM matrix is assembled, factored, and stored in memory at the beginning of the
simulation. During the time marching, each of the array elements is updated using the
appropriate factorized matrix according to its position in the array. Thus the DFDD
requires the storage of only nine factorized matrices regardless of the actual size of the
array. Considering that matrix factorization typically dominates the memory consumption,
a significant reduction in the memory requirement can be achieved by using this method
for large arrays. The same argument can be made for the factorization time. However,
different from the frequency-domain FEM, the total amount of computation time required
by the time-marching process unfortunately is not improved. The reason for this is that
even though the system matrices are the same for the subdomains with identical geometry,
the electric fields throughout these subdomains are different at every time iteration.

31.7 NUMERICAL AND PRACTICAL CONSIDERATIONS

Over the past several decades, many electromagnetic simulation techniques have been
developed. In this section, we discuss various numerical and practical considerations
regarding the choice of simulation techniques, the applicability of frequency- or
time-domain formulations, the benefit of using parallel computers, and the issue of
numerical convergence.

31.7.1 Choice of Solver Technology

Computational electromagnetics tools support a wide variety of engineering applications,
such as analytically designing antennas and predicting the impact of platforms on antenna
performance. In addition, they address more complex applications including calibration
of antenna systems supported by analytical predictions, estimating cosite interference
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of multiple antenna systems on a platform, and scattering from low observable antenna
installations. Frequency-domain FEM and time-domain FEM span this class of appli-
cations, although generally for a subset of the frequency bands of interest to antenna
engineers. The antenna engineer’s expectation of analysis tools often differs from one
application to another. For instance, when predicting impedance and radiation patterns
of an existing antenna design, physical insight may not be needed; whereas if a novel
class of antenna is being developed, physical insight is of great importance.

Every validated analysis approach has a place in the antenna engineer’s suite of tools.
A wide variety of analysis tools are available to antenna engineers including integral and
differential equation solvers implemented in both frequency and time domains, as well
as high frequency solvers that are useful when the physical size of the geometry is elec-
trically very large. The remainder of this section is intended to support antenna design
by identifying specifically when frequency- and time-domain finite-element formulations
are an appropriate choice of analytical tool. Due to the many competing considerations,
it is difficult to provide hard-and-fast rules; however, general guidance is provided.

The attraction of FEM solvers is their generality. With a good mesh generator, the FEM
can model arbitrarily complex geometries that have very general material parameters. As
an example, a wideband sinuous antenna, etched on a thick conical dielectric shell with
coaxial feed lines, would be a good candidate for the time-domain FEM, or possibly the
frequency-domain FEM, while challenging many other solution methods. The reasons
for this are the presence of the material regions along with a very wide range of element
sizes, as well as the absence of a known Green’s function that describes the conical
substrate. The price one pays for the generality with finite-element approaches is the
increased time required to build volumetric meshes as compared to the surface meshes
generally used by moment-method integral equation formulations.

When selecting an analysis tool, it is important to understand both the capabilities and
limitations of the techniques and codes that are available. Capabilities and limitations
may depend on either a code’s specific implementation or on the fundamental underlying
theory. For instance, although theory exists to allow thin wires, thin slots, and thin mate-
rials to be accurately included in finite-element analysis tools without directly meshing
these geometrical details, a particular computer code may not have implemented that
theory. Moreover, although it may, in principle, be possible to mesh a particular antenna
geometry, the specific mesh generator integrated into a software package may be chal-
lenged by an especially complex geometry. In practice, limitations are often experienced
as excessively long setup and/or run times.

Although any of a variety of analysis tools may be able to provide accurate solutions,
it is important to choose the tool that provides the necessary accuracy within reason-
able computer execution times. For instance, although predicting coupling between two
monopoles on a large structure may be possible using either frequency- or time-domain
FEM, run times for high frequency methods may be orders of magnitude faster and
should be used when acceptable accuracy can be demonstrated. However, it is important
to keep in mind that high frequency methods may not provide sufficient accuracy when
one antenna is deep in the shadow region, and in such a case, finite-element (or integral
equation) methods might be required to predict coupling to antennas in regions of the
structure where there is no line-of-sight.

Finally, it is important to realize that the appropriate choice of tool, for a specific
problem, slowly changes as new capabilities are formulated within the various classes of
solvers. For instance, wide angle scanning of phased arrays to nearly 90◦ has recently
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become possible in the time-domain FEM, making it an excellent choice for the analy-
sis of wideband phased arrays. Another example is the acceleration of integral equation
solvers using the FMM. This acceleration now makes integral equation solvers a practical
choice for applications that are moderately electrically large. In addition, research cur-
rently being performed to add general materials to the FMM will likely further increase
the class of problems to which integral equation solvers will apply in the future. Finally,
advancements in domain decomposition techniques for the FEM now permit these meth-
ods to efficiently address electrically large applications such as large finite arrays.

31.7.2 Frequency-Domain Versus Time-Domain Simulations

It is important to begin a simulation with the desired goal in mind. Specifically, what
information is needed from the predictions? Does one need simply to predict only
impedance and radiation patterns of an existing antenna? Or is the goal of the analysis
to explain why a particular antenna has specific measured characteristics? For instance,
what is causing the measured cross polarization to be so high?

If the goal is to predict measurable performance parameters of an existing antenna
accurately and efficiently, a time-domain technique is a good choice when many frequen-
cies are needed. Alternatively, a frequency-domain method that utilizes a direct solver
is a good choice when many excitations are needed, such as in the case when many
different plane waves are incident from numerous angles.

When it is necessary to fully understand the underlying physics, both the frequency-
and time-domain responses of the antenna provide useful and different insights. A
frequency-domain simulation directly provides visualizations of how field lines and
Poynting vectors in the near field spatially vary at a given frequency. For instance, a visu-
alization of strong field lines coupling the vertical polarization port of a printed antenna
to the horizontal polarization port might guide design improvements in cross-polarization
performance of that antenna. Alternatively, time-domain predictions provide additional
insight into where physical phenomena occur within an antenna model, in the same way
that time-domain reflectometry measurements provide knowledge of the locations from
where signals are reflected by discontinuities along a transmission line. For instance, edge
reflections from finite arrays can be clearly observed, as reflected waves move across
an array and enter individual radiator feeds. Distances to reflections and other physical
phenomena that cause the impedance of wideband antennas to vary with frequency are
easily determined. Knowledge of those distances guides the antenna designer by provid-
ing valuable insight into the locations of reflections, as well as the coupling to adjacent
sources, where both affect wideband impedance.

A good example of solution applicability is for the case of electrically small antennas.
Frequency-domain FEM is well suited to analyzing electrically small antennas and does
not suffer numerical challenges due to the small electrical size until perhaps the dc limit
is approached. On the other hand, time-domain approaches may not be well suited to
electrically small antennas because these structures often require exceedingly long run
times to reach a steady state.

As previously noted, wideband phased array analysis is an excellent application
of time-domain FEM because of its efficiency for this type of application. Wideband
predictions are obtained with a single run, often in less time than is required to sample
the frequency band using a frequency-domain FEM. In addition, due to its unconditional
stability, the time-domain FEM provides reasonable run times even at wide scan angles.
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Because phased arrays are designed to eliminate grating lobes, a well-designed infinite
phased array radiates a single plane wave within its intended band of operation. Improved
ABCs for both the time-domain FEM and frequency-domain FEM, which are specialized
to absorb energy nearly perfectly when a plane wave is incident from a known scan angle
up to nearly 90◦, have recently been formulated to significantly improve the prediction
of scan impedance particularly over wide bandwidths. Furthermore, the fine frequency
resolution available in a time-domain simulation ensures that sharp resonant anomalies,
sometimes found in flared notch arrays and log-periodic antennas, are captured.

In both frequency- and time-domain formulations, various interpolation and extrapola-
tion strategies can be useful. For example, frequency interpolation has been implemented
in some frequency-domain FEM solvers to increase efficiency when many frequencies are
of interest [39, 40]. Similarly, a postprocessing extrapolation of the time-domain response
into the late time may be possible [105]. This extrapolation improves the efficiency of
time-domain methods for highly resonant antennas, which would otherwise require long
run times to obtain accurate antenna performance characteristics. While such methods
extend the usefulness of a particular code, added care is required to ensure that these
techniques are applicable and properly used. In addition, visualizations of all field quan-
tities may not be available for the interpolated frequencies or time steps. However, by
adopting various interpolation and extrapolation strategies, it is often possible to extend
the utility of a given method so that it can address a design problem that is slightly
outside the primary strengths of the method.

31.7.3 Domain Decomposition and Parallel Computing

As discussed in Section 31.6, a highly effective approach to solving large-size antenna
and array problems is to divide the original computation domain into several smaller
subdomains. With a reduced size, the subdomain problems can then be distributed onto
a massively parallel computing system and solved in parallel. Therefore a robust and
efficient domain decomposition method is of great interest for the FEM simulation of
large-scale electromagnetic problems.

For an efficient solution on a parallel computer that provides good scaling with an
increasing number of processors, it is important to have equally distributed work loads.
As previously discussed, because of the repetitive nature of the large finite array problem,
this type of application can easily be decomposed such that the computational work is
nearly ideally balanced across a very large number of processors.

For more general three-dimensional applications, there are at least two fundamental
challenges associated with very large-scale FEM simulations. First, the direct creation
of unstructured grids that consist of tens or even hundreds of millions of elements can
be challenging. Grids of a large magnitude are often constructed in parallel and then
“stitched” together to form the global mesh. Because grids of realistic geometry will typ-
ically have elements with widely varying dimensions, this leads to the second challenge
of logically decomposing this global mesh such that the computational work levels are
uniformly balanced across the distributed computing platform. A variety of techniques
are currently available to accomplish this decomposition [106].

31.7.4 Numerical Convergence

It is important to be careful to use a given numerical method only within its range of
applicability. When a numerical method is applied outside of its bounds, one often obtains
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poor results, and then concludes the numerical simulation is useless because the results
lack sufficient accuracy. In light of the enormous amount of physical insight that can
be gained from modern numerical methods, and the range of the design space that can
be explored only by simulation, this is an unfortunate conclusion. Therefore, it is very
important to use a numerical method within its range of applicability. One of the most
probable causes for obtaining poor results with the FEM is the use of a finite element
mesh that is not sufficiently fine to resolve the field variation, which yields unconverged
results. Such unconverged results are particularly troubling because they often appear to
be physically plausible but are in fact inaccurate. The temptation to mesh a geometry
with a coarser mesh than is necessary to generate a converged solution is especially
high when a user is running large numbers of design iterations using an optimizer. For
problems where the field variation is mostly due to wave propagation, a general rule
of thumb for FEM is to use 20 points per wavelength to obtain a reasonably accurate
finite-element solution. However, this rule has to be used with care because it does not
guarantee any specific accuracy—different problems often have different accuracy in
their FEM solutions. For instance, to obtain acceptable grid dispersion errors using FEM
for problems requiring field propagation over many tens of wavelengths, greater than 20
points per wavelength may be necessary.

To understand this further, it is necessary to briefly address the issue related to the
accuracy of a finite-element solution. In the FEM presented in this chapter, the field is
spatially interpolated within each finite element using a set of basis functions. Since the
basis functions have a finite interpolation order, such as the first-order basis in (31.14),
this interpolation often cannot represent an arbitrary field exactly. As a result, there is
always an interpolation error in a finite-element solution. For static problems, this is
usually the major source of error. For wave related problems, the imperfect interpola-
tion causes waves to propagate on a finite-element mesh at a slightly different speed
than the true speed, which, in the frequency domain, leads to an error in the phase
of the complex field. This error is often referred to as grid dispersion error, which is
particularly detrimental to the solution of wave-related problems. This is because phase
errors can accumulate as waves propagate over a finite-element mesh, and the larger the
finite-element computational domain in terms of wavelength, the larger the final accu-
mulated phase error, which can eventually render a completely inaccurate solution. As
a result, even with a fixed mesh density, the accuracy of a finite-element solution will
be different for different problems; typically, the accuracy decreases for a given mesh as
the size of the computational domain (in terms of wavelength) increases. Theoretical, as
well as numerical, investigations [9] show that for the first-order basis functions defined
in (31.14), the grid dispersion error is proportional to n−2, where n denotes the number
of points per wavelength. As a result, one can always reduce the error in a finite-element
solution by increasing the mesh density. For example, when the mesh density is doubled
(say, from ten points per wavelength to 20 points per wavelength), the error will be
reduced by a factor of four.

A much more effective approach to reducing the grid dispersion error is to employ
higher-order basis functions in the finite-element formulation. It has been shown [9] that
the grid dispersion error is proportional to n−2p, where p denotes the order of the basis
functions employed†. Therefore, for a mesh density of ten points per wavelength, if the

†Note that the order of vector basis functions here is defined differently from that in [9], which causes a
different expression for the grid dispersion error. The basis functions defined in (2.14) are referred to as the
first order here, instead of the zeroth order as in [9].
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order of basis functions is increased from the first to second (which will yield a similar
number of unknowns to a mesh with 20 points per wavelength), the dispersion error will
be reduced by a factor of 100, and also results in much faster convergence. Of course,
this can only be done with codes that have implemented higher-order basis functions.

Finally, we note that besides the field variation caused by wave propagation, geometry
singularities such as edges, corners, and sharp tips and material discontinuities can also
cause fields to vary rapidly. These issues should also be considered in the finite-element
discretization by using finer meshes around these singularities and discontinuities. Of
course, all numerical solution methods are subject to these considerations and are there-
fore not unique to finite-element formulations.

In summary, it is recommended that numerical simulations be run with either multiple
different discretizations/mesh densities, or an increased order of the basis functions, to
check for a change in physical quantities of interest so that a converged solution is
ensured. Note that different physical quantities may require different mesh densities; for
example, a low mesh density may be sufficient for calculating antenna radiation patterns,
whereas a much higher mesh density, or a higher-order basis function, is typically required
for near-field quantities such as the input impedance.

31.8 APPLICATION EXAMPLES

To demonstrate the capability and versatility of the FEM, we consider its application to
the simulation of a variety of antennas, antenna arrays, and the interaction of the antennas
with the mounting platforms.

31.8.1 Narrowband Antennas

Narrowband antennas are often based on resonant configurations. Because of resonance,
the electromagnetic field in a narrowband antenna decays very slowly in time and varies
drastically as a function of frequency. A small frequency step has to be employed in the
frequency-domain simulation to capture the drastic frequency variation, and a very long
time has to be simulated in the time domain for the fields to reach a steady state. Two
typical narrowband antennas are considered here.

31.8.1.1 Patch Antenna This example provides the input impedance for a
microstrip patch antenna geometry consisting of a 5.0-cm× 3.4-cm rectangular
conducting patch residing on a dielectric substrate having thickness d = 0.08770 cm,
relative permittivity εr = 2.17, and conductivity σ = 0.362 mS/m. The substrate is
housed in a 7.5-cm× 5.1-cm rectangular cavity recessed in a ground plane (Figure 31.9).
The patch is excited by a current probe applied at xf = 1.22 cm and yf = 0.85 cm. A
50-� impedance load is placed at xL =−2.2 cm and yL =−1.5 cm. Figure 31.10 shows
the input impedance of the antenna as a function of frequency from 1 to 4 GHz. The
results are calculated using the frequency-domain FE-BI and the time-domain FEM
with a PML truncation. Both solutions agree with each other quite well. Although not
shown, they also agree very well with the experimental data [9].

31.8.1.2 Coaxial-Fed Monopole Monopole antennas have a typical bandwidth
of approximately 10% and are widely used in communication systems. A coaxial-fed
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monopole antenna mounted on a small cylinder and an infinite ground plane is shown in
Figure 31.11a. The height h of the antenna is 0.206756 m and the radius a is 1.6205 mm,
which lead to the antenna thickness factor, 2 ln (2h/a)= 11, corresponding to a mod-
erately thin monopole. Both the radius and height of the small mounting cylinder are
24.308 mm. All metal surfaces were assumed to be perfect electrical conductors, and
the coaxial feed model was based on the techniques described in Section 31.5.1.3. Mea-
surements [107] and predictions for the input admittance are shown in Figure 31.11b,
where the predictions were based on the hybrid time-domain FEM and FDTD algorithm
discussed in Section 31.4.4.

31.8.2 Broadband Antennas

Broadband antennas are often more complicated and their geometrical modeling more
challenging than that for narrowband antennas. We consider four broadband antennas to
demonstrate their FEM modeling and simulation.

31.8.2.1 Ridged Horn Ridged horns are broadband antennas that are widely used
for experimental measurements. A 4-in.× 14-in. single-polarization design is shown in
Figure 31.12a. The antenna is fed by a 50-� coaxial transmission line. Predictions
and measurements for S11 versus frequency are shown in Figure 31.12b. The hybrid
time-domain FEM with FDTD algorithm described in Section 31.4.4 was used to gen-
erate the predicted performance. The antenna and coaxial feed were modeled with the
time-domain FEM algorithm, while the region external to the antenna used the FDTD
algorithm with a PML termination. The coaxial feed model was based on the techniques
described in Section 31.5.1.3. The global time step was based on the cell size in the FDTD
region, and even though the maximum to minimum element size in the finite-element
region was approximately 100:1, no further reduction in the time step was required in
the finite-element region due to its local unconditional stability.

Patch
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Figure 31.9 Microstrip patch antenna recessed in a ground plane. The antenna is fed by a coaxial
line, which is modeled as an electric current probe.
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Figure 31.10 Input impedance of a loaded microstrip patch antenna: (a) resistance and (b) reac-
tance. (Adapted from Ref. 41.)

31.8.2.2 Spiral In this example, a logarithmic spiral antenna consisting of two free-
standing conducting arms is simulated. The front view of the antenna is shown in
Figure 31.13a. The centerline of the arms is prescribed by r = r0 τφ/2π in the polar
coordinate system, where r0 is a constant and the scaling factor τ is chosen to be 1.588.
The inner and outer radii of the spiral are 0.22 and 3.5 cm, respectively. In the simula-
tion, the antenna is fed by the probe feed model described in Section 31.5.1. A detailed
view of the feed region is shown in Figure 31.13b. A 0.56-mm long current probe is
placed at the center to excite the antenna, and the voltage across the feed is measured
along the two observation probes 0.28 mm away from the current probe. The calculated
input resistance (solid line) and reactance (dashed line) versus frequency are shown in
Figure 31.13c. The curves exhibit a transition from the resonant region to the broadband
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Figure 31.11 Coaxially fed monopole antenna: (a) geometry and (b) input admittance. Measured
data is by Liu and Grimes [107].

region as the frequency increases and a nice broadband behavior for frequencies beyond
8 GHz. We also observe that the calculated input impedance converges to the theoretical
value (188.5 �, arm-to-arm, for the two-arm self-complementary antenna) [108] at the
higher frequency end.

31.8.2.3 Sinuous Because the sinuous antenna has a very wide range in length
scales from the outer boundary of the antenna to the feed region, it presents significant
challenges to any predictive method. The variation of the edge lengths required to mesh
this type of antenna can be greater than 100:1 depending on the spatial extent of the feed
region (which controls the high frequency performance of the antenna). Sinuous antennas
are typically driven to obtain right- or left-hand circular polarization. Coaxial feeds are
usually applied to each arm and are generally phased to obtain different performance
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Figure 31.12 Ridged horn: (a) geometry and (b) S11 versus frequency.

characteristics. A four-arm design is shown in Figure 31.14a. The hybrid time-domain
FEM and FDTD technique described in Section 31.4.4 was applied to this geometry. The
use of a local, unconditionally stable solution method is particularly beneficial for this
antenna because the time step does not need to be reduced for numerical stability as the
element size becomes progressively smaller into the feed region.

The arm-to-common input impedance for the four-arm sinuous antenna over
a bandwidth of 4–8 GHz is shown in Figure 31.14b. The arm-to-common input
impedance for an N -arm ideal self-complementary antenna in free space is given by
the expression 30 π /sin (π M /N ), where M = 1 and M =N − 1 correspond to the
“sum mode” and M = 2 and M =N − 2 correspond to the “difference mode.” Note that
the arm-to-common input impedance is one-half the opposing arm-to-arm impedance.
The sum mode, arm-to-common, active input impedance of the ideal four-arm sinuous
antenna in free space is 133.3 �. As shown in Figure 31.14b, the presence of the thin
dielectric substrate significantly affects the input impedance compared to the free-space
theory, which is also confirmed by measurements.

31.8.2.4 Inverted Conical Spiral Figure 31.15a shows a two-arm conical spiral
antenna that has been inverted and fed against a ground plane to support wide bandwidth
antenna performance. An inset of the finite-element mesh of the coaxial feed region is
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Figure 31.13 Two-arm logarithmic spiral antenna: (a) geometry of the arms, (b) enlarged feed
region, and (c) input impedance. (Adapted from Ref. 43; copyright © 2005 IEEE.)

shown in Figure 31.15b. As frequency decreases, significant current density moves out
along the arms, thereby increasing the distance of the peak current from the feed region
and ground plane. Preserving this electrical distance above the ground plane is important
in obtaining broadband performance of conical multiarm antennas in the presence of a
ground plane.

While this early model is etched on the outer surface of a solid dielectric cone, it is
also possible to use a thin material approximation inside the FEM to analyze the spiral
etched on a thin dielectric shell. In practice, multiarm printed antennas such as spiral,
sinuous, helical, or multiarmed log-periodic antennas can be etched on a thin dielectric
shell having three-dimensional shapes that include not only cones but also truncated
cones or hemispheres, in a similar way.

Figure 31.15c shows the input impedance of this inverted two-arm conical spiral for
both a free-space and a solid dielectric cone of relative permittivity equal to 4.
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Figure 31.14 Four-arm sinuous antenna etched on a 20-mil dielectric substrate: (a) geometry and
(b) predicted arm-to-common active input impedance and average measured impedance. (Adapted
from Ref. 91; copyright © 2005 Artech House.)

31.8.3 Infinite Periodic Array

Three examples are presented to demonstrate the analysis of infinite periodic arrays in
both frequency and time domains.

31.8.3.1 Frequency Domain Here we present the frequency-domain FEM simula-
tion of an infinite array of microstrip patch antennas. The microstrip patches, shown in
Figure 31.16, are placed on a grounded dielectric substrate with height h and permittiv-
ity εr . The patches are fed with coaxial cables that enter the substrate from below the
ground plane. In the simulation, the computation domain, or unit cell, contains only a
single patch and proper periodic boundary conditions are imposed on its boundaries. For
a phased array, a critical performance parameter is the active reflection coefficient. One
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surface mesh local to the inverted conical spiral feed region, and (c) input impedance for a
free-space and a solid dielectric (εr = 4) cone.

definition for this is given by

R(θs, φs) = Zin(θs, φs)− Zin(0, 0)

Zin(θs, φs)+ Z∗
in(0, 0)

(31.104)
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Figure 31.16 Infinite periodic microstrip patch array on a substrate. Each patch is fed by a coaxial
line.

where Z in is the input impedance of the antenna. The use of the conjugate operator in Eq.
(31.104) discounts the imaginary part of the input impedance and more clearly reveals
the scan properties of the array. The array under consideration has a period of 0.5λ0 in
both x - and y-directions. The patches are 0.3λ0 by 0.3λ0 in size and the permittivity
of the substrate is 2.55. The E -plane active reflection coefficients are relative calculated
for two different substrate heights: h = 0.02λ0 and h = 0.06λ0. The results calculated
using the simplified and precise coaxial feed models are plotted in Figure 31.17. A MoM
analysis by Pozar and Schaubert [109] is used here as reference results. It is noted that
all three results agree with one another very well. All results predict a scan blindness
at θ = 68.8◦ for h = 0.06λ0, as a result of surface wave excitation. Moreover, for this
particular array, the agreement between the simplified and precise feed models suggests
that scan performances such as active reflection coefficients are insensitive to the specific
feed scheme, as indicated in Ref. 109.

31.8.3.2 Time Domain Consider a phased array antenna based on a Vivaldi element
shown in Figure 31.18, which is related to a design discussed in Refs. 15 and 17. A
dielectric substrate (εr = 6) with an etched PEC surface on one side is positioned upright
on the ground plane such that it partially covers the aperture of a coaxial waveguide.
The side of the substrate containing the etched PEC surface bisects the aperture of the
coaxial waveguide, and the PEC surface is etched such that it forms a short coplanar
waveguide starting at the ground plane with the dimension of the two slots being equal
to the width of the aperture of the coaxial waveguide. One of the slots of the coplanar
waveguide transitions into a flared slotline, and the other slot is terminated by an open
load formed by an etched circle of radius 2.5 mm. The dimensions of the unit cell are
Tx = 36 mm and Ty = 34 mm, and the height of the substrate is d = 33.3 mm with a
thickness h = 1.27 mm. The coaxial waveguide is empty with the radii of the inner and
outer conductors equal to 0.375 and 0.875 mm, respectively. The halfwidth of the flared
slotline is given by 0.25e0.123z mm, which gives a halfwidth of 15 mm at the open
mouth. The etched circle forming the open load of the other slot intersects the slot at a
distance 3.5 mm from the ground plane. Note that the xz -plane that coincides with the
center of the flared slotline divides the unit cell into two equal sized parts. Figure 31.19
shows the simulated results for the magnitude of S11 as a function of frequency for
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Figure 31.17 Active reflection coefficients for the microstrip patch array: (a) h = 0.02λ0 and
s = 0.075λ0; and (b) h = 0.06λ0 and s = 0.14λ0. (Adapted from Ref. 17.)

broadside scanning (θ s ,φs )= (0◦, 0◦) and oblique scanning (θ s ,φs )= (45◦, 135◦). The
results are computed using the time-domain FEM [47] and are compared with another
solution obtained using the commercial software suite HFSS, which is based on the
frequency-domain FEM.

Scanning of periodic arrays to a very wide scan angle is often problematic for
time-domain methods such as FDTD because a significant reduction in the time
step is required [82]. The periodic time-domain FEM method described in Section
31.6.1.2 imposes no such restriction on the time step due to its unconditional
stability. This is demonstrated with the coaxially fed, doubly periodic monopole array
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Figure 31.18 Unit cell of an infinite phased array of Vivaldi antennas.

shown in Figure 31.20a. Scan performance over 0◦ ≤ θ s < 90◦ in both the principal
(Figure 31.20b) and diagonal (Figure 31.20c) planes is shown. Comparison data
are based on an approximate analytical solution that assumed a sinusoidal current
distribution on the monopoles [110].

31.8.4 Finite Periodic Array

Two examples are presented to demonstrate the analysis of finite periodic arrays in both
frequency and time domains.

31.8.4.1 Frequency Domain The example considered here is a broadband
single-polarized Vivaldi antenna array having 31× 31 array elements, which are
identical to the one shown in Figure 31.18. Figure 31.21a shows the magnitude of
the active reflection coefficient (defined by using the characteristic impedance of the
feeding coaxial line as the reference impedance) as a function of frequency for the
center element. The result, obtained using the technique (FETI-DPEM) described in
Section 31.6.2.1, is compared with those for the corresponding infinite array from the
time-domain FEM and HFSS [47]. Good agreement can be observed for the three
different methods over a wide frequency band.

To demonstrate the edge effects of the finite array as compared with the corresponding
infinite array, the active reflection coefficient for the elements from the central row of
the array is computed at 3 GHz and the result is shown in Figure 31.21b with respect
to the element position. As expected, it is evident that the infinite array approximation
is accurate only for the inner elements, and the edge effects are prominent for the outer
elements. Finally, the radiation patterns of the arrays are shown in Figure 31.22. For this
simulation, nearly 40 million unknowns were used and the computation required 541 MB
of memory and 12 minutes of computing time on a 1.5-GHz Itanium II processor using
the FETI-DPEM method.

31.8.4.2 Time Domain As an example of time-domain FEM simulation of broad-
band phased array antennas, a 10× 10 Vivaldi array shown in Figure 31.23a is analyzed
here. The unit cell configuration is shown in Figure 31.23b. This configuration is similar
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(a)

(b)

Figure 31.19 Reflection coefficient of a coaxial waveguide connected to an element in an infinite
phased array of Vivaldi antennas. (Adapted from Ref. 47; copyright © 2006 IEEE.)

to the one considered in Sections 31.8.3.2 and 31.8.4.1, but now having different dimen-
sions and the feed is a stripline from below the ground plane. The spacing between array
elements is 40 mm in both the x - and y-directions. The separation corresponds to one-half
of a wavelength at 3.75 GHz. An infinite ground plane is assumed and the stripline feed
is modeled as a TEM port. The simulation employs 144 subdomains and the total number
of unknowns is approximately 3.3 million. The VSWR parameter calculated at the feed
port of the center element is shown in Figure 31.23c. A prominent feature of the VSWR
curve is the two sharp peaks occurring at 3.92 and 5.32 GHz when the array is config-
ured for broadside radiation. Such phenomena, referred to as the impedance anomalies,
have been observed in the frequency analysis of the infinite array of Vivaldi antennas
[17, 111]. The anomalies are explained by the excitation of certain resonant modes in the
unit cell cavities, which are formed by the ground plane, the electric conducting surfaces
on the sidewalls, and a magnetic conducting surface on the open aperture. The resonant
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Figure 31.20 Quarter-wavelength monopole array: (a) unit cell geometry and the finite-element
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(a)

(b)

Figure 31.21 Active reflection coefficient for a 31× 31 Vivaldi antenna array: (a) for the center
element as a function of frequency and (b) for a midrow of elements at 3 GHz. (Adapted from
Ref. 21; copyright © 2006 IEEE.)

frequencies predicted by the cavity model are f10 = 3.99 GHz and f11 = 5.55 GHz, which
are similar to the resonant frequencies obtained by the numerical simulation. Note that the
cavity model does not take into account the thin dielectric substrate. If the effect of the
dielectrics is considered, the predicted resonant frequencies would become slightly lower.

31.8.5 Platform Interaction

In practice, antennas are generally integrated into platforms, such as airplanes, missiles,
satellites, and ships. Mounting antennas on a platform inevitably introduces distortion
in their radiation patterns and causes coupling between the antenna and the platform.
The distortion in the radiation patterns may reduce the desired coverage for effective
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(a)

(b)

Figure 31.22 Radiation patterns of a 31× 31 Vivaldi antenna array at 3 GHz: (a) broadside and
(b) θ s = 40◦ and φs = 0◦. (Adapted from Ref. 21; copyright © 2006 IEEE.)

communications or compromise the accuracy for isolating and locating targets. The exis-
tence of mutual coupling, caused by space waves, surface waves, and scattering by the
platform, can increase the electromagnetic coupling between multiple onboard antennas
and consequently make it difficult to operate the antennas simultaneously. In addition,
antenna systems utilizing amplitude and phase received at various antenna ports often
experience degraded performance. Analytical predictions of anticipated amplitude and
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Figure 31.23 10× 10 Vivaldi array: (a) geometry of the array and the unit cell and (b) VSWR
calculated at the feed port of the center element. (Adapted from Ref. 45; copyright © 2007 Elsevier.)

phase received at the antenna ports, typically as a function of the incident angle of the
received signal, can often be used to improve the performance of the antenna system.
Therefore it is important to develop accurate numerical prediction tools to characterize
the radiation patterns and mutual coupling of the antennas mounted on a complex, often
large, platform.

Because most platforms are electrically very large, analyzing antennas mounted on a
platform is technically very challenging. Various approximate numerical schemes have
been developed for this analysis. The simplest is first to analyze the antenna by assuming
that the antenna is either residing in free space or on a ground plane (depending on
specific problems) to obtain the current distribution on the antenna or the radiated near
field, and then compute the radiation pattern (far field) by letting the current radiate in
the presence of the platform or by letting the near field propagate in the presence of the
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platform [35, 36]. The second step can be carried out efficiently using an asymptotic
technique such as physical optics or the geometrical theory of diffraction. This approach
incorporates the effect of the platform on the radiation pattern but ignores the effect of
the platform on the antenna itself. An improvement to this approach is to incorporate the
first-order effect of the platform on the antenna by considering the reflected field by the
platform as an incident field on the antenna. There are two ways to accomplish this. If the
analysis employs the FE-BI method, this can be accomplished by modifying the Green’s
function in the boundary integral equation to include the presence of the platform [34].
Alternatively, we can first let the antenna radiate in free space and then compute the
field reflected back to the antenna by the platform using an asymptotic technique. The
analysis is then repeated by considering the reflected field as the excitation to the antenna.
This process can be repeated until a converged solution is obtained. In practice, a single
iteration is often sufficient unless the antenna is placed in a highly resonant platform.

Since asymptotic (ray optics) techniques are not capable of modeling surface waves
and near-field scattering accurately on complex platforms, the previously described
approach cannot accurately simulate the mutual coupling of the antennas when surface
wave and near-field physics are important. In this situation, it is necessary to use a
first principle method, such as the FEM or its various hybridizations, to carry out the
analysis. In the hybrid FE-BI method, the FEM is used to model the details of the
antennas and the boundary integral equation is employed to model the effect of the
platform. The time-consuming evaluation of boundary integrals over the platform can
be accelerated by using a fast algorithm such as the FMM. One such formulation is
described by Liu and Jin [38], which included a numerical example to demonstrate its
capability. The example consists of a microstrip patch antenna housed in a cavity that
resides on a platform consisting of a conducting circular cylinder and a conducting plate
(wing). The microstrip patch antenna is designed to operate at 3.3 GHz and its long
edge is aligned with the cylinder’s axis. The entire structure is shown in Figure 31.24a
and the detailed information about the patch antenna is given in Figure 31.24b,c. The
normalized radiation pattern in the H -plane is shown in Figure 31.25 for the case in
which the patch antenna is placed 45◦ from the wing. It is seen that the numerical
results agree well with the measurement for both copolarization and cross polarization.
The effect of the platform is significant in both cases.

An additional example based on time-domain FEM hybridized with FDTD is shown
in Figure 31.26. This geometry consists of two, surface conformal, dual-frequency cir-
cularly polarized stacked patch antennas mounted on a platform that is approximately 40
wavelengths in length and 20 wavelengths in circumference. The two antennas are located
on opposite sides of the platform. A domain decomposition approach that isolated the
patch antennas from the platform yet retained full coupling was used. The time-domain
FEM was used to model the antennas and a thin volumetric layer around the perimeter
of the platform. The FEM region transitioned to an FDTD grid that was terminated with
a PML using the technique described in Section 31.4.4. Predictions and measurements
for the right-hand circularly polarized (RHCP) gain of the antennas on the platform are
shown in Figure 31.26b. The cut plane is through the antennas and along the axis of the
platform. Good agreement is seen for all angles with the exception of the tail section.
The positioner that was used to support and rotate the physically large platform adversely
affected the measurements for observation angles in this region.
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Figure 31.24 Microstrip patch antenna placed on a cylinder with a wing: (a) entire structure,
(b) top view of the microstrip patch antenna, and (c) side view of the microstrip patch antenna.
(Adapted from Ref. 38.)

31.9 SUMMARY

In this chapter, we described the finite-element analysis of complex antenna problems.
First, we described the formulations of the FEM in both the frequency and time domains
using vector basis functions, which are also known as edge elements. We then discussed
two important issues for the FEM simulation of antennas. One was the mesh trun-
cation and the approaches covered included absorbing boundary conditions, perfectly
matched layers, boundary integral equations, and the FDTD interface. The other issue
was the modeling of antenna feeds and the extraction of antenna parameters such as
the input impedance and radiation patterns. The antenna feed models discussed included
the current probe, the gap generator, and the waveguide feed such as coaxial lines. This
was followed by the description of numerical schemes for modeling infinite periodic
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Figure 31.26 Two dual-frequency, coaxially fed, stacked patch antennas mounted on electrically
large platform: (a) geometry and (b) predicted and measured RHCP gain for a cut plane taken
axially through the antennas. Equivalent dB scales with 2-dB increments. Platform positioner
impacted measured data for observation angles in the tail section.



REFERENCES 1587

phased arrays as well as finite arrays in both the frequency and time domains. In addi-
tion, practical guidelines were provided for the choice of solution technology based on
either frequency- or time-domain methodologies. Numerical application examples were
presented to demonstrate the FEM analysis of a variety of antennas. These included nar-
rowband antennas such as microstrip patch and monopole antennas, broadband antennas
such as a ridged horn, a spiral, a sinuous, and an inverted conical spiral antenna, and both
infinite and finite periodic array antennas. Finally, we briefly addressed the FEM model-
ing of antenna–platform interaction. The application examples clearly demonstrated that
the FEM is a powerful numerical simulation tool for the analysis and design of highly
complicated antennas, and that it holds great potential for future antenna developments.
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CHAPTER 32

Genetic Algorithms for Antennas

RANDY L. HAUPT

32.1 ANTENNA OPTIMIZATION

Optimization is the process of minimizing or maximizing an objective function. In this
chapter we equate optimization to minimization and call the objective function the cost
function. The idea is to find the set of variable values that minimizes the output of a
cost function. Algorithms that start with a random guess of the variable values and move
to the closest minimum are called local search algorithms. Algorithms that can leap out
of the valley of the closest minima in search of the best or global minimum are called
global search algorithms.

Optimizing antennas to closely approximate desired far-field responses or desired
impedance characteristics over a bandwidth is an important part of antenna design today.
Traditional optimization techniques are local optimization algorithms that often require
computing derivatives of the cost function. Methods that use derivatives quickly converge
to a local optimum solution that is close to the starting point. In addition, they require
derivative calculations, work on only continuous variables, and are limited to optimizing
a few variables. Random search methods do not require gradients and are less prone
to getting stuck in a local minimum but are very slow. Neither class of algorithm is
capable of optimizing many current antenna design problems. A number of interesting
random search algorithms that are guided by laws of nature have emerged, including
simulated annealing [1, 2], particle swarm optimization [3], and genetic algorithms (GAs)
[4, 5]. These algorithms have similar characteristics and can find solutions to optimization
problems that have befuddled traditional numerical optimization algorithms. GAs have
emerged as the primary global optimization technique for antenna applications. This
chapter introduces the GA and some examples of antenna design using the GA.

A GA has several advantages over traditional numerical optimization approaches:

1. It optimizes with either continuous or discrete variables.

2. It does not require calculating derivatives.

3. It simultaneously searches diverse areas of the cost surface.

4. It works with many variables.
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5. It is ideal for parallel computers.

6. It finds the optimum of multimodal cost surfaces.

7. It finds a list of optimum solutions rather than a single solution.

8. It works with numerically generated data, experimental data, or analytical functions.

These advantages have been put to good use in the design of antennas. This chapter
starts with an introduction to GAs, then moves on to present a sampling of antenna
design examples.

32.1.1 Introduction to Genetic Algorithms

A GA is a global random search that is guided by the principles of genetics and natural
selection. Figure 32.1 is a flowchart of the GA that optimizes a cost function with five
input variables. A single guess of the optimum input to the cost function is placed in a row
vector called a chromosome. The GA works with many guesses at once, so a matrix with
rows that are chromosomes is formed. At the start of the algorithm, all the chromosomes
in the initial population are random. This matrix is passed to the cost function, and the
output from the cost function (the cost) is placed in a column vector (see Figure 32.1).
Most variations of a GA require a binary encoding of the input variables of the cost
function. The cost function translates the binary values into integers or quantized real
values.

The next step in the algorithm is natural selection. Chromosomes with low costs
survive, while chromosomes with high costs are discarded. This step either keeps a
certain percentage of the population or discards members with costs that exceed a certain
level. Surviving chromosomes are known as the mating pool. In Figure 32.1, the best
four chromosomes are retained while the worst four are discarded.

Discarded chromosomes from the population are replaced by new chromosomes called
offspring. In order to create the offspring, parents must be found. The two most common
approaches to finding parents are called roulette wheel selection and tournament selec-
tion. Roulette wheel selection assigns a probability of selection to each chromosome
based on its cost or standing in the population. Chromosomes with low costs have a

Figure 32.1 Flowchart of the GA.
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higher probability of selection than chromosomes with high costs. Another approach is
to randomly select a few chromosomes into two subpopulations. The chromosomes with
the lowest costs in both subpopulations become parents. This approach is called tourna-
ment selection. Both methods mimic nature where the strongest in a population have the
greatest odds of finding a mate and reproducing. In general, two parents produce two
discarded chromosomes.

The next step is mating or creation of the offspring. Two parents produce two offspring
by exchanging and/or combining values between two chromosomes. For two binary
chromosomes, the generic procedure is called uniform crossover. A uniform random row
vector that is the same length as a chromosome serves as a mask. If the random mask
value at position m is less than one, then the value at position m of parent 1 becomes the
value of offspring 1 at position m and the value at position m of parent 2 becomes the
value of offspring 2 at position m . Alternatively, if the random mask value at position
m is greater than one, then the value at position m of parent 2 becomes the value of
offspring 1 at position m and the value at position m of parent 1 becomes the value of
offspring 1 at position m . An example of uniform crossover with binary chromosomes
is demonstrated in Eq. (32.1).

1 0 1 1 0 0 0 1 1 0 First parent
1 1 1 0 0 1 0 1 0 1 Second parent

0.93 0.51 0.77 0.13 0.45 0.26 0.33 0.64 0.95 0.17 Mask
1 0 1 0 0 1 0 1 1 1 First offspring
1 1 1 1 0 0 0 1 0 0 Second offspring

(32.1)
The offspring exhibit traits of both parents. Other common alternatives are single-point
and double-point crossover.

At this point, mutations occur in the full population matrix. Mutations alter randomly
selected values within the population. A binary mutation changes a one to zero or zero
to one. A continuous value mutation replaces a value with another random value or a
random perturbation to the value. Normally, the best chromosome receives no mutations.
Figure 32.1 shows three mutations that occurred in the population (bold, italic numbers).

Costs are calculated for all the new chromosomes that are offspring and/or mutated.
From here, the process repeats starting with natural selection. The algorithm stops when
it finds a good enough solution or after a set number of generations or cost function calls.
GAs do not really have a proof of convergence. When possible, it is usually a good idea
to run a local optimization algorithm when the GA is finished and using the best chromo-
some as a starting point. Combining a GA with a local optimizer is called a hybrid GA.

As an example, consider the two dipole antennas that are L long and separated by a
distance x in Figure 32.2. First, a cost function must be defined. In this case, the inputs

L
X

Figure 32.2 Diagram of the two-dipole model with L and x as variables.
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to the cost function are (x, L). A method of moments program is used to calculate the
currents and fields associated with the dipoles. One possible cost is the gain of the two
dipoles when they have equal voltages applied. Since we would want to maximize gain,
the cost would be the negative of the gain. The cost surface associated with the gain
is shown in Figure 32.3 for input values 0.3 ≤ x ≤ 1.5 and 0.3 ≤ L ≤ 2.0. There
are two very distinct minima within the variable constraints. The one at (x, L)= (0.63,
1.22) is the global minimum with a gain of 10.7 dB. The local minimum occurs at (x,
L)= (1.65, 1.23) with a gain of 9.13 dB. A completely different optimization results
when the reflection coefficient is the cost. Figure 32.4 is a plot of the magnitude of
the reflection coefficient as a function of x and L over the same ranges as before. The
transmission line is assumed to be 70 ohms, and the reflection coefficient, s11, is found

Figure 32.3 Cost surface when the cost is the negative of the array gain as a function of dipole
spacing and length.

Figure 32.4 Cost surface when the cost is the magnitude of the reflection coefficient as a function
of dipole spacing and length.
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TABLE 32.1 Highest Gain for the Two Dipoles Found
by the Nelder Meade Algorithm

Starting Point Ending Point Cost

(0.5, 0.5) (0.63, 1.22) −10.07
(1.5, 2.0) (0.75, 3.25) −7.41
(1.3, 1.7) (1.65, 1.23) −9.13

using the calculated antenna input impedance. This time the cost function has two deep
troughs with many minima in each trough. In this case, the cost function has a global
minimum at (x, L)= (0.67, 0.48) with a s11 =−18.4 dB.

To demonstrate the limitations associated with traditional local optimization tech-
niques, the Nelder Mead downhill simplex method is used to find the minimum of the
cost surface in Figure 32.3. The minimum found depends on the starting point. Table 32.1
lists three starting points for the Nelder Meade algorithm and their corresponding ending
points and cost of the optimal solution found. In this case, the first starting point found
the global minimum. Not only did the second starting point end up in a local minimum,
but that local minimum was out of the range of the variables. It is possible to do a trans-
formation of variables to keep the optimization within bounds, but that would complicate
the optimization process. The third starting point found the local minimum within the
variable constraints. This local minimum might be good enough for the antenna design,
but it is almost 1 dB less than the global minimum.

Can a GA do better than the Nelder Meade algorithm? Since the GA is a random
search, five independent runs were made to optimize the gain of the dipole pair. The
GA has a population size of 8, has a mutation rate of 10%, used tournament selection,
and used 50% replacement. Figure 32.5 shows the convergence of all five runs. Each
time, the GA converged to the global minimum. Sometimes a GA may start narrowing in
on the local minimum, then either crossover or mutation pushes a chromosome into the
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Figure 32.5 GA convergence over five independent runs.
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region of the global minimum. Determining the variable constraints is important, because
the GA will not exceed these constraints like a typical local optimizer.

32.1.2 Multiple Objective Optimization

Oftentimes, there is more than one objective in the optimization. For instance, an antenna
design may require the highest gain and the lowest sidelobe levels possible.

f1(v) = max {sidelobe level}
(32.2)

f2(v) = −gain

where v are the input variables, such as element weights. Placing a negative sign in
front of the gain switches the function so that a maximum gain results in a minimum
cost. Low sidelobes and high gain are conflicting objectives when designing an antenna
array having a set number of elements and element spacing. Thus there are many optima
depending on the trade-off between gain and sidelobe levels.

Equation (32.2) implies there is no one best solution with respect to all the objectives.
Consider the case of minimizing the sidelobe level of a 21-element array by an optimized
phase taper. For this case, a plot of f 1 versus f2 for 1000 points is shown in Figure 32.6
for 0 ≤ f 1, f 2 ≤ 1. The minimum point of each independent function (min {f1}, min {f2})
occurs outside the feasible region (set of all possible points that satisfy the constraints)
in the plot. The set of points bounding the bottom and left side of the feasible region is
the Pareto front. A dashed line connects the points that approximate the Pareto front in
Figure 32.6. Two possible approaches to multiple objective optimization presented here
are (1) weighting and summing the cost functions and (2) finding the Pareto front.

(min {f1}, min {f2})

Pareto front

1

0.5

0
0 0.5

f1

f 2

1

Figure 32.6 There are 10,000 points points plotted with the Pareto front indicated by the dashed
line.
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The most straightforward approach to multiple objective optimization is to weight the
output of each objective function and add them together, so that

F =
N∑

n=1

wnfn (32.3)

where

fn = cost function n and 0 ≤ fn ≤ 1

wn = weighting factor and
N∑

n=1

wn = 1

Finding the best values for wn is challenging, because different weights result in different
values of F for the same fn. Weighting and summing the fn provides the one value that
the GA minimizes. For the low sidelobe array

F = wf1 + (1− w)f2 (32.4)

Since this approach results in a single cost value, no modification to the GA is required.
Another approach to optimizing multiple cost functions is the Pareto GA. Pareto opti-

mal means that reallocation of resources cannot minimize the output of one objective
without raising the output of another objective. Lacking additional information, all solu-
tions on the Pareto front are equally satisfactory. Thus a selection of alternatives are
available that yield acceptable outcomes.

The population of a Pareto GA consists of chromosomes that are the current guesses for
some points on the Pareto front. A chromosomes position within the population is ranked
according to dominance. Chromosome n dominates chromosome m if chromosome n has
a lower output than chromosome m for at least one of the objective functions and is not
worse with respect to all other objective functions. In other words, c dominates d if

f1(c) < f1(d) and f2(c) ≤ f2(d) (32.5)

or
f1(c) ≤ f1(d) and f2(c) < f2(d) (32.6)

A chromosome is Pareto optimal if no other chromosome dominates that chromosome
with respect to the cost functions. A chromosome is nondominated if no chromosome
can be found that dominates it. Once this set of chromosomes is found, then the user can
select a single chromosome based on various postoptimization trade-offs that equate to
different weightings of the component costs. One way of finding the Pareto front is to run
a GA for many different combinations of the cost function weights in Eq. (32.3). Each
optimal chromosome found from a particular weighting combination is on the Pareto
front. This approach requires too many runs for all the different weighting combinations
to estimate the Pareto set.

The first attempt at a multiobjective GA, called the vector evaluated GA (VEGA),
tended to converge to a single solution [6] rather than finding a Pareto front. Newer
algorithms were developed to overcome this problem. Some examples include a niching
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strategy called sharing [7], the multiobjective GA (MOGA) [8], and a nondominated
sorting GA (NSGA) [9].

A Pareto GA needs a large population size in order to define the Pareto front. The GA
used to find the Pareto front in Figure 32.7 had N pop = 500, discards 50% of the popula-
tion, has a mutation rate of 10%, and uses tournament selection. Those chromosomes in
the final population on the Pareto front are connected by a dashed line. The Pareto front
allows an easy way to trade off between the two cost functions.

Pareto GAs have been used in electromagnetics for looking at trade-offs involved with
absorber and antenna design. An NSGA was used to optimize the broadband behavior of
multilayer absorptive coatings [10]. The NSGA proved to perform better than two other
implementations of a Pareto GA. Results were comparable to those of a GA optimization
with weighted objective functions, except the NSGA provides a large number of design
alternatives. A demonstration of the effectiveness of a Pareto GA in performing a trade-off
analysis between beamwidth and sidelobe levels for a linear array appeared in Ref. 11.
Pareto GAs require a large number of objective function evaluations. Neural network
interpolation and special zooming strategies were combined with a Pareto GA to reduce
the number of function evaluations in the design of an electromagnet [12]. A Pareto GA
was compared to single objective optimization in the design of Yagi–Uda antennas [13].
Antenna size, bandwidth, and efficiency were the objectives in the design of an electrically
small planar antenna using an inductively coupled feed using a Pareto GA [14].

32.1.3 Genetic Algorithm Parameters

The mutation rate and population size for a GA are the major contributions to the con-
vergence speed of a GA. Other operators and parameters affect GA convergence but to
a lesser extent. De Jong did the first study of GA parameters versus. performance [15].

1

0.5

0
0 0.5

f1

f 2

1

Figure 32.7 The 500 members of the GA are plotted with the dashed line drawn through the
estimated Pareto front.
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He tested his GAs on the five cost functions for different mutation rates, population sizes,
crossover rates, and replacement percentages.

Grefenstette used a GA to optimize parameters for GAs [16] that found the minimum
of the De Jong test functions. Another study added five more cost functions and used
8400 possible combinations of parameter settings [17]. Thomas Back postulated that the
optimal mutation rate is 1/�, where � is the length of the chromosome [18]. He also
found that convergence improved when starting the GA with large mutation rates of up
to 50% and gradually decreasing to 1/�. Gao showed that the larger the probability of
mutation and the smaller the population, the faster the GA should converge for short-term
performance [19]. Iterative approaches where mutation rate varies over the course of a
run such as done by Back [20, 21] and Davis [22] are probably best, but there is no
acceptable strategy as to how to adaptively change the parameters. A GA parameter study
was done on antenna array factors [23], and in these experiments, the best mutation rate
for GAs was found to be between 5% and 20% while the population size should be less
than 16. Parameter values are highly dependent on the cost function and the particular
implementation of the GA. A more lengthy discussion of GA parameters can be found
in Ref. 24.

32.2 GA OPTIMIZATION OF ANTENNA ARRAYS

The cost function for most phased array optimization is based on the array factor. An
arbitrary array in three-dimensional space has an array factor given by

AF =
N∑

n=1

wne
jk[xn sin θ cosφ+yn sin θ sinφ+zn cos θ ] (32.7)

where

wn = ane
jδn = complex weight at element n

an = amplitude weight at element n

δn = phase weight at element n

k = 2π /λ

λ = wavelength

(xn, yn, zn) = location of element n

θ = elevation angle

φ = azimuth angle

N = number of array elements

For a given frequency, the potential optimization variables are the amplitude weights,
the phase weights, and/or the element locations. Possible costs include sidelobe levels,
beamwidth, nulls, and bandwidth. The examples in this section all try to minimize the
maximum sidelobe level in the array factor of the linear array architecture in Figure 32.8.

GAs have found the most use in optimizing antenna arrays. There are far too many
papers to list all of them in this chapter. The reader is referred to Ref. 25, which gives
an overview of the various applications of the GA in antenna arrays and provides an
extensive list of references by category. A few of the journal articles that cover various
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Figure 32.8 Diagram of the linear array to be optimized.

array GA optimization topics are given in Refs. 26–37. The examples that follow find the
lowest maximum sidelobe level of a nonuniformly spaced array, a phase tapered array,
and a subarray tapered array.

32.2.1 Nonuniform Spacing

The first example has fixed weights at the elements but the element spacing is variable.
Nonuniformly spacing the elements of an array effectively places an amplitude taper
across the array: the amplitude is highest where the element density is highest. A GA is
ideal for finding the spacings because the cost function is multimodal and the variables are
inside the cosine function [38]. As an example, a GA minimizes the maximum sidelobe
level of a 31-element nonuniformly spaced linear array lying along the x -axis. The array
factor cost function for an odd number of elements having symmetry about the center of
the array is given by

xn = xn−1 + d0 +�n

sll = max

⎧⎨⎩1+ 2
(N−1)/2∑

n=1

cos(kxn sin θ)

⎫⎬⎭ for θ > θMB (32.8)

where

x 0 = 0

d0 = λ/2

�n = variable spacing between 0 and λ/2

θMB = first null next to the main beam

Elements have a minimum spacing of d0 and a maximum spacing of 1λ. Since the center
element is at x = 0 and the left side of the array has the same spacing as the right hand of
the array, there are 15 input variables to the cost function. Figure 32.9 is the optimized
array factor with a peak sidelobe of the array factor at−22.13 dB below the peak of the
main beam. The relative spacing of the elements appears at the top of the plot. It is hard
to determine if this result is the global optimum. Since peaks of several of the sidelobes
are at the maximum sidelobe level, this result is probably close to optimal.
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Figure 32.9 Optimized array factor for nonuniform spacing of a 31-element array. The small
circles at the top of the figure are the relative element spacings.

32.2.2 Phase Tapering

The second example finds the phase weights that generate low sidelobes in the array
factor [39]. The cost function returns the maximum sidelobe level.

sll = max

⎧⎨⎩1+ 2
(N−1)/2∑

n=1

ejδn cos[k(n− 1)d0 sin θ ]

⎫⎬⎭ for θ > θMB (32.9)

Figure 32.10 is the optimized array factor with a maximum sidelobe of −17.0 dB below
the peak of the main beam. The peak of the main beam is normalized to that of the
array with zero phase shifts. Gain loss is the trade-off for getting low sidelobes. All the
sidelobes are at nearly the same height, so the solution should be nearly optimal.
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Figure 32.10 Optimized array factor for phase tapering a 31-element array.
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32.2.3 Subarrays

Feed networks for large low sidelobe phased arrays usually use subarrays to simplify
design and manufacture of the array. One way to reduce the cost of a large array is to
place low sidelobe amplitude weights at the subarray output ports rather than at each
element. Each element in the subarray is uniformly weighted, so all subarrays have
identical feed networks. When the subarrays are identical, then the design, testing, and
maintenance of the array become cheaper than having all the subarrays with different
feed networks. Unfortunately, amplitude weighting at the subarray ports creates grating
lobes due to the effective quantization of the array amplitude taper.

A trade-off exists between low sidelobe performance and simplicity of design. A
genetic algorithm (GA) has been used to design optimum amplitude tapers for both the
elements in the subarrays and the subarray outputs for linear and planar arrays [40].

The cost function is based on the linear subarray model in Figure 32.11. Element
amplitude tapers are identical in each subarray. Subarray weights multiply the element
weights to produce an effective weight at each element. The weights are symmetric about
the center of the array so the array factor is given by

AF = 2
Ns∑
q=1

bq

Ne∑
n=1

an cos{kd0 sin θ [n− 0.5+ (q − 1)Ne]} (32.10)

where

an = element amplitude weights

bq = subarray amplitude weights

2Ns = number of subarrays

Ne = number of elements in a subarray

Consider a 128-element array that is broken into 16 subarrays of 8 elements each.
Assume all element tapers within each subarray are identical. The element closest to the
center of the array has an amplitude of one or a1 = 1. Subarrays are symmetric about the

z

x

a1 a1a1

b1 b1

a2 a2a2aNe aNe

bNs

aNe

θ

Σ Σ

Σ

Σ

Figure 32.11 Linear array with subarrays.
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Figure 32.12 Graph of the subarray weight times the element weight for each element.

center of the array and the subarray closest to the center has an amplitude of one or b1 = 1.
As a result, there are a total of 7+ 7= 14 unknowns for this problem. Figure 32.12 is a
plot of the subarray weight times the element weight at each element in the array. The
element-to-element variation is relatively small. The corresponding array factor appears
in Figure 32.13. Sidelobes remain at least 38.1 dB below the peak of the main beam.
Remnants of the “split” grating lobes appear in the predicted locations [41] of

θm = sin−1
(

mλ

Ned0

)
(32.11)

or θm = 14.5◦, 30◦, 48.6◦, and 90◦ for Figure 32.13. This array has very low sidelobes
while at the same time having a simplified feed network.
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Figure 32.13 Optimized element and subarray amplitude weights produce this array factor.
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32.3 GA OPTIMIZATION OF APERTURE ANTENNAS

The GA has been extensively applied to optimize microstrip patches. Horns and reflectors
have received much less attention, perhaps because the modeling of horns and reflectors
is more computationally expensive. This section starts with horn antennas, moves on to
reflector antennas, and ends with microstrip antennas.

32.3.1 Horn Antennas

The GA has been applied to optimize the design of several different types of horn
antennas. Some examples include an ultrawideband tapered resistive TEM horn [42], the
optimal choke distribution for a horn at X-band [43], and corrugated horns [44–47].

If the horn is used to feed a reflector antenna, then the phase center of the horn
is placed at the focal point of the reflector. The phase center of the horn moves with
frequency and is not generally located at the same point for the E -and H -planes. Also,
the phase center is a function of angle. Consequently, the phase center is relevant over
the field of view of the reflector surface.

The example presented here applies a GA to the design of a horn antenna having a
common phase center in the E -and H -planes over a limited angular range. Calculations
are made using a method of moments model of a horn at 10.3 GHz [48]. A diagram of
the X-band horn appears in Figure 32.14. The waveguide has dimensions of a = 2.29 cm
and b= 1.02 cm and the feed probe is λ/4 from the back wall.

The cost function is based on the standard deviation of the phase in the E -and H -planes
when−45◦ ≤ φ ≤ 45◦ and 45◦ ≤ θ ≤ 135◦

f (xc, Lx, A, B) = max{σθ , σφ} (32.12)

where the input variables are defined by

xc = distance of phase center from horn aperture, 0 ≤ xc ≤ �+ 2 cm

Lx = distance from waveguide/horn junction and horn aperture, 0.5λ ≤ Lx ≤
4.5λ

A = horn dimension in y-direction, 2.29 cm ≤ A ≤ 11.43 cm

B = horn dimension in z -direction, 1.02 cm ≤ B ≤ 7.11 cm

Lx

XcB

A

y

z

b

a
θ

φ

x

Figure 32.14 Diagram of a horn antenna.
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and the costs are given by the mean square error of the field phase in the E -and
H -planes, or

σθ =
√

1

N
[∠Eθ(θn, φ = 0◦)− ∠Eθ(θ, φ = 0◦)]2 (32.13)

σφ =
√

1

N
[∠Eθ(θ = 90◦, φn)− ∠Eθ(θ = 90◦, φn)]2 (32.14)

where

N = number of angles

∠E = phase of E

E = average of E

N = number of field points

If σ θ = 0 and σφ = 0, then the phase center in the E -and H -planes are at the origin of
the coordinate system.

A hybrid GA consisting of a continuous GA with a population size of 8 and a mutation
rate of 20% coupled with a Nelder Mead downhill simplex algorithm found the minimum
of f = 0.57◦ at pc = 0.28 cm, �= 4.31 cm, A= 4.22 cm, and B = 2.19 cm. The optimized
horn has small phase variations in the E -and H -plane cuts over ±45◦ from the peak of the
main beam. Figure 32.15 is a plot of the phase of E θ in the E -plane, and Figure 32.16 is
a plot of the phase of E θ in the H -plane. The vertical dotted lines bound the region where
the phase is to be constant. In these regions, the phase is smooth and has little variation.

32.3.2 Reflector Antennas

Reflector antennas may have phased array feeds in order to beam steer, place nulls, shape
the radiation pattern, or create multiple beams [49]. As the size of the array increases
to provide more control over the antenna pattern, the blockage also increases. Blockage
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Figure 32.15 Plot of Eθ in the E -plane.
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Figure 32.16 Plot of E θ in the H -plane.

is undesirable, because it reduces the antenna gain and increases the sidelobe levels. A
reflector antenna can be calibrated for maximum gain in the presence of blockage by
adjusting the amplitude and phase of the array elements [49–52]. A GA can be used to
find the element weights that maximize the output power from the reflector.

The two-dimensional offset reflector in Figure 32.17 has an aperture size of 20λ in
the y-direction and an F /D = 0.4. Its feed has seven elements spaced λ/2 apart. A perfect
conducting strip that is 4λ wide is placed λ/4 behind the array. The center element has
an amplitude of one and a phase of zero. All other elements can take on continuous
amplitude values between zero and one and continuous phase values between zero and
2π . If the array feed is uniformly weighted, then the antenna pattern is shown by the
dashed line in Figure 32.18. The main beam has a shallow null at boresight. To get rid of
the null, the reflector antenna is calibrated using a GA. The GA found the 12 amplitude
and phase weights that maximize the output power at φ= 0◦. After optimization, the main
beam increases by 4.3 dB. The calibrated pattern also has better main beam resolution
and overall lower sidelobes than the uncalibrated pattern.

Seven-element feed

reflector

f

y

x

Figure 32.17 Diagram of the offset reflector with seven-element phased array feed.
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Figure 32.18 The calibrated reflector pattern (solid line) is superimposed on the uncalibrated
reflector pattern (dashed line).

32.3.3 Microstrip Antennas

GAs have been used extensively to optimize microstrip patch antennas. Some of the
initial work on microstrip optimization with GAs was reported in Refs. [53–55]. These
designs were narrowband and involved optimizing the shape of a patch. More recent
work concentrates on the design of broadband patch antennas [56–58]. Some of the
designs result in interesting shapes that are nonintuitive.

The example here is to design a rectangular patch for circular polarization (either
right-hand or left-hand) at 10 GHz. A diagram of the patch antenna appears in
Figure 32.19. Input variables for the cost function are

(Fx, Fy) = position of probe feed

Lx, Ly = patch length in x -and y-directions

h = substrate thickness

εr = relative dielectric constant of the substrate

Figure 32.19 Diagram of probe-fed microstrip patch.
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Figure 32.20 Plot of the directivity of the optimized patch as a function of frequency.

The cost function is calculated using the method of moments and returns the following
value:

cost = max

{ ||Eθ | − |Eϕ ||
|Eθ | + |Eϕ | ,

∣∣∣|∠Eθ − ∠Eϕ | − π

2

∣∣∣ , |s11|
}

(32.15)

An infinite ground plane and dielectric were assumed in the model. The first two terms
in Eq. (32.15) are zero for circular polarization, and |s11| is zero for a perfect match at
50 �. When the patch is circularly polarized and perfectly matched, then cost= 0.

A hybrid GA, in which a continuous variable GA was combined with a Nelder Mead
downhill simplex algorithm, was used to optimize the patch. The first run used a coarse
model of the patch having a triangular mesh with sides that were λ/15 long. Next, the best
result from this optimization run was then used as a starting point for the Nelder Mead
downhill simplex algorithm that optimized a model with triangular mesh with sides that
were λ/25 long. The final cost was 0.0317 with corresponding optimal variables given by

(Fx, Fy) = (3.60, 1.21) mm

Lx, Ly = 10.35, 8.935 mm

h = 1.47 mm

εr = 2.04

Figure 32.20 is a plot of the optimized patch directivity for left-hand circular polarization
over a frequency range from 9.5 to 10.5 GHz. Figures 32.21 and 32.22 are graphs of s11

and the inverse axial ratio over the same frequency range. These graphs show that the
design at 10 GHz was met with success.

32.4 GA OPTIMIZATION OF WIRE ANTENNAS

Many different types of wire antennas have been optimized by GAs. Altshuler and Linden
invented the “genetic antenna” by using a GA to bend a monopole into strange shapes
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Figure 32.21 Plot of s11 of the optimized patch as a function of frequency.
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Figure 32.22 Plot of the inverse axial ratio of the optimized patch as a function of frequency.

in order to get the desired performance characteristics [59]. They used a method of
moments model and supported the results with experimental measurements. Figure 32.23
is an example of how the “crooked antenna” is constructed from straight wire segments.
The number of wire segments, the segment lengths, and the volume that contains the
antenna are constraints. A voltage source feeds the antenna at (x,y,z )= (0,0,0) and the
antenna is situated above an infinite ground plane. Chromosomes contain the end points
of each wire segment.

A binary GA was used to do the optimization with each dimension represented by
five bits, making a chromosome 105 bits long [60]. Each side of the volume defining
the antenna is 0.5λ long and each of the seven segments are long. The goal was to have
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Figure 32.23 Model of crooked wire antenna used for cost function.

circular polarization from −80◦ ≤ θ ≤ 80◦ for all values of φ. At the design frequency
of 1600 MHz, the cost was formulated as

cost =
∑

[gain(θ, φ)− gain]
2

(32.16)

where the overbar represents average. When the GA finished, it found the wire segment
end points given in Table 32.2 [60]. A diagram of this crooked wire antenna appears in
Figure 32.24. The end points from Table 32.2 were entered into a method of moments
program, then the gain patterns were calculated. Gain pattern results for three φ cuts
are shown in Figure 32.25. This genetic antenna has a relatively flat gain response for
circular polarization across the pattern cuts shown.

There are many different wire antennas that can be optimized by a GA. For instance,
Yagi arrays have been optimized in Refs. 60–64. A combination of Yagi arrays and
log-periodic antennas were optimized in Ref. 65. Finally, variations of log-periodic anten-
nas were optimized in Ref. 66. Inputs to these antenna cost functions include length of
wires and spacing between wires. Costs include gain, sidelobe level, and VSWR. The
GA has created new designs that would not have been thought of from traditional design
approaches.

TABLE 32.2 Optimized Locations of the Wire Segment
End Points

x (cm) y (cm) z (cm)

0.00 0.00 0.00
−1.66 0.45 7.14
−3.18 −1.66 1.70
−3.18 −2.87 7.75
−3.18 4.39 1.40
−3.18 0.45 6.24
−1.06 3.78 8.66
−1.06 2.57 2.30
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Figure 32.25 Gain patterns at three different pattern cuts for left-hand circular polarization.

32.5 SMART ANTENNAS

Adaptive antennas place nulls in the antenna pattern in the directions of the interference
while minimally perturbing the main beam. A sidelobe canceler [67] adjusts the output
of an omnidirectional antenna until its output cancels the interference entering a sidelobe
of the high gain antenna. Since the omnidirectional antenna has a low gain compared
to the main beam of the high gain antenna, the main beam was not affected much.
This concept was generalized to arrays by adjusting the weights of the elements in
the array to receive the desired signal and cancel the sidelobe interference [68]. Most
adaptive algorithms need a receiver at each element in order to detect the amplitude and
phase of the signals at each element in order to form the covariance matrix. Receivers
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are expensive and require frequent calibration, so adaptive nulling is somewhat of a
luxury.

A totally different approach to adaptive nulling has the goal of minimizing the total
output power of the array [69]. Since the array output is the sum of the desired signal and
interference signals, some insurance is needed to null only the sidelobes and not the main
beam. One way to constrain the nulling is to use only the least significant bits (LSBs)
of the amplitude and phase weights or only a fraction of the elements in the array. In
this way, the signal strength associated with the LSBs is too small to create a null in the
main beam. The concept of using LSBs is similar to that of the omnidirectional antenna
in the sidelobe canceler. A binary GA is ideal, because most adjustable amplitude and
phase weights have binary controls. Results have previously been reported for a computer
model of phase-only adaptive nulling with linear arrays [70] and experimental results for
amplitude and phase adaptive nulling with an eight-element conformal array [71].

The adaptive array consists of elements lying along the x -axis (Figure 32.26) and has
a corresponding array factor given by

AF =
N∑

n=1

wne
jk(n−1)d0 cos φ (32.17)

Controlling the weights modifies the main beam peak and nulls. Usually, the array weights
are digital and have a finite number of settings. The desired signal has an amplitude of
one and is incident at boresight.

The problem with this cost function formulation is that the desired signal and the
interfering signals are mixed together. Minimizing the output power decreases the desired
signal in addition to the interfering signals unless we assume the desired signal enters
the main beam and the adaptive weights are constrained to small values that cannot place
a null in the main beam. Each binary chromosome in the population contains a few of
the LSBs of the phase and/or amplitude settings at each element in the array. The goal

output

incident
field

elements

d

x

δn

φ

Σ

an

GA

Figure 32.26 Diagram of an adaptive array controlled by a GA.
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of the GA is to minimize the total output power of the antenna by adjusting these array
settings. Since the algorithm must be fast and a global minimum is not necessary, the
GA uses a small population size.

If a six element uniform array has six-bit phase shifters, then the bits correspond to
the six phase settings in Table 32.3. The LSBs have small phase values that produce
small changes to the main beam. Assume that the six-element array is symmetric about
its center and the center two elements have zero phase. The phase on the right side of the
array is the negative phase of the phase on the left side of the array. Figure 32.27 shows
the array output from the main beam (φ= 90◦) and a sidelobe (φ= 45◦) as a function
of phase shifter settings when up to four out of six bits are used. When one LSB is
used, then the middle and edge elements each have one bit to vary for a total of four
different combinations. When those same elements have two bits, then there are 16 total
combinations. Figure 32.27 shows from one to four LSBs, so at four LSBs, there are
256 total combinations possible. At least four bits are needed to null the sidelobe. If the
array had low sidelobes, then fewer bits would be needed to place a null in the sidelobe.
Using up to four LSBs will not significantly perturb the main beam. On the other hand,
five or six bits can place a null in the main beam.

All the adaptive nulling examples in this section are demonstrated on a 20-element
array of isotropic point sources spaced 0.5λ apart. The elements have six-bit amplitude
and phase weights. The array has a 20-dB, n = 3 Taylor amplitude taper. The 0-dB
desired signal is incident on the peak of the main beam at φ= 90◦.

In the first example, the array uses two LSBs of the amplitude weights and three of the
phase weights to deal with two 30-dB interference sources at 111◦ and 117◦. The GA has a
population size of 8, uses roulette wheel selection with a 50% selection rate, uses uniform

TABLE 32.3 Phase Associated with Each Bit of a Six-
Bit Phase Shifter

Bit 1 2 3 4 5 6

Phase in radians
π

32

π

16

π

8

π

4

π

2
π

20

10

0

0 50 100 150 200 250

−10

−20

Phase setting

A
F

 in
 d

B

1 2 3

φ = 45˚

φ = 90˚
4 out of 6 bits

Figure 32.27 Array factor at the main beam (φ= 90◦) and a sidelobe (φ= 45◦) when all combi-
nations of one through four LSBs out of a total of six bits in the phase shifters are tried.
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crossover, and mutates 10% of the chromosomes. The adapted pattern is the solid line
and the quiescent pattern is the dashed line in Figure 32.28. The nulls were successfully
placed in just a short time (Figure 32.29) with little perturbation to the antenna pattern.
Convergence took place in only 8+ 17× 7= 127 power measurements. Even though the
output power decreases monotonically, the individual interference source received power
varies. The power received from one interference source will change relative to the power
received from the second interference source. The desired signal does not change much,
because the main beam remains virtually unperturbed.

A second example of amplitude and phase nulling has two 30-dB interference signals
at 50◦ and 130◦. In this case, four amplitude and three phase LSBs were used (more bits
were needed to place these nulls). Figure 32.30 shows the adapted pattern. This time,
sidelobe distortion is more pronounced but the main beam shows little change.
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−25
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 d
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Figure 32.28 The solid line is the adapted array factor and the dashed line is the quiescent array
factor.

Figure 32.29 GA convergence for amplitude and phase adaptive nulling.
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The previous two scenarios were repeated using only the phase weights. All the
amplitude weights are equal to one. Three LSBs from the six-bit phase shifters were
used to place nulls at 111◦ and 117◦. Figure 32.31 shows the adapted array factor with
little main beam perturbation but a significant increase in some sidelobes. The phase-only
convergence in Figure 32.32 is not as good as with the amplitude and phase adaptive
nulling. After only 18 generations, the algorithm found two deep nulls in the sidelobes.

Phase-only adaptive nulling with interference sources at symmetric angles about the
main beam is more difficult than for amplitude and phase nulling. Only one null can be
placed by using three least significant phase bits. A fourth bit was added to produce the
two nulls shown in Figure 32.33. The nulls were placed at the cost of reducing the main

Figure 32.30 Adapted pattern when there are two symmetric interference sources.
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Figure 32.31 The solid line is the adapted array factor and the dashed line is the quiescent array
factor.
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Figure 32.32 GA convergence for phase-only adaptive nulling.

Figure 32.33 Adapted pattern for phase-only nulling when there are two symmetric interference
sources.

beam gain. Nulling symmetric interference sources is a general problem with phase-only
nulling that can only be rectified with large phase shifts.

32.6 OTHER GA ANTENNA DESIGNS

This chapter gave a brief overview of antenna optimization using a GA. Many topics
were skipped due to space constraints. Some good references for other antenna topics
include Refs. 72 and 73.

Future applications of GAs to antennas are highly dependent on antenna modeling
tools and advances in computing power. GAs are a powerful optimization tool that can
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create new designs, but computers and software models are too slow for the cost function
evaluations. There are three ways to get the GA to converge faster:

1. Use Faster GAs: Finding the best GA parameters such as population size and
mutation rate can make orders of magnitude difference in the number of function
calls needed to find an acceptable solution [24]. Adapting the parameters as the GA
progresses has shown some success. Hybrid approaches that combine the GA with
local optimizers or other global techniques can combine the advantages of different
algorithms. Human interaction with the GA and cost function might produce better
and faster results. Subjective cost functions have been used in art and music, why
not antenna design [74]?

2. Use Faster Cost Functions: Starting with fast, approximate function evaluations in
early generations and converting to slower, increasingly accurate function evalua-
tions in later generations has some promise. Efficient hybrid methods can be used
in the cost function. Eliminating variables that have little effect on the outcome
encourages the optimization algorithms to converge faster. Adaptively adjusting
the grid size can result in significant time savings for many problems.

3. Use Faster Computers: Not only are CPU time and memory important, but com-
puter architectures are also important. GAs are highly parallel in nature, so they
can be fast on multiprocessor machines.
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CHAPTER 33

Neural Networks for Antennas

CHRISTOS G. CHRISTODOULOU and AMALENDU PATNAIK

33.1 INTRODUCTION

In the last twenty years neural computing has experienced an unbelievable growth, both
in terms of novel neural network (NN) architectures that have appeared in the literature,
and new applications where neural networks have been used successfully. Most of the
neural network architectures that have been introduced in the last twenty years share the
common advantages of neural network computing: that is, model-free design, generaliza-
tion capabilities, inherent parallelism, graceful performance degradation in the presence
of noise, portability, and so on.

Neural networks, also called artificial neural networks (ANNs) are considered as
grossly simplified models of the human brain. An NN is a computational tool that learns
from experience (training), generalizes from previous examples to new ones, and abstracts
essential characteristics from input containing irrelevant data. Although ANNs can serve
to further the understanding of brain functions, engineers are interested in ANNs for
problem solving. Because of their massively parallel nature, ANNs can perform compu-
tations at high speed and because of their adaptive nature, ANNs can adapt to changes
in data and learn the characteristics of input signals.

Furthermore, due to their nonlinear nature, they can perform functional approxima-
tion and signal filtering operations, which are beyond optimal linear techniques. So any
practical problem that can be put either in nonlinear mapping formation form, function
approximation form, or data classification form can be implemented using ANNs.

The art of nonlinear black-box system modeling in engineering using neural network
structures is gradually gaining momentum. In the last two decades, ANN technology
has leaped forward and is now widely applied to a variety of practical problems such
as signal processing, speech processing, and controls systems, analysis and optimiza-
tion of microwave circuits, and intermodulation and power analysis. The distinguished
characteristics of ANNs such as learning from data, to generalizing patterns in data,
and to modeling nonlinear relationships makes them a good candidate for many antenna
engineering applications. From a user’s viewpoint, the key problem is to find a suitable
model structure, within which a good model is to be found. Fitting a model within a
given structure is then, in most cases, a lesser problem.

Modern Antenna Handbook. Edited by Constantine A. Balanis
Copyright © 2008 John Wiley & Sons, Inc.
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In this chapter we present the basics of neural networks and how they can be applied
to antenna problems.

33.2 NEURAL NETWORK CONCEPTS

We describe neural network (NN) structural issues to better understand what NNs are and
why they have the ability to represent antenna behaviors. We study NNs from an external
input–output point of view, and also from an internal neuron information processing point
of view. The most popularly used NN structure—the multilayer perceptron (MLP)—is
described in detail. The effects of structural issues on modeling accuracy are discussed.

33.2.1 Basic Components

A typical NN structure has two types of basic components, namely, the processing ele-
ments and the interconnections between them. The processing elements are called neurons
and the connections between the neurons are known as links or synapses , as shown in
Figure 33.1. Every link has a corresponding weight parameter associated with it. Each
neuron receives stimulus from other neurons connected to it, processes the information,
and produces an output. Neurons that receive stimuli from outside the network are called
input neurons , while neurons whose outputs are externally used are called output neurons
(see Figure 33.2). Neurons that receive stimuli from other neurons and whose outputs
are stimuli for other neurons in the network are known as hidden neurons . Different NN
structures can be constructed by using different types of neurons and by connecting them
differently.

33.2.2 Concept of a Neural Network Model

Let n and m represent the number of input and output neurons of an NN as shown in
Figure 33.2. Let x be an n-vector containing the external inputs to the NN, let y be an
m-vector containing the outputs from the output neurons, and let w be a vector containing
all the weight parameters representing various interconnections in the NN. The definition

Synapse

Dendrite

Axon

Figure 33.1 A simple neuron and its connection.
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Figure 33.2 MLP neural network structure. Typically, an MLP network consists of an input layer,
one or more hidden layers, and an output layer. (From Ref. 8. Reprinted with permission, copyright
© 2003 IEEE.)

of w and the manner in which y is computed from x and w determine the structure of
the NN.

Let us consider a circular microstrip antenna for an example. The dimensions and the
construction parameters of the microstrip antenna are variables and any change in the val-
ues of these parameters affects the resonant frequency of the microstrip antenna. Assume
that there is a need to develop a neural model that can represent such an input–output
relationship. Inputs and outputs of the corresponding microstrip antenna neural model
are given by

x = [εr , h, r]T (33.1)

y = [fr ]
T (33.2)

where fr is frequency, and εr , h , and r represent the dielectric constant, height of the
substrate and radius of the radiating patch, respectively. The superscript T indicates the
transpose of a vector or matrix. So we can express the original electromagnetics (EM)
based microstrip antenna modeling problem as

y = f (x) (33.3)

where f represents a detailed EM-based input–output relationship. The NN model (map-
ping problem) for the microstrip antenna is given by

y = f (x,w) (33.4)
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Several (x, y) samples called training data need to be generated either from the microstrip
antenna EM simulator or from actual measured data. The objective of training is to adjust
the NN weights w such that the neural model outputs best match the training data outputs
(i.e., mapping the input to the output data). A trained neural model can be used during
the antenna design process to provide instant answers to the task it has learned. In the
microstrip antenna case, the neural model can be used to provide fast estimation of the
resonant frequency against the antenna’s dimensions and construction parameter values.

33.2.3 Neural Network Versus Conventional Modeling

Next, the NN approach is compared with conventional approaches for a better understand-
ing. The first approach is the detailed modeling approach, that is, the electromagnetic,
full-wave based modeling, where the model is defined by a well established theory.
The detailed models are accurate but could be computationally time consuming. The
second approach is an approximate modeling approach, which uses either empirical or
equivalent-circuit-based models for antennas. These models are developed using a mix-
ture of simplified component theory, heuristic interpretation and representation, and/or
fitting of experimental data. Evaluation of approximate models is much faster than that
of the full-wave EM models. However, the models are limited in terms of accuracy and
input parameter range over which they can be accurate. The NN approach is a new
type of modeling approach where the model can be developed by learning from detailed
(accurate) data of the antenna. After training, the NN becomes a fast and accurate model
representing the original component behaviors. The following are some of the situations
where use of the NN technique is advisable:

• When closed form solutions do not exist and trial-and-error methods are the only
approaches to solving the problem at hand. By training an NN one can use it to
predict solutions to the problem.

• When the application requires real-time performance. This is an important fea-
ture because NNs can be trained off-line and then implemented in hardware and
embedded on any device.

• When faster convergence rates and smaller errors are required in the optimization
of large systems.

• When enough measured data exist to train an NN for prediction purposes, especially
when no analytical tools exist.

33.2.4 MLP Neural Network

33.2.4.1 Structure and Notation MLP is the simplest and most widely used NN
structure in electromagnetics. In the MLP neural network, the neurons are grouped into
layers. The first and last layers are called input and output layers, respectively, and the
remaining layers are called hidden layers. Typically, an MLP neural network consists of
an input layer, one or more hidden layers, and an output layer, as shown in Figure 33.2.
For example, an MLP neural network with an input layer, one hidden layer, and an output
layer is referred to as a three-layer MLP.

Suppose the total number of layers is L. The first layer is the input layer, the Lth layer
is the output layer, and layers 2 to L− 1 are hidden layers. Let the number of neurons in
the l th layer be Nl, l = 1, 2, . . ., L. Let wl

ij represent the weight of the link between the
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j th neuron of the (l − 1)th layer and the i th neuron of the l th layer. Let xi represent the
i th external input to the MLP and zl

i be the output of the i th neuron of the l th layer. There
is an additional weight parameter for each neuron (wl

i0) representing the bias for the i th
neuron of the l th layer. As such, the vector w of the MLP includes wl

ij , j = 0, 1, . . .,
Nl − 1, i = 1, 2, . . ., Nl, and l = 2, 3, . . ., L; that is w = [w2

10w
2
11w

2
12 · · ·wL

NLNL−1
]T . The

parameters in the weight vector are real numbers, which are initialized before the MLP
training. During training, they are changed (updated) iteratively in a systematic manner
[1, 2]. Once the NN training is completed, the vector w remains fixed throughout the
usage of the NN as a model.

33.2.4.2 Anatomy of Neurons In the MLP network, each neuron processes the
stimuli (inputs) received from other neurons. The process is done through a function
called the activation function in the neuron, and the processed information becomes the
output of the neuron. For example, every neuron in the l th layer receives stimuli from the
neurons of the (l − 1)th layer, that is, zl−1

1 , zl−1
2 , . . . , zl−1

Nl−1
. A typical i th neuron in the

l th layer processes this information in two steps. First, each of the inputs is multiplied by
the corresponding weight parameter and the products are added to produce a weighted
sum γ l

i :

γ l
i =

Nl−1∑
j=0

wl
ij z

l−1
j (33.5)

In order to create the effect of the bias parameter wl
i0, we assume a fictitious neuron in the

(l − 1)th layer whose output is zl−1
0 = 1. Second, the weighted sum in Eq. (33.5) is used

to activate the neuron’s activation function σ (·) to produce the final output of the neuron
zl = σ(γ l

i ). In turn, this output can become the stimulus to neurons in the (l + 1)th layer.
The most commonly used hidden neuron activation function is the sigmoid function [2]
given by

σ(γ ) = 1

(1+ e−γ )
(33.6)

Other functions that can also be used are the arc-tangent function and hyperbolic-tangent
function [2]. All these are smooth switch functions that are bounded, continuous, mono-
tonic, and continuously differentiable. Input neurons use a relay activation function and
simply relay the external stimuli to the hidden layer neuron; that is zli = xi , i = 1, 2,. . ., n .
In the case of neural networks for antenna design, where the purpose is to model contin-
uous parameters, a linear activation function can be used for output neurons. The output
neuron computation is given by

σ(γ l
i ) = γ l

i =
∑

wL
ij z

L−1
j (33.7)

33.2.4.3 Feedforward Computation Given the input vector x= [x 1 x 2 . . . xn]T

and the weight vector w, the NN feedforward computation is a process used to compute
the output vector y= [y1 y2 . . . yn]T . Feedforward computation is useful not only during
NN training, but also during the usage of the trained neural model. The external inputs
are first fed to the input neurons (i.e., first layer) and the outputs from the input neurons
are fed to the hidden neurons of the second layer. Continuing in this way, the outputs of
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the (L− 1)th layer neurons are fed to the output layer neurons (i.e., the Lth layer). During
feedforward computation, NN weights w remain fixed. The computation is given by

z1
i = xi, i = 1, 2, . . . , N1, n = N1 (33.8)

zli = σ
(∑

wl
ij z

l−1
j

)
, i = 1, 2, . . . , Nl, l = 2, 3, . . . , L (33.9)

yi = zLi , i = 1, 2, . . . , NL, m = NL
(33.10)

33.2.4.4 Important Features It may be noted that the simple formulas (33.8)–
(33.10) are now intended for used as antenna models. It is evident that these formulas
are much easier to compute than numerically solving theoretical EM equations. This is the
reason why NN models are much faster than detailed numerical models of antennas. For
the microstrip antenna modeling example described earlier, Eqs. (33.8)–(33.10) represent
the model of resonant frequency as functions of dielectric constant, height of the substrate,
and radiating patch radius. The question of why such simple formulas in the NN can
represent complicated microstrip antenna (or, in general, EM) behavior can be answered
by the universal approximation theorem.

The universal approximation theorem [3] states that there always exists a three-layer
MLP neural network that can approximate any arbitrary nonlinear continuous multidimen-
sional function to any desired accuracy. This forms a theoretical basis for employing NNs
to approximate antenna behaviors, which can be functions of dimensional/construction
parameters. MLP neural networks are distributed models; that is no single neuron can
produce the overall x-y relationship. For a given x, some neurons are switched on, some
are off, and others are in transition. It is this combination of neuron switching states
that enables the MLP to represent a given nonlinear input–output mapping. During the
training process, the MLP’s weight parameters are adjusted and, at the end of training,
they encode the component information from the corresponding x-y training data.

33.2.5 Network Size and Layers

For the NN to be an accurate model of the problem to be learned, a suitable number of
hidden neurons are required. The number of hidden neurons depends on the degree of
nonlinearity of f and dimensionality of x and y (i.e., values of n and m). Highly nonlinear
components need more neurons and smoother items need fewer neurons. However, the
universal approximation theorem does not specify the size of the MLP network. The
precise number of hidden neurons required for a given modeling task remains an open
question. Users can employ either experience or a trial-and-error process to judge the
number of hidden neurons. The appropriate number of neurons can also be determined
through adaptive processes, which add/delete neurons during training [4, 5]. The number
of layers in the MLP can reflect the degree of hierarchical information in the original
modeling problem. In general, the MLPs with one or two hidden layers [6] (i.e., three-
or four-layer MLPs) are commonly used for antenna applications.
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33.2.6 Other Neural Network Configurations

In addition to the MLP, there are other ANN structures [7] used for antennas, for example,
radial basis function (RBF) networks, ARTMAP, and self-organizing map (SOM) net-
works [2]. In order to select a neural network structure for a given application, one starts
by identifying the nature of the x-y relationship.

33.3 NEURAL NETWORK MODEL DEVELOPMENT

The NN does not represent any antenna unless we train it with antenna data. To develop
an NN model, we need to identify input and output parameters of the component in order
to generate and preprocess data, and then use this data to carry out NN training.

33.3.1 Problem Formulation and Data Processing
33.3.1.1 ANN Inputs and Outputs The first step toward developing an NN is the
identification of inputs (x) and outputs (y). The output parameters are determined based
on the purpose of the NN model. Other factors influencing the choice of outputs are (1)
ease of data generation and (2) ease of incorporation of the neural model into circuit
simulators. Neural model input parameters are those antenna parameters that affect the
output parameter values.

33.3.1.2 Data Range and Sample Distribution The next step is to define the
range of data to be used in ANN model development and the distribution of x-y samples
within that range. Suppose the range of input space (i.e., x-space) in which the neural
model would be used after training (during design) is [xmin, xmax]. Training data is
sampled slightly beyond the model utilization range, that is, [xmin −�, xmax −�], in
order to ensure reliability of the neural model at the boundaries of model utilization
range. Test data is generated in the range [xmin, xmax].

Once the range of input parameters is finalized, a sampling distribution needs to
be chosen. Commonly used sample distributions include the uniform grid distribution,
the nonuniform grid distribution, the design of experiments (DoE) methodology, the
star distribution, and random distributions. In the uniform grid distribution, each input
parameter xi is sampled at equal intervals. In the nonuniform grid distribution, each input
parameter is sampled at unequal intervals. This is useful when the problem behavior is
highly nonlinear in certain subregions of the x-space and dense sampling is needed in
such subregions. Sample distributions based on DoE and star distribution are used in
situations where training data generation is expensive.

33.3.1.3 Data Generation In this step, x-y sample pairs are generated using either
simulation data or measured data. The generated data could be used for training the NN
and testing the resulting NN model. In practice, both simulations and measurements could
suffer from errors that will affect the accuracy of the NN predictions. Considering this, we
introduce a vector d to represent the outputs from simulation/measurement corresponding
to an input x. Data generation is then defined as the use of simulation/measurement data to
obtain sample pairs (xk , dk ), k = 1, 2, . . ., P . The total number of samples P is chosen
such that the developed neural model best represents the given problem f. A general
guideline is to generate a larger number of samples for a nonlinear high-dimensional
problem and fewer samples for a relatively smooth low-dimensional problem.
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33.3.1.4 Data Organization The generated (x, d) sample pairs could be divided
into three sets, namely, training data, validation data, and test data. Let Tr, V , Te, and D
represent index sets of training data, validation data, test data, and generated (available)
data, respectively. Training data is utilized to guide the training process, that is, to update
the NN weight parameters during training. Validation data is used to monitor the quality
of the NN model during the training and to determine termination criteria for the training
process. Test data is used to independently examine the final quality of the trained neural
model in terms of accuracy and generalization capability.

Ideally, each of the data sets Tr, V , and Te should adequately represent the original
component behavior y= f(x). In practice, available data D can be split depending on its
quantity. When D is sufficiently large, it can be split into three mutually disjoint sets.
When D is limited due to expensive simulation or measurement, it can be split into just
two sets. One of the sets is used for training and validation (Tr,=V ) and the other is
used for testing (Te) or, alternatively, one of the sets, is used for training (Tr) and the
other for validation and testing (V = Te).

33.3.1.5 Data Preprocessing Contrary to binary data (0’s and 1’s), the orders of
magnitude of various input (x) and output (d) parameter values in antenna applications
can be very different from one another. As such, a systematic preprocessing of training
data called scaling is desirable for efficient NN training. At the end of this step, the
scaled data is ready to be used for training.

33.3.2 Neural Network Training
33.3.2.1 Weight Parameter Initialization In this step, we prepare the NN for
training. The NN weight parameters (w) are initialized so as to provide a good starting
point for training (optimization). The widely used strategy for MLP weight initialization
is to initialize the weights with small random values (e.g., in the range [− 0.5, 0.5].

33.3.2.2 Formulation of Training Process The most important step in the devel-
opment of an NN model is the training. The training data consists of sample pairs {(xk ,
dk ), k ∈ Tr}, where xk and dk are n- and the m-vectors representing the inputs and
desired outputs of the NN. We define the NN training error as

ETr (w) = 1

2

∑
k∈Tr

m∑
j=1

∣∣yj (xk,w)− djk
∣∣2 (33.11)

where djk is the j th element of dk and yj(xk , w) is the j th NN output for input xk .
The purpose of NN training, in basic terms, is to adjust w such that the error func-

tion ETr (w) is minimized. Since ETr (w) is a nonlinear function of the adjustable
(i.e., trainable) weight parameter w, iterative algorithms are often used to explore the
w-space efficiently. One begins with an initialized value of w and iteratively updates it.
Gradient-based iterative training techniques update w based on error information ETr (w)
and the error derivative information ∂ETr /∂w. The subsequent point in w-space denoted
as wnext is determined by a step down from the current point wnow along a direction
vector h; that is, wnext =wnow+ ηh. Here, �w= ηh is called the weight update and η

is a positive step size known as the learning rate. For example, the backpropagation
(BP) training algorithm [1, 2] updates w along the negative direction of the gradient of
training error as w = w− η(∂ETr /∂w).



33.4 OTHER NEURAL NETWORK MODELS USED FOR ANTENNA MODELING 1633

33.3.2.3 Error Derivative Computation As mentioned earlier, gradient-based
training techniques require error derivative computation, that is ∂ETr /∂w . For the MLP
neural network, these derivatives are compared using a standard approach often referred to
as error backpropagation, which is described here. We define a per-sample error function
Ek given by

Ek = 1

2

m∑
j=1

(yj (xk,w)− djk)
2 (33.12)

for the k th data sample k ∈ Tr . Let δLi represent the error between the i th NN output
and the i th output in the training data; that is,

δLi = yi(xk,w)− dik (33.13)

Starting from the output layer, this error can be backpropagated to the hidden layers as

δli =
⎛⎝Nl+1∑

j=1

δl+1
j wl+1

ji

⎞⎠ zli(1− zli), l = L− 1, L− 2, . . . , 3, 2 (33.14)

where δli represents the local error at the i th neuron in the l th layer. The derivative of
the per-sample error in Eq. (33.12) with respect to a given NN weight parameter wl

ij is
given by

∂Ek

∂wl
ij

= δli z
l−1
j , l = L,L− 1, . . . , 2 (33.15)

Finally, the derivative of the training error in Eq. (33.11) with respect to wl
ij can be

computed as
∂ET r

∂wl
ij

=
∑
k∈Tr

∂Ek

∂wl
ij

(33.16)

Using error backpropagation, (∂ETr /∂w) can be evaluated systematically for the MLP
neural network structure and can be provided to gradient-based training algorithms for
the determination of weight update �w.

A flowchart summarizing major steps in NN training and testing is shown in
Figure 33.3 [8].

33.4 OTHER NEURAL NETWORK MODELS USED FOR ANTENNA
MODELING

33.4.1 Radial Basis Function (RBF) Neural Network

The RBF network [7] is another powerful supervised trained network that can be used for
pattern classification and function approximation. It has a simpler structure (one hidden
layer). One of the special basis functions (i.e., the nonlinearities) that are commonly used
is a Gaussian kernel function. The basis functions in the hidden layer of the network
produce a significant nonzero response when the input to them falls within a relatively
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Update neural network
weight parameters using a
gradient-based algorithm

Compute derivatives of
training error w.r.t. ANN

weights using EBP
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Yes

No
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accuracy

achieved?

STOP

Training

Figure 33.3 Flowchart demonstrating NN training, neural model testing, and use of training,
validation, and test data sets in ANN modeling approach. (From Ref. 8. Reprinted with permission,
copyright © 2003 IEEE.)

small, localized region of the input space. For the RBF networks, the input patterns of the
training data are often used as the candidate of the centers of the radial basis functions,
but the strategy to choose the radius (or scale) parameter of the radial basis functions
is not clearly defined. In many cases, RBF networks will train much more quickly than
feedforward MLPs trained by backpropagation. The RBF network was used previously
with antenna arrays for direction of arrival (DoA) determination and beam steering [2].

33.4.2 Self-Organizing Map (SOM) Neural Network

There are many different types of self-organizing neural networks; however, they all
share a common characteristic. This is the ability to assess the input patterns presented
to the network, organize itself to learn on its own the similarities among the collective
set of inputs, and categorize (or cluster) them into groups of similar patterns. Therefore
these types of NNs [7] learn without a “teacher,” that is, through unsupervised learning.

In general, self-organized learning (or unsupervised learning) involves the frequent
modification of the network’s synaptic weights in response to a set of input patterns.
The weight modifications are carried out in accordance with a set of learning rules. After
repeated applications of these patterns to the network, a configuration emerges that is of
some significance. Basically, from numerous originally random local interactions within
a network, in response to the input patterns, there emerges global order. This global order
can ultimately lead to some form of congruous behavior.

The SOM NN consists of an input layer of nodes, where the inputs to the NN are
applied, and an output layer of nodes, where the categorization (grouping/clustering)
of the inputs are formed. The nodes in the output layer, most often, are organized in a
two-dimensional array. Training is performed in an unsupervised way using the Kohonen
learning algorithm [9]. The Kohonen SOM is the only unsupervised trained network found
in antenna literature. The training, in this case, can be viewed as a procedure that learns
to group input patterns in clusters in a way inherent to the data. To train the SOM NN,
continuous valued input vectors are presented in random sequence to the network. The
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mapping from the external input patterns to the network’s activity patterns is realized by
correlating the input patterns with the connection weights. After enough input patterns
have been presented, weights converging to output nodes of the SOM NN specify cluster
centers that represent the input patterns.

The adaptive training process for SOM is described in Ref. 7. In this, the weights of
a two-dimensional SOM network is updated according to

wj (t + 1) = wj (t)+ η(t)hj,i(x)(t)(x− wj (t)) (33.17)

where η(t) is the time-varying learning parameter given by η(t)= η0 exp(−t /τ 2), t = 0,
1, 2, . . .; η0 (≈ 0.1) and τ 2 (≈ 1000) are constants. hj,i(x)(t) is the neighborhood function
given by

hj,i(x)(t) = exp

( −d2
j,i

2σ 2(t)

)
, t = 0, 1, 2, . . . (33.18)

where σ is the “effective width” of the topological neighborhood given by σ (t)= σ 0

exp(-t /τ 1), t = 0, 1, 2, . . .; τ 1 = (1000/log σ 0) and σ 0 (≈ 1) is a constant. dj,i is the
lateral distance between winning neuron i and excited neuron j .

33.5 A TYPICAL EXAMPLE

In order to apply ANN techniques for a particular antenna problem, the first task is to
bring the problem to a form that is suitable for an ANN application: that is, the problem
has to be formulated into one of the categories of mapping, function approximation,
or classification. Data has to be generated to create the training environment for the
ANN. This can be done using experiments or simulation packages or with rigorous
theoretical derivations. Depending on the type of problem and looking to other factors,
like number of data patterns available, number of input/output parameters, or complexity
of the problem, a training algorithm has to be chosen. Standard training algorithms [7]
are available. The aim of the training is to get a specified set of weights that can be
used later to determine the outputs of the ANN or the system as a whole. Whether the
obtained network is a properly trained one or not can be verified using the test data set,
a data set that is usually complementary to the training data set.

Before describing the use of NNs for different types of antenna applications, here a
simple example is described, to get an idea of approaching a specific problem for NN
application. The example describes the calculation of resonant frequency for an equilateral
triangular microstrip antenna, shown in Figure 33.4, with the use of NNs [10].

Problem

Calculate the resonant frequencies for an equilateral triangular microstrip antenna
using NNs.

Why NNs for This Problem?

1. Determination of the resonant frequency of a triangular microstrip patch antenna
for the TMmn mode requires the computation of the effective side length and the
effective permittivity constant. Finding these is complicated and time consuming.
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Figure 33.4 Geometry of equilateral triangular microstrip antenna. (From Ref. 10. Reprinted with
permission from John Wiley & Sons, Inc.)

On the other hand, when the relationship between the parameters of the microstrip
antenna and the measured resonant frequency results are modeled in the NN, it
neither requires a formula nor the calculations of the effective side length and
effective permittivity constant. The NN model only requires the side length of the
patch, the permittivity of the substrate, and its thickness.

2. The theoretical resonant frequency results obtained from the trained NN are in
very good agreement with the experimental results and are far better than results
obtained using empirical formulas.

Implementation

Step 1. Generation of Data: Experimentally measured resonant frequency data avail-
able in the literature were used for training of the NN. Fifteen sets of such data
values were collected for different dimensions and modes of the antenna, out of
which 3 sets were used as a test set and the rest as a training set, because of the
limited experimental data available. It should be emphasized here that better and
more robust results can be obtained from the NN models if more input data set
values are available for training.

Step 2. Choosing the Training Algorithm and the Network Structure: A backpropa-
gation training algorithm was used in this case because this is the most widely
used training algorithm for function implementation and at the same time it is
easy to use.
The task of choosing the number of appropriate neurons in the input and output
layers is problem dependent. In this particular example the intention is to find the
resonant frequency, which is a function of the antenna parameters: side length (a),
height of the substrate (h), substrate permittivity (εr ), and the mode numbers (m
and n). Therefore five neurons in the input layer and one neuron in the output
layer are required. There is no specific rule to determine the number of neurons
in the hidden layer(s). Moreover, as mentioned earlier, theoretically it has been



33.5 A TYPICAL EXAMPLE 1637

proved that a multilayer NN with at least one hidden layer can model arbitrarily
complex nonlinear input–output relationships. In this example, after several trials,
it was found that the two-layer network achieved the task with high accuracy. So
the network configuration chosen in this case was 5× 5× 3× 1. This means that
the number of neurons was five for the first hidden layer and three for the second
hidden layer.

Step 3. Choosing the Training Parameters: After fixing the network structure, the
efficiency of training depends on many training parameters such as learning rate,
momentum, and training tolerance. The optimum values of these parameters are
problem dependent and found by trial and error or experience. This is more of an
art than science. The values of the different training parameters for this example
are given in Table 33.1.

Step 4. Testing of the Developed Network: In order to ascertain that the developed
network is properly trained, the trained NN has to be tested for validation with the
test data set. If the network is providing proper results within the desired tolerance,
then the developed network will be treated as a properly trained one. A typical set
of results from the tested NN, in this example, is given in Table 33.2.

Benefits of Using an NN for the Present Problem

1. Because the neural model developed in this example has high accuracy and
requires no complicated mathematical functions, it can be very useful for the
development of fast CAD algorithms.

2. The very good agreement between the measured values and the computed res-
onant frequency values supports the validity of the neural model even with the
limited data set. This CAD model, capable of accurately predicting the resonant
frequencies of triangular microstrip antennas, is also useful to antenna engineers.
Using this model, one can calculate accurately the resonant frequency of triangular
patch antennas, without any background knowledge of microstrip antennas.

3. It takes only a few microseconds to produce the resonant frequencies on a PC.
Even if the training time takes less than 10 minutes, after training, the calculation
time is less than 100 μs in real-time calculations. Thus the neural model is very
fast after training.

TABLE 33.1 Training Parameter Values

Parameter Value

Number of input layer neuron(s) 5
Number of output layer neuron(s) 1
Number of hidden layers 2
Number of first hidden layer neuron(s) 5
Number of second hidden layer neurons 3
Learning rate 0.3
Momentum 0.5
Number of epochs 25,000

Source: Ref. 10.
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TABLE 33.2 Comparison of Measured and Calculated Res-
onant Frequencies of the First Five Modes of an Equilateral
Triangular Microstrip Antenna

Mode fme (MHz) fmn Present Method (MHz)

TM10 1519 1526
TM11 2637 2637
TM20 2995 2995
TM21 3973 3973
TM30 4439 4439
TM10 1489 1478
TM11 2596 2596
TM20 2969 2969
TM21 3968 3968
TM30 4443 4443
TM10 1280 1280
TM11 2242 2242
TM20 2550 2550
TM21 3400 3400
TM30 3824 3829

Source: Ref. 10.
a fme, measured values [11, 12]; fmn, NN calculated values.

33.6 ANTENNA APPLICATIONS

A list of applications of NNs for antennas and arrays is given in Table 33.3, along with
the type of network structure used and the purpose of application. In this chapter, we are
not describing the applications for the arrays; rather, we are confining ourselves to the
detailed descriptions for single antennas of various types.

33.6.1 Horn Antenna Analysis and Synthesis
33.6.1.1 Necessity of NN Use In many reflector and lens antennas, corrugated cir-
cular horns constitute one of the best feed solutions due to their polarization purity and
small size. However, they require very accurate procedures for their modeling, design,
and fabrication in order to avoid a poor yield. Characterization of such antennas using
full-wave software simulators, based on mode matching and on the combined field inte-
gral equation (CFIE) techniques [38]. This is computationally time consuming, on the
order of several minutes for each frequency point. Conventional optimization techniques
rely on a very large number of such analyses, so automatic horn design is an exceedingly
demanding task even for powerful computers. In order to overcome such difficulty, an
unconventional approach, based on the use of ANNs, can be utilized [13].

33.6.1.2 Problem Formulation and Implementation The paradigm of analysis
and synthesis for the horn antenna problem is shown in Figures 33.5 and 33.6,
respectively. In the analysis problem, where an ANN is used as an alternative to the
electromagnetic simulator, the scheme of Figure 33.5 has to be followed for the ANN
learning process. The input parameters of the electromagnetic analyzer constitute the
inputs of the ANN, while the results obtained by the analyzer are the desired outputs.
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Figure 33.5 ANN learning scheme for the analysis problem. (From Ref. 13. Reprinted with
permission, copyright © 2001 IEEE.)
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Figure 33.6 ANN learning scheme for the synthesis problem. (From Ref. 13. Reprinted with
permission, copyright © 2001 IEEE.)

On the other hand, for the synthesis problem, the approach of Figure 33.6 has to be
chosen. In this case the inputs of the full-wave analysis are the desired outputs of the
ANN, while the results given by the electromagnetic simulator are the ANN inputs. Here
it is important to point out that, for the synthesis case, the ANN learning sets have to be
single valued; that is, the same output values may not correspond to more than one single
input value. If this situation occurs, the ANN learning process may not converge to a
solution. Hence a suitable selection of the learning patterns (training data) set produced
by the EM analyzer has to be determined, in order to avoid this situation. A supervised
feedforward-type ANN trained in the backpropagation mode is used in this work.

Figure 33.7 depicts the basic geometry of the horn. Half a longitudinal section is
shown. Geometrical parameters are the throat radius r , the aperture radius R, the horn
length L, and the corrugation parameters s, w, b, and t , which are the corrugation
depth, period, and the void/metal occupation in each period, respectively. Alternatively,
the quantity n = λ/w , which gives the number of corrugations per wavelength and the
metal–void ratio t/b can be used. The horn has a profiled longitudinal section according
to the law

r(z) = r + (R − r)
[ z
L
(1− A)+ A sin2

(π
2

z

L

)]
(33.19)

where r , R, and L have the aforementioned meanings, z is the coordinate along the horn
axis, and A determines the amount of profiling. A= 0 gives a standard linear horn, while
A= 1 gives a sine squared profile. In Ref. 13, a value A= 0.7 has been chosen, which
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Figure 33.7 Geometry of a profiled corrugated circular horn and reference system for radiation
patterns. (From Ref. 13. Reprinted with permission, copyright © 2001 IEEE.)

allows for shorter horns having the same aperture R and a comparable return loss � with
respect to a linear horn.

For the analysis task the geometrical parameters R, L, s, t /b, and n are considered as
ANN inputs. The outputs are the samples of the copolar and cross-polar patterns over
a suitable set of directions and the return loss �. This number of inputs is so high that
some reduction in the ANN learning set is necessary because an exhaustive search in the
input space would require an enormous amount of examples. Therefore some suitable
method has to be adopted for the determination of a particular learning set. In order
to simplify the analysis problem and speed up the learning process, several ANNs are
required rather than only one. This is always an approach that can be used when the
training of the ANN becomes difficult due to the many possible scenarios that can exist
for training. Each ANN is related to the task of mapping a subspace of the input space
to a subspace of the output space. Figure 33.8 describes this approach where a subspace
selection logic unit (SSLU) is used. Then each ANN of the selected set computes its
portion of output values.

In the work described, the radiation pattern output has been limited to the θ ∈ [0◦, 40◦]
range with a 2◦ step, which is the most significant one. The network set consists of four
ANNs for the copolar and four ANNs for the cross-polar pattern at each desired φ cut
(only the φ= 45◦ cut is taken here, the most relevant for the cross-polar component)
and one ANN for the �. So a total of 90 ANNs have been trained, with the input space
divided into ten subspaces.

Figure 33.9 shows the copolar and cross-polar patterns for a horn with R= 2.45λ,
L= 8.25λ, s = 0.27λ, t /b = 0.35, and n = 5. The analysis has been performed with the
conventional mode matching–CFIE technique and with the proposed ANN approach.

The synthesis procedure could be carried out by training an ANN to directly approxi-
mate the function mapping the electromagnetic characteristics into the geometrical param-
eters. Hence the ANN inputs are the typical design requirements for a feed: the main
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Figure 33.8 ANN setup for horn analysis with input decision logic and output subspaces. (From
Ref. 13. Reprinted with permission, copyright © 2001 IEEE.)
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Figure 33.9 Comparision between the ANN and the full-wave simulation. (From Ref. 13.
Reprinted with permission, copyright © 2001 IEEE.)

beamwidth, the maximum level of the cross-polar level X max, and the return loss �. The
former is described, instead of as the 3-dB angle, in a way characteristic of feeds for
reflector antennas, that is, the angle θET for which the radiated field level is ET dB below
the maximum (ET = edge taper). The outputs are the geometrical parameters R, L, A, s,
n , and t /b.

To reduce this number of outputs, some fixed values are assumed: A= 0.7, n = 4,
s = λ/4, and t /g = 0.2. This assures good performance and at the same time a low produc-
tion cost, since horns with a small number of relatively large corrugations are considerably
cheaper. Then � is not considered among the ANN inputs. This assumption can be taken
since profiled corrugated circular horns easily exhibit very low � levels. Furthermore, by



33.6 ANTENNA APPLICATIONS 1643

training the network with data relative to horns with good performance—that is, with a
low �—it is expected that the geometries generated by the ANN also exhibit low return
loss, and this proved to be the case.

In designing the ANN, care must be exercised when there are many groups of geomet-
rical parameters leading to the same horn performance. When this occurs, the function
f (R, L) → [θET , ET , X max] cannot be inverted. Since the ANN should invert such a
function to perform the horn design, the function needs to be made single valued by
considering only those geometries with the lowest value of R for a given θET and ET
pair.

The developed ANN has been used to design a horn with θET = 9.5◦, ET = 15 dB, and
minimum X max. The obtained feed has R= 3.92λ, L= 29.45λ, and the usual values for
the corrugation parameters. The return loss � is equal to 46.1 dB. A conventional design
has also been used for comparison, that is, a heuristic trial-and-error technique, based
on the full-wave electromagnetic analysis. The latter required many weeks of work.
Figure 33.9 shows both the full-wave analysis of the ANN designed horn (curve a)
and the heuristically designed horn (curve b) . The horn obtained by using the ANN
approach has been measured, only for the copolar pattern, and the data are also reported
in Figure 33.10.

The obtained ANN algorithms, both for analysis and synthesis, are easily embeddable
in existing CAD tools for antenna design, which will take full advantage of such an
accurate method with low memory and CPU time requirements. This ANN approach for
the horn analysis can be inserted into a standard optimization procedure. Alternatively,
the ANN designed horn can be used as a starting point for a full-wave simulator-based
optimization.

33.6.1.3 Points to Note from this Application It is not always feasible to develop
a single trained network for the entire range of problem input/output space. In that case,
the input space can be split into a number of subspaces and individual trained NNs can
be developed for each subspace. Here provisions should be made to select the required
subspace depending on the input data range.
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Figure 33.10 Full-wave analysis for a horn synthesized via the ANN approach: (a) measured
pattern and (b) prototype built accordingly to the ANN design. (From Ref. 13. Reprinted with
permission, copyright © 2001 IEEE.)
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33.6.2 Aperture Antenna Shape Prediction

33.6.2.1 Necessity of NN Use With the advances in aperture antenna fabrication,
the design of nonuniform, semiparaboloidal shaped apertures has emerged. This class of
antennas can produce any desired far-field pattern. Calculating the antenna far-field beam
pattern as a function of aperture shape is relatively straightforward. The inverse problem,
where one calculates the shape necessary to obtain a particular ground pattern, is not
as simple. The existing techniques require trial-and-error approaches that are always
timeconsuming. Washington [14] has shown that a feedforward NN can be used to
establish a methodology in designing this class of antennas, once a “desired” pattern
is defined. Once the NN is trained, for a given desired pattern, it can predict the aperture
shape that generates this radiation pattern in real time.

33.6.2.2 Problem Formulation and Implementation The paradigm of appli-
cation of NN for aperture antenna shape prediction is shown in Figure 33.11. In this
particular application, a multilayer perceptron NN trained in the backpropagation mode
was used to perform a nonlinear mapping between the far-field radiation pattern (NN
input) of reflector antenna and the numerical contribution of each mode of the reflector
(NN output), calculated using a mechanical engineering problem, considering a cylindri-
cal reflector surface made of two flexible shells connected at the center. The numerical
contribution of each mode in turn can be used to calculate the displacement of the
reflector.

A three-layer NN with 41 inputs (that means the pattern was sampled at 41 points),
30 hidden layer-1 neurons, 30 hidden layer-2 neurons, and two outputs (for the first two
reflector modes) was utilized. The first two reflector modes can adequately describe beam
steering and shaping, so two output neurons were taken. If more modes were taken into
account, it would be possible to reconstruct the surface more accurately from a linear
combination of modes.

Output: Numerical
contribution of each mode of

the reflector 

Input: Sample points of the
radiation pattern by 0.5°

increment spanned over 20°

Post-processing

Position and amount of
the displacement of the 

reflector

Pre-processing Stage 

Custom-defined
radiation pattern 

Figure 33.11 Paradigm of NN application for aperture antenna shape prediction.
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A typical beam pattern used as the input to the trained NN and the predicted and
actual shape are shown in Figure 33.12. The result reveals that NNs can be utilized to
accurately determine reflector shapes given the associated far-field power pattern. Since
the mathematical function represented by the NN is just an input–output mapping, it can
easily be employed in real time. Although the training time is large, the final input–output
mapping takes seconds to run and can be used to predict the shapes of many different
antennas. Once the network is designed, it can be used over and over again, thereby
saving the designer time.

33.6.2.3 Points to Note from This Application It has been theoretically proved
that a multilayer NN with at least one hidden layer can model arbitrarily complex non-
linear input–output relationships. Even then, if the problem at hand is very complex, a
larger number of hidden layers with the required number of neurons can be taken, in
order to ease the task.

Additionally, in some cases, raw data is not suitable to apply directly to the NN. In
that case some preprocessing technique has to be applied in order to make the data fit for
training and testing and also reduce the number of neurons at the input or output layers.
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33.6.3 Microstrip Antenna Analysis and Design

33.6.3.1 Necessity of NN Use Although the structure of the microstrip antenna
looks somewhat simple, its analysis is very involved. The full-wave analysis methods
used for microstrip antennas are computationally complex and hence take an appreciable
amount of time to find a single analysis parameter, whereas hundreds of simulations
are required for getting an optimized result. Methods based on empirical formulas are
efficient from the computation time point of view but vary in terms of their applicability
range. On the other hand, the neurocomputational models are fast and at the same time
robust from an accuracy point of view. So the models are suitable for CAD applications.

33.6.3.2 Problem Formulation and Implementation A lot of applications of
NNs for microstrip antennas can be found in the literature, both for analysis and design
[15–25]. On the analysis side, it includes the calculation of resonant frequency of
electrically thin and thick rectangular and circular microstrip antennas [16, 18–20], band-
width calculation of rectangular microstrip antennas [17], and input resistance of circular
microstrip antennas [23]. The example described in the previous section—calculating
the resonant frequency of equilateral triangular microstrip antenna [10]—is one such
application.

In all these applications, the job of the network is to act as a simple novel alternative
for the computationally involved procedure to find the analysis parameter. The data
generation in these works is either from simulations based on full-wave analysis or
from some experiment, and the trained network was developed to map the different
design parameters of the antenna with the output analysis parameter. These applications
are individual networks for individual parameters. However, in Ref. 22 a generalized
network has been developed, in which a single NN can be used to calculate the resonant
frequencies of rectangular, circular, and triangular microstrip antennas.

On the design side, NNs were used to find the patch size of some regular shape
microstrip antennas for a specific operating frequency [24, 25]. The paradigm of appli-
cation for design of a square patch antenna is shown in Figure 33.13. In the design of

Model

ANN

S

er h

fr

e

+

_
l̂

l

Figure 33.13 Calculation paradigm of design of square patch antenna.
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square patch antennas, the resonant frequency in the dominant mode is given, εr and h
are supplied, and l is calculated.

Here, the Wolf–Knoppik formula [25, 39] is used to find the resonant frequency of the
square patch antenna for different input parameters (εr , h , and l ) in specified ranges. The
generated data were then arranged in two matrices. A three-column matrix containing
the values of εr , h , and fr is used as the input training data for the network. The other
one-column matrix containing the corresponding values of l is used as the output training
data for the network.

A distinct advantage of neurocomputing is that, after proper training, an NN com-
pletely bypasses the repeated use of complex iterative processes for new cases presented
to it. The developed model in the present example produces the length of the side of
a square patch almost instantaneously for the other three specified parameters of the
square patch antenna. Moreover, this single network structure can predict the results for
a frequency range up to 15 GHz provided the values of εr and h are in the domain of
training values.

The same procedure can be applied for designing any regular shape microstrip
antenna [24].

33.6.3.3 Points to Note from this Application The accuracy of a trained network
depends on the accuracy of the data used for its training. Since obtaining data can be
expensive, care must be taken while generating the training data set. If experimental
facilities are available, additional data can be used.

33.6.4 Reconfigurable Antenna Analysis and Design

33.6.4.1 Necessity of NN Use In response to the ever-increasing needs of antenna
bandwidth, a considerable amount of effort is currently underway to develop multiband
antennas. Mostly planar designs are preferred for these structures due to their added
advantage of small size, low manufacturing cost, and conformability. The multiband
property can be achieved by making the structure reconfigurable, in which the different
radiating elements of an array are connected together using switches to form groups of
elements that resonate at different frequency bands [40–45]. Reconfigurable multiband
antennas are attractive for many military and commercial applications where it is desir-
able to have a single antenna that can be dynamically reconfigured to transmit and/or
receive on multiple frequency bands. Such antennas find applications in space-based
radar, unmanned aerial vehicles, communication satellites, electronic intelligence aircraft,
and many other communications and sensing applications. The technology of design and
fabrication of microelectromechanical systems (MEMSs) for RF circuits has had a major
positive impact on reconfigurable antennas [46–48].

For frequency reconfigurable antennas, the challenging tasks are (1) finding an ana-
lytical procedure to locate the frequency bands of operation (analysis problem) and
(2) determining how to connect the radiating elements together such that the resulting
module will have desired frequency bands (design problem), or in other words, deter-
mining which switches to turn ON so that a specific set of elements will be active to
make the structure operate in the desired frequency bands.

Due to the multiscale nature of reconfigurable antennas, a single analytical method
cannot characterize the whole structure. On the other hand, the use of different analytical
methods for a single structure makes it a computationally intensive task, leading to the use
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of heavy computational resources. So there is a need to search for an analysis procedure
for reconfigurable antennas that can characterize the antenna accurately.

Neural network application for the analysis and design of a multiband reconfigurable
microstrip antenna has been studied by Patnaik et al. [26]. Two different neural architec-
tures have been used for analysis and design of a reconfigurable antenna. In the analysis
phase, NNs are used to locate the operational frequency bands for different combination
of switches. This is treated as a mapping formation problem and is accomplished by
an MLP trained in the backpropagation mode. In the design phase, the job of the NN
is to determine the switches that are to be ON for the structure to resonate at specific
bands. This task is handled as a classification type of problem and is accomplished by a
self-organizing map (SOM) neural network.

33.6.4.2 Problem Formulation and Implementation The proposed neurocom-
putational technique was investigated for a laboratory prototype antenna. The structure
under investigation is shown in Figure 33.14.

The antenna was fabricated on a Duroid substrate (εr = 2.2) with no radiating element
touching the adjacent elements. In the absence of actual MEMS switches, their electro-
magnetic performance was considered ideal and their placement was accomplished by
small physical connections of the antenna’s adjacent conducting parts.

Neurocomputational Technique for Analysis Through different combinations of
switches, it has been observed that the bands at which the antenna resonates depend on the
switch positions that are in the “ON” state. In order to implement this nonlinear mapping
function between the ON switch positions and the resonance pattern of the reconfigurable
antenna, we have used an MLP neural network trained in the backpropagation mode.

The parameters to be mapped, for which data generation is required, are the recon-
figurable antenna structure and the corresponding frequency response. Experimentally
measured S11 plots were sampled for various combination of structures. Depending on
the ON and OFF switch positions in the reconfigurable structure, bit strings of 1’s and
0’s were formed to make the input data set and the corresponding sampled values of
the S11 plot form the output data set. The trained network was then tested for the fre-
quency response of the reconfigurable structure for different combinations of switches.
The response of some of the typical combinations is shown in Figure 33.15. The responses
are also compared with the measured values. The developed network can be used to find
the operational frequency bands of the multiband antenna. The advantage of using NNs

h = 
1.588 mm.

24.5 cm.

13.7 cm.
1

2

4 5 6

3

Figure 33.14 Multiband antenna under investigation.
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is that it avoids the computational complexity involved in the numerical modeling of the
antenna. Furthermore, the response time is very fast for NNs.

Neurocomputational Technique for Design The purpose in the design process is
to correlate any frequency response, within the operational range of the antenna, with
a reconfigurable structure as close as possible. The design procedure was approached
as a clustering problem and used a SOM neural network [9] for classification of the
frequency response plots. The task of the SOM is to map a continuous input space of
activation patterns onto a discrete output space of neurons by a process of competition
among the neurons in the network. Based on the shape of the frequency response plots,
the SOM NN classifies the responses into different clusters (Figure 33.16). Each cluster
has some similarity among the frequency responses in the operational range and their
depths. The clusters so formed are then related with their corresponding antenna structure
(Figure 33.17) Therefore, for each cluster, a set of typical reconfigurable structures was
formed. Given a frequency response plot, the corresponding approximate reconfigurable
structure can be traced out from these sets of typical structures, depending on to which
cluster the frequency response is adapting, as determined by the SOM. The paradigm of
the neurocomputational design process is shown in Figure 33.18.

The developed SOM network can be used for design purposes. The steps of approach-
ing the design process are as follows:

Step 1. Give the network the desired frequency response (input).

Step 2. The SOM NN matches the frequency response to the closest cluster.
Step 3. The antenna configuration can be chosen from the set of structures corre-

sponding to that cluster, starting with a simple structure with minimum number of
switches.

Step 4. Depending on the requirement, more elements can be excited over the original
structure.

33.6.4.3 Points to Note from This Application Numerical data is required for
training NNs. So some suitable method has to be adopted to obtain numerical data for
the problem, if initially it is not expressed explicitly in numerical form. Also, depending
on the nature of the problem, whether classification or regression type, a corresponding
suitable neural architecture has to be chosen.

33.7 SOME ISSUES OF USING NEURAL NETWORKS FOR ANTENNA
PROBLEMS

1. For using NNs, the identified problem in hand first has to be checked for its
suitability for NN implementation. That means, for simple linear functions or for
problems that can be implemented through a direct closed form formula, it is
advisable not to resort to NN techniques.

2. After specifying the problem, either it can be implemented in total using NN or
the whole problem can be divided into parts and NNs can be used to implement
a part. By implementing the problem in its totality, the NN acts as a black-box
(Figure 33.19) and does not disclose the physics behind it to the end user. On the
other hand, part implementation with an NN preserves the background phenomena
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Figure 33.16 Clusters of the frequency responses of the reconfigurable structures as made by the
SOM network. (From Ref. 26. Reprinted with permission, copyright © 2005 IEEE.)
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Figure 33.17 Reconfigurable structures corresponding to clusters 1–4 as shown in (a)–(d),
respectively. The inset picture shows the formation of paths for a typical configuration. Struc-
tures corresponding to these or their variants can be used to get the desired frequency response of
the reconfigurable antenna. (From Ref. 26. Reprinted with permission, copyright © 2005 IEEE.)
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of the problem to some extent. The knowledge-based NN also preserves the
background physics of the problem as well. In some cases the existing prior
knowledge is used to train the network [28].

3. The accuracy of a properly trained network depends on the accuracy of the data
used to train the network. Therefore care should be taken while generating train-
ing data, whether it is simulated or experimentally generated data. Sometimes
preprocessing of input and output data reduces the training time of the network
to a large extent. Effective data representation is another step in this direction.

4. With the increase in network size, the number of training patterns required
for proper generalization also increases. Because the generation of data in
RF/microwave problems is very expensive, it is desirable to develop the network
with the minimum number of neurons in the hidden layer(s) (the number of input
and output layer neurons are problem dependent and fixed), at the same time
avoiding overtraining and undertraining. For this, generated data may be divided
into training and test sets for observing the error behavior with the progress
of training. As a rule of thumb, the minimum number of hidden layer neurons
required to avoid overtraining and to obtain good accuracy for testing data is√

[Number of input layer neurons)× (Number of output layer neurons)].

33.8 DISADVANTAGES OF USING NEURAL NETWORKS

The conventional approach to ANN-based design described previously, which is also
known as the “black-box” approach, has the following three main disadvantages:

1. Time required to generate sufficient training, validation, and testing samples.

2. Unreliability of the optimal solution when it lies outside the training region (due
to the poor extrapolation performance of ANNs).

3. “Curse of dimensionality,” which refers to the fact that the number of learning
samples needed to approximate a function grows exponentially with the ratio
between the dimensionality and its degree of smoothness.

The conventional neural optimization approach is indeed very suitable when the
device’s physics is not fully understood (i.e., when there is no empirical model available
for the device), but the device’s outputs for specified inputs are available either from
measurement or from accurate simulations. On the other hand, an important advantage
of the conventional neural optimization approach is its adequacy for full automation.

33.9 NEW TRENDS

ANNs have also been employed in improving the efficiency of computational methods
used in the design of complex antenna structures. Since NNs can be implemented on
high performance computers or fast hardware such as ASICS or FPGAS, they can yield
more computationally efficient electromagnetic modeling tools. ANNs have been used
in conjunction with finite-element methods (FEMs) [49–54] to solve several problems
in electromagnetics and wave propagation. ANNs have also been used very successfully
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with the finite-difference time-domain method [55–57] to solve EM scattering and EMC
problems. Finally, ANNs have also been used in conjunction with the method of moments
[58, 59] to solve for the radiation patterns of arbitrarily shaped microstrip antennas.

33.10 SUMMARY

Neural networks are a computing paradigm that involves several, simple processing
elements that can communicate with each other, originally developed to mimic the action
of neurons in the human brain. These connections form a massively parallel network used
to perform tasks that would otherwise be very difficult. Each connection is assigned a
numerical weight that is modified through training to meet the particular task, such as
finding the resonant frequency of the antenna or the size of the antenna that will yield
a specific resonance or radiation pattern. Given certain information about the antenna
through either simulation or measured data, the neural network can be used to design the
antenna for a desired outcome.

Once the network is trained off-line, it can then “generalize” other cases in real
time. That means, given a certain desired antenna radiation pattern, resonance, or input
impedance, for example, the neural network can determine the appropriate type of aper-
ture or size of antenna. In array antennas, one can give a certain radiation pattern and the
neural network can define the number of elements and their complex excitation required
to yield such radiation pattern.

Several antenna examples that can be designed using neural networks have been
presented and discussed.
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