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Preface to the Second Edition

Second generation (2G) digital cellular mobile radio systems have taken
root in many countries, untethering the telephone and enabling people to
conduct conversations away from the home or office and while on the move.
The systems are spectrally efficient with the frequency bands assigned by
the regulatory bodies being reused repeatedly over countries and even con-
tinents. At the time of writing the standardisation of three third generation
(3G) systems is also well under way in Europe, the United States and in
Japan. This book aims to portray the evolutionary avenue bridging the
second and third generation systems.

The fixed networks have also become digital, enabling the introduction
of the integrated digital service network (ISDN). No longer are communica-
tions to be restricted to voice. Instead a range of services, such as fax, video
conferencing and computer data transfer is becoming increasingly available.
The second generation digital cellular networks have complex radio links,
connecting the mobile users to their base stations. Mobile voice and data
communications are supported by elaborate network protocols that support
registration and location of mobile users, handovers between base stations
as the mobiles roam, call initiation and call clear-down, and so forth. In ad-
dition there are management, maintenance, and numerous other functions
unseen by the user that combine to facilitate high quality mobile commu-
nications. Some of these network issues are considered in the context of
the Global System of Mobile (GSM) communications in Chapter 8 and in
Wireless Asynchronous Transfer Mode (WATM) systems in Chapter 11,
but this book principally addresses the so-called physical layer aspects of
mobile communications.

Chapter 1 is a bottom-up approach to cellular radio. Commencing with
the propagation environment of a single mobile communicating with a base
station, Chapter 1 progresses via multiple access methods, first generation
and second generation mobile systems, to cordless telecommunications and
concludes with a discussion on the teletraffic aspects of mobile radio sys-
tems. The chapter is designed to equip the reader with a range of concepts
that will prepare her or him for the more focused in-depth chapters which
follow.

Chapter 2 considers mobile radio propagation in a quantitative manner,
establishing the background material that is the backbone of mobile radio
communications. A prerequisite to digital telephony is the selection of an
appropriate speech encoder, converting the analogue speech signal into a

xix
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digital format. Chapter 3 provides an in-depth discourse on analysis-by-
synthesis codecs.

Having encoded the speech signal, forward error correction coding is
applied together with interleaving of the coded speech bits, in order to
combat the channel error bursts that occur due to the fading inflicted by
the mobile radio channel. Chapter 4 addresses these issues. The interleaved
data are transmitted via a suitable modulator over a mobile radio channel
to a distant receiver which recovers the data. There are many different
methods of modulation but we opted for describing those, which are par-
ticularly appropriate for mobile communications. In Chapter 5 we consider
quaternary frequency shift keying (QFSK), which was a contending modem
for the pan-European cellular network. Chapter 6 deals with a more com-
plex family of modulation schemes, which are known as generalised phase
modulation arrangements. In this chapter we consider Viterbi equalisation
of wideband dispersive mobile radio channels.

Frequency hopping is an important technique in mobile radio commu-
nications, whereby a user’s channel hops from one frequency carrier to
another in order to avoid being in a deep fade for long periods of time.
Chapter 7 is devoted to slow frequency hopping cellular systems, and an
estimation of their spectral efficiency is presented. This is followed by a
description of the pan-European mobile radio system in Chapter 8, which
is now known as the Global System of Mobile communications, or GSM.
This chapter guides the reader through the complexities of this mobile radio
network, providing an overall system study and amalgamating the system
components introduced in the preceding chapters.

Since the standardisation of the second generation systems, such as
GSM, a decade has elapsed and the wireless community has been working
towards the third generation of mobile systems. There have also been im-
portant evolutionary developments on the 2G scene, such as the definition
of the half-rate Japanese Personal Digital Cellular (PDC) system’s speech
codec and that of the GSM half-rate speech-coding standard, the introduc-
tion of a new breed of enhanced full-rate speech codecs and the spread of
advanced data, fax and email services. Further important developments
have taken place in the area of high-speed wireless local area networks.
Motivated by these trends and a range of other new developments in the
field, this second edition incorporates three new chapters.

Chapter 9 presents a range of multimedia system components, which
have the potential to provide attractive enhanced services in the context of
both the existing 2G and the forthcoming 3G systems. Specifically, various
video codecs and handwriting codecs are described, in order to support
wireless video telephony and electronic 'white-board’ services. Chapter 9
also provides an overview of the recent activities in the field of multi-level
modulation schemes, which can be advantageously invoked in so-called in-
telligent multi-mode transceivers that are capable of re-configuring them-
selves on a burst-by-burst basis, supporting more robust transmissions in
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hostile propagation environments while transmitting an increased number
of bits per symbol in benign propagation scenarios.

Chapter 10 provides an overview of the recently proposed 3G wide-
band Code Division Multiple Access (W-CDMA) standards. The systems
considered are the so-called ’Intelligent Mobile Telecommunications in the
year 2000’ (IMT-2000), the "Universal Mobile Telecommunications System’
(UMTS) scheme and the pan-American cdma2000 arrangement. Despite
the call for a common global standard, there are some differences in the pro-
posed technologies, notably the chip rates and inter-cell operation. These
differences are partly due to the 2G infrastructure already in use all over
the world, specifically the GSM and the IS-95 systems; an issue elaborated
in Chapter 10.

Our final chapter is rather different from the others in that it is con-
cerned with network issues related to wireless asynchronous transfer mode
(WATM) networks. With the aid of a WATM simulator numerous sce-
narios for the transport of multimedia traffic over cellular networks are
addressed. The results verify the effectiveness of the WATM concept, suc-
cessfully mixing real-time, non-real-time, constant bit rate, and variable bit
rate services. A number of network control enhancements have been sug-
gested. The simulations confirm that the medium access control protocols,
data link control protocols, and network management schemes must be dy-
namic and intelligent, and should take into account the instantaneous traffic
loading on each BS and in the surrounding network. Intelligent handover
and call admission schemes can provide vast improvements in the Quality
of Service (QoS). The rapid re-assignment of capacity over a wide area
would be beneficial. It must be emphasised that, given current bandwidth
availabilities, satisfying the QoS expected in the fixed ATM network is eco-
nomically impractical in wireless networks. Therefore, acceptable mobile
service grades should be defined, or the available radio spectrum increased.

To our original text dealing with many of the fundamentals of the phys-
ical aspects of mobile communications, we have added new chapters dealing
with the exciting subjects of multimedia mobile communications, the pro-
posed 3G CDMA systems, and WATM. It is our hope that you will find this
second edition comprehensive, technically challenging, valuable and above
all, enjoyable.

Raymond Steele
Lajos Hanzo
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Chapter

Introduction to Digital
Cellular Radio

R.Steele!

1.1 The Background to Digital Cellular Mo-
bile Radio

Following the pioneering work of Hertz, the experiments of Marconi at the
end of the 19th century demonstrated the feasibility that radio commu-
nications could take place between transceivers that were mobile and far
apart. Henceforth telegraphic and voice communications were not inher-
ently limited to users’ equipment tethered by wires. Instead, a freedom
to roam and yet still communicate was possible. However, only relatively
few individuals were to enjoy this type of communication during the next
several decades.

Morse-coded on-off keying was mainly used for mobile radio communi-
cations until the 1920s. It was not until 1928 that the first land mobile
radio system for broadcasting messages to police vehicles was deployed. In
1933 a two-way mobile radio voice system was introduced by the Bayonne
New Jersey Police Department. The early mobile radio transceivers were by
today’s standards very simple, noisy, bulky and heavy. They used power-
hungry valves, operated in the lower frequency part of the VHF band, and
had a range of some ten miles. Reference [1] has interesting photographs
of mobile radio equipment in 1936.

The military embraced mobile communications in order to effectively

L University of Southampton and Multiple Access Communications Ltd
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2 CHAPTER 1. INTRODUCTION TO DIGITAL CELLULAR RADIO

deploy their forces in battle. Vital mobile services, such as those of the po-
lice, ambulance, fire, marine, aviation and so forth, also introduced mobile
communications to facilitate their operations. Early mobile radio com-
munications were of poor quality. This was due to the radio propagation
characteristics that resulted in the received signal being composed of many
versions of the transmitted signal, each with different time delays, ampli-
tudes and phases. The vector sum of these signals gave a received enve-
lope with temporal and spatial variations. As the mobile station travelled,
the received signal level often experienced large and rapid variations that
caused considerable speech degradation. Of course these propagation char-
acteristics exist today, but they had to be combatted then by a technology
that was in a primitive evolutionary state. Whereas today’s semiconductor
technology can use millions of transistors to compensate for the propaga-
tion effects, early transceivers usually had less than ten valves.

The bandwidth that could be utilised by existing technology has al-
ways been a scarce commodity in radio communications. The long and
medium wave bands were used for broadcasters, while the low frequency
(LF) and high frequency (HF) bands were soon occupied with world wide
communication services. The technology was inappropriate for good qual-
ity mobile communications in the VHF and UHF bands. The concept of
frequency reuse was appreciated, but not its application to high user den-
sity mobile communications. Thus, for many years the quality of mobile
communications was significantly worse than for wire communications as
the technology was inadequate, and the operators were unable to utilise
bandwidth in the higher frequency bands.

While fixed commercial analogue telephone networks were evolving into
digital networks (thanks to the invention of low power, miniscule size, mi-
croelectronic devices) the mobile radio scene was also slowly altering. Pri-
vate land mobile (PLM) radio systems came into use, catering for special
groups, rather than individual members of the general public. Although
Bell Laboratories conceived cellular radio in 1947, their parent company
did not start to deploy a cellular network until 1979. The long gestation
period was due to the waiting for necessary developments in technology. It
was not until the arrival of custom designed integrated circuits, micropro-
cessors, frequency synthesisers, high capacity fast switches, and so forth,
that a cellular radio network could be realised. The 1980s witnessed the
introduction of a number of analogue cellular radio systems, often known
as public land mobile radio (PLMR) networks. Operating in the UHF
band they represented a step-change in the complexity of civil communica-
tion systems. They enabled mobile users to have telephone conversations
while on the move with any other users who were connected to the public
switched telephone networks (PSTNs) or the integrated service digital net-
works (ISDNs). In the 1990s we witnessed another leap forward in mobile
communications with the deployment of digital cellular networks and dig-
ital cordless telecommunication systems. These second-generation mobile
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radio systems provided a range of services in addition to telephony, such
as data and short-message, as well as email services. Early in the new
milleneum the third-generation networks will be launched, which are based
on the so-called code division multiple access (CDMA) principle, deliver-
ing a whole host of further attractive services, including high-speed data
transmission at rates up to 2 Mbit/s and also videotelephony.

This book is concerned with the principles and techniques of digital
mobile radio transmissions, and only marginally with mobile radio network
issues. This opening chapter gives an overview of digital mobile radio in a
qualitative way, leaving subsequent chapters to treat the subject in greater
depth. Rather than a top-down approach, we tackle the subject from the
bottom upwards. This means we commence our discourse by considering
the propagation phenomena that are responsible for much of the complex-
ity that occurs in mobile radio communication systems. Armed with some
understanding of this topic we describe in Section 1.3 how multiple users
may be accommodated. Once we have introduced the principles of multiple
access, we discuss in Section 1.4 the first-generation mobile radio systems
which employ analogue modulation. The principles of digital cellular mo-
bile radio transmissions are introduced in Section 1.5, paving the way for
an overview of the second-generation cellular mobile radio systems in Sec-
tion 1.6. Section 1.7 considers cordless communications, while Section 1.8
provides useful teletraffic equations.

1.2 Mobile Radio Propagation

Mobile radio communications in cellular radio take place between a fixed
base station (BS) and a number of roaming mobile stations (MSs) [2—4].
The geographical area in which these communications occur is called a cell,
and we may consider that the cell boundary marks the maximum distance
that a MS can roam from the BS before the quality of communications
becomes unacceptably poor. The cells in mobile radio communications
vary substantially in size and shape. Traditionally their size is large, up
to 30 km radius, when there is rarely a line-of-slight (LOS) between the
BS and its MSs. More recently small cells of some 1 km radius have been
used where LOS is more probable. Cells, known as micro-cells, have been
proposed [5-7] whose size may be only 100 m along the side of a city block.
In microc-ells LOS is often a feature. The presence of LOS has a profound
effect on radio propagation, and this means that the characteristics of radio
propagation are highly dependent on the cell size and shape.

In Section 1.4 we will describe how the cells are organised in clusters
that use the entire spectrum assigned by the regulatory bodies, how these
clusters are replicated and tessellated using the same radio frequency band
to give coverage over an entire country, and how the base stations in the
cells communicate with their mobiles and with other users via the PSTN [8].
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However, for the present we will describe issues that relate to radio propa-
gation of signals between a base station (BS) and a mobile station (MS).

Mobile radio propagation [2-4,9] is considered indepth in Chapter 2.
However, it is essential to introduce here some rudimentary notions on
propagation in order to proceed to the wider system issues. As the distance
between a BS and a MS increases the received mean signal level tends to
decrease. The way this occurs is examined in Section 1.2.5. Over relatively
short distances the received mean signal is essentially constant, but the
received signal level can vary rapidly by amounts typically up to 40 dB.
These rapid variations are known as fast fading and we deal with this
phenomenon in this section and in Sections 1.2.2 to 1.2.4.

Let us consider a BS transmitting an unmodulated carrier which per-
vades the coverage area in which a MS is travelling. The MS does not re-
ceive one version of the transmitted carrier, but a number which have been
reflected and diffracted by buildings and other urban paraphernalia. Indeed
in most environments, each version of the transmitted signal received by
the MS is subjected to a specific time delay, amplitude, phase and Doppler
shift depending on its path from the BS to the MS. As a consequence the
constant amplitude carrier signal transmitted may be substantially different
from the signal the MS receives. When the signals from the various paths
sum constructively at the MS antenna, the received signal level is enhanced.
A serious condition occurs when the multipath signals, i.e., the transmitted
signal arriving via many paths, vectorially sum to a small value. When this
occurs the received signal is said to be in a fade, and the phenomenon is
called multipath fading. As the MS travels it passes through an electro-
magnetic field that results in the received signal level experiencing fades
approximately every half wavelength along its route. When a very deep
fade occurs the received signal is essentially zero, and the receiver output
is dependent on the channel noise, i.e., the channel signal-to-noise ratio
(SNR) can be negative.

The above discussion relates to the transmission of an unmodulated
carrier, an event that does not occur in practice. We are concerned here
with digital mobile communications, where the propagation phenomena are
highly dependent on the ratio of the symbol duration to the delay spread of
the time variant radio channel. The delay spread may be considered as the
length of the received pulse when an impulse is transmitted. We can see
that if we transmit data at a slow rate the data can easily be resolved at
the receiver. This is because the extension of a data pulse due to the multi-
paths is completed before the next impulse is transmitted. However, if we
increase the transmitted data rate a point will be reached where each data
symbol significantly spreads into adjacent symbols, a phenomenon known
as intersymbol interference (ISI). Without the use of channel equalisers to
remove the ISI the bit error rate (BER) may become unacceptably high.

Suppose that we continue to transmit at the high data rate which caused
ISI, but move the MS closer to the BS while decreasing the radiated power
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to allow for the smaller BS to MS separation distance. If this distance
is sufficiently small the delay spread will have decreased as delays of the
multipaths components are, in general, smaller. The ISI will cease to be
significant, removing the need for channel equalisation. The communica-
tions are still subjected to fading, but these fades may be very deep. The
fading is said to be flat as it occurs uniformly across the frequency band of
the channel. This is not so when ISI occurs as frequency selective fading
is exhibited, i.e., some frequencies fade relative to others over the channel
bandwidth.

The consequence is that cellular radio networks using large cells, where
the excess delay spread may exceed 10 us, need equalisers when the bit rate
is relatively low, say 64kb/s, while cordless communications in buildings
where the excess delay spread is often significantly below a microsecond
may exhibit flat fading when the bit rate exceeds a megabit/sec (Mb/s).
Small cells are not just smaller, they have different propagation features [7].
Very small cells, sometimes referred to as picocells may support many Mb/s
without equalisation because the delay spread is only tens of nanoseconds.

1.2.1 Gaussian Channel

The simplest type of channel is the Gaussian channel. It is often referred
to as the additive white Gaussian noise (AWGN) channel. Basically it is
the noise generated in the receiver when the transmission path is ideal.
The noise is assumed to have a constant power spectral density over the
channel bandwidth, and a Gaussian amplitude probability density function
(PDF). This type of channel might be considered to be unrealisable in
digital mobile radio, but this is not so. In micro-cells it is possible to have
a LOS with essentially no multipath, giving a Gaussian channel. Even
when there is multipath fading, but the mobile is stationary and there are
no other moving objects, such as vehicles, in its vicinity, the mobile channel
may be thought of as Gaussian with the effects of fading represented by a
local path loss.

The Gaussian channel is also important for providing an upper bound
on system performance. For a given modulation scheme we may calculate,
or measure in a laboratory, the BER performance in the presence of a
Gaussian channel. When multipath fading occurs the BER will increase
for a given channel SNR. By using techniques to combat multipath fading,
such as diversity, equalisation, channel coding, data interleaving, and so
forth, techniques to be described throughout the book, we can observe how
close the BER approaches that for the Gaussian channel.

1.2.2 Rayleigh Fading Channel

If each multipath component in the received signal is independent then the
PDF of its envelope is Rayleigh. A typical received signal’s fading envelope
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Figure 1.2: Rayleigh PDF.

and phase as a function of time is shown in Figure 1.1. The Rayleigh PDF
of the envelope is presented in Figure 1.2. The probability of experiencing
a deep fade below, say, 3o, is the area in the tail of the PDF between
30 and infinity, where ¢ is the rms value of the received signal envelope
r(t). Notice that the Rayleigh PDF applies to positive values, namely the
magnitude of the received signal envelope, and that o and the mean of the
distribution are similar.

The impulse response of the flat Rayleigh fading mobile radio chan-
nel consists of a single delta function whose weight has a Rayleigh PDF.
This occurs because all the multipath components manifest themselves in
a bunch with negligible delay spread between them, and when modelled as
a single delta function they combine to have a Rayleigh PDF. Thus as the
MS travels the received signal fades in a manner similar to that shown in
Figure 1.1, while the weight of the delta function in the impulse response
also changes according to a Rayleigh PDF. When the MS experiences a
deep fade the weight of the delta function is small, and vice versa when the
received signal is enhanced.

Notice that the Gaussian channel may be represented by an impulse
response having a constant weight delta function, i.e., an ideal channel, to
which is added an AWGN source.

Representation of mobile radio channels is required for both mathemat-
ical analysis and computer simulation of mobile radio systems. A Rayleigh
fading profile channel can be modelled using the arrangement shown in
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Figure 1.3: Model to generate a Rayleigh fading profile.

Figure 1.3. Observe that there are two quadrature channels in the model.
The outputs from the Gaussian noise sources are applied to filters that rep-
resent the effects of Doppler frequency shifts. So before continuing with the
description of the model we must say a few words regarding the Doppler
changes to the transmitted signal as perceived by the MS. As throughout
this chapter, we confine ourselves to basic concepts. Let us again consider
the transmission of an unmodulated carrier from a BS. A MS travelling in a
direction making an angle a; with respect to the signal received on the z-th
path has its carrier frequency f. modified to f.+ f, cosa;, where f,, = v/
= vf./c, and v is the speed of the MS, A = ¢/f. is the wavelength of the
carrier, and c is the velocity of light. Notice that a Doppler frequency can
be positive or negative depending on «;, and that the maximum and mini-
mum Doppler frequencies are + f,,. These extreme frequencies correspond
to the a; = 0° and 180°, when the ray is aligned with the street that the
MS is travelling along, and corresponds to the ray coming towards or from
behind the MS, respectively. It is analogous to the change in the frequency
of a whistle from a train perceived by a person standing on a railway line
when the train is bearing down or receding from the person, respectively.
Assuming that o; is uniformly distributed, the Doppler frequency has a
random cosine distribution. The Doppler power spectral density S(f) can
be computed by equating the incident received power in an angle da with
the Doppler power S(f)df, where df is found by differentiating the Doppler
frequency term f,, cosa with respect to a. The incident received power at
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Figure 1.4: Sketch of the Doppler spectrum of an unmodulated carrier.

the MS depends on the power gain of the antenna and the polarisation used.
Thus the transmission of an unmodulated carrier is received as a multipath
signal whose spectrum is not a single carrier frequency f., but contains
frequencies up to f. £ fi,,- A typical spectrum is sketched in Figure 1.4. In
general we can express the received RF spectrum S(f) for a particular MS
speed, antenna and polarisation as,

A
S(fl= ——
) V1= (f/fm)?

where A is a constant. Observe that f,, depends on the product of the
speed of the MS and the propagation frequency.

Let us now return to Figure 1.3. If the Doppler filters are absent such
that hy(t) = z(¢) and hg(t) = y(t), then the output is

(1.1)

h(t) = z(t) cosw.t — y(t) sinw,t (1.2)

where z(t) and y(t) are independent Gaussian random variables. This
equation is simply that of band-limited white noise where

h(t) = R(t) cos (wet + 9(t)) (1.3)
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and we infer in Chapter 2 that

R(t) = (2*(t) + () (14)
is Rayleigh distributed, and

¥(t) = tan™! (%) (1.5)

has a uniform PDF. We observe that we have obtained a signal h(t) having
a Rayleigh envelope, and with a white power spectral density (PSD) as
both z(t) and y(t) have flat PSDs. By introducing the Doppler filters in
Figure 1.3 we do not change the Rayleigh envelope statistics of a(t), but
we do introduce the necessary correlation between frequency components
in A(t).

The Rayleigh fading signal profile h(¢) is composed of two quadrature
channels, a feature we will utilise in connection with the transmission of
continuous phase modulated (CPM) signals addressed in Chapter 6. We
also notice that if the quadrature carriers are removed we are left with a
quadrature baseband representation of the Rayleigh fading channel, a rep-
resentation that is essential when doing computer simulations because to
simulate the many radio frequency (RF) cycles per data symbol is imprac-
ticable. The signal k() may be represented as

h(t) = Re [h(t)e?<!] (1.6)
where h(t) is the complex baseband representation of A(t),
h(t) = hi(t) + jho(t) (1.7)

with h;(t) and hg(t) marked on Figure 1.3, w, is the angular carrier fre-
quency and Re[(-)] is the real part of (-). If the output from the transmitter
is 4(t), the received RF signal is

7(t) = h(t) * 3(t) + A(t) (1.8)

where 7i(t) is the additive receiver noise at RF, and * means convolution.
Observe that ~ above a symbol indicates that it is an RF and not a base-
band signal.

1.2.3 Rician Channel

In microcellular mobile radio a dominant path, which may be a line-of-sight
(LOS) path, often occurs at the receiver, in addition to the many scattered
paths. This dominant path may significantly decrease the depth of fading.
The PDF of the received envelope is said to be Rician. We introduce a
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Figure 1.5: Rician fading profiles for a MS travelling at 30 mph. Sub-figures

(a), (b), (c), (d) and (e) refer to a Rician K value of 0, 4, 8, 16 and
32, respectively.
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Figure 1.6: Rician PDFs normalised to their local means.

Rician parameter,

__ power in the dominant path

= 1.9
power in the scattered paths (1.9)

and emphasise that sometimes this parameter is defined as the ratio of the
power in the scattered path to the power in the dominant path. Notice
that when K is zero the channel is Rayleigh, whereas if K is infinite the
channel is Gaussian. There are mobile radio channels that do not conform
to either Gaussian, Rayleigh or Rician fading statistics. However, usually
one does apply, and the Rician channel may be considered as the general
case.

Figure 1.5 shows a set of envelope fading profiles for different values of
K recorded over an arbitrary interval. The fades have a high probability of
being very deep when K=0 (Rayleigh fading) to being very shallow when
K = 32 (approaching Gaussian). When the received signal is in a deep fade
below the average level of channel noise an error burst occurs. However,
the same average noise level will not cause as many error bursts when K is
higher.

The Rician PDFs for different values of K normalised with respect to
their local mean values are displayed in Figure 1.6. It is evident that the
Rayleigh PDF has the highest probability of being in a deep fade below
the mean, while the Gaussian PDF has the lowest. This is also apparent
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Figure 1.7: BER versus channel SNR for different Rician K values using non-
coherent FSK.

in Figure 1.5. As an example of how Rician fading provides a superior
performance to Rayleigh fading we show in Figure 1.7 the curves of BER
as a function of signal-to-noise ratio (SNR) for different values of K [10].
The modulation, is non-coherent frequency shift keying (FSK). For a BER
of 1073 an SNR of 30 dB is required for a Rayleigh fading channel, because
even for this low channel noise power there are occasionally deep fades
that go below the noise floor of the receiver inducing an error burst. The
Rayleigh fading channel is a feature of large cells. Macrocells of some 2
km diameter can exhibit both Rayleigh fading and Rician fading, but with
usually low values of K. When microcells are used K can vary widely, but
is often above five and values of 30 are not uncommon, see Section 1.2.6.
When K is sufficiently high that it approaches a Gaussian channel an SNR
of only 11 dB is required to achieve a BER of 10~5.

Another by-product of the Rician channel is the improvement in cochan-
nel interference performance. For the same FSK modulation, the BER
performance in the presence of a single cochannel interferer is displayed
in Figure 1.8 for different values of K. Again we observe that the higher
the value of K the lower the signal-to-interference ratio (SIR) required to
achieve a particular BER. This improvement in SIR performance due to
the presence of a Rician mobile radio channel having a high K factor means
that handover of communications to another BS due to an unacceptably
high BER is required to be rapid as the MS needs only lower its SIR level
by a few dBs for the BER to rapidly increase. This increasing BER with
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Figure 1.8: BER versus SIR for different Rician K values using non-coherent
FSK.

decreasing SIR is much slower in Rayleigh fading channels.

The Rician channel representation is shown in Figure 1.9. The diagram
is essentially that shown in Figure 1.3 for the Rayleigh channel, but with
the dominant radio path represented by

Fp(t) = (IH + Q%)Y? cos {(we +wp)t + dp} (1.10)

where Ip and Qp are amplitudes of the quadrature components, ¢p is
arctan (@p/Ip) and we + wp is the angular frequency of the dominant
path. If this path intersects the MS at an angle of ap when the MS
is travelling at velocity v, the input RF spectrum shown in Figure 1.4
has an additional delta function at the frequency f. + (v/A)cosap, i.e.,
wp = (2mv/A)cosap. By calculating the ratio of the mean square value
of #p(t) to the mean square value of A(t) for the Rayleigh fading model
shown in Figure 1.3, we obtain the value of K.

1.2.4 Wideband Channels

We have argued that the effect of multipath propagation is to spread the
received symbols. In wideband channels the symbol rate is sufficiently
high that each symbol is spread over adjacent symbols causing intersymbol
interference (ISI). In order for the receiver to remove the ISI and regenerate
the symbols correctly it must determine the impulse response of the mobile
radio channel. This response must be frequently remeasured as the mobile
channel may change rapidly both in time and space. Channel sounding



1.2. MOBILE RADIO PROPAGATION 15

cosuw t I,cos(w, +o)t

AWGN—> \ | / X +

AWGN—» 5 / X +

—sinw t -Q, sin(w¢ +w)t

Figure 1.9: Model to generate a Rician fading channel.

is the means by which the impulse response of the time variant mobile
radio channel is estimated. We will show in Chapter 6 that an estimate of
the channel impulse response at the receiver is vital if equalisation of the
channel is to be accomplished in order to operate the link at an acceptable
BER.

Viewing the mobile radio channel as a time varying linear network we
can measure its impulse response by a number of techniques. Suffice to
say here is that if a pseudo random binary sequence (PRBS) modulates an
RF carrier and is transmitted over an ideal channel to a receiver having
a quadrature demodulator, then the use of correlators on each quadrature
output will yield a narrow pulse whose width is approximately two bits
wide. When the same PRBS is transmitted over a mobile radio channel
the combined correlator outputs yield the impulse response of the channel,
or more accurately, the response to the narrow pulse obtained for the ideal
channel. Notice that as a quadrature demodulator is used the impulse
response is determined in both magnitude and phase.

The magnitude of a typical impulse response is shown in Figure 1.10(a).
If we partition the time delay axis as shown in Figure 1.10(b) into equal
delay segments, usually called delay bins, then there will be, in general,
a number of received signals in each bin corresponding to the different
paths whose times of arrival are within the bin duration. These signals
when vectorially combined can be represented by a delta function occur-
ring in the centre of the bin having a weight that is Rayleigh distributed,
see Figure 1.10(c). As the smaller impulses are of less significance we may
introduce a threshold T and discard all components whose weight is below
T. This leads to the simplified discrete impulse response shown in Fig-
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Figure 1.10: Wideband channel impulse response: (a) actual, (b) partitioned

into equal delay segments, (c) discretised and (d) simplified dis-
cretised response.
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ure 1.10(d). The discrete impulse in Figure 1.10(c) can be represented at
RF by

L
h(t) = {Z ﬁiejd’ié(t—Ti)}e’“’ct (1.11)

where 3; and ¢; are the weight and the phase of the component in the i-th
bin, respectively, which occurs at time ¢ = 7;, and L is the last component
in the response. The weight of the delta function 6(¢t — ;) is 3;, and the
complex baseband representation of h(t) is

L
> Biel®é(t — i)

=1

L L
= Z,B’L cos; 6(t — ;) +j2ﬁi sin ¢;6(t — ;)

i=1 i=1

= hi(t) + jhq(t). (1.12)

h(t)

To model the discretised baseband impulse response A(t) of the wideband
channel shown in Figure 1.10(c) we need to formulate L narrow-band base-
band Rayleigh fading channels. Figure 1.3 represents a narrow-band band-
pass Rayleigh fading model. By removing the quadrature carriers and the
adder we obtain the baseband inphase (I) and quadrature (Q) channels,
each consisting of an AWGN source in cascade with a filter representing
the effects of Doppler shifts. For the wideband channel we need L of these
baseband narrow band channels for both the I and Q components.

Suppose a data signal «(t) is applied to a modulator to give a high
frequency signal 3(a,t), where again the ~ above the symbol indicates
that it is a bandpass radio signal. In Section 6.1.1 we describe a continuous
phase modulation signal

(e, t) = Acos (2n fot + (¢, @) (1.13)

where A is a constant, f, is the carrier frequency, and ¢(t,a) is the phase
angle of the phasor that carries a(t). We consider this signal as an example,
to show that by writing it as

3(a,t) Re [Aexp (¢(t, @) . exp(27 f,t)]

Re [s(t, &) exp(27 f,t)] (1.14)

we can identify the baseband signal component of (¢, t) as
s(t,0) = s1(t,0) + jso(t,a) (1.15)

where
sp(t,a) = Acosé(t,a) (1.16)
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Figure 1.11: Quadrature representation of a baseband mobile radio channel,
where h;(t) and hg(t) are the in-phase and quadrature-phase
channel impulse responses, respectively. (Additive noise is not
shown.)

and
sq(t,a) = Asin ¢(t, ). (1.17)

When this signal s(t,a) is convolved with the channel impulse response
h(t, ) we obtain the baseband received signal

r(t,a) = s(t,a) * h(t, ) (1.18)

where * means convolution. Substituting in the complex values of s(¢, a)
and h(t, o) yields

r(t, a) (s1(t, @) + jsq(t,a)) = (hi(t) + jhq(?))
{s1(t,a) * hi(t) — sq(t,a) x hq(t)}
+J {S](t, a) * hQ(t) + SQ(t7 a) * hl(t)}

ri(t, a) + jro(t, a). (1.19)

I

This equation implies a block diagram of the baseband mobile radio chan-
nel of the form shown in Figure 1.11. To formulate each of the r;(t,a) and
rg(t,a) signals we use an L-stage shift register, whose delay D is equal
to the duration between the delay bins. Consider the inphase modulated
signal s;(t) applied to this register as shown in Figure 1.12. As s;(t) passes
along the register, the outputs from each delay stage in the register are ap-
plied to two sets of multipliers. The signals h;(¢) and hg(t) are produced
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Figure 1.12: Generation of the baseband inphase channel output signals.
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having components hy; and hg;; 1 = 1,2,...L, respectively, where each
hq,: is a Doppler filtered AWGN signal, i.e., a signal having a Rayleigh
envelope. Hence hj;, and hg ; constitute the wideband channel impulse
response where each component has a Rayleigh fading envelope. An identi-
cal arrangement to that in Figure 1.12 is used for sg(#), and by formulating
the convolutional terms in Equation 1.19 we obtain r;(t) and rg(¢) in Fig-
ure 1.11. Notice that all the Doppler filters in Figure 1.12 are the same,
although they would all need to be modified for different MS speeds. The
AWGN sources are statistically independent. This type of modelling is
useful for computer simulation (with appropriate modifications).

In general the independent fading components in the wideband channel
impulse response are not all Rayleigh distributed. However, Rayleigh is
usually a reasonable assumption. When dealing with a specific type of en-
vironment, cell size, and so forth, it is better to use experimental results in
modelling the channel. By averaging a set of experimental channel impulse
responses an average channel impulse response is obtained and divided into
delay bins. Again, each bin contains a coefficient (ks ; or hg ;) whose mean
is adjusted to the value of the average impulse response in that bin.

1.2.4.1 GSM Wideband Channels

In formulating the specification for the pan-European digital mobile radio
standard, the GSM Committee identified a number of channel impulse re-
sponse models {11]. These models have impulse responses with either 6
or 12 components. In general the classical Doppler spectrum defined by
Equation 1.1 is used, but they also employ the Rician Doppler spectrum
as previously described. For rural areas (RA) the impulse response has 6
components, the first component h; has a Rician-type Doppler spectrum,
while hs - - - hg have the classical Rayleigh one. The other channel impulse
responses specified by GSM have all their components subjected to the
classical Doppler spectrum. We emphasise that measured Doppler spectra
may be significantly different from the shape shown in Figure 1.4.
Chapter 8 is concerned exclusively with the GSM system, and Figure
8.25 displays the impulse responses specified for different environments.
Notice that rural response has uniformly spaced components. The trans-
mission bit rate of GSM is 271 kb/s, giving a bit duration of 3.7 us which
is long compared to the maximum delay of 0.5 ps. Consequently there is
little dispersion with this channel. However, if the bit rate is, say, 2 Mb/s,
then there would be significant ISI. The channel response for the hilly ter-
rain (HT) is a group of components with a delay < 0.5us, followed by other
components at much greater delays that are the consequence of long paths
resulting from reflection and diffraction from the hills. The typical urban
channel (TU) impulse response spans 5 us and, as for the HT response,
equalisation is essential at transmitted rates of 271 kb/s. There is also a
channel impulse response specified for testing equalisers having six compo-
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Figure 1.13: Dispersive two-ray channel model.

nents equally spaced by 3.2 us and spanning 16 us. This type of channel
response ensures considerable ISI and tests the equaliser’s ability to remove
it.

1.2.4.2 The Two-ray Rayleigh Fading Channel

The block diagram of the two-ray channel model is shown in Figure 1.13.
The input signal is separated into two components or rays, one weighted by
/1 and the other delayed by 7 and weighted by Brexp(—j6). Both 8, and
3, are random variables from Rayleigh distributions, while 8 is the relative
phase between the two rays and is uniformly distributed between 0 and 2=.
The outputs from the two rays are summed at the receiver input. In using
this model, 7 is held constant and system performance parameters, such as
bit error rate (BER), determined. For a particular 7, the channel impulse
response is

h(t) = B16(t) + B2exp(—JO)o(t — 1) (1.20)
corresponding to a channel frequency response of
H(f) = B1 + Bzexp(—jO)exp(—j2n f). (1.21)

We observe that H(f) exhibits frequency selective fading due to the vari-
ations in 3, and (3. Further, the model is based on the assumption that
enough paths occur in the two bins to justify that only two rays need be
considered, and that both rays are subjected to independent Rayleigh fad-
ing.

It is usual to determine the system parameters as a function of 7. For
example, if the receiver had an equaliser that operated by using a window
of W seconds of the estimated channel impulse response where the energy
was greatest, then when 7 was zero the BER performance would be poor
as the channel would be a single path flat fading Rayleigh channel. As
no dispersion occurs there is nothing the equaliser can do to improve per-
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formance. When 7 is larger and both paths occur within W, the equaliser
performs well, making use of the information in both paths. However, when
7 is so large that only one ray resides within W, dispersion occurs, but the
equaliser cannot exploit the diversity that inherently resides in the second
path. Hence the graph of BER versus 7 has a minimum when the equaliser
can make best use of the two rays residing within W.

1.2.4.3 Real Channel Impulse Responses

The above wideband channel impulse responses are models. They relate
to average conditions. What is often required are the sequences of actual
channel impulse responses in circumstances that have a profound effect on
system performance. One of these is when a MS enters a handover region.
Handover is when the communications to the MS are switched from one BS
to a more suitable one. Approaching a handover condition can be gradual
when a MS is proceeding along a street or in a rural area. However, in
a microcell the received signal level can rapidly decrease by some 20 dB
due to diffraction losses as the MS turns a corner, coupled with a radically
different impulse response. In these conditions the channel may rapidly
deteriorate and fast hand-over is required. For those involved in studying
handover procedures, it is not only generalised models of channels that
are required in the simulation, but experimental soundings of worst case
scenarios that occur near and at the cell boundaries. This means that
soundings at a rapid rate are required at crucial locations.

1.2.5 Path Loss

So far we have discussed the fast fading phenomenon that occurs when
a MS travels over distances where the mean signal level is approximately
constant. In addition to these rapid fluctuations in the received signal level,
less signal power is received as the BS to MS distance increases. Even in free
space the power captured by an antenna decreases with increasing distance
as there is less power on the surface of a larger than a smaller sphere whose
radii are the transmitter to receiver separation. In cities there are losses in
power due to reflection, diffraction around structures and refraction within
them. We refer to this diminution of received power with distance as path
loss(PL). There are many treatises dealing with the fundamentals of radio
propagation and how to estimate PL [2,3,9]. They tend to start with PL
for propagation in free space, and then in the presence of different types
of surfaces, followed by diffraction and reflection around obstacles, and so
forth. Techniques are available to replace the undulations in the terrain
relative to a flat earth by the use of knife edges. For example [9,12], an
equivalent knife edge can be positioned where the optical paths from each
terminal to its horizon intersect. Allowing for many obstacles by knife edge
diffraction techniques can become complex. Terrain-based techniques [13]
determine the terrain profile between the BS and MS. A check is made to
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see if there is a LOS path, and whether there is Fresnel-zone clearance over
the path implying ‘free-space’ propagation characteristics. If this is true the
free-space and plane-earth loss calculations are made and the higher one is
adopted. Should this situation not prevail multiple knife edge calculations
are performed (up to three edges) to find the PL.

The above approaches are used for BS antennas located at high eleva-
tions providing coverage over tens of kilometers. In urban environments
the BS antennas for large cells are located on tops of tall buildings. As the
MSs move along the streets, rarely within the line-of-sight (LOS) of their
BS antennas, the calculation of the PL for any particular MS is, in general,
analytically impossible. This means that network designers must site their
BSs in a sub-optimal way; disregarding the other legal and financial diffi-
culties involved in acquiring cell site locations. They must site the BSs to
provide radio coverage over most of the geographical area they serve, which
results in some areas receiving considerable overlapping radio coverage by
a number of BSs. This increases the infrastructure costs.

However, the network designers do have a number of techniques for
wisely locating their BSs. These are usually company confidential, built
up with a mixture of published information, company experience and com-
puter modelling. We will not stray into this specialised field. However,
the important contributions of Okumura et al [14] and Hata [15] should
be mentioned. Faced with intractable analytical calculations, an empirical
approach of estimating PL was used by Okumura et al. who carried out
a detailed propagation measurement programme in the Tokyo area. Their
results provide an estimate of the PL in dBs as the free-space path loss
in dBs for a BS to MS distance d, to which is added the urban loss in
dBs for a quasi-smooth terrain when the BS antenna is at h; = 200 m
while the MS antenna height is A, = 3 m. From this are subtracted cor-
rection factors in dBs to allow for the actual BS and MS antenna heights
in a particular situation. In addition, the PL calculations can be modified
for different terrains, types of urbanisation, and so forth. This excellent
work was presented in graphical form, and it was Hata [14] who turned
it into a set of readily usable equations. These equations are presented
in Chapter 2, and are defined in terms of the propagation frequency f in
MHz (150 < f < 1500), h; in m(30 < h; < 300) and d in km (1 < d < 20).
We now know that the frequency range can be extended to at least 2 GHz
and that providing the BS antenna clears the local building line, h; can be
reduced below 30 m, by adding a constant factor of some 6 dBs to PL. The
Hata equations are primarily concerned with estimating PL in large cells.
They yield straight-line PL(dB) versus log d curves.

When the received signal at the MS is averaged out to remove the effects
of fast fading the local mean signal level at a particular distance d is ob-
tained. The statistics of the local means are log-normally distributed, and
seem to be dependent on the local environment. The standard deviations
are typically 6 to 9 dB, and may be as small as 3 dB. The signal received
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at the MS is attenuated as the distance d increases due to increasing PL.
At a particular d we may compute the PL using an empirical formula, such
as Hata’s, and then allow for the log-normally distributed mean, and the
Rayleigh distributed fast fading. Identifying the receiver’s noise floor level
(NFL), we allow for there to be a low probability of the signal level rapidly
fading below it, i.e., the NFL intersects the Rayleigh PDF such that there
is only a small area in the tail of the PDF below NFL. Next we construct
both the Rayleigh and log-normal PDFs. The mean of the log-normal
PDF coincides with the path loss curve, while the mean of the Rayleigh
PDF overlays the log-normal PDF at its two or three sigma point. Hata’s
straight-line curve enables the transmitted power to be estimated for the
maximum cell distance d,,,,. Increasing the transmitter power moves the
curve upwards pro rata and increases d,,,. accordingly.

1.2.6 Propagation in Microcells for Highways and City
Streets

We will discuss microcellular mobile radio in later sections. Suffice to say
here that microcells are small cells which may be a small segment of a
highway, a street along the side of a city block, part of a park, an office
floor and so forth. They are small areas where the teletraffic is high. In-
deed, microcells are the most effective means of providing high user density
mobile radio communications.

As we are still setting the propagation framework for system concepts,
we consider in a qualitative way propagation in highway and street mi-
crocells [16]. Vehicular mobile stations (MSs) are applicable to both these
types of microcells, but pedestrian MSs are expected to be more numerous
in city street microcells than vehicular ones. To establish a microcell we
must contain the radiation so that the frequency band allotted by the reg-
ulatory authority can be re-used far more frequently than in conventional
large cells. Accordingly the BS antenna is not mounted at a high elevation
to get wide area coverage. Instead it is some 5 to 12 m above the ground,
and the radiated power is generally in the milliwatt range [7]. We will
commence by considering the path loss characteristics of vehicular highway
microcells.

1.2.6.1 Path Loss

Early conceptual and theoretical investigations into highway microcells
were made by Steele and Prabhu {6]. Having no experimental data, and
being concerned with interference from other highway microcells, they as-
sumed that free space propagation applied. Chia et al. [17] later made mea-
surements at 900 MHz along a number of highways in Southern England.
An 18-element Yagi BS antenna having a gain of 15 dB and a front-to-back
ratio of 25 dB was used. The power delivered to the antenna was 16 mW.



1.2. MOBILE RADIO PROPAGATION 25

=s0 _'l LI | I LI B! I LB I TTT1 l LN B B | I LB l LI I LI
- BASE STATION =
=-T0 -—_
= — M4 JUNCTION S =
E - — MBE JUNCTION 21A -
- -
Il‘:| -a0 |— = MBS JUNCTION 11 —
- - -
- —
4 - -
g -20 [ sack LoBz FRONT LOBE —
] - -
o | - -
|l -
4 - -
4 =400 | e
g —~ INVERSE 4TH POWER LAW =4
— -
: INVERSE 4TH POWER LAW, -
— -
-410 |— :‘\\ —
-4 B0 p— —
- ¢ ~
= . . -1
= " -
_"al-ll |lr|flljlflll.111.lll[|:!tr}'?-‘hllill"
3 & 1 Q 1 a 3 - s

(X 10001
OISTANCE FRAOM BASE STATION (m)

Figure 1.14: Received signal profiles at three different motorway locations (Chia
et al. [17]).

During each experiment the antenna was mounted on a bridge that crossed
above a motorway, with the antenna pointing along the motorway. As the
MS drove along the motorway the received signal level was recorded.

Figure 1.14 shows a set of received signal level versus distance curves.
When driving near the BS the MS receiver was saturated as shown by the
flat top curves. Because the radiated power from the back of the antenna
was reduced by 25 dB compared to that from the front, the highway did
not lose line-of-sight (LOS) with the antenna in the backward direction
before the received signal level decreased to the noise floor. It was found
that an inverse fourth power propagation law was always a good fit to
the data. The radiation in the forward direction went farther than in the
backward direction. Again the inverse fourth power law was appropriate in
the forward direction, although the variation in the received signal level was
as much as £10 dB. Notice that the curve for the M25 motorway at junction
21A initially decreased rapidly. This was due to the motorway turning
sharply into a cutting, losing LOS and causing the signal to experience
a diffraction loss. However, having sustained this loss the propagation
conformed to the inverse fourth power law.

The countryside in Southern England is essentially flat and the inverse
fourth power propagation law observed in highway microcells can be ex-
plained by a two-path model consisting of a LOS path and a path reflected
from the road surface. This simple model for highway microcells has been
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Figure 1.15: Signal level profiles for the two- and four-path propagation models.
Also shown are the free space and inverse 4 th power laws (Green

[10]).

investigated by both Rustako et al. [18] and Green [10]. The theoretical
curves of normalised signal level versus distance of the MS from the BS
are shown in Figure 1.15. The transmissions are at 900 MHz and the BS
and MS antenna heights are 5 and 1.5 m, respectively. The received signal
level for the two-path model is relatively constant for distances close to the
BS. The signal level then decreases in a fluctuating manner until the MS is
some 200 m from the BS when the curve becomes smoother and decreases
according to an inverse fourth power law.

Vehicular MSs in cities travel significantly slower than on countryside
highways. Indeed in some cities their average speed is comparable with
19 th century horse transportation speeds! The high density of vehicles
on city streets means that vehicular microcells in cities should, in general,
be shorter than highway microcells as the mobiles spend longer on a given
length of road. A useful design criterion is to arrange for mobiles to spend
similar times in microcells in order to harmonise the handover rates of com-
munications between adjacent microcells. A vehicular MS driving through
a city effectively proceeds along a canyon or trench. The BS antenna is at
lamp-post elevation and the buildings restrain the radiation to be within
the canyon. There is also penetration of electromagnetic energy into build-
ings which provides useful radio coverage there. Even ignoring the presence
of other vehicles, there are a number of radiation paths between a BS and
a MS, but the predominant paths are the LOS path, the ground reflected
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path, and the two single reflected wall paths. When theoretical calcula-
tions are made based on these four most significant paths, and a perfectly
smooth canyon and road having homogeneous properties are assumed, we
obtain the curves shown in Figure 1.15.

The received signal level fluctuates significantly more than for the two-
path model as we are now vectorially summing two additional paths at the
MS antenna. Up to distances of 200 to 300 m the averages of the two-path
and the four-path curves are similar, but after these distances the curve for
the four-path model becomes closer to the free space characteristic than to
the curve for the inverse fourth power law.

Another way of considering the curves in Figure 1.15 is that they can be
modelled as a single pole circuit, rather like a resistance-capacitance inte-
grator, having a break frequency. However, the 3 dB down break distance
is well within 100 m, and a break distance of more interest was proposed
by Green [10]. He divided his measured data into two parts and applied re-
gression analysis to each part to obtain two-path loss straight line curves.
The distance b where the data divided was varied, curves obtained, and
the goodness of fit to the data found for both curves. The value of b that
gave the best fit was identified and the two-path loss laws established.
From measurements in Central London the double regression analysis at
900 MHz yielded variations from 1.7 to 2.14 for the exponent of the curve
for the data closest to the BS. For the data after the break distance b,
the exponent varied from 4.46 to 9.19, while b varied from 207 to 316 m.
Chia [19] making measurements at 1.7 GHz reported the first and second
exponents as 1.0 and 4.8, respectively, and b=115 m.

The above experimental results do not agree in detail with those pre-
dicted by the four-path model. This is not surprising as the buildings
are not homogeneous and large vehicles can cause multiple reflections and
diffractions. However, there are some general conclusions that can be made.
Close to the BS the path loss is less than in free space, then it decreases
with an exponent of two or less, and eventually it can plummet at a rapid
rate. By arranging for the microcell to be sufficiently small, eg., 100 to
300 m, the signal level is reasonably well maintained throughout the mi-
crocell. Outside the boundary of the microcell the signal level falls rapidly,
offering less interference to adjacent microcells.

Another important design parameter is the loss of signal level as a MS
turns a street corner. To find this parameter measurements were made
in the Harley Street area of Central London at 900 MHz [17]. This area
was characterised by a near rectilinear grid pattern of roads, as shown in
Figure 1.16. The power into the antenna was again 16 mW. A 10 dB
gain Yagi antenna with a front-to-back ratio of 15 dB, a 5 dB gain omni-
directional colinear array, and a 9 dB gain corner reflector antenna with a
25 dB front-to-back ratio were used.

With the BS antenna located at 6 or 9 m elevation in the position shown
in Figure 1.16, the signal level was measured by the MS as it drove around
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Figure 1.16: Street plan of the Harley Street area, Central London.

the area. Figure 1.17 shows the received signal level along Weymouth Street
for different BS antenna heights. Whether the antenna was at 6 or 9 m
made negligible difference, although the effect of antenna gains was evident.
The slopes of the curves in the vicinity of the corners varied from 0.55 to
1.3 dB/m. This rapid loss of signal level as a MS turns a corner means
that unless care is taken in siting microcellular BSs, calls may be forced to
prematurely terminate if the received signal level goes below the receiver
noise floor before the MS transmissions can be transferred to another BS
that can provide a higher signal level.

The shaded area in Figure 1.16 shows the region where acceptable com-
munications can probably be maintained. The two-dimensional microcell
has a Christmas tree appearance with the BS near the foot of the tree. (A
mirror image of the tree about its base is expected for an omni-directional
antenna allowing for a concomitant increase in radiated power.) The height
of the tree is about 620 m, and its width at the first branch level is 350 m. A
propagation model by Chia based on diffraction theory offers path loss pre-
dictions which are in reasonable agreement with these measurements [17].

Figure 1.18 shows a microcell for vehicular MSs in Central London,
while Figure 1.19 shows the received signal level along Piccadilly for this
microcell [7]. Similar observations to those made in the Harley Street area
apply here. We also show in Figure 1.18 a number of microcell BSs for
pedestrian MSs. Typically we would arrange for the handover times be-



1.2, MOBILE RADIO PROPAGATION 29

-50
- -
: MWARLEY STREET (BASE ISLIHON'J e 8 YAGI :
=60+ = m——9u YAGI -
- sows e 0 COAMER REFLECTOR |
- —=—= fa CORNER REFLECTOR <
E -70}- —— &m OMNI =
@ 5 e 98 OMNI i
° [ -
od g -
80 - T -
v sor L DEVONSHRE PL/ 9
w I WIMPOLE 5T. ]
- L ;
- =90 P
< - 4
z r .
) " =
w =100} \
- L W4
10 i \-——/AL
N A
b £ -
-120

Figure 1.17: Received signal level profiles along Weymouth Street, Central Lon-
don for different BS antennas (Chia et al. [17]).

tween pedestrian microcell BSs to be similar to the handover times for the
larger vehicular microcell BSs. Consequently there may be many pedes-
trian microcells within a vehicular microcell. A key point to emphasise is
that by deploying BS antennas on lamp posts or clamped to the sides of
buildings at elevations of 5 to 12 m allows the buildings and the streets they
frame to control the radio propagation. The building heights are unimpor-
tant, but not the ability of the buildings to absorb or duct electromagnetic
radiation.

1.2.6.2 Fading in Street Microcells

Although anticipated by Steele and Prabhu [6], Green [10] demonstrated
that microcells are not merely smaller, but have better propagation prop-
erties than large cells. The following experiment was performed along the
A33 road in Southampton. A microcell antenna was located on a pedes-
trian cross-walk at 7.5 m above the road. Omni-directional transmissions
at 1 mW and 900 MHz were radiated to the vehicular MS travelling along
the A33 road. Another BS antenna was located at a height of 35 m on the
tallest building on the Southampton University campus. This macrocellu-
lar BS was a mile from the microcellular BS and radiated 8 W at a similar
frequency. The vehicular MS was also able to receive the macrocellular BS
transmissions.

Figure 1.20 shows the received signal level and Rician K-factor distance
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Figure 1.21: Received signal level and Rician K-factor profiles for Harley Street,
Central London (Green [10]).

profiles at the MS for transmissions from the microcellular and macrocel-
lular BSs. The received signal level for the macrocellular BS was relatively
constant throughout the microcell, and K was 1 or 2, i.e., close to Rayleigh
fading. By contrast, the LOS between the microcellular BS and the MS
often produced high K-factors, virtually Gaussian channel conditions, due
in part to the tree-line nature of the road. Near the transmitter the K
values were low, and this was probably due to the antenna radiation pat-
tern, and path loss nulls associated with the two- and four-path models.
As expected, the received signal level from the microcellular BS decreased
with distance along the road that formed the microcell, but because of the
higher K factors the microcell will have a better performance for digital
transmissions than can be achieved by the macrocellular BS.

The path loss is the important factor in determining the micro-cell
boundary. The K-factors only become influential as the edge of the micro-
cell is approached. If the K -factors are low in this region, the channel is
poor with occasional deep fades causing bursts of digital errors. Should
the K -factor be high, few or no errors will occur, even though the received
signal level is becoming low. In this situation the signal level could descend
below the noise floor level causing the quality of transmission to deteriorate
rapidly and catastrophically. The same effect can happen when the MS
experiences cochannel interference from another BS and the cochannel is
operating with a low K. Thus being able to predict the value of K is
desirable. It is also difficult. Further, how to arrange for K to be relatively
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Figure 1.22: Some worst-case average impulse response envelopes for conven-
tional size cells (Bultitude and Bedal {20]).

high at the micro-cell boundary is unknown at the present time.

Figure 1.21 shows the variations of signal level and K-factors for Harley
Street made by Green at 900 MHz {10]. Chia [19] has measured K-distance
profiles at 1.7 GHz showing high K values near the BS, but for distances
from 20 to 300 m away from the BS the K values varied in a relatively
random way between 2 and 20. He also found that the K factors differed
significantly with BS location. Our own experiments confirm the widely
differing K-profiles along similar streets, and until more is known about
their generation the designer should work on worse case scenarios. We also
note that the absolute value of K quoted by research workers depends on
the windowing used, see Section 2.7.

Figures 1.22 and 1.23 show worst-case average impulse responses for
small conventional size cells i.e., macrocells and for street micro-cells, ob-
tained by Bultitude and Bedal [20] at 910 MHz in urban conditions. For the
macrocells the transmitter antenna was mounted 78 m above the ground
and the cell radius was approximately 1 k. The micro-cell had a length
of three blocks, with the BS antenna at heights of 8.2 or 3.7 m. The MS
antenna height was 3.5 m. The impulse responses for the macrocells are
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Figure 1.24: Discretised channel impulse responses.

shown in Figure 1.22 and relate to responses at the MS in the vicinity of
different city blocks. The micro-cell channel impulse responses are shown
in Figure 1.23. Each row corresponds to a specific location, while the first
and second columns relate to BS antenna heights of 8.2 and 3.7 m, re-
spectively. Although the maximum rms delay spreads for the micro-cells
exceeded those of the macrocells the power of the long-delay components
was not greater than —23 dB. However, the average rms delay spread was 3.7
times lower for micro-cells, and in general the micro-cell impulse responses
indicated an ability to support higher bit rate transmissions without the
need for equalisation compared to those for the macrocells. When typ-
ical average impulse responses were examined the micro-cell was clearly
superior. From Bultitude’s results we can extract suitable channel impulse
responses for both street and for office micro-cells {21]. These are displayed
in Figure 1.24.

1.2.7 Indoor Radio Propagation

Mobile communications within an office-type environment are often referred
to as cordless telecommunications (CT). They can be achieved by introduc-
ing an optical or cable network within the building to which small fixed sta-
tions (FSs) are connected. These FSs communicate with portable stations
(PSs) via radio. Notice that FS and PS correspond to base station (BS)
and mobile station (MS) in cellular radio terminology. When cables are
used it is possible to make them into leaky feeders, radiating electromag-
netic energy directly to the PSs. Introducing an optical or cable local area
network (LAN) into a building may be too expensive, and an alternative
approach is to use a radio LAN, which, although easier to install, must be
carefully designed to accommodate local movement of people and changes
in the radio path due to resiting of office equipment.

Buildings exhibit great variation in size, shape and type of materials em-
ployed, making propagation prediction difficult. Compounding the problem
is that radiation can exit from a building and return via buildings close by.
Indoor propagation in a building as a function of its construction and its
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proximity to other buildings is very complex.

1.2.7.1 Path Loss

Keenan and Motley [22] made measurements in a modern multistory office
block at 864 and 1728 MHz. The building was 500 m by 15 m, steel-framed
with reinforced concrete and had plasterboard internal walls. The receiver
was located at one end of the sixth floor and the transmitter moved on
this and the next lower two floors. Adopting the traditional starting point,
they opted for the straight-line representation of path loss, namely,

PL = L(v) + 10nlog,, d, (dB) (1.22)

where d was the straight-line distance between the transmitter and receiver,
and therefore passed through floors and walls. The propagation loss expo-
nent was n. An additional loss was observed which was accommodated by
a so-called clutter loss L(v), which was easy to introduce but difficult to
quantify its physical meaning. From Equation 1.22, L(v) was the PL at
d = 1 m. The distribution of L(v) was lognormal with variance v. For both
propagation frequencies n was close to 4, but the regression lines provided
a poor fit to the data. The PL equation was then modified to

PL=L(v)+20log,gd+ nsas + nyay (1.23)

i.e., n=2, where the attenuation in dBs of the floors and walls was ay and
Gy, and the number of floors and walls along the line d were ny and n,,
respectively. The regression fit for this expression was much better. The
values of L(v) at 864 and 1728 MHz were 32 and 38 dB, with standard
deviations of 3 and 4 dB, respectively. This law is elegant in its simplicity.

Owen and Pudney [23] found that the Keenan and Motley model pro-
vided a good fit to their data at short range, except they used the horizontal
range rather than the three-dimensional straight line distance d. This was
because for signals on floors adjacent to the one housing the transmitter
there was only a small path loss in the vertical plane, as the lower signal
levels on these floors was essentially due to the attenuation by the floors.
Energy also arrived on other floors by means of stairwells and lift shafts.
At 1650 MHz the floor loss factor was 14 dB, while the wall losses were
3 to 4 dB for the double plasterboard and 7 to 9 dB for breeze block or
brick. The parameter L(v) was 29 dB. When the propagation frequency
was 900 MHz the floor loss factor was 12 dB and L(») was 23 dB. The
higher L(v) at 1650 MHz was due to the reduced antenna aperature at
this frequency compared to that at 900 MHz. For a 100 dB path loss the
BS to MS distance exceeded 70 m on the same floor, was 30 m for the
floor above, and 20 m for the floor above that, when the top propagation
frequency was 1650 MHz. The corresponding distances at 900 MHz were
70 m, 55 m and 30 m. The propagation decay exponent was approximately
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3.5 for both frequencies. These results apply to a particular building, and
they can be expected to vary significantly with the type and construction
of the building, the furniture and equipment it houses, and the number and
deployment of the people who populate it.

Bultitude et al [24] found that for line-of-sight (LOS) along a corridor,
the exponent n was 1 for 1.7 GHz and 1 to 3 for 860 MHz transmissions.
The average loss by a single partition into an office was 5 dB at both
860 MHz and 1.7 GHz. A large variation in loss between floors occurred
which depended on the building structure. For example, at 1.7 GHz the
losses to the adjacent floor varied from 26 to 41 dB, while over a distance
of two floors the variation reduced from 45 to 52 dBs. For an open office,
free space propagation plus a lumped attenuation that was both frequency
and distance dependent occurred. At 1.7 GHz, this lumped attenuation
was —1 dB for d < 3 m, and -9 dB for d > 20 m. The attenuation tended
to be a couple of dBs less at 860 MHz. For FS and PS on the same floor,
the furniture in an open office contributed 5 to 7 dB loss when LOS was
achieved, and 12 to 17 dB when there was no LOS. The building penetration
loss was found to be some 24 to 37 and 17 to 29 dBs depending on the angle
of incidence for 1.7 GHz and 860 MHz, respectively.

Cox, a pioneer in mobile radio propagation, and his associates studied
the problem of low level transmissions into and around suburban houses
when the BS was located at a height of 27 ft and when the BS to MS
distance varied up to 2500 ft [25]. This was equivalent to having a street
micro-cell that also included the rooms in houses. However, the measure-
ments were done within and in the immediate vicinity of the houses. The
exponent n was found to vary from 3 to 6.2. The slow fading, e.g., between
rooms, and between houses, was log normal.

1.2.7.2 Fading Properties

Based on measurements at 1.5 GHz in a narrow two-storey building, Saleh
and Valenzuela [26] noted that the indoor channel impulse response changed
slowly as it was related to people’s movement, and in the absence of LOS
it was independent of the polarisation of the transmitting and receiving
antennas. The maximum delay spreads were up to 200 ns in rooms, and
values in excess of 300 ns were found in hallways. The rms delay spread
within rooms had a median value of 25 ns and a maximum value of 50 ns.

Of particular interest is their model of the channel impulse response.
They observed that rays arrive in clusters, and the rays that trigger a cluster
are due to the building superstructure. When a particular ray arrives
in the vicinity of the transceiver multiple reflections occur in the local
environment generating a sequence of received rays. The later the arrival
of a ray the more reflections it has probably experienced and the smaller
its magnitude is likely to be. While these rays are still arriving, albeit of
negligible magnitude, another ray arrives to initiate the next cluster, and
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Figure 1.25: Spatially averaged power profiles within different rooms. The time
axis is scaled in nanoseconds. (Saleh and Valenzuela [26]).

SO on.

Figure 1.25 shows spatially averaged power profiles within four different
rooms. The dashed lines are the responses generated by their proposed
model, namely, that the baseband channel impulse response is

< [o.9]
h(t) = Z Bre?ki6(t — Ty — iey) | - (1.24)
1=0 Lk=0

In the square bracket we see the representation of an infinite number of rays
in the [-th cluster. The arrival time of the ray that initiated the cluster is 77,
the arrival timc of the k th ray measured from 7} is 7 ;. Both 7} and 73, are
independent of each other, and their inter-arrival times have exponential
PDFs. Each ray is represented by a Dirac function §(t — Ty — 7x;) whose
weight is 3;, with phase 6i,;. The weights 8;; are independent Rayleigh
variables whose variances decay exponentially for both the rays that initiate
a cluster and for rays within a cluster. Their phase angles are independent
uniformly distributed random variables over (0,2r]. Typical parameter
values are: cluster arrival rate = 1/300 ns; ray arrival rate = 1/5 ns,
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cluster delay time constant = 60 ns, ray delay time constant = 20 ns.

Point-to-point radio links, as distinct from BS to MS links, may be used
in office environments to avoid the use of fixed fibre or cable links. The
radio channel for these fixed radio links may be considered to be a nearly
time invariant channel cascaded with a time variant channel, the latter
due to the movement of people within the immediate environment of the
terminals, while the former exists in the absence of movement. It appears
that a notch may exist in the relatively static channel frequency response
for long periods, regardless of the multi-path spread [24]. This means that
even if the time variant channel does not require equalisation, the static
channel does. For transmissions between fixed terminals, the average fading
below and above the mean at 1.7 GHz was found to be 27 to 35 dB and 6 to
12 dB, respectively, for non-LOS transmission. The corresponding figures
(only one set of measurements) for a LOS experiment was 25 and 4 dB.
These large variations indicate that point-to-point communication channels
within buildings will require complex channel conditioning circuits.

Devasirvatham [27] making measurements in a large building at
850 MHz observed a median rms time delay spread of 125 ns and a max-
imum delay spread of 250 ns. Bultitude et al. [28] compared the power
delay profiles in two buildings at 910 MHz and 1.75 GHz. The average pro-
files differed significantly within the two buildings, although the standard
deviation of the rms delay spreads was greater for 1.7 GHz. The coverage
was less uniform at 1.75 GHz than at 910 MHz. Interestingly the median
rms delay spread was about 30 ns, significantly less than the larger building
measured in reference [27]. Even lower values of median rms delay spreads,
11 ns, were reported by Davies et al. [29] at 1.7 GHz.

1.2.7.3 60 GHz Propagation

Electromagnetic radiation is partially absorbed by oxygen molecules in the
atmosphere. Resonant absorption lines occur in the band 50 to 70 GHz [30,
31]. They are resolvable at high altitudes where the molecular density is
low, but broaden at the earth’s surface inflicting significant attenuation
on electromagnetic radiation. The spectrum from 51.4 to 66 GHz is the
absorption band A;. Another absorption band, As, stretches from 105 to
134 GHz. There are peaks in the attenuation of electromagnetic radiation
due to water vapour absorption at 22 and 200 GHz. Figure 1.26 shows
the oxygen and water vapour absorption curves. We notice that when the
absorption in A; reaches a peak the attenuation due to water vapour is
near a minimum [32]. The oxygen absorption is lower in A, than in A,
while the water vapour attennuation is higher. These observations suggest
that band A; is more suitable for communications than band A,.
Alexander and Pulgliese [33] examined the prospects of using 60 GHz
communications in buildings. Like them, Steele was attracted by the large
bandwidths in band A;, and the characteristic that the oxygen absorption
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Figure 1.26: Oxygen and water vapour absorption curves.



1.2. MOBILE RADIO PROPAGATION 41

would limit the cell size and hence improve frequency re-use [5]. The path
loss at ground level due to oxygen absorption is some 14 dB/km, and there
is an additional loss due to rain (that can in bad weather exceed that due
to oxygen absorption). These losses are in addition to the usual path loss
values discussed previously. The diffraction of 60 GHz radiation around a
corner is only a metre or so, which means that a micro-cell is strictly defined
by line-of-sight (LOS). This is both an advantage and a disadvantage. If
micro-cells are to be sharply defined by building structures to limit co-
channel interference; or to act as a communication node providing high bit
rate LOS communications, then the use of band A; is desirable. If the
signal is required to propagate beyond LOS, to provide coverage for an
irregular shape micro-cell, then transmissions in band A; are unsuitable.

A study [34] of 60 GHz propagation for micro-cells, revealed that even
along corridors in buildings free-space propagation applied as the wave-
length is only 0.5 cm. Satisfactory communications were found to occur
without the need to align the transmitter and receiver in offices and in lec-
ture theatres of differing constructions. The transmissivity and reflectivity
of aluminium or brass; wood; plasterboard; and glass; were measured in
percentages as < 0.06, > 99; 6.3, 2; 63, 3; and 25, 16. The attenuation
in signal strength was typically 8 dB for pedestrians, 10 to 14 dB for cars,
4 dB for bicycles and motorcycles, and 16 dB for buses, the measurements
being made as they crossed the LOS path between the transmitter and
receiver.

An attractive use for transmissions in band A; is as a micro-cellular
point-to-point link, where the transmitters and receivers are above the
height of pedestrians but below the urban sky-line. Because of the absorp-
tion properties of band A;, the same frequencies can be repeatedly re-used
across a city to give numerous point-to-point links [34]. These links can
distribute 2B+D ISDN channels to each dwelling, or link micro-cellular
BSs together. We note that these applications can also use lower frequen-
cies, say 15-50 GHz, as the urban infrastructure will absorb the radiation
and allow frequency re-use. 60 GHz transmissions are of particular value
when buildings are widely spaced, e.g., in suburbia, as then the oxygen
absorption will effectively truncate the path range.

This concludes our discourse on mobile radio propagation, and the
reader is advised to consult Chapter 2 for an in-depth treatment. Our
deliberations so far relate to propagation between a fixed and moving
transceiver. Now we consider how multiple users can access the radio chan-
nel. After that we will describe in Section 1.4 the notion of a radio cell,
clusters of cells, and the basic arrangement of a cellular network.
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1.3 Principles of Multiple Access Communi-
cations

Mobile radio networks provide mobile radio communications for many users
who must be able to access or receive calls from other mobile users, or
from users connected to the fixed networks. Ideally, they should be able
to communicate independently of their speed, location, or the time of day,
subject to teletraffic demand. The way in which the multiple users access a
communication system is typically by one of three methods based on either
frequency, time or code allocation [35].

1.3.1 Frequency Division Multiple Access

In frequency division multiple access (FDMA) the spectrum provided by the
regulatory bodies is sub-divided into contiguous frequency bands, and the
bands assigned to the mobile users for their communications. For frequency
division duplex (FDD) transmissions using FDMA there is a group of n
contiguous sub-bands occupying a bandwidth W Hz for forward or down-
link radio transmissions from a BS to its MSs, and a similar group of n
sub-bands for the reverse or up-link transmissions from the MSs to their
BS. A band of frequencies separates the two groups. The arrangement is
shown in Figure 1.27. Interference in adjacent sub-bands due to non-perfect
channel filtering is designed to be below an acceptable threshold.

Each MS is allocated a sub-band, or channel, in both of the FDD bands
of W Hz for the duration of its call. All the first-generation analogue cellular
mobile radio systems in service use FDMA /FDD with the speech conveyed
by analogue frequency modulation (FM), while the control is performed
digitally with the data transmitted via frequency shift keying (FSK). A
serious disadvantage of FDMA is that a separate transceiver is required at
the BS for each MS in its coverage area. Although each BS does not use
all n channels, it may use many tens of them. Further, high power antenna
combining networks are required to handle the simultaneous transmissions
of many channels. A significant advantage of using FDMA in the first-
generation systems is that as each user’s transmissions are over a narrow
channel of bandwidth W/n the fading is flat, and this is easier to handle
than transmissions over dispersive channels.

FDMA can also be used with time division duplex (TDD). Here only
one band is provided for mobile transmissions, so a time frame structure is
used allowing transmissions to be done during one half of the frame while
the other half of the frame is available to receive signals. For the same
number of mobile users the bandwidth required is the same as for FDD,
namely, 2W Hz. FDMA/TDD is used in the cordless telecommunications
(CT), see Section 1.7.
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Figure 1.28: TDMA framing structure.

1.3.2 Time Division Multiple Access

Time division multiple access (TDMA) is a method to enable n users to
access the assigned bandwidth W on a time basis. Each user accesses the
full bandwidth W (not W/n as in FDMA) but for only a fraction of the
time and on a periodic basis. Instead of requiring n radio carriers to convey
the communications of n users as in FDMA, only one carrier is required
in TDMA. Each user gains access to the carrier for 1/n of the time and
generally in an ordered sequence.

In TDMA a framing structure is used as shown in Figure 1.28. Typi-
cally, a user is given a slot in a frame of duration 7" having n slots. If a user
generates continuous data at a rate of R bits/s, it must be transmitted in a
burst at a higher rate of at least nR during each frame when it is the user’s
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Figure 1.29: Transmitting and receiving slot assignments in TDMA.

turn to transmit. In practice the actual transmitted rate R; of a user is
considerably in excess of nR because the data is transmitted in each slot
in a packetised format, as shown in Figure 1.28, with extra bits to aid the
receiver. Starting bits (S) and tailing bits (T) are often added to the data,
such as all zero sequences, to assist in data recovery. Sometimes the header
includes bits (SYN) to assist the receiver in bit timing recovery and frame
synchronisation. A sequence (P) may be inserted to estimate the impulse
response of the radio channel. A guard space (G), which may be viewed
as a number of guard bits, is located between packets to ease synchronisa-
tion at the receiver and to accommodate the different propagation delays
between MSs close to the BS and those far away.

In general, the higher transmission rate of TDMA compared to FDMA
means that the channel often becomes dispersive, adding considerable com-
plexity in signal processing at the receiver. However, there are advantages
in using TDMA. In TDMA/FDD there are two frequency bands, one for
the transmission and the other for reception. When the BS transmits the
MSs are switched to reception, and when the MSs transmit the BS receives
their signals. This significantly simplifies transceiver design compared to
FDMA where transmission and reception are performed simultaneously.
Further, the BS needs only one transceiver to accommodate its n TDMA
users, as it only processes them one at a time at instants according to their
slot position.

Another feature of TDMA is the transceiver’s ability to monitor other
channels during slots when it is neither transmitting nor receiving signals.
Figure 1.29 is drawn for a MS operating on channel 2, i.e., slot 2, with
a frame of 8 slots, where the transmitting frame is three slot positions
displaced from the receiving frame. The receiving and transmitting carriers
are fi and f», respectively. Monitoring of another BS’s signal can be done,
say, in receiver time slot 7, but with the MS retuned to the frequency of
the monitored BS. The MS transceiver will re-synthesise its oscillator as
it changes from receiver to transmitter to monitor modes in this periodic
sequence.



1.3. PRINCIPLES OF MULTIPLE ACCESS COMMUNICATIONS 45

In mobile radio communications a number of TDMA carriers, each car-
rying n users, may be assigned unique carriers to produce a TDMA /FDMA
multiple access arrangement. This approach where each TDMA/FDMA
operates with FDD is employed by the pan-European GSM and the
American IS-54 systems, see Section 1.6. The digital European cord-
less telecommunications (DECT) network described in Section 1.7.2 uses
TDMA/TDD/FDMA.

1.3.3 Code Division Multiple Access

Spread spectrum multiple access (SSMA) is another method that allows
multiple users to access the mobile radio communications network. Each
user is allowed to use all the bandwidth, like TDMA, and for the complete
duration of the call, like FDMA. The presence of all the mobile users hav-
ing their signals occupying the entire bandwidth at the same time appears
at first sight to be a nightmare, with each user interfering with every other
user. So it is perhaps surprising to realise that spread spectrum communi-
cations was originally conceived to provide covert communications with an
innate robustness to jamming.

There are two basic types of SSMA. One is direct sequence SSMA
(DS/SSMA), which is more frequently referred to as code division mul-
tiple access (CDMA) {36-38], and the other is called frequency hopped
SSMA (FH/SSMA). The latter scheme was proposed {39] as an alterna-
tive to FDMA in the first generation cellular radio systems. CDMA is
a second-generation digital cellular scheme whose parameters are given in
Section 1.6 [40,41]. As CDMA is currently proving to be a successful mul-
tiple access method for cellular radio we will describe its salient points, and
leave the reader to pursue FH/SSMA. CDMA is conceptually more complex
than FDMA and TDMA, but not necessarily more difficult to implement
because of the advances in microelectronics.

Let us consider a MS generating data at a rate of R bits/s. We “spread”
each bit by representing it by a sequence of N, pulses, known as chips,
within the bit period T'. Each chip has a duration 7., and T = 1/R = N, -
T.. The bandwidth of the spread signal is much greater than the bandwidth
of the data signal. Figure 1.30 shows the long term power spectra of the
data and spread signals. Suppose there are M users, such that when a
logical 1 bit is generated each MS uses its unique PN code of N, chips,
and when a logical 0 is formed the inverse of this PN code is transmitted.
Suppose these M mobile users transmit to a BS using the same frequency
band via binary phase shift keying (BPSK). This modulation means that
the polarity of the chips controls the phase of the transmitted signal. For
the k th user the transmitted CDMA signal is

Sk(t) = v/ 2Ps.ak(t).bk (t) COS(27l'fct +6;) (1.25)
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Figure 1.30: The long term spectra of the data and spread signals in CDMA.

where P; is the transmitted power, ax(t) is the spreading code signal for
the k th user, bi(¢) is the k th user’s data signal, f. is the common carrier
frequency used by all mobiles and 8;, is the phase of the k th user.

Figure 1.31 shows the arrangement of a BPSK modulator and demodu-
lator. We may therefore view the CDMA signal s, (t) as the multiplication
of the BPSK signal b (¢) cosw.t by the spreading signal a(t). The recov-
ery of the BPSK signal is achieved by multiplying the received signal r(t)
by ai(t), where a(t) is ax(t) suitably delayed such that the aj(t) that
arrives at the receiver is synchronised with a;(t). Observe that the BPSK
signal was spread at the modulator due to the multiplication by ax(t), and
consequently all components of r(t), other than the wanted component,
will experience spreading due to the multiplication by ax(t). For those
unwanted components the BPSK/CDMA demodulator acts like a CDMA
modulator! Only the wanted component is de-spread into a narrowband
BPSK signal, as the product of G (t) ax(t) is unity.

The power spectral density (PSD) of the received signal r(¢) is shown
in Figure 1.32(a). The components of this PSD are the PSD of the M
BPSK/CDMA users, i.e., the received k th BPSK/CDMA signal plus the
(M — —1) other BPSK/CDMA users, and the PSD of the receiver noise.
Included is the PSD of an arbitrary narrow-band interferer, such as a point-
to-point radio signal whose carrier is f;. After multiplication of r(t) by
a(k) the wanted component in r(t), namely the BPSK signal is obtained.
The PSD of the signal components applied to the BPSK demodulator in
Figure 1.31 are displayed in Figure 1.32(b). The PSD of the wanted signal is
a signal occupying a bandwidth of 2/T" about the carrier. The narrowband
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Figure 1.31: Basic BPSK/CDMA link

interference has been spread by a(¢) into a wideband signal, and the M — -1
other CDMA signals, and the receiver noise, remain wideband.

The signal a(t)r(t), whose PSD is shown in Figure 1.32(b), is applied
to the band pass filter shown in Figure 1.31. This filter has a bandwidth
from f. — (1/2T) to f. + (1/2T), which accepts the wanted component,
and rejects most of the interference from the (M — —1) other CDMA users
and from the narrow band interference, as well as from the receiver noise.
In keeping with the spirit of this introductory chapter we will keep the
mathematics to a minimum. Rather than proving the reduction in noise
power, we can see that as the PSD of r(t)ax(t) is composed of sinc?()
functions, then if the filter has a bandwidth sufficient to pass the wanted
signal, the noise and interference components are reduced by (T'/T.). This
quotient is called the processing gain

T
G=7 (1.26)

c
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i.e., the ratio of the chip rate to the data rate. The greater the amount of
spreading by having more chips per data bit, the larger G’ becomes, and
the lower the noise power at the multiplier in the BPSK demodulator.

The signal at the output of the filter is multiplied by a coherent carrier,
and the resulting signal integrated over a bit period T. The output of the
integrator is sampled at the end of each integration period, and the polarity
of the sample specifies the logical state of the recovered bit.

We notice that the receiver was faced with M BPSK/CDMA users and
recovered the wanted signal as it knew ag(t). A base station receiver must
have ax(t); k = 1, 2, ..., M, in order to recover the signals from all M
mobile stations. The separation of the received signal into the M user
signals is done on a code basis, and hence the term code division multiple
access.

The description given has been simplified. For a mobile channel impulse
response given by Equation 1.12, the received signal at a CDMA BS is

M L

r(t) = 3| Bibk(t — i — Th)ar(t — 7i — T)

k=1 Li=1

-cos {wet —we(r +T) + T + ¢; 3| + ne(2) (1.27)

where for the k& th MS, T';, is the delay when transmissions start, 1 is the
phase of the carrier, and nx(t) is the receiver noise. If the BS is recovering
the k£ th MS signal, it forms

, T
zi = /0 r(t)ax(t — 7, — T)
~cos{wct—wc(7'j +Fk)+’l/1k +¢j}dt (1.28)

where the receiver is locked onto the j th path assuming 3; is the largest
component. It is common for CDMA receivers to have the ability to repeat
this process for other paths, say u and v, to give outputs Z}, Z¢, Z;. By
combining these signals coherently we make our decision by sampling the
combination and generating a logical one if the sample is positive, otherwise
alogical zero is formulated. The procedure is known as correlation diversity
or path diversity, or the RAKE process.

The ability to synchronise the locally generated version of the user’s
code prior to cross-correlation is essential if good performance is to be
achieved [40]. Asynchronous CDMA has a poor performance unless differ-
ent forms of diversity reception are added [37}.

The ratio of the bandwidth W(~ 1/T.) of the spread signal to the bit
rate R=(1/T) of the data is the processing gain G. The more chips in
the code the more unique it is and the higher G becomes. To maximise
the number of users it is important that all MSs transmit at power levels
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such that the received power at the BS from each of them is, to a good
approximation, the same. If one MS transmits at too high a power level
the quality of the link for all MSs deteriorates. To ensure link quality is
maintained in the presence of a rogue mobile it is necessary to reduce the
number of mobile users. Consequently every eflort is made to control the
radiated power from each MS, no matter where it is in the cell, such that
the received signal power at the BS is of the required value.

This signal power is the product of R (bits/s) and E; (energy/bit),
while the interference from the other MSs is the product of W (Hz) and
(Jo +N,) (W/Hz), where Jy and N, are the interference and receiver noise
PSDs. The signal-to-interference ratio is, for Jy >> N,,

REy
wJ,

SIR = (1.29)

If the wanted received power is Pg, and the received power of the other
(M-1) users is Pr(M-1), we have an alternative expression for SIR of

Pp

SIR = m—__ﬂ.

(1.30)

Hence,

Ey/Jo (Eo/Jo)
and M increases with the processing gain. The ability to control the power
Pr, from each MS so that it is the same at the BS in the presence of Rayleigh
fading is a major problem in CDMA, and essential if Equation (1.31) is to
be valid.

CDMA transmissions in neighbouring cells using the same carrier fre-
quency will cause interference which we can allow for by introducing a fac-
tor F'. This factor reduces the number of users as the interference due to
users in other cells is added to the interference caused by the other mobiles
in the user’s cell. When one speaker is listening in a conversation his bit
rate can be significantly reduced to allow only the background noise to be
transmitted. As on average people speak in conversations for only 40% of
the time the interference they generate can be significantly decreased when
they are not speaking. We designate the reduction in interference due to
speaker inactivity by introducing a factor d. Notice that this inactivity
results in the overall interference being reduced and this benefits all users.
This is radically different to the situation in TDMA and FDMA where only
cochannel users benefit. It is also commonplace in cellular radio to intro-
duce sectorisation of cells where instead of using omnidirectional antennas
at a base site, S antennas are used each radiating into a sector of (360/.5)°.
These interference mitigating factors, lead to an increase in the number of
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Figure 1.33: A cluster of hexagonal cells overlaying geographical area.

CDMA users to
N W/R 1

T Ey/Jd
Imperfect power control can be allowed for by multiplying the right
hand-side of the Equation 1.29 by another factor which is less than unity,

and better than 0.5. Typically we may anticipate in a well run system that
d=04,F =06,5 =31t06.

F.S. (1.32)

1.4 First-Generation Mobile Radio Systems

These systems are essentially concerned with the transmission of speech
signals, although they are able to transmit data at relatively low bit rates.
They are usually referred to as ‘analogue’ systems as the speech signals
are not digitally encoded prior to transmission on a radio frequency (RF)
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carrier. However, all the command and control of the network is digital.
The user accesses the systems by means of frequency division multiple
access (FDMA). When a call is connected, the mobile user is assigned a
frequency band exclusively for his or her use until the call is completed.

There are numerous analogue mobile radio networks [3,4]. These in-
clude the Nordic Mobile Telephone (NMT) system, the American Advanced
Mobile Phone Service (AMPS), the British Total Access Communications
System (TACS), the German Netz C and D networks, and the Japanese
Nippon Advanced Mobile Telephone System (NAMTS). There are only
minor differences between these analogue mobile radio systems.

Communications between a roving mobile station (MS) and another
MS, or between a MS and a fixed station, such as a telephone connected
to the public switched telephone network (PSTN) or an integrated services
digital network (ISDN), generally involves the use of cellular techniques.
The basic concept in FDMA (and TDMA) cellular mobile radio is to divide
the spectrum W assigned by the regulatory body into equal parts B,, and
to allocate B, to each base station (BS) in a cluster of N BSs until all
the bandwidth W (= NB,) is used. Conceptually, each BS may be viewed
as being located at the centre of a hexagonal cell (which is not physically
realised) and the hexagons are tessellated to provide a continuous mosaic
over a geographical area as illustrated in Figure 1.33. The radiated power
from a BS is sufficient to provide adequate radio coverage for all the MSs
travelling in its domain, or cell.

As the assigned frequency band W is totally used by the cluster of N
BSs, it must be repeatedly reused if contiguous radio coverage is to be na-
tionally provided. This means that N-cell clusters must be tessellated as
shown in Figure 1.34 where seven cell clusters are shown. The consequence
of tessellating clusters is that a MS travelling in, say, cell 4 of a particular
cluster will experience interference from BSs located in cell 4 of other clus-
ters that are transmitting to MSs in their cells using the same frequency.
For the seven-cell cluster there are six significant interfering BSs, although
only four are shown in Figure 1.34. This interference is known as cochannel
interference. The BSs that use the same radio frequencies must be suffi-
ciently separated for the cochannel interference to be acceptably small. As
a consequence mobile radio communications are often referred to as being
interference limited in that the BSs are moved close together to increase
the density of users, but not so close that the cochannel interference re-
sults in unacceptable speech quality to the mobile user. The relationship
between the reuse distance D, the cell radius R and the number of cells N
is D = (3N)V?R,

The same bandwidth B, but not the same frequency band, is assigned
to each cell. If each user is allocated a bandwidth B,, then the maximum
number of channels per cell is B./B,. As the cell covers an area A the
density of channels is B./(AB,). By making A small this density increases.
Consequently in city centres where the density of MSs is high the cell radius
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Figure 1.34: Tessellated clusters of cells; seven cells per cluster.

may be only 1 km, while in remote rural areas the radius may be some 35 km
and yet still be sufficient to accommodate user demand.

The actual shapes of the cells are significantly different from the notional
hexagonal ones. They are determined by the terrain, buildings, directivity
of the antennas, radiated power level, and so forth. The BSs in the first-
generation systems occupy a moderate size room in an office block as each
radio channel requires its own transceiver. The BS antennas tend to be
mounted on the tops of tall buildings or on the peaks of hills, and the
radiated power may be substantial (~ 100W) when the cells are large.

As the MSs are generally beyond the line-of-sight (LOS) of the BS the
received signal envelope in the first-generation systems experiences fast
fading having a Rayleigh probability density function (PDF). As the band-
width of the mobile radio channel B, is either 25 or 30 kHz, the fading is
said to be flat, i.e. all the frequencies across the band fade by the same
amount. As a consequence the channel is devoid of dispersion and data
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transmissions do not experience intersymbol interference (ISI). The PDF
of the slow fading signal level is log-normal. The path loss (PL) experi-
enced by the MS decreases with an exponent of the order of 3.5 rather
than the inverse square law and two-path plane earth exponents of 2 and
4, respectively.

The radio links in the first-generation systems are simple compared
to those found in the second-generation system. Essentially the link is
the transmission of frequency modulated (FM) speech, or frequency shift
keying (FSK) data. The band used for TACS is 935-950 MHz for the
forward band or downlink, and 890-950 MHz for the reverse band or up-
link. The complexity of the first-generation system lies in their control
procedure.

1.4.1 Network Aspects

We have discussed the behaviour of mobile radio propagation in Section 1.2,
emphasising the fading nature of the channel, that it can be dispersive and
noisy. When describing cellular clusters we introduced cochannel interfer-
ence from other cells and there is adjacent channel interference from users
of adjacent channels. Much of the emphasis of this book is devoted to
the methods of establishing reliable communications of acceptable quality
over these hostile channels. However, this is only part of the problem of
enabling users to make and receive calls while on the move. We need to
have a network that will establish and terminate calls with mobiles, track
the mobiles as they travel, enable their calls to be switched between BSs
to maintain call quality, and so forth. To achieve all these requirements we
have the cellular network.

The control of the first-generation cellular network is digital. Although
this control is simpler than the control procedures adopted for the second-
generation digital networks, e.g., see those described in Chapter 8, it does
have all the basic features found in these more complex networks. We will
therefore describe the control aspects of the British TACS network.

In TACS the BSs are connected by permanent links to mobile switch-
ing centres (MSCs) which are computer controlled telephone exchanges
specifically designed for handling cellular services. The MSCs in turn are
connected to the PSTN and to other MSCs. The arrangement is shown
in Figure 1.35. It enables MSs to communicate with other MSs and to
non-mobile users. It also allows calls to be connected to MSs who are not
in their home area.

The cellular network must keep track of all the MSs that are subscribers
to the network. It does this by forming traffic areas which consist of groups
of cells. The MSCs log the current locations of all MSs through a process
known as registration. When the MS is switched on, but is not making a
call, it constantly listens to one of the common signalling channels trans-
mitted by the BSs to determine the traffic area in which it is currently



1.4. FIRST-GENERATION MOBILE RADIO SYSTEMS 55

PUBLIC SWITCH TELEPHONE NETWORK
) \ \

1] | h&ES(:

MOBILE /
SWITCHING

' CENTRE

MSC Y
A
MSC
BSs
Bsi BSs
BS / RADIO
RADIO CELL

Figure 1.35: Network arrangement for TACS.
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Figure 1.36: TACS control and speech channels.

residing. Should the quality of the current signalling channel deteriorate as
the MS travels it scans the signalling channels until it finds one with an ac-
ceptable quality. If the traffic area has changed the MS automatically, and
unknown to the user, calls the new BS, gives its identification number, and
is thereby registered in the new traffic area, then the old BS de-registers
the MS.

When a call has been established and a conversation is in progress
the MS may travel near the edge of its cell. Should the communications
quality become unsatisfactory the network is required to ensure that the
MS changes its BS to one that can provide a better quality channel. The
process of switching from one BS to another BS is called handover or hand-
off. The handover process is required to be automatic, with no interruption
of the call.

To facilitate the handover procedure the BS constantly monitors the
received signal levels from all mobiles with speech transmissions in progress.
When a received signal level drops below a threshold it informs the MSC
that a hand-off may be required. The MSC commands all the surrounding
base stations to measure the signal strength of the mobile, and then chooses
the BS with the strongest received signal to handle the call. Once the new
base station has been informed of the handover request, and the radio
channel allocation has been made, the original base station is commanded
to send a control message to the mobile to have it re-tune to the newly
assigned channel. This happens automatically within a few seconds, and
the mobile user is aware of only a very brief break in transmission (about
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400 ms) when the actual handover takes place.

The TACS system has both control and speech radio channels. There
are 21 channels reserved for control which cannot be used as speech chan-
nels. Of the remaining channels, some may be used for control where traffic
demands extra control channels; otherwise, they can all be used as speech
channels. Figure 1.36 shows the TACS control and speech channels.

1.4.1.1 Control Channels

The TACS control channels are used for the co-ordination of mobiles and
for all call set-up procedures. Functionally, there are three types of control
channel: dedicated control channels, paging channels and access channels.
All mobiles are permanently programmed with the channel numbers of the
dedicated control channels and they scan these channels at switch-on. The
dedicated control channels carry basic information about the network and
inform the mobiles about the channel numbers of the paging channels.

The paging channels are used both to transmit messages to specific mo-
biles, for example, to alert them of incoming calls, and for general network
information, such as traffic area identity, channel numbers of the access
channels, access methods to be used by mobiles, etc. The access channels
are used by mobiles for accessing the network to initiate out-going calls, to
register their location and to respond to paging calls.

All three types of control channel carry status information in the se-
quences of data blocks called overhead messages. The type of overhead
message depends on the function of the control channel. Where the func-
tions of dedicated control channel, paging channel and access channel are
combined, the overhead messages contain all the relevant information as
one message train.

TACS has a total of four signalling channels as shown in Figure 1.37.
The Forward Control Channel (FOCC) and the Reverse Control Chan-
nel (RECC) are used for setting-up calls, as well as maintaining contact
between BS and MS when no calls are in progress. The Forward Voice
Channel (FVC) and the Reverse Voice Channel (RVC) must be compati-
ble with a standard voice channel. In order to maintain system flexibility,
FOCC and RECC are also compatible with a standard voice channel. Data
messages on the FVC and RVC are kept short because they are inserted
periodically into the user’s voice channel. The FOCC is transmitted at all
times so that a mobile entering the system can acquire system specific in-
formation, e.g., which channels are allocated for voice traffic. The RECC is
only active intermittently, e.g., when the MS moves from one BS to another
(no conversation in progress) or the MS initiates a call.

Signalling between the mobile and the base station for call set-up,
hand-off and other similar control functions is carried digitally by using
frequency-shift keying (FSK) of the radio-frequency carrier with a devia-
tion of 6.4 kHz. The basic data rate used is 8 kbit/s, but to facilitate clock
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Figure 1.37: The TACS signalling channels.

recovery at the receiver the data is Manchester encoded before transmission
to give a rate of 16 kbit/s.

It is necessary for all signalling information to be correctly received. Ac-
cordingly robust error protection is used having the combined techniques of
repeated transmission with majority decision and forward error correction
coding. The message to be sent is coded into a block and a parity word is
generated from it by using Bose-Chaudhuri-Hocquenghem (BCH) coding.
The parity word is appended to the message to form a signalling block. A
complete signalling frame is then formed which starts with a bit- and word-
synchronisation sequences, followed by the combined message and parity
word repeated several times.

When the message is received, a bit-by-bit majority decision is carried
out on the repeated blocks, and many of the errors that may have occurred
are corrected. The parity word is then used to correct up to one remaining
error, and to detect if more than one error is present. If there are two or
more errors remaining after majority decision, they cannot be corrected
and the message is rejected.

1.4.1.2 Supervision

Whilst a call is in progress, a supervisory audio tone (SAT) is transmitted
by the base station and looped back by the mobile. Both base station and
mobile require the presence of the SAT on the received signal to enable the
audio path. Three different frequencies are used for the SAT, all around
6 kHz. During call set-up, the base station informs the mobile which SAT
to expect on the speech channel. If the SAT is incorrect, the mobile does
not enable the audio path, but starts a timer which, on expiry, returns the
mobile to stand-by. Similarly, the base station expects to see its transmitted
SAT returned and takes this as confirmation that the mobile is operating
on the correct channel.
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The three SAT frequencies are jallocated to the BSs to give a three-
cluster repeat pattern. Consequently a cell in the adjoining cluster using
the same radio channel uses a different SAT. The effect of this arrangement
is to reduce the probability of a co-channel interfering signal being stronger
than the wanted signal at a mobile.

1.4.1.3 Call Origination

When a user makes an outgoing call, the number required is keyed into the
mobile, or the required number is extracted from the short-code memory in
the mobile. A SEND key is then pressed. This causes the mobile to perform
a system access. To do this the mobile first scans the network’s access
channels. The channel numbers of the access channels are transmitted
as part of the overhead information on the paging channels. The mobile
chooses the two channels with the highest signal level and attempts to
receive the overhead messages being transmitted. Should the mobile fail to
receive these messages on the strongest channel, it tries again on the other
channel. Contained in the overhead messages are parameters which inform
the mobile of the access procedure. Once the mobile has received these
parameters, it checks to see if the access channel is in use. If it is available
the mobile transmits its message.

When the mobile has sent its message to the network, it turns off its
transmitter and remains on the access channel awaiting a message from the
base station. For MS call originations, the received message from the BS is
normally a speech~-channel allocation and contains the channel number and
the SAT code. On receipt of the message, the mobile tunes to the required
channel and starts to transpond the SAT. If the correct SAT is received at
the BS, the audio paths are enabled and the user can hear the call being
set-up.

If the access was as a result of a registration, the message received from
the BS on the access channel is normally a registration confirmation. On
receipt of this message, the mobile returns to the IDLE condition.

1.4.1.4 Call Receipt

When an incoming call for a MS is received, the MSC checks the current
location of the mobile which has been obtained through the registration
procedures. A paging call is then transmitted on the paging channel of all
BSs in the mobile’s current traffic area. When the MS receives a paging
call, it accesses the network in the same way as for call originations, but the
message sent to the BS informs the network that the access is as a result
of receiving a page. The MS receives a speech-channel allocation from the
BS, tunes to the new channel, and checks the SAT received. The BS then
transmits an alert message to the MS, causing it to alert the user of the
incoming call and to transmit a continuous 8 kHz signalling tone. When
the user answers the call, the signalling tone is turned off, the audio paths
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are enabled and the call proceeds.

1.4.2 Power Levels and Power Control

The transmit power levels used at a BS are chosen to give the required
coverage area. The maximum effective radiated power (ERP) per channel
is limited to 100W. Mobile stations have a nominal power class, namely 1,
2, 3 and 4 with ERPs of 10W, 4W, 1.6W and 0.6W, respectively. However,
Classes 2 and 4 are used by the majority of MSs. In addition, the BS
instructs the MSs within its coverage area to adjust their transmitted power
to the minimum level required for acceptable performance. The power
control facility reduces interference within the system and improves spectral
occupancy. A maximum of eight different power levels may be emitted by a
MS. The minimum ERP is -22 dBW and the step changes of ERP are 4 dB.
The ERP to be used is transmitted to the MS using a three-bit attenuation
code. On receipt of the power control message from the BS, the mobile
sends an acknowledgement to the BS and selects the appropriate power
level.

1.4.2.1 Call Termination

When a mobile user completes a call and replaces the handset, the mobile
transmits a long burst (1.8 s) of 8 kHz signalling tone to the BS, and then
re-enters the control-channel scanning procedure. If the originator of a call
on the PSTN clears down, a release message is sent to the mobile, which
responds by sending a burst of 8 kHz signalling tone, after which it re-enters
the control-channel scanning procedure.

We have shown how the TACS network operates to facilitate the ability
of mobiles to make and receive calls while on the move. This is not the full
story, but it does indicate that perhaps the major complexity of cellular
radio lies in its network organisation. However, the quality of the commu-
nications is dependent on the radio links. We now examine the basic digital
mobile radio link.

1.5 Digital Cellular Mobile Radio Systems

The second-generation cellular mobile radio systems are all digital, and
once more the primary service is mobile telephony. FDMA is abandoned
in favour of time division multiple access (TDMA), although one American
system employs code division multiple access (CDMA). The consequence is
that the transmitted bit rate per carrier is significantly increased compared
to transmitting digital speech via FDMA, and this usually results in time
variant, dispersive mobile radio channels.
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1.5.1 Communication Sub-systems

Of paramount importance is the speech codec which encodes the speech
into a digital format for transmission, and decodes the regenerated bits at
the receiver output to provide the recovered speech signal. We have dis-
cussed the time varying nature of the mobile radio channel, emphasising the
distortions it can impose on the transmitted signal. Consequently we con-
dition the signals prior to transmission in order to assist the receiver in its
difficult role of regenerating the data with an acceptably low bit error rate
(BER). Conditioning sub-systems include forward error correcting (FEC)
codecs that operate on the encoded speech signal, increasing the bit rate
while allowing the receiver to perform bit error correction. We also need
to introduce interleavers to scramble the FEC data. Scrambling the data
at the transmitter enables the descrambling process at the receiver to con-
vert burst errors into random errors, and this improves the performance of
the FEC decoding. The RF modem is another important sub-system that
determines spectral occupancy and battery power drain. We also need to
consider equalisers to remove the effects of channel dispersion, and the use
of diversity in order to receive a number of versions of the transmitted sig-
nal and to combine them in such a way that the BER is decreased. We will
now briefly describe some of these important sub-systems although they
are considered in depth in subsequent chapters.

1.5.1.1 Speech Codec

There are a range of speech codecs that enable us to decrease the bit rate
for an increase in complexity, while maintaining speech quality [42—44].
Logarithmic pulse code modulation (log-PCM) has long been used by the
wire networks and can be used in mobile radio when there is sufficient chan-
nel bandwidth [45-50]. Adaptive delta modulation (ADM) [51] has long
been favoured by the military for mobile communications, and is well suited
to cordless telecommunication (CT) applications, i.e., short range mobile
communications as used in offices. The speech quality of ADM at 32 kb/s
is not as good as that of adaptive differential pulse code modulation (AD-
PCM) at the same bit rate when the transmissions are over ideal channels.
However, over mobile radio channels where burst errors occur it generally
provides better quality speech. In addition the battery consumption of
ADM is significantly lower than that of ADPCM. Nevertheless, ADPCM
is preferred in cordless communications, see Section 1.7, as it is an inter-
national standard, and ADM does not perform well when multiple tandem
links are used in the network.

Sub-band coding (SBC) [52] at 16 kb/s is more appropriate for cel-
lular radio where bandwidth is usually at a premium compared to CT
applications. The lower bit rate of 16 kb/s is achieved with considerable
extra complexity and delay compared to ADM and ADPCM. Analysis-by-
synthesis (ABS) techniques are currently in vogue for cellular radio [53,54].
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They operate effectively (after some channel coding) from 8 to 13 kb/s, and
yield near toll quality speech. A popular ABS scheme is the code excited
linear predictive codec (CELP) [53,54]. The regular pulse excited linear
predictive codec (RPE-LPC) had been adopted for the pan-European GSM
network [55]. Low bit rate vocoders at 2.4 kb/s and below [56] that are
used by the military are not currently employed in digital cellular mobile
radio. Speech codecs are discussed in-depth in Chapter 3.

1.5.1.2 Channel Codec

The digitally encoded speech is channel coded [57] to enable the receiver to
correct many of the symbol errors that occur during transmission [52]. As
the symbol errors are associated with deep fades in the signal level they tend
to occur in bursts. In order to correct symbol errors at the receiver we can
either use a long block channel code that spans a number of error bursts,
or use a short block code and interleave the data prior to transmission.
The long codes work well because for most of the time there are few deep
fades within the code words, and although error bursts occur during these
fades the resulting erroneous symbols are only a small fraction of the total
symbols in the code words. The consequence is that the channel decoder is
able to correct the relatively few symbol errors. The penalty of using long
codes is the delay, and more importantly, the complexity of the channel
codec.

Short block codes do not have the high error correcting power of the
long block codes. However, by interleaving the data prior to transmis-
sion, the errors in the bursts are randomised at the receiver during the
de-interleaving process. Consequently during decoding there are relatively
few errors in a block and satisfactory error correction is achieved. Short
codes are usually preferred to long codes because of the lower complexity,
but the overall delay is similar due to the delay incurred by the interleav-
ing process. Important block codes are the Bose-Chaudhuri-Hocquenghem
(BCH) and Reed-Solomon (RS) codes that use one bit per symbol or many
bits per symbol, respectively. The RS codes are more complex than the
BCH codes with a more powerful and reliable error detection and error
correction capability. The abilities of these codes are known with mathe-
matical certainty.

Another class of channel coding used in mobile radio is convolutional
coding (CC). Interleaving must be used to combat error bursts, and the
complexity of the codec increases exponentially with the error correcting
power. CCs do not have the reliable error detecting capabilities of block
codes, and the designer cannot guarantee the number of errors that will be
corrected. The CCs are also subjected to error propagation effects.

However, CCs are often preferred to block codes in mobile radio appli-
cations. They can employ soft decoding whereby the signal applied for CC
decoding is not a sequence of bits from the demodulator, but a multilevel
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signal. This approach yields an enhanced performance. Another feature of
CCs is the use of ‘puncturing’, a process which provides a high rate code
(i-e., the ratio of the information bits to the total bits) by periodically delet-
ing some of the coded bits from the coder output. Puncturing reduces the
complexity of the CC decoder compared to an identical rate non-punctured
CC, while weakening its correcting power. Speech can be encoded, followed
by convolutional coding. By puncturing the CC bits, control data can be
inserted without affecting the speech encoding. The transmitted bit rate
is unaltered, although the correcting power is marginally decreased.

In Chapter 4 we present the detailed operation of BCH and Reed
Solomon block codes, convolutional codes, and the operation of different
interleavers. The importance of channel coding and interleaving will be
demonstrated.

1.5.1.3 Modulation

The modulation process converts the channel coded speech into a format
suitable for transmission over the mobile radio channel [35]. It is desirable
that the digital modulation technique employed has a high bandwidth ef-
ficiency, i.e., the bit rate per channel bandwidth is high for a given power
expenditure and at a specific bit error rate (BER). The implementation
costs should also be low. Constant-envelope modulated signals find favour
in both digital cellular and cordless telecommunications (CT) radio links.
They have acceptably good bandwidth efficiencies and relatively low bat-
tery power drain due to their use of class-C amplifiers.

Of particular importance in mobile radio is Gaussian minimum shift
keying (GMSK), which is considered in detail in Chapter 6. The modula-
tor is basically a Gaussian filter followed by a voltage controlled oscillator
(VCO). The modulated signal has a spectrum that is narrow due to the
deliberate introduction of ISI into the transmitted data stream. The ISI
is generated by passing the input data through a digital filter having a
Gaussian shaped impulse response which causes each bit to be spread over
a number of bit intervals. The greater the bit spreading the narrower the
spectrum of the GMSK signal and the better the adjacent channel inter-
ference performance. However, the clock recovery and symbol detection at
the receiver becomes more difficult.

In fast frequency shift keying (FFSK) or minimum shift keying (MSK),
logical 0 and logical 1 data bits are conveyed by assigning distinct carrier
frequencies to them with a suitable frequency band between them to avoid
detection ambiguities. To achieve a spectral occupancy that is less than
that of MSK each data bit is filtered, to yield smooth transitions in the
data signal before it modulates a VCO. We notice that filtering of the
data is also done in GMSK, but an essential difference between MSK and
GMSK is that in MSK the shaping of each data bit is done over only one
bit period. When the shaping is done over one bit period it is referred to
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as a full response system, as distinct from a partial response system when
it is implemented over more than one bit period. The consequence of MSK
being a full response system is that the bandwidth of the modulated signal
is larger than that for GMSK. However, the detection of MSK signals is
simpler as its eye-pattern is more open.

The tighter spectrum of GMSK means that carrier spacings can be
closer than in MSK for the same adjacent channel interference, producing
a higher spectral efficiency. With the oscilloscope synchronised to symbol
timing, the display of the demodulated signal has and eye-like appearance
due to the data being filtered. The GMSK parameter BT is related to the
number of bit periods over which each data bit is spread. Common values
employed are BT = 0.3 and 0.5, e.g., BT = 0.5 means the spreading is over
two bit periods. As this spreading does not occur in MSK its eye-pattern
is wide open, and the bit regenerator samples the signal at the instants
corresponding to the widest openings of the eye. For moderate amounts
of signal noise, it is easy to identify the polarity of the signal and thereby
regenerate the bits correctly. By contrast the GMSK eye-patterns are less
open, making it more difficult in the presence of noise to identify the correct
polarity of the received bit. By spreading each bit over a number of bit
periods a multilevel signal and hence a multilevel eye-pattern is formed
which depends on the variations in the patterns of logical ones and zeros
in the data. Some patterns are easier to regenerate than others.

In contrast to these constant envelope modulation methods support-
ing one bit per symbol, we have multi-level modulators having n bits per
symbol. For example, the modulated signal can have different discrete am-
plitudes, as in multi-level amplitude shift keying, known as m-ary ASK,
where m = 2" signifies the number of levels. Sometimes the amplitude of
the modulated phasor is constant, but its phase has one of m distinct val-
ues as in multi-level phase shift keying, called m-ary PSK. By combining
the two types of modulation we obtain quadrature amplitude modulation
(QAM) where the data are conveyed by both the magnitude and phase of
the transmitted phasor [49, 50]. Many other types of multi-level modula-
tion are possible. The twin phase modulation, known as star-QAM [58],
has the desirable property that when used with differentially encoded data
it effectively avoids the need for automatic gain control (AGC) and carrier
recovery procedures at the receiver.

Figure 1.38 shows the constellations for these multi-level modulation
signals. The dots or constellation points, correspond to the tips of phasors
whose other extremities are at the centre of the constellation. Each constel-
lation point is associated with a data word. For example, a 16-level QAM
constellation supports 4-bit words on each constellation point or phasor.
So during any symbol period the transmitted phasor, suitably filtered, will
correspond to one point and convey 4-bits. By having 256-levels, 8 bits
are conveyed by each transmitted symbol. Another multi-level modulation
method is m-ary FSK where n bits of data are transmitted during each
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symbol period as one of m unique carrier frequencies.

The desirable feature of multi-level modulation is that each symbol
carries n-bits, n > 2, and as the symbol rate determines bandwidth oc-
cupancy, the signal bandwidth is lower compared to binary modulation
methods where n = 1. However, the channel SNR is required to be higher
for multi-level modulators as the regenerator does not make simple binary
decisions. QAM modems also require linear ampliers which although hav-
ing lower efficiencies can be used in micro-cellular mobile radio networks as
the radiated power levels are much lower than those used with large cells.

1.5.2 FDMA Digital Link

Having briefly discussed some of the communication sub-systems, we will
now describe how they are cascaded to form a basic FDMA digital mobile
radio link. The transmitter contains a speech and channel codec, an inter-
leaver to provide time diversity, and a modulator prior to amplification for
transmission over the mobile radio channel. At the receiver demodulation
ensues followed by clock recovery and bit regeneration. The resulting data
stream is de-interleaved causing the burst errors to be partially randomised,
and channel decoding and speech decoding executed to recover the speech
signal. The block diagram of the basic FDMA digital link is shown in Fig-
ure 1.39. Also shown in the Figure is a switched diversity arrangement.
The two radio channels are associated with each of the two receiver anten-
nas. These antennas are spaced sufficiently far apart that their received
signals are uncorrelated. The signal applied to the demodulator switches
from one antenna to the other whenever the received signal level falls below
a system threshold or above an acceptable BER. We emphasise that there
are a variety of space diversity techniques [2]. The one shown in Figure 1.37
is the simplest and is known as second-order switched diversity. By using
more antennas the order of the diversity increases pro rata. As the sig-
nal applied to the demodulator is frequently switched in order to provide
a good signal level the statistics of the signal being demodulated changes
from, say, Rayleigh when only a single antenna is continuously used, to
near-Gaussian when the order of diversity is high. A Gaussian channel is
the best we can achieve as all the fading is eliminated. The general case of
switched diversity is known as selection diversity (SD), where each antenna
has its own receiver and the one with the highest baseband SNR is selected
to be the demodulated signal.

The weakness of selection diversity is that only one antenna is used
at any instant, while all the others are disregarded. Maximal ratio com-
bining diversity (MRCD) seeks to exploit the signals from each antenna by
weighting each signal in proportion to their SNRs and then summing them.
Accordingly in MRCD the individual signals in each diversity branch are
cophased and combined, exploiting all the received signals, even those with
poor SNRs. However, MRCD is more difficult to implement than SD.



1.5. DIGITAL CELLULAR MOBILE RADIO SYSTEMS 67

SPEECY | ENCODER |wf CHANNEL | | R [ MODULATOR

f
1 &

CHANNEL CHANNEL
| Y

e DIVERSIYY o o __ N P T————— 4
) CONTROL ;
i |
| :
! DE- DE—
! CHANNEL _ BIT . i

DECODER | ] {E;%%R ] REGEN [“|[MODULATOR
, i

SPEECH RECOVERED CLOCK
DECODER [—™— SPEECH RECOVERY

Figure 1.39: Basic FDMA digital link showing second-order switched diversity.

Space diversity, i.e., where the receiving antennas are spaced apart, is
usually employed in flat fading environments as the deep fades can be ef-
fectively combatted at the expense of system complexity. However, space
diversity is less useful with dispersive channels, although it can be effec-
tively employed but not in the simple ways discussed above. In disper-
sive systems the diversity procedures must be integrated into the equalisa-
tion techniques, or into the adaptive correlation diversity methods used in
spread spectrum receivers. The system shown in Figure 1.39 assumes that
the symbol rate is sufficiently low that dispersion has not occurred. We
now consider TDMA links where dispersion is usually prevalent.

1.5.3 TDMA Digital Link

In time division multiple access (TDMA) systems a number of user’s signals
are transmitted on a single RF carrier. Their transmissions are synchro-
nised to occur in a particular time slot in each TDMA frame and hence the
data are sent in packets where the packet duration is marginally shorter
than the slot duration. If there are n slots in a TDMA frame, then it follows
that if a user’s coded data are generated at a rate R it will be transmitted
at a rate in excess of nR, whereas in FDMA it is transmitted at R. The
actual TDMA transmitted rate is above nR as described in connection with
Figure 1.28.

Figure 1.40 shows the basic arrangement of a TDMA transmitter-
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Figure 1.40: Basic TDMA radio link.

receiver link. At the transmitter a packetiser accepts the coded interleaved
digital speech at a rate R, forms a packet over a period of a frame and re-
leases it as a data burst to the modulator for transmission. The high speed
data on the RF carrier suffer considerable distortion during their transmis-
sion over the mobile radio channel and this must be compensated for at the
receiver. After the receiver has demodulated the RF signal, demultiplexing
of the baseband signal ensues to yield the channel data and the propagation
channel sounding data. Referring to Figure 1.40, the sounding channel data
are applied to a matched filter whose impulse response is matched to the
sounding sequence inserted into the packet prior to transmission. Should
the sounding sequence at the transmitter be passed through the matched
filter (i.e., an ideal channel) a sharp pulse of some two bits width is pro-
duced. If this sharp pulse were passed through the equivalent baseband
channel we would obtain the impulse response of the channel, slightly de-
graded by the sharp pulse not being an ideal delta function. We see that
the cascading of the sounding sequence with the matched filter and radio
channel yields an estimate of the baseband channel impulse response h’'(t).
Since the mobile radio channel is essentially linear, we obtain the same
R'(t) by transmitting the sounding sequence over the mobile channel, fol-
lowed by the matched filtering, i.e. when using the arrangement shown in
Figure 1.40.

Having obtained a measure of the complex baseband channel impulse
response h'(t) we are able to perform channel equalisation on the traffic
data. Equalisation is a process which attempts to remove the ISI intro-
duced by the channel [21,59-61]. In linear equalisers, or decision directed
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equalisers, the knowledge of h'(t) enables the equaliser’s coefficients to be
found. In Viterbi equalisation, which is really a maximum likelihood se-
quence detection process, a baseband modulator is used at the receiver to
generate a wide range of possible signals that could have been received over
the real channel. The data signal and the locally generated estimates of the
data signal are combined to form mean square error signals, called metrics,
which are used in a Viterbi processor (VP) to identify the most proba-
ble sequence of data transmitted. The operation of the VP is explained
in detail in Chapter 6. The ambiguity function in Figure 1.40 is a filter
whose impulse response is the convolution of the sounding sequence with
the matched filter impulse response. It is introduced to compensate for the
channel being sounded by an impulse of this type and not a delta function,
i.e., both the data and the locally generated estimates of the signal are
subjected to the same distortion.

Having regenerated the data in the packet, de-interleaving is performed
(this may be over a number of packets) followed by channel decoding and
speech decoding.

1.6 Second-Generation Cellular Mobile Sys-
tems

In the USA the system to be introduced, known at the time of writing as IS-
54, has the TDMA carriers spaced by 30 kHz to align with those in their
analogue advanced mobile phone service (AMPS). Each carrier supports
three users at the TDMA rate of 48.6 kb/s. The dual-mode transmissions
are in the bands 824-849 MHz and 869-894 MHz. Vector sum excited linear
prediction speech encoding (see Section 3.5) is used operating at 7.95 kb/s.
After channel coding the rate becomes 13 kb/s, and allowing for control
information the effective rate per user is 16.2 kb/s. The 48.6 kb/s TDMA
rate is transmitted using 7 /4 shifted DQPSK modulation at 2 bits/symbol
[62].

The Japanese are taking a similar approach. As their first-generation
analogue system has carrier spacings of 25 kHz, they use this bandwidth to
introduce a TDMA rate of 42 kb/s, again using n/4 shifted DQPSK. The
speech channel coding rate is 11.2 kb/s.

The pan-European digital cellular mobile system is called GSM. These
initials originally stood for, ‘Groupe Speciale Mobile’, after the name of the
committee responsible for its specification, but it now represents, ‘Global
System for Mobile Communications’. The GSM network began to be de-
ployed in Europe in July 1991. It is a much more ambitious network than
IS-54. Operating in a TDMA mode, a regular pulse excited linear predic-
tive coder (RPE-LPC) encodes the speech at 13 kb/s. This is followed by
channel coding and bit interleaving to yield a voice rate of 22.8 kb/s. The
data are assembled into packets with a propagation sounding sequence lo-
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cated in the centre of the packets, and transmitted via GMSK at a TDMA
rate of 270.8 kb/s. The carrier spacing is 200 kHz. The frequency bands are
935-960 and 890-915 MHz. Because of the high transmission rate and the
large cells that may be used (up to 35 km radius), the mobile radio channel
is often dispersive and this requires receivers to employ channel equalisa-
tion as outlined in the previous section. Chapter 8 deals exclusively with
the GSM system and we will refrain from discussing it further here.

In 1989 the British Government announced that service providers would
be licensed to operate so-called personal communication networks (PCNs).
This has now been done and these PCNs became operational around 1993.
They use a modified form of GSM, referred to as DCS 1800, meaning a
digital cellular system at 1800 MHz. Duplex bands of 75 MHz with a
20 MHz guard band will be used. Frequencies assigned are 1805-1880 MHz
for the down-link (BS to MSs) and 1710-1785 MHz for the up-link (MSs to
BS). Each service provider has a contiguous block of spectrum. The DCS
1800 specification is essentially that of GSM, with minor modifications as
DCS 1800 operates in typically smaller cells than those used in GSM. This
means that the radiated power levels are lower for DCS 1800, and hence the
complexity of the channel equaliser could be significantly decreased. Both
these features decrease the battery power drain in hand-held portables.

1.6.1 Qualcomm CDMA

Qualcomm Incorporated in the USA opted for CDMA as the multiple access
method for mobile radio. Although CDMA has been well understood for
a long time, its use in cellular radio had been avoided due mainly to the
problems associated with power control. If the standard deviation of the
received power from each mobile at the BS is not controlled to an accuracy
of approximately +1 dB relative to the target received power the number
of users supported by the system can be significantly curtailed. Other
problems sited were whether there were sufficient codes available for a large
number of mobile users, and difficulties of synchronisation. These major
and many other minor problems have been successfully addressed by this
CDMA system.

Qualcomm CDMA operates at the top of the AMPS band. The CDMA
bandwidth required for each up- and down-link is 1.23 MHz, equivalent to
41 AMPS channels (41 x 30 KHz = 1.23 MHz). This CDMA network also
operates in the 1.7 to 1.8 GHz band.

1.6.1.1 Qualcomm CDMA Down-link

There is one pilot channel, one synchronisation channel, and 62 other chan-
nels. All of the 62 channels can be used for traffic, but up to 7 can be used
for paging. The 64 Walsh codes of length 64 are used for each of these
channels. The first 64 Walsh codes are shown in Figure 1.41. Walsh code
Who, an all-one code is used for the pilot, the alternating polarity Wss is
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Figure 1.41: The first 64 Walsh basis functions.

used for the synchronisation channel, while the paging and traffic data use
the other 62 Walsh codes. It is important to notice that the Walsh codes
are used to identify the channel. Their modus operandi is very different on
the reverse or up-link.

Figure 1.42 shows a block diagram of the BS transmitter. The pilot
channel consists of a pair of pseudo random binary sequences (PRBS) at
1.2288 Mchip/s. The synchronisation channel data at 1200 b/s is convolu-
tionally encoded to 2400 b/s, repeated to 4800 b/s and interleaved over the
period of the pilot PRBS. Each of these interleaved symbols spans 4 Walsh
symbols; so that when W3, generated at 1.2288 Mchip/s is exclusive-ORed
with the sync data, a signal of 1.2288 Mchips/s is produced.

The speech is encoded by a variable rate vocoder that generates forward
traffic channel data at rates of 1.2, 2.4, 4.8 or 9.6 kb/s, depending on speaker
activity. As the frame duration is fixed at 20 ms, the number of bits per
frame varies according to the traffic rate. Half rate convolutional encoding
with a constraint length of 9 doubles the traffic rate to give rates from 2.4
to 19.2 ksymbols/s. To ensure the rate is always 19.2 ksymbols/s, data
repetition is appropriately used at the lower speech rates. Interleaving is
performed over 20 ms, and the higher the data repetition used, the lower
is the transmission power of the symbols.

A long code of 2*2-1(=4.4 x10'?) is generated containing the user’s
electronic serial number embedded in the mobile station’s long code mask.
This code, suitably processed, scrambles the output stream from the block
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interleaver. The scrambled data are multiplexed with the power control
information which essentially steals bits from the scrambled data. The
multiplex signal remains at 19.2 kb/s and is changed to 1.2288 Mchip/s
by the Walsh code W; assigned to the user’s traffic channel. This signal is
spread at 1.2288 Mchip/s by the pilot quadrature PRBS signals, and the
resulting quadrature signals are then weighted.

The last set of channels are the paging channels. They provide the MSs
with system information and instructions, in addition to acknowledgement
messages following access requests made on the MSs’ access channels. Es-
sentially the paging channel data are processed in a similar way to the
traffic channel data; but with the following exceptions. There is no varia-
tion in the power level on a per frame basis, and the 42 bit mask used to
generate the long code contains different data.

All the 64 CDMA channels are combined to give single I and Q chan-
nels. These signals are applied to quadrature modulators and the resulting
signals summed to form a CDMA/QPSK signal. The resulting CDMA
signal is linearly amplified.

The pilot CDMA signal transmitted by a BS provides a coherent carrier
reference for all MSs to use in their demodulation process. The trans-
mitted pilot signal level for all BSs is some 4 to 6 dB higher than a
traffic channel and is of constant value. The pilot signals are quadra-
ture PRBS signals with a period of 32768 chips. As the chip rate is
1.2288 Mchip/s(= 128 x 9600, where 9600 is the maximum bit rate of
the speech codec) the pilot PRBS corresponds to a period of 26.66 ms,
equivalent to 75 pilot channel code repetitions every two seconds. The pi-
lot signals from all BSs use the same PRBS, but each BS is characterised by
a unique time offset of its PRBS. These offsets are in increments of 64 chips
providing 511 unique offsets relative to the zero offset code. These large
numbers of offsets ensure that unique BS identification can be performed,
even in dense micro-cellular environments.

A MS processes the pilot channel and finds the strongest signal com-
ponents. The processed pilot signal provides an accurate estimation of the
time delay, phase and magnitude of three of the multipath components.
These components are tracked in the presence of fast fading, and coherent
reception with combining is used. The chip rate on the pilot channel, and
on all channels is locked to precise system time, e.g., by using the Global
Positioning System (GPS). Once the MS identifies the strongest pilot offset
by processing the multipath components from the pilot channel correlator,
it examines the signal on its synchronisation channel which is locked to the
PRBS signal on the pilot channel.

All synchronisation channels use the same code Wj, to spread their
data. The information rate on the synchronisation channel is 1200 b/s
(although its chip rate is 1.2288 Mchips/s). Because the synchronisation
channel is time aligned with its BS’s pilot channel, the MS finds on the
synchronisation channel the information pertinent to this particular BS.
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The synchronisation channel message contains time-of-day and long code
synchronisation to ensure that the long code generators at the BS and MS
are aligned and identical.

The MS now attempts to access the paging channel, and listens for
system information. The MS enters the idle state when it has completed
acquisition and synchronisation. It listens to the assigned paging channel
and is able to receive and initiate calls. When told by the paging channel
that voice traffic is available on a particular channel, the MS recovers the
speech data by applying the inverse of the scrambling procedures shown in
Figure 1.42.

1.6.1.2 Qualcomm CDMA Up-link

The up-link from MS to BS uses the same 32768 chip short code employed
on the down-link, and the MS also uses its unique code embedded in the
long 2%2-1 PRBS. Speech is again convolutionally coded, this time using
a rate 1/3 code of constraint length 9, and data are repeated depending
on speech activity. Interleaving is then performed over the vocoder block
length of 20 ms. However, the repeated symbols are not transmitted giving
rise to a variable transmission duty cycle. Whereas the down-link uses one-
bit symbols, the up-link groups the data into 6-bit symbols. Each symbol
generates an appropriate 64-chip Walsh code which is then combined with
both the long PRBS to bring the rate up to 1.2288 Mchip/s, and the short
code to launch it onto the quadrature modulation channels. Notice that
the Walsh codes are used in a totally different way in the two links. In the
down-link the Walsh codes label the channels, while on the up-link they
convey data to their only destination, namely the BS.

In the traffic operating mode, the Walsh coded signals at a MS are
modulated by the long 2¢2-1 PRBS with a specific time offset that is unique
to a particular MS, enabling the BS to distinguish signals arriving from
different MSs. This long code is the same long PRBS that was used on
the down-link. Further modulation by the quadrature 32768 chips PRBSs
ensues, but with a fixed zero offset, followed by quadrature modulation.
The reverse link does not use a pilot CDMA as to give each MS a pilot
channel would be impracticable. The receiver at the BS has a tracking
receiver and four receivers that each locks on to a significant path in the
channel impulse response. The outputs of 64 correlators, one associated
with each Walsh functions, are examined for each receiver. The outputs
of the four correlation receivers are combined and the correlator number
having the maximum output selected to identify the recovered 6-bit symbol.
Progressive 6-bit symbols are serialised, de-interleaved and convolutionally
decoded.

The reverse CDMA transmission can accommodate up to 62 traffic
channels and up to 32 access channels per paging channel. The access
channel enables the MS to communicate non-traffic information, such as
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originating calls and responding to paging. The access rate is fixed at
4.8 kb/s. The output duty cycle is 100%; and the access channel is identi-
fied by a long PN mask having an access number, a paging channel number
(on the forward or down-link) associated with the access channel, and other
system data.

Each BS transmits on the same frequency (initially there will only be
one carrier frequency) a pilot signal of constant power. As mentioned above,
this pilot signal is sent as a CDMA signal whose code identifies the BS
to the MS. However, the received power level of the received pilot also
enables the MS to estimate the BS to MS path loss (PL). Knowing the
PL the MS adjusts its transmitted power such that the BS will receive
the signal at the requisite power level. However, the MS transmits and
receives in duplex frequency bands which although having similar average
PL values, have different instantaneously received signal levels due to the
independent fading in each transmit and receive band. To allow for this
independent fading, the BS measures the MS received power and informs
the MS to make the appropriate fine adjustment to its transmitter power.
One command every 1.25 ms adjusts the transmitted power from the MS
in steps of £0.5 dB. The dynamic range of the transmitted power is 85 dB.

The MS measures the SIR by comparing the desired signal power with
the total interference and noise powers. If the SIR is below a threshold the
MS requests the BS to increase its transmitter power, and vice versa when
the SIR is above the threshold. The changes in MS transmitter power are
small for this situation, ~0.5 dB over a range of £6 dB, and are made at
the vocoder frame rate.

An interesting feature of CDMA is that it can operate with single cell
clusters. Neighbouring BSs transmit to their MSs using the same car-
rier frequency, although different codes are used for the pilot, set-up and
traffic channels. As a MS moves to the edge of its single cell, i.e., clus-
ter, the adjacent BS assigns a modem to the call, while the current BS
continues to handle the call. The call is then handled by both BSs on a
make-before-break basis. In effect, handover diversity occurs with both BSs
handling the call until the MS moves sufficiently close to one of the BSs
which then exclusively handles the call. This handover procedure is called
a ‘soft handover’, as distinct to the more conventional break-before-make
‘hard handover’ method. Soft handovers are also made between sectors in
a cell.

The Qualcomm CDMA system operates with a low E,/N, ratio, ex-
ploits voice activity, and uses sectorisation of cells. Each sector has 64
CDMA channels as previously described. It is a synchronised system, and
there are three receivers to provide path diversity at the MS and four re-
ceivers are used at the cell site. The single cell cluster enables cells to be
easily replicated along streets and into buildings. Complex frequency re-
assignment procedures required in TDMA and FDMA systems when small
cells are introduced to alleviate teletraffic hot-spots are avoided. Never-
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theless, CDMA/FDMA systems can be deployed to increase capacity if
additional spectrum is available. Although conceived for the current range
of conventional cell sizes, it is able to operate in micro-cells.

1.7 Cordless Telecommunications

Cordless telecommunications (CT) networks are designed for mobile radio
coverage over relatively small distances, such as in office environments.
Because of the small cells, or micro-cells, in which CTs operate the networks
are basically much simpler than cellular ones.

The propagation environments in CT networks have less average delay
spreads, but greater variability than cells in cellular networks due to the
widely differing types of building construction. A discussion of the prop-
agation in CT environments is provided in Section 1.2.7. Suffice to say
that micro-cells and picocells are used in CT enabling very high bit rates
per square kilometer or large values of Erlangs/MHz/km? to be achieved.
This means that the complex speech codecs used in cellular radio can often
be discarded in favour of simpler codecs that are inherently more robust
to channel errors, have negligible encoding delays, and consume relatively
little battery power. The higher bit rates that can be accommodated in CT
also allow more bits to be used for synchronisation and control. The micro-
cells yield other advantages. The excess path delay of the received radio
signals is much lower than in cellular radio, and often much higher TDMA
bit rates can be transmitted without the need for equalisation. Channel
coding can often be avoided, a wider range of services accommodated, and
so forth. We again emphasise that the most crucial factor determining
system capacity in mobile radio system design is the cell size, and from a
radio point of view, small is best!

1.7.1 CT2 System

The first operational digital CT is the British CT2 system [63]. CT2 has
three principal applications; cordless PABX, cordless telephony, and tele-
point in which the user can only call into the network. However, it must be
stressed that in its non-telepoint mode it enables the cordless user either
to be called, or to dial into the network.

CT2 operates in the band 864.1 to 868.1 MHz. The channel spacing
is 100 kHz enabling 40 time division duplex (TDD or ping-pong) channels
to be accommodated. In TDD one RF carrier supports transmissions on
both the up-link and the down-link. To do this a frame structure shown
in Figure 1.43 is used. ADPCM speech at 32 kb/s is sent and received
as a B channel or bearer channel. The D channel or signalling channel is
used to control the link. This arrangement, known as Multiplex One, is
used to transfer signalling and data across an established link. The data
are transmitted at rates 72 kb/s, with the first half of the frame for fixed
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Figure 1.43: CT2 Multiplex One frame structure.
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station (FS) to portable station (PS) while the second half is for PS to
FS transmissions. Notice that in CT terminology BS and MS becomes FS
and PS, or cordless fixed part (CFP) and cordless portable part (CPP),
respectively. Two or four bits on each link are assigned to the signalling
channel at rates of 1 or 2 kb/s. All CT2 equipment must be able to operate
using the 66-bit burst format, whereas the 68-bit burst is optional. When
the shorter burst format is used the guard time is extended by two bits
and hence the transmission rate remains at 72 kb/s, irrespective of the
signalling rate. The frame length is 144 bits, corresponding to 2 ms.
Multiplex One is used once a link is established. However, in setting-up
the link between the FS and the PS, Multiplex Two is used whose format
is shown in Figure 1.44. The 34-bit synchronisation channel consists of
a 10-bit alternate zero and one sequence, followed by a 24-bit sequence
to facilitate burst synchronisation. The D channel has 32 bits resulting
in a 16 kb/s control link. When the FS has a call for the PS it selects
Multiplex Two, using its down-link part of the frame to call the PS with
the information in the D channels, while the PS responds using the up-link
part of the frame. The FS controls the timing of the PS transmissions.
When the PS initiates a call it uses Multiplex Three. The alternate
up-link and down-link transmissions of Multiplexes One and Two are dis-
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Figure 1.45: The DECT network.

carded. Instead the PS transmits five consecutive frames each having
144 bits. In the first frame, the first sub-multiplex group consists of a
6-bit preamble which is followed by a 10-bit D channel, by an 8-bit pream-
ble, by a 10-bit D channel. The D channel is composed of 20 bits and
contains the identity of the PS. Next come two sub-multiplex groups, each
having an 8-bit preamble, followed by a 10-bit D channel, by another 8-bit
preamble and 10-bit D channel. The last sub-multiplex group is the same
as the two centre ones, except that it has a final 2-bit preamble. The same
format of four sub-multiplex groups is repeated for the next three 144-bit
frames. The fifth frame has a 12-bit preamble, followed by a 24-bit chan-
nel marker synchronisation word that informs the FS that a PS is calling.
This arrangement is repeated three times to give a 144-bit fame. During
the next two 144-bit frames the PS listens for a response from the FS.
Multiplex Three continues to be used until a link is established, whence
Multiplex One is used and speech transmissions commence.

1.7.2 Digital European Cordless Telecommunications
System

In the Digital European Cordless Telecommunications (DECT) system,
again, TDD is used, but with 12 channels per carrier and a carrier spac-
ing of 1728 MHz in the 1880-1900 MHz band [63]. The TDMA rate is
1152 kb/s. DECT has a number of attractive features. It employs ADPCM
at 32 kb/s; and GMSK modulation with the higher normalised bandwidth
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of 0.5 compared to the 0.3 used in GSM, thereby simplifying clock recovery
procedures. No channel coding is used, neither is channel equalisation as
the micro-cells are in general small and in office environments. Whereas
GSM and CT2 have control channel rates of 967 and 2000 b/s, and control
channel delays of 480 and 32 ms, respectively, the corresponding values
for DECT are 6400 b/s and 5 ms. Thus DECT has a powerful control
capability. A system similar to DECT is the Ericsson CT3 system. The
DECT network arrangement is shown in Figure 1.45. The telepoint FSs
are connected directly to the public switched telephone network (PSTN),
as are the FSs installed in residential and office buildings. In larger offices,
or complexes, e.g., airports, a number of FSs are connected to a radio link
exchange (RLE) which distributes calls from neighbouring PABXs to the
PSs they serve.

The DECT architecture consists of a concentrator which trunks N
PSTN lines to L DECT lines. The link conversion unit (LCU) reformats
the PSTN/DECT data to the new form. For example, incoming PSTN
64 kb/s A-law PCM speech is transcoded to 32 kb/s ADPCM for transmis-
sions in the DECT network. The L lines carrying ADPCM speech are then
conveyed to the RLE for distribution to the FSs and hence to the PSs. The
transmission rate of the standard 2B+D ISDN channel is 144 kb/s, which
is converted in the DECT system to 2 x 32 + 6.4 = 70.4 kb/s. It can also
support the full ISDN rate of 144 kb/s.

The structure of the DECT TDMA frame is shown is Figure 1.46. The
frame duration is 10 ms, and the TDMA slot length is 0.417 ms. In each
slot a burst of 416 bits is transmitted at 1152 kb/s. At the commencement
of a burst there is a 16-bit preamble followed by a 16-bit synchronisation
code. Next comes 64 control bits conveyed on the C-channel, followed by
320 information bits on the I-channel. Notice that the information rate is
320 bits in 10 ms, i.e., 32 kb/s, the rate of the ADPCM speech encoder.
The control rate is relatively high, 64 bits/10 ms = 6.4 kb/s. The control
data are partitioned into control (C), paging (P) and broadcasting (Q),
depending on the activity. A guard period of 64 bits equivalent to 52.1 us
is used. The preamble and sync code are present in every burst (the first
32 bits) to guarantee synchronisation of the time slot. The 16-bit synchro-
nisation code on the down-link is inverted on the up-link transmissions.

A free channel is defined as one with a signal strength below a system
threshold, or the channel with the lowest signal strength. This must be the
situation on both links. When the FS has a call for a PS, it uses one or
more free channels for signalling. On detecting its handshake code the PS
responds. For calls initiated by the PS, one or more free channels are used
to convey the PS handshake code to the FS for a period up to five seconds.
Upon detection of the code the FS responds to the PS. The DECT system
allows for handovers. The time between handovers must be at least three
seconds, and one FS can use up to 75% of all available channels.
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Figure 1.46: DECT TDMA frame structure.

Other features include multiple rate transmissions using more than one
time slot per frame, and uni-directional transmissions, i.e., when the time
slots in both halves of the frame can be used to receive or transmit data.

The data link layer is divided into two layers. Layer 2a comprises error
protection, link quality assessment and handover control, while Layer 2b is
concerned with the data link layer function. Layers 2a and 2b are called
the Medium Access Control Layer and the Logical Link Control Layer,
respectively. The 64-bit control field consists of an 8-bit header, followed
by 40-bit content and finally a 16-bit cyclic redundancy check (CRC) code
to combat transmission errors. The header defines the type of message,
and whether the system is residential, business or telepoint. One header
bit is used for paging and identifying the portable. The 40 bits of content
are shared between layers 2a and 2b depending on the message type, and
the service at the network being extended by DECT. The CRC code is a
BCH (63,48,2) code.

1.7.3 Parameters of CTs and Cellular Systems

Both the digital cellular systems and the digital CT networks enable mo-
bile users to access the national and international PSTNs and ISDNs. The
first-generation cellular systems were conceived as mobile telephones. In
the second-generation systems, however, a range of novel services, such as
email, data and fax have been already incorporated. Nevertheless, second-
generation cellular networks were designed for mobiles operating in large
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cells, although the arrival of the so-called DCS-1800 system - which is
essentially a GSM-like system operating at 1800 MHz - heralded the com-
mencement of the micro-cellular era.

CTs were designed for short-range communications in buildings and
their immediate environments. CTs are essentially consumer products, be-
ing low cost, light-weight and inexpensive to buy and operate. Table 1.1
presents some parameters of the systems we have considered, spanning the
range of first- and second-generation mobile systems as well as CTs oper-
ated across the globe. The exploration of their features is the subject of
this book. Upon completing our portrayal of the mobile radio channel and
the various system components in Chapter 2 - Chapter 7, Chapter 8 will
provide an in-depth description of their interconnections in the context of
the second-generation GSM system. This Chapter is then followed by the
design of a variety of evolutionary wireless multimedia systems in Chapter 9
and by Chapter 10, which summarises the basic features of the forthcoming
third-generation systems. Hence here we refrain from detailing the various
system features in Table 1.1, noting that they will be detailed in the forth-
coming chapters and will become tangible during our elaborations in the
rest of the book. Let us now embark on a short discussion related to the
various teletraffic features of wireless systems.

1.8 Teletraffic Considerations

Networks have far fewer mobile radio channels than users. This is because
only a small percentage of subscribers make call attempts at any time.
The network operator usually designs his network such that at the busy
hour only a small percentage, say 2%, will have their call attempts blocked
because all the channels are in use. The probability P, of a request for
a new call being denied must be significantly greater than the probability
Py, of an existing call being forced to terminate due to a handover fajlure
between two BSs.

There are many books on general traffic theory [64-66], but the lit-
erature dealing with the application of traffic theory to cellular radio is
relatively sparse [67-69]. As this chapter attempts an overview of mobile
radio we will only mention some of the salient points of the subject.

In conventional cellular radio where the cells are large, and handovers
between BSs are relatively rare, we can assume that the number of MSs
in a cell is so much greater than the number of BS channels N, that to a
good approximation the number of users may be considered as infinite. In
this situation the probability of a call attempt being blocked is given by

_ /NN
YoM p)k [kl

where ) is the mean call arrival rate, and p is the mean rate at which calls

(1.33)
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are terminated, i.e., cleared from the system. Equation (1.33) is known as
the Erlang B formula or Erlang’s first formula. It is derived on the basis
that no queueing occurs so that if all N channels are busy the call is blocked
and the user may try again. The offered traffic to the BS is

A = My = A\T,; Erlangs (1.34)

where T, is the mean value of the call durations, or the mean channel
holding time. The blocked traffic is AB, while the traffic carried by the
BS is A(1 — B). The call requests arriving at the BS, and being cleared
by the network, are independent events. It is interesting to notice that
the arrival of call requests at the BS, and the number of motor vehicles
and pedestrians (both potential MSs) passing a point on the road-side are
Poisson distributed, while the separation between calls, motor vehicles and
pedestrians are exponentially distributed. This observation is important
when simulating mobile radio systems with a view to obtaining teletraffic
results.

In micro-cells the number of MSs, M, may not be significantly different
from N. If the total offered traffic to the micro-cellular BS is A, where A is
small and the blocking probability is zero, then the average offered traffic
per user is a = (A/M) = (a/u), where a is the reciprocal of the average
inter-arrival time. When j of the N BS channels are in use the mean call
arrival rate is A; = (M —j)o, and 1; = ju. The probability of V channels
being busy is

()

= —————————N 7
k=0 (% )ak
which is the fraction of time during which all channels are in use.

Another important probability is the probability that a call is attempted
when all channels are in use. This probability is given by

Py (1.35)

(" )a¥
Pg = ——+7— (1.36)
Zi\,:O (Mk l)ak
and a can also be expressed as
A
“=M-A1L-B) (1.37)

These equations are known as Engset formulae [64].

Determining the number of channels required at a BS in a conventional
large cell system is straightforward. Having decided on the offered traffic
per BS, i.e., the total offered traffic A = A\/u in Erlangs, and the blocking
probability B, the value of N is next determined using the Erlang B for-
mula. This formula is tabulated [65] in terms of A, N and B, enabling N
to be found quickly. It is a straightforward procedure to then calculate the
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effects on A, N and B of sectorisation of cells using directional antennas,
and the splitting of a large cell into smaller cells.

Applying teletraffic theory to micro-cells is much more difficult due to
MSs frequently making handovers [68,69]. This means that the channel
holding time in the micro-cell becomes a fraction of the call duration. The
average channel holding time is

Tu =YL 5o + T 1n (1.38)

where Tg,, and Ty, are the average holding times of the new call and the
handover call, respectively, and

Yn = (1 = 1) (1.39)

is the ratio of the carried new call rate to the total call rate, while v, is the
ratio of carried handover rate to the new call rate. The total mean arrival
rate at a BS is

AT = AN + Ay (1.40)

where Ay and Ay are new call rate and the handover request rate, respec-
tively.
The traflic carried by the micro-cell BS is

Acm = AT(]- - an) (141)

where P, is the probability of a new call attempt being blocked. This
traffic formula is applicable for the case where no priority assignment of
channels is provided for handover requests. In this situation Py, is the
same as the probability of a call being forced to terminate when request-
ing a handover. To decrease the probability of handover failure we use a
macrocell to oversail a cluster of micro-cells. The traffic carried by one
macrocell BS is

Acy = Apm (1 — Prpyr) (1.42)

where Ay is the traffic offered by the cluster of micro-cellular BSs to the
macrocellular BS due to the former BSs not having sufficient channels to
accommodate the demand for handovers, and Pspps is the probability of
handover failure in the macrocell. The total traffic carried by the network
is
Actr = Cnlem + CrAom (1.43)
where Cp, and Cjs are the total number of micro-cells and macrocells,
respectively.
The channel utilisation is defined as the carried traffic per channel.
With each micro-cellular BS having N channels, and each macrocellular
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BS having N, channels, the average channel utilisation is

_ Aem + ACM

1.44
N+ N, (1.44)

If we define the spectral efficiency 7 in terms of Erlangs per Hz per m?2,
and we assume that to a first approximation that the number of channels
carried by the macrocells is very small compared to those carried by the
micro-cells, then

_ Acr I
1= 5W = SuMpoB.

where St is the total area covered by the network, S, is the average area
of each micro-cell, W is the total available bandwidth allocated to the net-
work, B, is the equivalent bandwidth per channel, and M,,. is the number
of micro-cells per cluster. Notice that for high n: S,, should be small, i.e.,
deploy micro-cells, B, should be small and depends on the modulation and
multiple access method used; while the number of micro-cells per cluster
should be small. One of the virtues of CDMA is that it meets these re-
quirements, particularly M,,. = 1. It might appear that to increase p the
number of channels should be decreased. However, if the grade-of-service
(GOS) is to be maintained, the blocking probability must remain low. As
a consequence it is more appropriate to increase N which will increase p,
and therefore 7, for the same blocking probability.

(1.45)

This opening chapter has attempted to introduce the reader to digital
cellular radio using a bottom-up approach. The mathematics has been kept
to a minimum, with the emphasis on concepts. We now embark on a series
of chapters in which the subject treatment is more detailed and focused,
commencing with a detailed discourse on mobile radio propagation in the
next chapter.
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Chapter

Characterisation of
Mobile Radio Channels

D. Greenwood! and L. Hanzo?

Modern society is continually demanding more and better communications
services [1]. There is a very real market for a global network allowing
voice and data communications between any two points on the earth’s
surface, no matter how remote. A key factor in the realisation of such a
network is the ability to provide multimedia services via cellular mobile
radio systems. Unfortunately, mobile radio channels are extremely harsh
media for information transmission. It is the intention of this chapter to
introduce the reader to the behaviour of mobile radio channels and to their
characterisation.

In Section 2.2 several mobile radio channel types are defined, and their
usage is discussed. The characteristics of each of these channels are ex-
amined in terms of their physical structure in Section 2.3. By considering
the bandwidth and duration of the information signals they carry, channels
can be classified according to their invariance properties. This concept is
discussed in Section 2.4 along with the resulting simplifications.

Section 2.5 introduces the Bello system functions—a set of functions
which describe general linear time-variant channels with a powerful math-
ematical elegance. These functions are commonly used to describe mo-
bile radio channels not only for their simplicity and ease of manipulation,
but also because they assist in the intuitive understanding of channel be-
haviour. Simplifications to the general theory are discussed as statistical
constraints are placed on the channel, leading to the development of the

1University of Southampton
2University of Southampton and Muitiple Access Communications Ltd
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QWSSUS (Quasi Wide Sense Stationary Uncorrelated Scattering) channel.
Section 2.6 discusses the application of the QWSSUS model to the charac-
terisation of mobile radio channels, while Section 2.7 portrays a practical
approach to their description for the system-designer.

The chapter commences with a review of the complex notation often
used in the study of time-variant linear channels. This notation will be
used extensively throughout this chapter.

2.1 Complex Baseband Representation of
Bandpass Signals and Systems

A useful tool for studying bandpass communication systems is the complex
lowpass equivalent notation. It provides a mathematical shorthand which
bypasses the tedious trigonometry that generally accompanies the mathe-
matical manipulation of signals modulated onto a sinusoidal carrier. The
following description pursues the approach of Stein and Jones [2).

2.1.1 Bandpass Signals

The general form of a bandpass signal, z(t), having a carrier frequency f.
is
z(t) = A(t) cos[2m f.t + &(t)], (2.1)

where either, or both, of the amplitude, A(t), and phase, ¢(t), are used to
carry the message information, such as digitally encoded speech. Trigono-
metric expansion of this equation yields

z(t) = ur(t) cos 2m fot — ug(t) sin 2x f.t, (2.2)
where
ur(t) = A(t) cos ¢(t) (2.3)
and
ug(t) = A(t) sin ¢(t) (2.4)

are the envelopes of the two quadratic carrier frequency components. Using
complex notation, we may write

z(t) = R{z, (1)}, (2.5)

where 1 (t) is referred to as the pre-envelope of z(t) [3] or the analytic
signal. The pre-envelope of a bandpass signal can be represented as a
phasor, with the bandpass signal given by the image of the pre-envelope
along the real axis. Figure 2.1 shows a phasor representation of ., (t).
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&2

A(t) z4()

(27 f.t) mod 27 + ¢(t)

z(t) = A(t) cos[27 fot + $(2)] R

Figure 2.1: Phasor representation of the pre-envelope of a bandpass signal.

It is seen from Equations 2.2 and 2.5 above that

4 (t) = u(t) exp(j2n fet), (2:6)

where
u(t) = ur(t) + jug(t). 2.7)

The waveform u(t) is referred to as the complex envelope, or complex low-

pass equivalent, of z(t). It is also a phasor, as shown in Figure 2.2. The

pre-envelope, x4 (t), is obtained by rotating the phasor u(t) with an angular

velocity 2x f.. In many modulators, the modulation waveform is generated

from its complex envelope. Figure 2.3 shows how this is accomplished.
Equations 2.5 and 2.7 reveal that

z(t) = R{u(t) exp(j2nfct)} - (2.8)

This equation shows that knowledge of u(¢) and f. completely describes
the signal z(t). As all the message information is represented by u(t), it
is common to describe z(t) by its complex lowpass equivalent alone—the
presence of a carrier frequency being implied.

To establish how the frequency spectra of z(t) and u(¢) [X (f) and U(f)
respectively] are related, consider the spectrum of the bandpass signal z(t).
That is,

X(f)= /°° z(t) exp(—j2x ft) dt. (2.9)

-0
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&2
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(t)

uQ(t) — (2 f.t) mod 27

ug(t) sin 2w f.t i ur(t) cos 2w fot

- N R

- >

z(t) = ur(t) cos 2mw fot — ug(t) sin 2w f.t

Figure 2.2: Phasor representation of the complex envelope of a bandpass signal.

ur(t) cos 2w f.t
ur(t) A/><\1>
cos 27 f.t @’——————> z(t)
190°)
uQ(t) \><J

—ug(t)sin 27 ft

Figure 2.3: Generation of a bandpass signal from its complex envelope.
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Substituting for z(t) in the above equation from Equation 2.8 gives

X(f)= /—00 R {u(t) exp(j2n fct)} exp(—j2n ft) dt. (2.10)

It is easily shown that the real part of a complex variable, z, can be written
as

Rz} = %{z+z*}, 2.11)

where 2* is its complex conjugate. Hence

X(f)= % /00 [u(t) exp(§27 fct) + u*(t) exp(—j2n fct)] exp(—j2n ft) dt.

Defining the spectrum U(f) as the Fourier transform of u(t), 212
U(f) = /_ ~ ut) exp(—j2m f1) dt, (2.13)

enables us to express Equation 2.12 as
X(f) = 5lU(f = f +U(=f = fo). (214)

Figure 2.4 shows an example amplitude spectrum for a bandpass signal
X (f) and the corresponding lowpass spectrum of U(f).

In the cellular mobile radio environment the bandwidth of information
carrying signals is always very much less than the carrier frequency. Thus,
as shown in Figure 2.4, the two components of X (f) in Equation 2.14 do not
overlap in frequency. If they did overlap then the complex notation could
still be employed, but would require the explicit use of Hilbert transforms
(3)- [5]-

2.1.2 Linear Bandpass Systems

Linear bandpass systems, exemplified here by the mobile radio channel, can
also be described using complex notation. The impulse response of such a
bandpass system, g(t), can be written as the inverse Fourier transform of
its frequency response, G(f),

o0) = [ ctnemiiznso (2.15)

A representative frequency response for G(f) is shown in Figure 2.5. It
is seen to comprise identical components centred at f = & f.. In order to
derive a complex lowpass equivalent representation for a bandpass system
we must first establish g(¢) in terms of just one of these components, say
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w w
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Figure 2.4: Amplitude spectra relationships.

that centred at f = f.. This component can then be frequency translated
to baseband, resulting in the frequency response for the complex lowpass
equivalent system.

This is accomplished in the following manner. The range of integration
of the integral in Equation 2.15 is split as,

[es] 4]
90 = [ cinestizfog+ [ Gestizfod,  (216)
4] —00
and the variable f' = — f is substituted into the second integral to give

ot) = /0 " G(f) explian fo)df + /0 " Gy exp(—s2nf)df.  (217)

It is noted that a physical system must possess a real impulse response,
and that for a real g(¢) the following equality holds,

G(=f) = G*(f) (2.18)

Equation 2.17 then becomes,

olt) = /0 " 6(f) exp(i2nfe)df + /0 Y G (FYexpl—s2nf df,  (2.19)
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Figure 2.5: Frequency response of a bandpass system and its lowpass complex
representation.

which when compared with Equation 2.11 reveals that

o(t) = 2% { /0 “G(f) exp(i2n ft) df} . (2.20)

Having obtained g(t) in terms of the positive frequency component of G(f),
the bandpass to complex lowpass equivalent can be effected. The spectrum
of a lowpass equivalent system is defined such that it is equal to the positive
frequency component of G(f) centred on zero frequency. That is,

mii-r={ §9 470 (2.21)

Equation 2.20 is then equivalent to

o(t) = 2R { / T H(f - £2) expli2n f1) df} , (2.22)
or
o(t) = 2R {h(t) exp(j2n 1)} (2.23)

where

h(t) = /_  H(F) exp(j2n ft) dt (2.24)
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is the complex lowpass equivalent impulse response of the system. As with
u(t), h(t) can be written in terms of its inphase and quadrature components

h(t) = hi(t) + jho(t). (2.25)

It has thus been shown that in much the same way as bandpass signals,
bandpass systems may be fully described by knowledge of their complex
lowpass equivalent, and their centre frequency.

It is easily shown from Equations 2.18 and 2.21 that the frequency
response of the system is described by

GUf)=H(f - f)+ H' (-f - fo) (2.26)

This equation differs in form from that of Equation 2.14 by a factor of
a half (compare Figures 2.4 and 2.5). The reason for this difference will
become apparent after reading the next section.

2.1.3 Response of a Linear Bandpass System

The response of a linear bandpass system, y(t), must be a bandpass signal,
even if the input to the system is not bandlimited. Referring to Section 2.1.1
we see that this response can therefore be represented in the manner of
Equation 2.8, i.e.,

y(t) = R{z(t) exp(j2nfct)}, (2.27)

where 2(t) is the complex lowpass equivalent signal, namely, the complex
envelope of y(t). Furthermore, it is seen from Equation 2.14 that the sig-
nal’s spectrum is given by,

Y(f) = La(f - £+ 27~ - £). (2:29)

A bandpass system, described in the frequency domain by the transfer
function G(f), with an input signal spectrum of X (f), has an output

Y(f) =G(HX(f). (2.29)

Using Equations 2.14, and 2.26, Equation 2.29 is expanded to give,

Y(f) = JlH( = £+ HA = = SV = £+ U (= = £)). (230)

As indicated on page 95, the bandwidth of signals encountered in the mobile
radio environment are small compared with the carrier frequency. Hence
the terms in the product H(f ~ f.)U*(—f — f.) do not overlap in frequency,
and the product equates to zero. Similarly, the product H*(—f — fo)U(f —
fe) is equal to zero.
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The spectrum of the received RF signal is therefore

Y(f) = gl = U = £ + B~ = fJU(=f = £ (231)

This Equation may be compared with Equation 2.28 to obtain the complex
lowpass equivalent relationship,

Z(f) = HHU(), (2.32)

from which the complex envelope of y(t) may be deduced as,

20 = [ meut-ode (2.33)

This may also be written as
z(t) = h(t) x u(t), (2.34)

where x represents convolution.

Substituting for h(t) and u(t) into Equation 2.34 from Equations 2.25
and 2.7, respectively, gives the complex envelope of the output signal as
the sum of four convolutions

z(t) = hp(t) xur(t) — ho() xug(t) + jlhi(t) xug(t) + hq(t) xur(t)], (2.35)
which in terms of the inphase and quadrature components of z(t) yield
z1(t) = hr(t) x up(t) — ho(t) xug(t) (2.36)

z2g(t) = hi(t) *ug(t) + ho(t) x ur(?). (2.37)

This reveals that the structure of an equivalent complex lowpass system
has the form shown in Figure 2.6.

Let us now return to the question of why Equation 2.26 differs from
Equation 2.14 by a factor of two. The answer is that, it is simply to ensure
that Equation 2.32 has the same form as Equation 2.29. Had Equation 2.21
been defined such that the frequency domain relationship for bandpass
systems was analogous to that of a bandpass signal, i.e.,

G(f) = 5IH( ~ 1)+ B (~f ~ 1),
then Equation 2.32 would have read

2() = sHOU ).

If this were the case, complex lowpass equivalent signals and systems theory
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Figure 2.6: Complex lowpass equivalent of a bandpass system.

would not mirror conventional theory. That is, the response of a complex
lowpass system would not be the convolution of its impulse response and
the complex lowpass input signal.

Conceptually, the bandpass to complex lowpass transformation of sig-
nals can be viewed as mapping both positive and negative frequency com-
ponents of the signals’ spectra to baseband and summing them. Systems,
however, do not possess frequency spectra, they respond to the spectra of
signals (i.e., they are described by frequency responses). Hence, the reason
that a linear bandpass system has a positive and a negative component to
its frequency response is so that it will shape both components of the input
signal.

After a bandpass to complex lowpass transformation, the two compo-
nents of a signal’s spectrum are then centred on zero frequency. Only
one component of the system’s frequency response needs to be mapped to
baseband, because this will then shape both of the signal’s components at
once.

The results derived in this section illustrate that we can reduce prob-
lems involving high frequency bandpass-type radio signals and systems to
baseband schemes using their complex lowpass equivalents. This is essen-
tial if computer simulations of mobile radio channels and equipment are
to be carried out, as it is impractical to simulate a high frequency radio
carrier.

Nevertheless, in order to be able to apply the complex lowpass equiva-
lent representation to the simulation of practical bandpass communication
systems, there is one further equivalence that must be derived. That is, the
baseband representation of the ubiquitous additive white Gaussian noise
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(AWGN).

2.1.4 Noise in Bandpass Systems

In communications systems noise from all sources are referenced to the
receiver input and are represented by a single noise source added directly
to the received signal. This is illustrated in Figure 2.7. The dominant
noise source is the Gaussian distributed thermal noise generated within
the receiver. As the spectrum of thermal noise extends to frequencies of
the order of 10'® Hz, the additive noise source is assumed to be white
(possessing all frequencies).

AWGN

u(t) /l\ (1)
—— Channel (I_J

Figure 2.7: The arrangement assumed when analysing the noise properties of a
bandpass system.

AWGN has an infinite spectrum. It therefore follows from the earlier
discussion (see page 95) that the use of Hilbert transforms is required in
order to derive a complex lowpass equivalent representation. Not only is
this difficult, it is also unnecessary.

A simplified approach is adopted based on the assumption that band-
pass systems are unaware of signals that lie outside their frequency band.
The AWGN can therefore be regarded as having been passed through an
ideal block filter prior to its addition to the received signal. Figure 2.8
illustrates this modified model. The block filter has the ideal frequency

response,
— 1 fc - % S f S fc =+ g
H(f) = { 0 otherwise, (2.38)

where B is greater than the bandwidth of the system, but not large when
compared to the centre frequency.

To noise falling in band, the filter is transparent. Noise power outside
the system bandwidth receives infinite attenuation. The resulting bandpass
Gaussian noise process, ng(t), is then added to the received signal.

The bandpass noise process, ng(t), can be represented in the form of
Equation 2.8. That is,

np(t) = R{n(t) exp(j2n f.t)} . (2.39)

The complex lowpass equivalent noise signal, n(t), remains Gaussian distri-
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I Channel @
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Figure 2.8: The noise model used when analysing a bandpass system.

buted, because the signal statistics are unaffected by the frequency trans-
lation.
It is possible to represent n(t) as the sum of two quadrature Gaussian
noise processes,
n(t) = ni(t) + jno(t). (2.40)

The quadrature components, n;(t) and ng(t), are independent Gaussian
variables both with the same mean and variance as n(t).

2.2 Mobile Radio Channel Types

The meaning of a communications channel is not universally agreed, and
it is often used in an imprecise way. We may view a particular channel
as the link between two points along a path of communications. When
defining a specific channel we shall indicate under what conditions the
channel exhibits either or both of the properties of linearity and reciprocity.
Linearity is often described as follows.

If signals z; and z3 applied to a channel give rise to the output signals
y1 and ysa, respectively, then the channel is said to be linear if an input
signal £ = 1 + &2 produces an output signal y = y, + y2.

Often a channel behaves in a linear fashion only over certain regions of
input voltage, temperature, supply voltage, etc. When this is the case, we
refer to the regions of linear operation of the channel. The linearity of a
channel is important when amplitude sensitive modulation schemes, such
as quadrature amplitude modulation (QAM) are employed.

A channel is called a reciprocal channel if its behaviour is identical
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Figure 2.9: Channel types arising in radio communications.

regardless of the direction of information flow. It follows that a reciprocal
channel need only be investigated in one direction. Figure 2.9 shows the
channels we consider to be of use to the systems engineer.

2.2.1 The Propagation Channel

The propagation channel is the physical medium that supports electromag-
netic wave propagation between a transmit and a receive antenna. In other
words, it consists of everything that influences propagation between two
antennas.

It is assumed that in the mobile radio environment propagating waves
will only encounter media which are both bilateral and linear (an example of
when this is not the case is in an ionised plasma). This assumption implies
that mobile radio propagation channels are both linear and reciprocal. The
channel is also time-variant due to the movement of the mobile.

2.2.2 The Radio Channel

The transmitter antenna, propagation channel and receiver antenna viewed
collectively constitute the radio channel. As the propagation channel is
reciprocal, so reciprocity of the radio channel depends on the antennas used.
It can be shown [6] that antennas exhibit the same transmit and receive
radiation patterns in free space if they are bilateral, linear and passive.
Under these circumstances the antennas are reciprocal, and therefore so is
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the radio channel.

Non-linearities can occur in antenna systems due to rust, ice, and
mounting structures, but they are usually small and we shall assume they
can be neglected.

2.2.3 The Modulation Channel

The modulation channel extends from the output of the modulator to the
input of the demodulator, and is composed of the transmitter front-end,
receiver front-end, and the radio channel. It is of particular interest to
designers of modulation schemes, and trellis coding systems.

Assuming a linear radio channel, the linearity of the modulation channel
is determined by the transfer characteristics of the front-ends of the trans-
mitter and receiver. Modulation systems that employ multilevel amplitude
modulation, such as quadrature amplitude modulation (QAM), require the
modulation channel to be approximately linear.

To achieve linearity, amplifiers are biased to operate in their linear re-
gions, low distortion mixers are used, and linear phase filters employed.
Because linear phase filters (Bessel or Gaussian) have a slow attenuation
roll-off, more stages are required to obtain the same selectivity as that of
steeper, non-linear-phase filter families. Linear amplifiers are more expen-
sive than non-linear versions having the same output power.

Although on a one off basis the cost of having a linear front-end may
not present a problem, in a commercial cellular system where every base
station and mobile has to be equipped, it becomes a major consideration.

Power efficiency is an additional problem. Amplifiers operated in their
linear region (Class A) are inefficient, compared with non-linear (for ex-
ample Class C) amplifiers. In a mobile environment power efficiency is of
paramount concern, because the size and weight of a hand-held portable is
governed largely by the batteries it uses.

Understandably, system designers avoid using linear front-ends unless
it is justified by the need for high bit rate transmission in microcellular
environments where the radiated power levels are relatively low.

The modulation channel is non-reciprocal, since amplifiers and other
front-end components are non-reciprocal. This is not generally a problem,
because a transceiver uses separate front-end equipment for the transmit
and receive operations. The two radio sections are then connected to the
antenna via a duplexer. Hence, in a cellular radio system, the modulation
channel from base station to mobile is different than that from the mobile
to base station.

2.2.4 The Digital Channel

A further channel has been proposed by Aulin [7] for the case of digital
transmissions. Called the digital channel, it consists of all the system com-
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ponents (including the radio channel) linking the unmodulated digital se-
quence at the transmitter to the regenerated sequence at the receiver. The
digital channel is of value to source coding and channel coding engineers.

The digital channel is non-linear because the output can only take on
certain fixed values. Reciprocity does not hold for the same reasons as
described in Section 2.2.3.

2.2.5 A Channel Naming Convention

The propagation channel in the mobile radio environment is called the
mobile radio propagation channel. Formally the radio channel is called the
mobile radio radio channel. Similarly, the modulation and digital channels
are referred to as the mobile radio modulation channel and the mobile radio
digital channel, respectively.

Nevertheless, we will often refer to just the mobile radio channel. Un-
less otherwise stated, whenever the mobile radio channel is refered to, the
mobile radio radio channel is implied.

2.3 Physical Description of the Channels

A prerequisite to combating the impairments experienced by a radio sig-
nal when it is transmitted over a mobile radio channel is to understand
how these impairments originate. In the following section we examine the
modifications to the transmitted signal by each of the above channels.

2.3.1 The Propagation Channel

The transmitted signal follows many different paths before arriving at the
receiving antenna, and it is the aggregate of these paths that constitutes the
mobile radio propagation channel. Figure 2.10 shows (in two dimensions
only) two simplified propagation scenarios.

Each path may support a unique combination of propagation phenom-
ena, nevertheless the effect of an individual path when viewed by the re-
ceiver is to attenuate, delay and phase shift the transmitted signal. The
receiver antenna has a voltage induced in it that is the superposition of
many scaled and phased echoes of the transmitted waveform.

Motion of the mobile and nearby scatterers, such as trucks and buses,
may cause Doppler frequency shifts in each received signal component.

Maxwell’s equations tell us that wherever there exists a time varying
electric field there must also be a time varying magnetic field and vice versa.
In the following theory the signal z,(¢t) is a generic symbol which can be
used to represent either an electric or a magnetic field component of the
transmitted signal. Similarly y,(t) is a generic symbol representing a field
component of the received signal.
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Figure 2.10: Two possible propagation channel scenarios.
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2.3.1.1 The Received Signal

Consider a signal z,(t), of bandwidth B, and centre frequency f. radiated
from a perfect isotropic radiator into a mobile radio propagation channel
(the subscript p indicates an association of the variable with the propaga-
tion channel).

If B, is small, relative to the centre frequency, the characteristics of
each propagation path may be regarded as being independent of frequency
(even though the propagation channel itself may be frequency dispersive).
However if B, is large compared to f., then the propagation phenomena
(e.g. reflection and diffraction) can no longer be regarded as frequency
independent over the band, and may cause appreciable signal distortion
over individual paths.

It is assumed that signals of practical interest have bandwidths suffi-
ciently narrow for the channel to be non-dispersive.

The component, yp;(t), of the received signal due to the i th path will
then be a replica of the transmitted waveform, delayed by 7;(t) seconds,
attenuated by a factor a;(t), and phase retarded (due to reflections and
diffractions) by 6;(t) radians. That is,

Ypi(t) = R{ai(t)ep[t — 7:(t)] exp jlwe(t — :(2)) — 6:(¢)]}- (241)

Summing the received components over all the propagation paths supported
by the channel yields the total received signal,

I—1
yp(t) =R {Z ai(t)zp(t — 7i(t)] exp jlwe(t — 7i(t)) — 9i(t)]} (2.42)

=0

where I is the number of paths comprising the channel. Using the complex
notation of Section 2.1 we can write,

I—-1
2(t) = Y ai(t)uplt — 7i(t)] exp —jlweri(t) + 8i(2)], (2.43)

=0
where u,(t) and 2z,(t) are the complex envelopes of z,(t) and y,(t), respec-
tively.
2.3.1.2 The Impulse Response of the Channel

In the mobile radio environment it is normally impossible to establish the
exact value of I. The summation over the number of paths is therefore
replaced by the integral over all the possible delays. This allows the complex
envelope of y,(t) to be written as,

2p(t) = /Oooa,,T (t)up(t — 7) exp —jlweT + Op- (1)) d7. (2.44)
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The variables a,.(t) and 8,,(t) are given by,

ap-(t) = | Y ai(t) exp—ji(t) (2.45)

Ti(t)=7
and

Opr(t) =arg [ Y alt)exp—56i(0) | , (2.46)

Ti(t)=T1

respectively.

Both Equation 2.43 and Equation 2.44 provide accurate descriptions of
the received signal. However, Equation 2.44 is in a mathematically much
more convenient form.

The function, h,(t,7) is defined as,

hp(t, 7) £ apr () exp —jlweT + Opr (t)] (2.47)

so that Equation 2.44 can be written as,

w(t) = /0  hy(t, Py (t — 1) dr. (2.48)

Comparing Equation 2.48 with Equation Equation 2.33 in Section 2.1.3
hp(t,7) is identified as the time varying impulse response of the propagation
channel. Specifically, h,(¢,7) is the response of the lowpass equivalent
channel at time ¢ to a unit impulse 7 seconds in the past. It is known
as the input delay-spread function, and is one of eight system functions
described by Bello [8] which can be used to fully characterise linear time-
variant channels. These functions are discussed in Section 2.5.

2.3.1.3 The Effect of Time Variations on the Channel

To examine the effects of the time dependence of the channel, we return
to Equation 2.43 and express all the channel parameters at instant ty as
linear functions of time, that is,

ai(to + (St) = di(to)(st + a;, (2.49)

Ti(to + 6t) = 7;(t0)t + i, (2.50)
and .

0i(t0 + (St) = 0,-(t0)6t + 6, (251)

where a;, 7; and 6; are values taken at time t = to, 8t is measured from
time ?g, and a dot above a symbol signifies differentiation with respect to
time. Without loss of generality we can choose tp to equal the time origin
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t = 0. Substituting Equations 2.49 through 2.51 into Equation 2.43 gives,

I-1
Zp(to +0t) = D [ai(to)dt + aslupft — 7i(to)dt — 7] -
1=0
exp —j{we[Fi(to)dt + 7] + 8:(to)dt + 6;},  (2.52)

an equation illustrating the complexity of the time dependence of the mobile
radio propagation channel.
For very small 8¢, we can write

ai(to)dt ~ 0, 74(t0)dt = 0, 6;(te)dt = 0. (2.53)

In the cellular mobile radio environment, however, w, 3> 10 Hz. There-
fore, in spite of the approximations given above, the product w.7;(to)dt in
Equation 2.52 is not negligible.

Equation 2.52 can be simplified for small time periods as,

I-1
Zp(to + 0t) = 3 asup(t — 7:) exp j(2mwi(to)dt — 4:), (2.54)
3=0
where
271'1/1;(t0) = —wc’f'i(to) (255)
and
#i = weri + 05 (2.56)

The variable v;(to) represents the Doppler frequency shift due to changes
in the electrical length, l;(¢¢), of the i th path at time to. Figure 2.11
illustrates (in plan) the geometry associated with a small movement of
the mobile. Referring to this figure it is seen that if the difference between
a;(to +dt) and ¢;(to) is small, then the two arrival paths are approximately
parallel and the change in path length in time 6t is

ol; = li(to + 6t) — l;(tg) = —9s COSC!,;(t()). (2.57)
The rate of change of the delay associated with the path is then
. . ds 1
Ti(tg) = Jltano —5; o o8 a;(to), (2.58)

where c is the velocity of electromagnetic waves in free space.
In the limit Equation 2.58 becomes

’T"i(to) = —% COSC!i(to), (259)

where v is the velocity of the mobile. Combining this result with Equa-
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b = — - — 4

Figure 2.11: Signal geometry for small movements of the mobile.

tion 2.55 gives the Doppler frequency shift

vi(to) = ;—’7;’2 cos a;i(te) = -z—cos ai(to), (2.60)
where A = ¢/ f, is the propagation wavelength. Movement of the scatterers
effecting the i th path (we assume that the base station is stationary) will
also cause Doppler shifting.

Once more (cf. Section 2.3.1.2) it is noted that the number of paths
comprising the propagation channel is generally indeterminate. Delay and
Doppler shifts are therefore represented as continuous domains. It is then
deduced from Equations 2.54 to 2.56 that,

o0 oo
zp(t) = /0 / Sp (T, V)up(t — 7) exp j2nvi dv dr, (2.61)

where
Sprv)= S ait) exp—jbi(t). (2.62)
ri(t)=7
vi(t)=v
Sp(7,v) is another of the Bello system functions, called the delay-Doppler-
spread function. Equations 2.45 through 2.48 with Equation 2.61 and Equa-
tion 2.62 reveal the relationship

o0
hp(t,7) = / Sp(7,v) exp j2rvidy. (2.63)
—o0

That is, the delay-Doppler-spread and input delay-spread functions form
a Fourijer transform pair over the time and Doppler shift variables, while
T is a fixed parameter. This relationship exemplifies the elegance with
which the Bello functions are related. The delay-Doppler-spread function
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Figure 2.12: Inphase component of the channel impulse response observed by
a system of low delay resolution.

is interesting in that it explicitly illustrates both the time and frequency
dispersion of a channel.

2.3.1.4 Channel Effects on Systems of Finite Delay Resolution

All radio communications systems have a finite delay resolution related to
the reciprocal of their transmission bandwidths. Two propagation paths
separated by less than the system’s delay resolution will appear to the
receiver as one path. This is illustrated in Figure 2.12. The actual channel
impulse response shown comprises three impulses at delays 7,, 7, and 7,
nevertheless the system of low delay resolution only sees two signals, with
the apparent delays 7., and 7.

To investigate the effect of finite delay resolution on the received signal
we represent all the paths arriving with delays in the range

ATt ATt

7'"——2—§T<Tn+—2— (2.64)
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as a single path of delay 7,,. The delay range can then be partitioned such
that,

Tntl = Tn + AT, (2.65)
for n € 0,1,... and arbitrarily,
o= %Z. (2.66)

The delay range defined in Equation 2.64 is called the n th delay bin. The
width, AT, of the delay bin is chosen to be less than or equal to the delay
resolution of the system using the channel.

From Equation 2.48 the received signal due to the n th delay bin is then

Tnt & —¢
Zpn(t) & / . up(t — T)hp(t, 7) dr, (2.67)

where ¢ is vanishingly small but not equal to zero. Adopting a bin width
at least as narrow as the delay resolution of the system, ensures that the
receiver cannot register the difference between a signal arriving with delay
Tn + AT/2 — ¢ and one arriving with delay 7, — A7/2. The approximation

up(t — 7o +§) & up(t — ), (2.68)
where Ar
6 < 5, (2.69)
can therefore be applied to Equation 2.67 to give
Tht+ 4T —¢
2pn(t) ~ tp(t — T) / " hmar (2.70)
Tn— %3

Defining the channel response for the n th delay bin as

Tnt+ &% —¢
hpA‘r(tyTn)é/ 4__2 hy(t, T) dr (2.71)

2

provides the approximation to the complex envelope of the received signal
as

o0
2(t) / hoar (t, T)uy(t — 7)dr, 2.72)
0
where the function
o0
hpar(t,7) =) hpar (8, 7a)8(r — 70) (2.73)
n=0

may be regarded as the band-limited input delay-spread function of the
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Figure 2.13: The inphase component of the band-limited impulse response of a
channel.

propagation channel, with the factor At determining the response band-
width.

Figure 2.13 shows how the channel impulse response considered in Fig-
ure 2.12 maps into its band-limited version.

If A7 is allowed to tend towards zero, the bandwidth over which the
channel is observed increases until in the limit, hpa (¢, 7) is identical to the
theoretical impulse response of the channel, hy(t, ).

As a vector sum of several phasors, hyar(t,7,) is itself a phasor, and
can be represented as,

hpA‘r(t, Th) = apAr(ty T) exp _j[wcTn + OPAT(ty 7')], (2.74)

where apa-(t,7) and O,a,(¢,7) are random variables. The distribution
of O,a-(t,7) will be over [0,2n] if AT > 1/f. because the phase error in
approximating a particular signal from the n th delay bin as having delay
T, may be as great as £#. Furthermore, since the path delay 7 > Ar,
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Opa-(t, 7) is uniformly distributed.

Fitting an accurate distribution to the random variable a,a- (¢, 7) is not
straightforward, and problems of this nature have taxed many minds over
the last century. The most successful distribution, in terms of popularity,
was proposed by Lord Rayleigh in 1880. His distribution, known as the
Rayleigh distribution, refers to a specific situation, and may not always
accurately describe observed distributions of aya,(¢,7). Nevertheless, it
has maintained its position in mobile radio theory by virtue of representing
a worst case scenario.

2.3.1.5 Channel Effects on Systems of Finite Doppler Resolution

In a manner similar to the delay domain, the Doppler domain may be
partitioned into Doppler bins, such that,

Vm+l = Uy + Av, (2.75)

forme...,~1,0,1,... and
vy =0. (2.76)

The width of the Doppler delay bins, Av, is chosen to be less than
the frequency resolution of the system. Therefore all signals subject to
a Doppler shift falling in the m th Doppler bin can be considered to be
shifted by v,, Hz.

The function Sparau (T, Vm) can then be defined as,

Tat@L—c punm+aE—c
A
SpATAV(TTHVm) =/ /

v

Tn—

S(r,v)dvdr, (2.77)

Aar
2 m 2

where both € and € are vanishingly small but not equal to zero. We therefore
obtain the approximation,

loo] lo o]
Zp(t) = / / Sparav(T, v)uy(t — T)exp j2avt dv dr, (2.78)
0 —00

where

SpA'rAu(T, V) = Z Z SpA'rAu(Tn;Vm)é(T - Tn)é(y - Vm)' (279)

n=0m=—oc0

2.3.2 The Radio Channel

Antennas provide the means for interfacing communication equipment with
the propagation channel. Currents in the transmitter antenna generate
electromagnetic radiation. This radiation travels via the propagation chan-
nel to the receiver where electromagnetic coupling generates currents in the
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receiver antenna.

It is impossible to build an antenna which radiates equally in all di-
rections (an isotropic radiator). Real antennas radiate more strongly in
certain directions than in others. The radiation pattern of an antenna is
the gain of that antenna as a function of the direction of radiation. When
the antenna is reciprocal, the radiation pattern for transmission is identical
to that of reception. In spherical coordinates the direction of radiation is
defined by the zenith angle, 6, and the azimuthal angle, ¢, as shown in
Figure 2.14.

(r,0,¢)

A

Figure 2.14: The spherical polar coordinates system.

The directive gain function of an antenna is often defined relative to
that of an isotropic radiator as

a K(6,9)

G(8,¢) = Wian (2.80)

where W is the total radiated power, and 47 is the total number of stera-
dians in a sphere. The radiation intensity K (6, ¢) is defined as the power
radiated in a given direction per unit solid angle such that,

m 27
W = /0 /0 K(8,¢)sin 0 df d¢. (2.81)

G(0, ¢) may also be defined relative to other standard antennas, such as
the quarter-wave monopole or the short dipole [6].
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Real antennas may also produce a phase shift which is once more a
function of the direction of transmission. Thus a continuous equiphase
surface (a wavefront) propagating in all directions from the antenna need
not be equal to the surface of a sphere.

Denoting the complex envelope of a signal transmitted across a mobile
radio radio channel by u.(t), we can write the complex envelope of the
input to the ¢ th path of the propagation channel as,

upi(t) = \/Ge(Bsi, b1:) ur(t) exp jbe(Gsi, d1s), (2.82)

where 0;; and ¢;; define the direction of transmission of the radiation fol-
lowing the 7 th path relative to the zenith and the azimuthal angles respec-
tively, G;(, ¢) is the directive gain of the transmitter antenna, and 1;(6, ¢)
is its directive phase shift.

The complex envelope of the signal at the output of the radio channel
due to the 7 th propagation path is

Zri (t) =V G, (01'1'7 ¢m) zpi(t) exp j¢r(0ri7 ¢ri)) (283)

where 8,; and ¢,; identify the angle of arrival of the 7 th path, G.(0,¢) is
the directive gain of the receiver antenna and 4, (8, ¢) is its directive phase
shift.

Replacing the real signals in Equation 2.41 by their complex lowpass
equivalents gives the complex envelope of the received signal for the 7 th
path of the propagation channel as:

zpi(t) = a;(t)upsft — 7i(t)] exp —jlweri(t) + 6;(2)]. (2.84)

In the above equation u,;(t) is used, because the inputs to each propagation
path are not necessarily identical. Substituting for 2p;(t) into Equation 2.83
from Equation 2.84 yields,

z”‘(t) = 4/ Gr(aria ®ri)
0i(t)upi[t — 7:(t)] exp —jlweTi(8) + 0:(t)] exp j9Ur(Oriy Prs).
(2.85)

The combination of Equations 2.82 and 2.85 yields,

20i(t) = /Gr(Bri, 9ri)Git(Bei, bti) ai(t)ur[t — 7:(2)]
-exp —jlwer; () + 0:(t)] exp §[¥r (Ori, dri) + Vi (6ti, H1i)],
(2.86)

which can then be summed over all the paths to give the output of the
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radio channel as

I-1
z(t) = ) VG (6ri, 6r)Gi(0, bi) ai(t)urft — 7i(2)]
=0
-exp —jweTi(t) + 0:(t)] exp j{wr(Oris @ri) + Ye(6ti, B1i)]-
(2.87)

Integrating over the delay domain instead of summing over all the propa-
gation paths allows z,(t) to be written in the form

2 (t) = /Ooohr(t,‘r)ur(t ~1)dT, (2.88)

where

he(t, ) = ) wiai(t) exp —j6i(t) (2.89)

Ti(t)=7

is the input delay-spread function of the radio channel, and the antenna
weighting function for the i th path is

w; = /G (Ori, &ri) Gt (Bei, dri) exp j[tor(Ori, dri) + ¥e(Bris b)) (2.90)

The antenna weighting function can be measured for a given pair of trans-
mit and receive angles. However, it is difficult, if not impossible to measure
all the angles of transmission and reception associated with each propaga-
tion path [9]. A measurement system can seldom measure the true response
of a propagation channel. It must measure a radio channel, which can at
best only be an approximation to the propagation channel. Further, un-
less a;(t) and 6;(t) appearing in Equation 2.89 can be established for each
path comprising the propagation channel, h.(t,7) cannot be accurately de-
duced for any other radio channel (that is, for any other combination of
transmitter and receiver antennas).

2.3.3 The Modulation Channel

The modulation channel combines the front-end of the radio equipment
and the radio channel as shown in Figure 2.9. It represents the complete
signal path between the output of the modulator and the input to the de-
modulator. If both front-ends are linear, then the complex lowpass impulse
response of the modulation channel is

hm(t,7) = hp(7) * b (t,7) x hg(T), (2.91)

where hr(7),h.(¢,7) and hg(T) represent the complex lowpass equivalent
impulse responses of the transmitter front-end, the radio channel and the
receiver front-end, respectively, and x represents convolution. As the trans-
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mitter and receiver front-ends are assumed to be time-invariant, they are
not considered functions of ¢. If either or both of the front-ends are non-
linear then the modulation channel cannot be described fully by an impulse
response.

2.3.4 The Digital Channel

The digital channel was introduced by Aulin [7]. It consists of all the system
components (including the radio channel) linking the unmodulated digital
sequence at the transmitter to the regenerated sequence at the receiver. It
is characterised by bit error patterns.

This channel is of great use to engineers working at baseband. For
example a knowledge of the digital channel will enable a speech codec to
be designed for a particular set of bit error statistics, without the designer
needing to know the complexities of the propagation channel, modem and
transceiver behaviour.

The digital channel is non-linear, so the relationship between it and
the modulation channel is not simply described. It is also non-reciprocal,
because modems are non-reciprocal.

2.4 Classification of Channels

The impulse response of a mobile radio channel generally exhibits both
delay and Doppler spreading. Delay spreading results in two effects, time
dispersion and frequency-selective fading. Doppler spreading leads to fre-
quency dispersion and time-selective fading.

Although all four effects are displayed by mobile radio channels, whether
they are apparent to systems operating over a channel is dependent on the
nature of the transmitted signal. The channel as perceived by the system
can therefore be classified according to which effects are dominant.

In order to develop a system of classification we shall first examine each
of the effects mentioned above.

2.4.1 Time Dispersion and Frequency-Selective Fading

Time dispersion and frequency-selective fading are both manifestations of
multipath propagation with delay spread. The presence of one effect per-
force implies the presence of the other.

Time dispersion stretches a signal in time so that the duration of the
received signal is greater than that of the transmitted signal. Frequency-
selective fading filters the transmitted signal, attenuating certain frequen-
cies more than others. Two frequency components closely spaced receive
approximately the same attenuation; however, if they are far apart they
often receive vastly different attenuations.
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Time dispersion is a result of the signals taking different times to cross
the channel by different propagation paths. Frequency-selective fading oc-
curs because the electrical length of each propagation path can be expressed
as a function of frequency.

If the bandwidth, B,, of the transmitted signal is sufficiently narrow,
then all the transmitted frequency components will receive about the same
amount of attenuation, and the signal will be passed undistorted, without
frequency-selective fading.

As the transmission bandwidth is increased, the frequency components
at the extremes of the transmitted spectrum will start to be attenuated
by different amounts. Thus the channel is having a filtering effect, and is
distorting the transmitted waveform, that is frequency-selective fading is
experienced. The distortion increases as B, is increased.

For very large transmission bandwidths the receiver may be able to
observe distinct echoes of the transmitted waveform. At this point the
system is able to recognize time dispersion, since the delay spread of the
channel is greater than the delay resolution of the receiver. In digital
systems this results in intersymbol interference.

The minimum transmission bandwidth at which time dispersion is ob-
servable is inversely proportional to the maximum excess delay of the chan-
nel, 7,,, where the excess delay is the actual delay minus the delay of the
first arrival path. The constant of proportionality is system dependent, but
shall be taken here to be 1.

There are thus two observable effects of delay spread; distortion and
dispersion.

A measure of the transmission bandwidth at which distortion becomes
appreciable is often based on the channel’s coherence bandwidth. The co-
herence bandwidth B.(t) indicates the frequency separation at which the
attenuation of the amplitudes of two frequency components becomes decor-
related such that the envelope correlation coefficient, p(A f, At), reaches a
predesignated value. This value has in the past been taken as 0.9 [10],
0.5 [11,12] and 1/e (0.37) {13]- {15]. The amount of signal distor-
tion required before a specific system’s performance is effected is heavily
dependent on the modulation and demodulation techniques employed. A
particular system may start to have problems when the transmission band-
width corresponds to a value of 0.9 for the envelope correlation coefficient,
whereas a more robust system may perform perfectly satisfactorily up to
a transmission bandwidth corresponding to an envelope correlation coeffi-
cient of 0.37.

In line with the two major works on mobile radio communications
Lee [11] and Jakes [12] the coherence bandwidth is taken to correspond
to an envelope correlation coefficient of 0.5. That is

p(Bc(t),0) = 0.5, (2.92)
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where [12]

p(Af,At) & (mas) () (@) (2.93)
Viad) = (@)?(a3) — (a2)?)

In the above definition {) denotes the ensemble average. Variables a; and
ap represent the amplitudes of signals at frequencies f; and f5, respectively,
and at times ¢; and t,, respectively, where |f2— fi| = Af and |t2— ;| = At.

To derive a value for B.(t), we shall employ the approximation that in
the mobile radio environment the amplitude of each received signal is unity
and that the probability of receiving a signal with delay 7 is given by

p(r) = (2.94)

1 -7
27 a(t) U(t) ’
where o(t) is the delay spread of the channel. This may at first appear a
widely inaccurate approximation for the mobile radio environment, since we
realise that signals of different delays rarely arrive with equal amplitudes.
It should, however, be remembered that this is a mathematical model. The
same results would be produced from a model that uses signals arriving at
fixed delays with exponentially distributed amplitudes—intuitively a more
acceptable scenario.

The delay spread, o(t) is equal to the square root of the second central
moment of the channel’s power-delay profile, P,(7). That is

jz)oo(‘r — d(t))2Py (1) dr

t) = , 2.95
U( ) fooo Ph(T) dT ( )
where d(t) is the mean propagation delay, given by
J; 1Py (r)dr
d(t) = Lg—r——. 2.96
0 = g (2.96)

The power-delay profile of the channel, to be described in Section 2.6.3, is
given as

Pr(7) h(t, 7)?

hi(t,7)? + ho(t,7)°. (2.97)

Approximating p(7) as shown in Equation 2.94 does not of course de-
scribe all mobile radio channels, since the specific environment of each
system varies. However, results indicate that it is not an unreasonable
assumption [16,17]. It can then be shown [11,12] that the envelope cor-
relation coefficient for two signals separated by Af Hz and At seconds is
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p(Af,0)
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Figure 2.15: Envelope correlation with frequency separation.
equal to
2
2 At
p(af,ay = L @rinlD) (2.98)

1+ (2rAf)202’

where Jo() is the zero order Bessel function of the first kind and f,, = v/cis
the maximum Doppler shift for a vehicular velocity of v, with ¢ representing
the velocity of light. To observe the decorrelation of two signals as their
frequency separation is increased, At is set equal to zero in Equation 2.98.
This gives the frequency correlation function as

1

p(Af,0) = NI

(2.99)
The graphical representation of Equation 2.99 is shown in Figure 2.15,
where the envelope correlation decreases with the frequency separation of
the signals. The correlation bandwidth is obtained from Equations 2.92
and 2.99 as 1

B.(t) = 2ro(t)’

(2.100)

A typical delay spread value of 2us for conventional size cells in an ur-
ban environment [18] results in a coherence bandwidth of about 80kHz. In
practice, the correlation function p(A f,0) does not decrease monotonically
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with increasing frequency separation [19] and the presence of a strong echo
with excess delay ., will lead to an oscillatory component in the correla-
tion coeflicient of frequency 1/7., [20]. In this case, as Af is increased the
first occurrence of the envelope correlation coefficient dropping below 0.5
is taken as the channel coherence bandwidth.

2.4.2 TFrequency Dispersion and Time-Selective Fading

When a channel is time variant it is referred to as possessing time-selective
fading. Time-selective fading can cause signal distortion, because the chan-
nel may change its characteristics whilst the transmitted signal is in flight.
The channel seen by the leading edge of the signal is not the same as that
seen by the trailing edge.

In Section 2.3.1.3 it was shown that when the response of a channel is
time-variant, Doppler spreading (frequency dispersion) occurs. Frequency
dispersion results in the signal bandwidth being stretched so that the re-
ceived signal’s bandwidth is different (greater or less) from that of the
transmitted signal.

If a signal has a short duration then it is passed through the channel
before any significant change in the channel characteristics can take place.
As the signal’s duration is increased, the channel is able to change whilst the
signal is still in flight, thereby causing distortion. The distortion increases
as the signal duration is increased. At the same time, Doppler spreading
of the signal increases relative to the transmission bandwidth until it is
possible to observe significant widening of the received spectrum. That is,
when the maximum Doppler frequency is larger than the Doppler resolution

of the receiver,
fm > Av. (2.101)

The minimum signal duration at which frequency dispersion becomes
noticeable is inversely proportional to the magnitude of the maximum
Doppler shift experienced by the signal, f,,. The constant of proportion-
ality is again somewhat arbitrary, but will be taken as being equal to i.

In a manner similar to that of Section 2.4.1, we can estimate at what
transmitted signal duration distortion becomes noticeable by referring to
the channel’s coherence time, T,(¢). Analogous to the channel’s coherence
bandwidth (Equation 2.92) the coherence time is defined as,

p(0,T,(t)) = 0.5. (2.102)
Setting A f = 0 in Equation 2.98 gives
p(0, At) = Jo? (27 frm Al), (2.103)

which is plotted in Figure 2.16. From the previous two equations
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Figure 2.16: Envelope correlation with time separation.

Jo*(2nfmAt) 9
2 167 fm

T.(t) = (2.104)

For example, for a vehicular speed of 30 ms~! (67.5 mph), a channel cen-
tered on 1.7 GHz exhibits a coherence time of approximately 1 ms. This
corresponds to a transmitted bit rate of 1 kb/s. Signals with bit rates in
excess of 1 kb/s can therefore assume the channel to be non-distorting in
time.

2.4.3 Channel Classifications

The coherence bandwidth and coherence time are properties of a channel
which may be used to assess how it will appear to transmitted signals. If
the bandwidth of a transmission is less than the coherence bandwidth of the
channel, the frequency-selective fading, and therefore the time dispersion of
the channel appear to be transparent to the signal. The channel is viewed
by the system as having a flat response across the transmission band, and
is therefore referred to as being frequency-flat.

Similarly, if the duration of the received waveform is less than the co-
herence time, the channel will appear to the signal to be time-invariant.
Notice that we have specified the received waveform duration, since this is
the time for which the signal is in flight. It is generally taken as the trans-
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mitted signal duration (the symbol period for digital transmissions) plus
the channel delay spread, o(t) (defined in Equation 2.95). As the channel
response appears to be constant for the duration of the signal’s flight, the
channel is referred to as time-flat.

When a channel is flat in both frequency and time, it is called a flat-
flat channel. When a channel] is flat neither in frequency nor in time, it
is often referred to as a doubly dispersive channel. This nomenclature,
however, is somewhat misleading because such a channel need only cause
signal distortion not dispersion. Hence we shall refer to a channel that is
neither time-flat nor frequency-flat as a non-flat channel. Figure 2.17 shows
the classification of channels following the above approach. The shaded
region of the figure indicates the physical restriction that it is impossible
for the time bandwidth product of a signal to be less than 1/2 [21]. A
more rigorous system of classification, emphasising the differences between
distorting and dispersive channels, is shown in Figure 2.18.

B

Time-Flat § Non-Flat

Flat-Flat Frequency-Flat

T,
Time Duration

Figure 2.17: Channel classifications.

The flat-flat, or doubly-flat channel does not fade with either time or
frequency. Using the approximate values derived above, it is seen that a
signal of bandwidth less than B.(t) Hz and duration less than T.(t) seconds
will observe a flat-flat channel at time ¢. For example, in this category re-
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Figure 2.18: Detailed channel classifications.

sides the uplink from the mobile stations (MS) to the base station (BS) of
the MATS-D system [22]. MATS-D is a hybrid mobile radio system that
was put forward as a contender for the pan-European cellular radio sys-
tem. It employs a narrowband frequency division multiple access (FDMA)
scheme for the uplink. The transmissions employ generalised tamed fre-
quency modulation (GTFM) to give a bandwidth of approximately 25 kHz
for a bit rate of 19.5 kb/s.

The frequency-flat fading channel is observed by narrowband channel
sounders. These sounders transmit a monochromatic (single tone) signal
continuously, and so approximate to a signal of infinitesimal bandwidth
and infinite duration. The envelope of the received process therefore varies
in sympathy with the channel.

For a delay spread of 2us, the time-flat fading channel applies to all
mobile radio systems using digital transmissions with bit rates in excess
of 80 kb/s (see page 121). Many of the systems put forward for the
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{ Variable | Notation [ Units |
Time t Seconds
Frequency f Hertz
Delay T Seconds
Doppler Shift v Hertz

Table 2.1: Variables used to describe linear time-variant channels.

pan-European cellular system (e.g., S900D [23], DMS90 [24], MATS-D
(downlink) [22], and CD900 [25]) including the GSM system that has been
adopted [26], fall into this category.  The situation where the channel
is flat with neither time nor frequency does not occur with mobile radio
channels. This is because of the short delay spreads and low mobile speeds.
Such a channel may be encountered in satellite to aircraft communications
where greater mobile (aircraft) speeds are combined with large excess de-
lays due to ground reflections. Although 2us is a typical delay
spread value for example in New York, it may not be appropriate for all
mobile radio environments. Suburban environments tend to show less de-
lay spread [19,27], whilst some measurements in cities have yielded delay
spreads of 5us and greater [28,29]. In extreme environments, e.g., hilly
terrain, delay spreads of up to 17us have been recorded [30]. In order
to measure the characteristics of a time-flat channel, wideband sounding
techniques must be employed.

2.5 A Systems Approach to Linear Time-
Variant Channels

Bello [8] proposed a set of eight system functions to describe linear time-
variant channels. Each function embodies a complete description of the
channel, and full knowledge of one function allows calculation of any of the
others. Each one uses two of the four variables shown in Table 2.1.

2.5.1 The Variables Used For System Characterisation

The familiar time and frequency variables, ¢ and f, are by definition [31]
dual network variables, whilst the delay and Doppler shift variables, 7
and v, are dual operators describing time and frequency translation. The
concept of duality has been discussed at length by Bello [31]; however,
for the purposes of this discussion, it is sufficient to understand that two
operators (functions, elements, or systems) are dual when the behaviour of
one with reference to a time-related domain (the time or the delay domain)
is identical to the behaviour of the other referenced to the corresponding
frequency-related domain (i.e., the frequency or the Doppler shift domain,
respectively).
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A common mistake when first encountering the delay variable is to
assume that since 7 is measured in seconds it is linearly dependent on the
time variable . This is not the case (i.e., 7 ¢¢ t). The delay variable
is orthogonal to the time variable, and as such can be drawn on a set
of Cartesian coordinates. It is easiest to appreciate that the variables ¢
and 7 are independent, if the electrical lengths of propagation paths are
considered.

A channel’s electrical length is one of its physical properties, and is
related to 7 by

=1, (2.105)

Even if it were possible to freeze time, a path would still possess an electrical
length of ., and therefore an associated delay. Although the electrical
length of a particular path may vary with time, perhaps due to the motion
of the mobile, in general there may exist a path at any instant in time
possessing any positive electrical length. That is, the two variables are
independent, and from Equation 2.105 we deduce that 7 is also independent
of t.

It is perhaps more difficult to understand that v is orthogonal to f,
because the Doppler shift associated with a particular path is a function of
the frequency of transmission and physically it is caused by a change in the
delay or electrical length of a path, as evidenced by Equation 2.55. The
rate of change of I, with respect to time is expressed in ms~!. Equations
2.55 and 2.105 show that the Doppler shift is actually the rate of change
of the physical length of the path, di/dt, scaled by the signal’s frequency.
The frequency scaling occurs because a signal perceives length in terms of
wavelengths, not absolute measures. As dl/dt is independent of frequency,
it is theoretically possible for a path to exist possessing any Doppler shift
value at any particular frequency.

2.5.2 The Bello System Functions

Two of the Bello system functions were encountered in Section 2.3.1 when
the propagation channel was analysed in the time domain. The first one is
the input delay-spread function, h(t, 7), defined by

() = /_  ht, ult - r)dr (2.106)

and interpreted as the response of the channel at time ¢ to a unit impulse
input 7 seconds in the past. This function describes the channel in terms
of the t—-7 domain.

It is helpful to visualise Equation 2.106, as the output from a densely
tapped delay line, where h(t,7)dr is the tap weighting for delay 7, as seen
in Figure 2.19. Notice that h(t,7) is called the input delay-spread function
because the delay is associated with the input port of the channel. A further
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u(t)

z(2)

h(t,0)dr h(t,dr)dr h(t,2dr)dr h(t,00)dr

Figure 2.19: Tapped delay line representation of the input delay-spread func-
tion.

Bello function, g(¢,7), will be introduced which has the delay associated
with the output port of the channel. This function is then called the output
delay-spread function.

Computer simulations generally employ the tapped delay line approach
to model mobile radio channels, using the complex baseband equivalent
system of Figure 2.6.

The second Bello function, which has already been presented is the
delay-Doppler-spread function, S(r,v). This function was defined by
Equation 2.61 as:

z(t) & / / S(r,v)u(t — 7) exp j2rvt dvdr (2.107)

and is interpreted as the gain experienced by signals suffering first delay in
the range [7, 7 + d7] then Doppler shift in the range [v, v + dv|.

S(r, v) uses the 7—v domain to describe the channel. It is seldom used in
the simulation of channels because the double integral in the above equation
requires more computation than the single integral of Equation 2.106. Nev-
ertheless, the delay-Doppler-spread function has found favour as a means of
displaying the dispersive characteristics of a channel, because it explicitly
shows both time and frequency dispersion.

Equation 2.63 shows that h(¢,7) and S(r,v) form a complex Fourier
pair over the variables v and ¢, with the common variable 7. It may come
as somewhat of a surprise that the time domain Fourier transformation
transforms into the Doppler shift domain and not into the frequency do-
main. This is because it is a change in the channel’s behaviour as a function
of time that causes a Doppler shift, whilst it is the frequency response of
the channel at a specific time as a function of the delay variable that deter-
mines the channel’s spectrum. As v is the dual of 7, and ¢t is the dual of f,
we can deduce from the above relationship that the delay domain Fourier
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transforms with the frequency domain.

From these two Fourier relationships it is possible to deduce why Bello
functions require two variables, and also why there are only eight Bello
functions.

Fourier transform pairs contain the same information, presented in dif-
ferent forms. The time and Doppler shift domains contain information
describing frequency dispersion, whilst the frequency and delay domains
contain time dispersion information. To fully describe a channel, a func-
tion must use at least two variables, one from each Fourier pair. Should a
third variable be used, its information would be redundant, while if only
one variable were to be used, the description would be incomplete.

The number of ways of permuting two variables from four is 12. How-
ever, Bello has only defined eight functions. This is because four of these
permutations are due to variables from the same Fourier pair (i.é'., t,v; vt
7,f; and f,7;). Functions defined for these permutations would contain
information about only one type of dispersion.

The six Bello functions that have yet to be presented will be discussed
below.

The time-variant transfer function, T(f,t) is defined by the equa-
tion o

z(t) = / T(f,)U(f)exp j2n ftdf. (2.108)

-0
It is interpreted as the complex envelope of the received signal for a cis-
soidal input at the carrier frequency. As the name implies, T'(f,t) is the
time-variant equivalent of the conventional (time-invariant) system trans-
fer function. Equations 2.106 and 2.108 may be manipulated as follows to
reveal that T'(f, ¢) and h(t, 7) form a Fourier pair with the common variable
t.
Replacing u(t — 7) in Equation 2.106 with its Fourier transform gives

z(t) = /00 h(t,7) /—00 U(f)expji2nf(t — 7) df dr, (2.109)

which on rearranging yields
o0 o0
z2(t) = / {/ h(t,7) exp —jZWdeT}U(f)expj%rftdf. (2.110)
-0 -0

Equating the above equation to Equation 2.108 shows the required Fourier
relationship, that is:

hit,7) = /00 T(f,t)expj2rfrdf. (2.111)

The output Doppler-spread function, H(f,v) describes the channel
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in the f-v domain, and is defined by
o0
Z(f)=/ U(f —v)H(f - v,v)dv. (2.112)
—~00

The interpretation of the function H(f, v) is as the spectral response of the
channel at a frequency v Hz above a cissoidal input at f Hz.

A differential circuit representation of Equation 2.112 is given in Fig-
ure 2.20. The circuit is a densely tapped frequency conversion chain.

U(f) H(f,—o0)dv H(f,~2dv)dvH(f,—dv)dv H(f,0)dv
7] H(f, co)dv H(f,2dv)dv H(f,dv)dv

Figure 2.20: Tapped frequency conversion chain representation of the output
Doppler-spread function.

The Doppler shift dv is associated with the output of the channel, hence
the name output Doppler-spread function. H(f,v) offers an alternative
approach to computer simulation instead of using h(¢, 7). The two models
(Figures 2.19 and 2.20) are equally easy to translate into program code,
allowing a worker to deal with channel inputs in either the time or frequency
domains.

It is possible to show that H(f,v) and T(f,t) are a Fourier pair by
examining the received spectrum when a cissoidal input at f = f' is present.
From the previous equation we then have:

Z(f) =/_°° 8(f - f' = v)H(f — v,v)dv. (2.113)

Taking the Fourier transform of both sides of this equation with respect to
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£, we get:
2(t) = /_O;/_Zé(f — W H(f - v,v)expi2nftdvdf,  (2.114)
which reduces to
2(t) = / ZH( . v)exp j2n(f' + v)tdv. (2.115)

Now from Equation 2.108, the received signal for a cissoidal input at f = f’
may also be written as,

2(t) =T(f',t)expj2n f't. (2.116)

Equating the above two equations gives the required relationship,
o0
T(f,t) = / H(f,v)expj2nvtdv. (2.117)
— 0

H(f,v) also forms a Fourier transform pair with S(7,v), this time with
the common variable v. This may be derived as follows. Fourier transfor-
mation of both sides of Equation 2.107 with respect to t gives

2(f) = /_w /_w /_Oo S(r,v)ult — T exp j[2n(v — f)f] dvdrdt, (2.118)

which can be rearranged as

Z(f) = /:/_ZS(T, v) {/oo u(t — ) exp j[27(v — f)] dt} dv dr.

-0
(2.119)
The term in braces is evaluated using the shifting property of Fourier trans-
form, so that

Z(f) = /_ " /_ ” S(r,v)expji2n(f — v)T|U(f — v)dvdr. (2.120)

Comparing this equation with Equation 2.106 reveals the Fourier relation-
ship

S(r,v) = /00 H(f,v)expj2nrfdr. (2.121)

Figure 2.21 shows how the four Fourier relationships derived so far (Equa-
tions 2.63, 2.111, 2.117 and 2.121) allow the functions to be arranged in a
symmetric pattern.

Just as the delay process is associated with the input of the channel for
h(t,T), we can derive a further Bello function by associating the Doppler
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Figure 2.21: Fourier relationships amongst the first set of Bello functions.

shift with the input of the channel. The resulting function is called the
input Doppler-spread function, G(f,v). The model describing this
situation is shown in Figure 2.22, from which we see that

2(f) = /_oo G(f, YU(f - v) dv. (2.122)

Comparison of this equation and Equation 2.106 shows that they are
identical in form and both represent a convolution. Equation 2.122 is in
fact the dual relationship to that of Equation 2.106, and G(f,v) is the dual
function of h(t,7). Duality was introduced at the start of this section. To
reiterate, dual systems, or operators, for example, behave in an identical
manner, however one exists in a dual domain to the other.

Bello [31] has presented the techniques used to manipulate time-
frequency duality relationships. In brief, to obtain a dual relationship
replace each function by its dual and make the substitutions shown in
Table 2.2.

By applying duality relations to the defining equations of the functions
in Figure 2.21, the definitions of the remaining system functions are found.
The input Doppler-spread function, G(f,v), has already been introduced,
as seen in Equation 2.122 above. The output delay-spread function,
g(t,7), is the dual of the output Doppler-spread function, H(f,v) and its
defining equation is obtained from Equation 2.112 applying duality as:

o(t) = / ” ult = )g(t — 7,7) dr. (2.123)

—00

The tapped delay line representation of g(t, 7) is shown in Figure 2.23. The
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G(f, —dv)dv G(f,—2dv)dv G(f, —o0)dv

G(f,0)dv  G(f,dv)dv G(f,2dv)dv G(f,00)dv

Figure 2.22: Tapped frequency conversion chain representation of the input
Doppler-spread function.

| Original notation | Dual notation |

¢ f

7 t

T v

v T

exp(-) exp —(-)

exp —(-) exp()
z(t) X(f)
X(f) z(t)

Table 2.2: Notational changes to establish dual relations.
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g(t,00)dr g(t,2dr)dr  g(t,d7)dr g(t,0)dr

Figure 2.23: Tapped delay line representation of the output delay-spread func-
tion.

Doppler-delay-spread function, V (v, 1), is the dual of S(r,v), and from
Equation 2.107 is given by

Z(f) =/_°o /_oo V(v,7)U(f — v) exp —j2n7f dr dv. (2.124)

Finally, the frequency-dependent modulation function, M(, f), is
the dual of the time-variant transfer function, T'(f,t). From Equation 2.108

Z(f) = /—00 M(t, f)u(t) exp —j2r ftdt. (2.125)

Figure 2.24 shows that this second set of Bello functions can also be
arranged symmetrically with respect to complex Fourier transforms.

A summary of the definitions and interpretations of all the eight Bello
functions are presented in Table 2.3.

In order to move between the two sets of functions, relationships be-
tween sister functions are exploited. Sister functions are functions that
describe the channel in terms of the same domain. For example, the input
and output delay-spread functions, A(t,7) and g(t,7), are sister functions
because they both describe the channel in the ¢-7 domain. From Equations
2.106 and 2.123 it is seen that

h(t,7) = gt — 7, 7). (2.126)

The relationships between the other three pairs of sister functions are
easily derived from their defining equations. They are summarised in Ta-
ble 2.4. As sister functions describe the channel in the same domain, it
is usual to employ just one set of functions. The most commonly used
set [32]- [34] is the one illustrated in Figure 2.21. The functions in this set
generally occur as shown in Table 2.5.
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136 CHAPTER 2. MOBILE RADIO CHANNELS

LEGEND : F Fourier Transform
F~1  Inverse Fourier Transform

Figure 2.24: Fourier relationships amongst the second set of Bello functions.

Function | Sister funct. Relationship

h(ta T) g(t7 T) h’(t’ T) = g(t -7, T)

750 | M@S) | [ [ M@ ) exp—on(s - - ¢)af a
H(f,v) G(f,v) H(f,v)=G(f+vv)

S(r,v) Vv, 1) S(r,v) =V(v,7)exp —j2zvT

Table 2.4: Sister functions.

Function Normal Occurrence
h(t,7) Measured directly by time domain wideband sounders.
Used in computer simulations.

T(f,t) | Measured directly by narrowband (single tone) sounders.

H(f,v) | Measured by frequency domain wideband sounders. Used
in computer simulations.

S(7,v) | Used to display the time and frequency dispersion of the
channel simultaneously.

Table 2.5: Occurrences of the first set of Bello functions.
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Deterministic
Channel

Random
Channel

Figure 2.25: The decomposition of a channel into its deterministic and random
components.

So far, we have introduced a family of system functions which fully de-
scribe a time-variant channel, and have provided techniques for manipulat-
ing these functions. Attention will now be given to randomly time-variant
channels. Such channels are particularly useful to study, because, as will
be seen in Section 2.6, mobile radio channels can be regarded as being
randomly time-variant.

2.5.3 Description of Randomly Time-Variant Chan-
nels

A general linear time-variant channel can be viewed as the superposition
of a deterministic channel and a purely random, zero ensemble average
channel, shown in Figure 2.25.

The deterministic channel may be fully characterised by applying di-
rectly the system functions described above. However, the functions be-
come stochastic processes when they are used to describe the randomly
varying component of the channel.

Unfortunately, a full statistical description of the system functions re-
quires the determination of multidimensional pdf’s for the functions, and
this is not a trivial task. A less stringent, but practical approach [8,35]
to characterising purely random channels involves the determination of the
correlation functions for any one of the Bello system functions.

2.5.3.1 Autocorrelation of a Bandpass Stochastic Process

The autocorrelation R, (t1,%2) of a stochastic process, y(t), is the ensemble
average, or expected value, of the product y(¢;)y(t2) and may be written
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as [36]
o0 o0
R,(t1,t2) = / / ny2f(y1,y2;t1,t2) dyr dyo, (2.127)
~o00d —o0

where f(y1,y2;t1,%2) is the second order density of the process y(t), given

by
a OPF(y1,y2:t1,t2)
st1,t2) = .
f(yl,yz 1 2) 891002

The cumulative density function F'(y, y2; ¢, t2) is defined as the joint prob-
ability,

(2.128)

F(yi,y2;t1,t2) Spr {yt1) <wp,y(t) <y2)}- (2.129)

The ensemble average of a quantity, (-), is denoted by angle brackets,
like {(-)}. The autocorrelation of y(t) can therefore be written as,

Ry(t1,t2) = (y(t1)y(t2)) - (2.130)

This autocorrelation may be expressed in terms of the signal’s complex
envelope, 2(t), namely

Ry(t1,t2) = (R{z(t1) expg2r fct1} R {z(t2) exp j27m fota}) (2.131)

or, applying Equation 2.11 we have:

Ry(ti,t2) = -;—%{(z(tl)z(tg))expj27rfc(t2+t1)}
PR (0)2(02)) expjnfelts — 1)}, (2:132)

where x identifies a complex conjugate, and the exponentials have been
taken outside the averaging process, as they are deterministic. The auto-
correlation of a real bandpass stochastic process is seen to be the sum of
two autocorrelation functions that depend upon the complex envelope of
the process y(t) at instants ¢; and to. Bello has reported [8] that most
narrowband processes are constituted such that

<Z(t1)z(t2)) =0. (2133)

If the channel exhibits wide-sense stationarity (WSS) in the time vari-
able, which will be discussed later in Section 2.5.3.3, the above equation
must be true. This is because the WSS criterion implies that the process’s
time-domain characteristics, such as the autocorrelation, cannot be depen-
dent on absolute time, only on the time difference, ¢, — ¢;. It is assumed
that Equation 2.133 is applicable for all mobile radio channels, enabling
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Equation 2.132 to be simplified to
1 ,
Ry(tl ) t2) = §§R {Rz(tl s t2) exp]27rfc(t2 - tl )} ) (2134)

where

R (t1,t2) = (27 (1) 2(t2)) - (2.135)

2.5.3.2 General Randomly Time-Variant Channels

The Bello functions are defined in terms of the complex lowpass equivalent
notation. Hence, in line with Equation 2.135 above, the correlation function
for the input delay-spread function is given by

Rh(tl,tQ;Tl,Tz) = (h*(tl,Tl)h(tz,Tg)) . (2.136)

Expressions relating the autocorrelation functions of the channel output to
the correlation functions of the Bello system functions are easily derived
from the functions’ defining equations given in Table 2.3. For example,
from Equation 2.106

Z*(tl)z(tz)

I

oo o0
/ h*(tl,Tl )u*(tl - T1) dn / h(tz,’rg)u(tz - T2) drs
- 00

o0
/ / h*(tl,ﬁ)h(tz,’l‘z)u*(tl — n)u(ty — o) dnidr.
(2.137)
Taking the ensemble average of both sides of the above equation gives

(st = [ ” / Bt 1)t ) (6 — T)u(ts — 1)) drydrs.

(2.138)
If the channel input is deterministic, it can be removed from the ensemble
average to yield

R, (t1,t2) =/ / Ry (t1,t2; 11, m2)u* (81 — 1 yulte — 72) dnidre. (2.139)

However if u(t) is a random process which is assumed to be independent
of the channel characteristics, Equation 2.137 becomes

o0 [o o]
R.(t1,t2) = / / Ry (ty,to; 11, 72)Ru(ty — 71,82 — T2) dnidr, (2.140)
—o0 J ~00

where
Ry (t1,t2) = (u*(t1)u(t2)) - (2.141)
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Correlation functions of the Bello system functions.

Table 2.6
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Defining

u*(t1)u(ts u(t) deterministi
fu(tl,tz):{ (uf(tz)é(tz)) uld) r:nzom’ sue (2.142)

Equations 2.139 and 2.140 can be combined as
o0 o0
Rz(tl,tz) = / / Rh(tl,tg;’?’l,’?’z)]‘-u(tl —Tl,tz—Tz)dTlde. (2143)
— 00 — 00

Table 2.6 details the relations between the channel output autocorrelation
functions and the correlation functions of the remaining Bello functions.
Notice that the dual function of Fy; is employed in the table, that is,

U*(f1)U(f2)  U(f) deterministic

Fi ”(f“f”:{ U*(f)U(f2)) U(f) random. (2.144)

As one would expect, since the system functions can be arranged symmet-
rically with respect to their Fourier relationships, the correlation functions
can also be arranged symmetrically, this time with respect to their double
Fourier relationships. As an example consider the relationship between the
functions T'(f,t) and H(f,v). From Equation 2.117

T*(f1.t0)T(fart2) = / / H*(f1,00) H (fasv2)
cexpj2n(voty — ity)din dus.  (2.145)

Taking ensemble averages of both sides

Rr(f1, fo;t1,t2) = / / Ry (fr, fo;vr, ve) exp j2n(vaty — vith) dvy dus.

(2.146)
The above equation shows that Ry (fy, f2;t1,t2) is the two-dimensional
Fourier transform of the correlation function Ry (f1, fa;11,v2) with the
convention that when transforming from a pair of time variables to a pair
of frequency variables a positive exponential connects the first variable in
each pair and a negative the second.

Figure 2.26 illustrates the symmetric double Fourier transform rela-
tionships of the correlation functions of the first set of Bello functions. If
required, a table showing the relationships between the correlation func-
tions of sister Bello functions can easily be derived from Tables 2.4 and 2.6.

The relationships derived above for the correlation functions of Bello’s
system functions may be applied to any time-variant linear channel. How-
ever, if the statistical behaviour of a channel obeys certain constraints,
then it is possible to simplify them. Specifically, if a channel is wide-
sense-stationary in the time domain and/or the frequency domain then its
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Figure 2.26: Fourier relations of the correlations for the first set of Bello func-
tions.

correlation functions can be simplified. The following sections investigate
how.

2.5.3.3 Wide-Sense Stationary Channels

Firstly, we shall examine a channel that exhibits wide-sense (second-order)
stationarity. A process is called wide-sense stationary with respect to time
if its first two moments (mean and autocorrelation) are independent of ab-
solute time. That is, the correlation function for a wide-sense stationary
(WSS) channel depends on time difference, and not absolute time. For ex-
ample, the correlation of the input delay-spread function for a WSS channel
becomes

Ri(t1, ta; T1,T2)IWSS = Ry (At; 1, T2), (2.147)

where
At=1ty — t;. (2.148)

Substituting for Rp(t1,t2; 71, 72) from Equation 2.147 into Equation 2.143
gives

[+ o
Rz(tl,tz) = / / Rh(At; T1,T2).7:u(t1 - T1,t2 - T2) dTlde. (2149)
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The autocorrelation function of the channel output is still a function of
absolute time even though the channel correlation function is expressed in
terms of differential time. This is because the channel output is of course
dependent on its input, which need not have any statistical constraints
placed upon it.

Earlier discussion indicated that the Doppler shift domain contains the
same information as the time domain. This implies that wide-sense sta-
tionarity in the time variable, ¢, must also manifest itself in the Doppler
domain. To illustrate the way in which this occurs we shall look at the
correlation function of the delay-Doppler-spread function Rs(m, T2;v1,vs).
Applying the information contained in Figure 2.26, we can write

o o
Rs(m1,m2501,09) = / / Ry (t1,t2; 11, T2) exp 127 (1t — vaty) diy dis.
—~00J —00

(2.150)
Substituting Equations 2.147 and 2.148 for the WSS channel gives

o0
Rs(m,T250, V2)| = / exp j2nty (v — vo) dty
WSS —00

o0
/ Ry (At; 1y, 7)) exp —j2nv At d(At).

—0o0

(2.151)

The second integral may be recognised as the Fourier transform of an auto-
correlation function, which from the Wiener-Khinchine theorem results in
a power spectral density function. The other integral is zero except for the
case 11 = vy, when it is infinite. This is recognised as the definition of a
unit impulse at v = v,. We can thus write,

Rs(m, 2501, 1) = Pg(11,72; v2)0(12 — 11), (2.152)
wss

where Ps(m,72;v2) is the cross power spectral density of h(t,71) and
h(t,72). The impulse function in Equation 2.152 implies that, for a WSS
channel, signals arriving with different Doppler shift values are uncorre-
lated.

As 11 does not feature in the function Ps(m,72;v2) we can drop the
suffix on v, to get,

Rs(Tl,TQ;Vl,l/Q) EPS(TI,TQ;V)(S(V2 —lll). (2.153)
WSS

Column 2 in Table 2.7 lists the correlation functions of the Bello system
functions for the WSS channel. The dual functions for a general time-
variant linear channel are no longer duals for a WSS channel. This is
because we have applied statistical constraints to variables t and v, but
not to their dual variables, f and 7 respectively. Figure 2.27 shows, how
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Figure 2.27: Fourier relationships amongst the correlation functions of the first
set of Bello functions for WSS channels.

the correlation functions for the first set of Bello functions are related on
a WSS channel.

In order to fully characterise a WSS channel, the correlation functions
must be established for all frequencies.

2.5.3.4 Uncorrelated Scattering Channels

The dual of the WSS channel is the uncorrelated scattering (US) channel.
For this channel, the statistics describing signals arriving with different
delays are uncorrelated.

The WSS channel was seen to be wide-sense stationary in the time
domain and to possess uncorrelated scattering in the Doppler shift domain.
By applying duality we can state immediately that a channel possessing
uncorrelated scattering in the delay domain will be wide-sense stationary
in the frequency domain. Hence, for the output Doppler-spread function,
we can write,

RH(fhfz;Vl,Vz)IUS = Ru(Afin, ), (2.154)

where
Af=fa—h- (2.155)

The correlation function of the delay-Doppler-spread function is derived
from Ry(f1, f2;v1,v2) by double Fourier transform. (See Figure 2.26.)
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Figure 2.28: Fourier relationships amongst correlation functions of the first set
of Bello functions for US channels.

Applying Equation 2.154 we have:

o0
RS(Tl,Tz;Vl,Vz)I US= / exp 27 fi(n — 12) dfy

—00

-/OORH(Af; v, ) exp —j2rre Af d(A f).
(2.156)

Then expressing Rs(n1, T2; v, v2) in terms of the cross-power spectral den-
sity of H(f, 1) and H(f,v2) reveals that

RS(TI,TQ; l/l,l/2) Us = Ps(T; VI,VQ)(S(TQ - Tl), (2157)

which illustrates the uncorrelated scattering in the delay domain. The
remaining correlation functions are listed in Column 3 of Table 2.7, and
the relationships between the functions for the first set of Bello functions
are displayed in Figure 2.28. As with a WSS channel, dual functions for a
general time-variant linear channel are not dual for a US channel.

A full description of the US channel requires the correlation functions
to be established for all time.
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2.5.3.5 Wide-Sense Stationary Uncorrelated Scattering
Channels

The most useful channel as far as the mobile radio engineer is concerned
is a hybridisation of the above channels. Referred to as the wide-sense
stationary uncorrelated scattering (WSSUS) channel, its first and second
order statistics are invariant under translation in time and frequency. This
means that the correlation functions for a WSSUS channel need only be
worked out once, since they apply for all time and all frequency.

The correlation functions are easily deduced by applying first the wide-
sense stationary criteria and then the uncorrelated scattering criteria, or
vice versa.

Consider Ry(t,t2;7,72). Under wide sense stationary conditions,

Ry (t, t2;T1,T2)| wss = Ru(At; 1, 12)6(v2 — 11), (2.158)

then adding the uncorrelated scattering restriction,
Ry(ty, t2; T1,T2)I = Pu(At7)o(r2 — 1), (2.159)
WSSUS

where P, (At; 1) is the cross-power spectral density of T'(f,%,) and T'(f,t, +
At).

Table 2.7 lists the correlation functions for a WSSUS channel in Column
4, and Figure 2.29 illustrates their inter-relations for the first set of Bello
functions. Notice from this table that dual functions under the general
time-variant linear channel are still duals under a WSSUS channel. This
is because although we have applied certain statistical constraints to ¢t and
v, we have also applied the dual constraints to f and 7.

WSSUS channels are of particular significance because they are the
simplest channels to analyse, that exhibit both time and frequency fading.
Workers are therefore disposed to approximate real channels by WSSUS
channels.

2.5.3.6 Quasi-Wide-Sense Stationary Uncorrelated Scattering
Channels

In order to utilise the benefits of a WSSUS channel in the characterisation
of real channels, the Quasi-WSSUS (QWSSUS) channel was introduced
(8]. A QWSSUS channel behaves as a WSSUS channel for a restricted
interval of time T and a band of frequencies B. Outside this region, the
channel correlation functions can no longer be assumed invariant with time,
frequency or both.

Bello suggested in {8] that a useful method of describing real channels
is to work out the correlation functions over time and frequency intervals
small enough for the channel to be described by a hypothetical WSSUS
channel. That is, successively apply a QWSSUS model. Then determine
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Figure 2.29: Fourier relationships between correlation functions of the first set
of Bello functions for WSSUS channels.

the statistics of these correlation functions over longer time periods to fully
characterise the channel.

2.6 Channel Description by Bello Functions

This section discusses how the Bello functions introduced previously are
applied to the characterisation of mobile radio channels. It explains that
mobile radio channels are purely random, and describes how a practical
approach to their characterisation has evolved based on the QWSSUS con-
cept.

2.6.1 Space-variance

Consider a mobile station (MS) roaming through an area illuminated by a
fixed base station (BS) transmitting a constant single tone. As it moves
the MS will see random variations in the amplitude and phase of the sig-
nal it receives. Assuming that all scatterers comprising the channel are
stationary, then whenever the MS stops, the amplitude and phase of the
received signal both remain constant. That is, the channel appears to be
time-invariant. When the MS starts to move again the channel once more
appears time-variant.
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The channel characteristics are therefore dependent on the position of
the MS. In the case of single tone transmission, the MS is seen to move
through a standing electromagnetic field of random amplitude and phase.

When the MS transmits to the BS, a different physical scenario exists.
The receiver is stationary and the field at the BS is changing due to move-
ment of the transmitter. Nevertheless, consideration of the reciprocity of
the channel reveals that the effect can be modelled in the same way as
before. That is, the BS can be regarded as being a mobile terminal, ‘mov-
ing through’ the same standing electromagnetic field that the MS would
experience if the BS were the transmitting terminal.

Hence, regardless of the direction of transmission, the characteristics of
the mobile radio channel can be regarded as being dependent on the spatial
position of the MS, rather than on absolute time.

2.6.2 Statistical Characteristics

The earlier discussion of the physical structure of mobile radio channels (see
Section 2.3) outlined the statistical nature of the amplitude and phase of
the received signal component corresponding to a particular delay bin. The
phase of the component was reasoned to be a random variable uniformly
distributed over [0,2r]. This being the case, the ensemble average of any
one of the Bello functions when used to describe the mobile radio channel
must be zero. Put another way, the mobile radio channel is a purely random
channel.

In Section 2.5.3.5 it was explained that it is advantageous to be able
to describe a random channel in terms of a WSSUS channel, and that to
achieve this with practical channels the QWSSUS concept was proposed.

For the case of the mobile radio channel an approach based upon the
QWSSUS method has evolved, where instead of restricting the frequency
and time intervals over which a hypothetical WSSUS channel will ade-
quately describe the real channel, the bounds are defined in terms of a
frequency interval and a physical area.

The original QWSSUS approach described in Section 2.5.3.6 partitions a
channel in frequency and time such that the second-order channel statistics
are invariant to frequency translations within a bandwidth B, and time
translations within an interval of duration T. That is, the channel must be
WSS in both frequency® and time.

That mobile radio channels are WSS in the frequency variable was
stated earlier in Section 2.3.1.1. This stationarity is a result of the physical
properties of the propagation media.

As described above, for the mobile radio channel, wide-sense stationar-
ity in the time variable may be commuted to wide-sense stationarity with
respect to the position of the MS. In line with the original QWSSUS ap-

3Wide-sense stationarity in the frequency variable is generally referred to as uncor-
related scattering (US).
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proach we want to partition the area through which the MS will roam into
small areas within each of which the channel characteristics are WSS with
position.

Small changes in the position of the MS can cause dramatic changes
in the amplitude and phase of the received signal corresponding to a par-
ticular delay bin. This effect is referred to as fast fading. Although the
characteristics of each path (i.e., {a;(t), 7:(t),6;(t)}) will have changed al-
most imperceptibly, the w, multiplicative factor described on page 109 may
produce a relatively large phase shift in the received signal component due
to a particular propagation path. The interference of the received signal
components from all the propagation paths comprising the channel can
therefore change from say, predominantly constructive to predominantly
destructive over a very short distance.

For the fast fading statistics to be WSS there should be no change in
the mean and variance of the fading process. This implies that the char-
acteristics of each path, such as amplitude, delay and phase retardation,
remain unchanged. Hence for small areas, the channel can be considered
WSS with respect to position.

Furthermore, combining the two stationarity criteria shows that mobile
radio channels, partioned as small areas, are QWSSUS and can therefore
be described in terms of the functions shown in Figure 2.29, and listed in
Column 4 of Table 2.7.

Motion of the MS over large areas results in a second fading effect,
called slow fading. This is the result of significant changes in any of the
three propagation path characteristics. It could be due to the obscuring
of one building by another, or by a change in the position of a scatterer
relative to the MS.

A mobile roaming over a large area will experience both types of fading,
the fast fading being superimposed on the slow fading.

It should be understood that this method of applying QWSSUS chan-
nels to mobile radio channels derives from the assumption that changes in
the channel characteristics are due essentially to movement of the mobile,
and that variations due to moving scatterers are a second order effect. In
support of this premise, Cox has reported that in New York City cars and
trucks generally produce only minor multipath effects [18].

2.6.3 Small-Area Characterisation

A small-area is generally taken to have a radius approximately equal to
a few tens of wavelengths [18,35]. In general such areas are arbitrarily
chosen, however care must be exercised as features of the local topology
may cause significant changes over relatively short distances. This may be
the case close to road junctions in urban environments.

In Section 2.5.3 it was noted that a practical approach to channel char-
acterisation is adopted that involves taking the mean and correlation of
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one of the Bello functions. However, as the mobile radio channel is purely
random it possesses zero ensemble average. Thus, the approach reduces to
the establishment of the correlation function for any one of the eight Bello
functions.

Consider the input delay-spread function, h(t, 7). Commuting time to
position, this function can be rewritten as h(p,7), where p denotes the
position of the MS. The correlation function of h(p, 7) for a small-area is
Py(As, 1), where As is the distance between the points at which samples of
h(p, T) are taken. If As is set to zero, Pr(0,7) (or just Pn(7)) is obtained.
Py (1) is referred to as the power-delay profile of the channel, and is the
power spectral density of the channel as a function of delay.

Each measurement of Pp,(r) is a sample value of the product
h*(p, T)h(p,7) for a specific position of the MS. To establish the chan-
nel correlation function applicable to the small-area, the ensemble average,
< h*(p, 7)h(p,T) >, taken across the whole area, must be evaluated.

Hence the correlation function is the average power-delay profile, given
by

1 K
Pi(7) = 2 > Pap(7), (2.160)
k=1

where K is the number of samples of the power-delay profile taken over the
small-area.

The statistics of each delay bin comprising the mobile radio channel
are often assumed to be Gaussian in nature. This is because the local
scatterers around the terminals give rise to many propagation paths of
virtually identical delay. The central limit theorem [11] can then be applied
to reach the assumption of Gaussian statistics.

Py, (1) provides a complete description of the channel over the small-area
if the channel statistics are Gaussian, because in this case WSS implies
strict-sense stationarity (SSS) [11].

Analysis of the statistical distribution of Ph,(7) across small-areas has
in general supported the Gaussian assumption [11,12], although this is not
always the case [37]. The amplitude distribution, 1/ Pny(7), for a given
delay has often been found to fit either a Rayleigh or a Ricean distribution,
thereby implying Gaussian statistics.

In narrowband propagation studies, it is often R7,(0,0) which is mea-
sured. From Figure 2.29, it is seen that,

oo
Rr(Af;At) = / Py (At;T)exp —j2m frdr. (2.161)
— 00

From which it is seen that evaluation of Ry (0,0) for the narrowband chan-
nel is identical to that of Py (7).
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2.6.4 Large-Area Characterisation

By analysing the results obtained within small-areas over large-areas, a
description of the slow fading process results. Large-areas are taken as
covering geographical districts of similar constitution, such as suburban, or
rural. Large-area characterisation takes one of two forms.

In the first form, characterisation is by means of statistical analysis of
the variation of channel descriptors derived from the small-area results.
For example, for wideband channels, large-areas may be described by the
distribution of the delay-spread and mean delay of the average power-delay
profile of the channel, see Equations 2.95 and 2.96, respectively. Another
descriptor often used is the coherence bandwidth. Narrowband channel
descriptors include level crossing rates and fade durations.

The second approach is to analyse the variation in the Bello functions
over large-areas. In the case of the average power-delay profile this in-
volves determining the probability of occupancy of a delay bin, and the
distribution of the amplitude and phase retardation associated with each
bin {38-40]. For narrowband channels, this reduces to measuring the vari-
ation in the mean signal strength.

Further analysis of large-areas over grossly dissimilar propagation areas
results in gross channel descriptors useful for the prediction of radio cover-
age during cellular system planning. Gross descriptors are used to modify
the basic free space path loss equation, in order to be able to predict the
gross channel characteristics for a given propagation environment. ‘Rule
of thumb’ descriptors have evolved this way. For instance, a loss factor
representing the degree of urbanisation. Fast fading and slow fading effects
are still superimposed upon the predicted channel response.

2.7 Practical Description of Mobile Channels

Having portrayed the mobile radio environment in theoretical terms in time,
frequency, delay and Doppler-shift domains by means of Bello functions,
we now embark upon the practical characterisation of mobile channels for
the practising engineer. Our main goal in this section is to describe the
wave-propagation environment as simply as possible, while deriving a set
of relevant parameters for power budget and system designers. In harmony
with this ambition we characterise the channel by the help of Figure 2.30
in terms of:

1. Propagation pathloss law,
2. Slow fading statistics,
3. Fast fading statistics,

which in general will vary as a function of the propagation frequency, sur-
rounding natural and man-made objects, vehicular speed, etc. Clearly, a
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Figure 2.30: Power-budget design.

deterministic treatment is not possible due to the unpredictable variation
of channel features, hence we resort to statistical methods. The general
approach is to develop theoretical models and check their validity by sta-
tistical methods against various real propagation environments.

In this chapter we cannot elaborate on the propagation channels of
each existing and perspective mobile radio system, spanning maritime mo-
bile satellite systems, public land mobile radio (PLMR) services, private
mobile radio (PMR) schemes, high capacity personal communications net-
works (PCN) penetrating buildings, halls, etc. The channel and terrain
features, multiple access, modulation and signal detection methods, band-
widths, vehicular speeds, etc. are so vastly different that a generic model
would be extremely complicated, yet inaccurate. For an all-encompassing
up-to-date reference Parson’s excellent book published in this series is rec-
ommended [42]. This book is concerned mainly with PLMR whilst offering
outlook to the emerging PCN. We therefore restrict our discourse to chan-
nels in the 900-1800 MHz band, at the same time recognising that the
methodology used can be applied to all mobile channels. These frequencies
fall in the so-called Ultra High Frequency (UHF) band where convenient
antenna sizes are associated with power efficient transmitters and compact
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receivers. Also the wave propagation is coveniently curtailed by the horizon
thereby limiting cochannel interference, when the frequencies are reused in
neighbouring cell clusters. At these frequencies, even if there is no line-of-
sight path between transmitter and receiver, by means of wave scattering,
reflection and diffraction generally sufficient signal power is received to en-
sure communications.

The prediction of the expected mean or median received signal power
plays a crucial role in determining the coverage area of a specific base
station and for known interference tolerance also determines the closest
acceptable reuse of the propagation frequency deployed. For high antenna
elevations and large rural cells a more slowly decaying power exponent is
expected than for low elevations and densely built-up urban areas. As
suggested by Figure 2.30, the received signal is also subjected to slow or
shadow fading which is mainly governed by the characteristic terrain fea-
tures in the vicinity of the mobile receiver. When designing the system’s
power budget and coverage area pattern, the slow fading phenomenon is
taken into account by including a shadow fading margin as demonstrated
by Figure 2.30.

Statistically speaking this requires increasing the transmitted power
P, by the shadow fading margin L., which is usually chosen to be the
1-2% quantile of the slow fading probability density function (PDF) to
minimise the probability of unsatisfactorily low received signal power P,,.
Additionally, the short term fast signal fading due to multipath propagation
is taken into account by deploying the so-called fast fading margin Ly,
which is typically chosen to be also a few percent quantile of the fast fading
distribution. In the worst-case scenario both of these fading margins are
simultaneously exceded by the superimposed slow and fast envelope fading.
This situation is often referred to as ‘fading margin overload’, resulting
in a very low-level received signal almost entirely covered in noise. The
probability of these cases can be taken to be the sum of the individual
margin overload probabilities, when the error probability is close to 0.5,
since the received signal is essentially noise. Clearly, the system’s error
correction codec must be designed to be able to combat this worst-case
average bit error probability. This reveals an important trade-off in terms
of designed fading margin overload probability, transmitted signal power
and error correction coding ‘power’, which will be made more explicit in
the concluding part of this section.

2.7.1 Propagation Pathloss Law

In our probabilistic approach it is difficult to give a worst-case pathloss
exponent for any mobile channel. However, it is possible to specify the
most optimistic scenario. That is propagation in free space. The free-space
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pathloss, Ly, is given by [42]:

Ly = —10log,o Gr — 10log, Gg + 201og, o fHZ + 2010g,, d™ — 147.6 dB,

(2.162)
where G and G are the transmitter and receiver antenna gains, f#% is
the propagation frequency in Hz and d™ is the distance from the BS an-
tenna in m. Observe that the free-space pathloss is increased by 6 dB every
time, the propagation frequency is doubled or the distance from the mobile
is doubled. This corresponds to a 20 dB/decade decay and at d=1 km,
f=1 GHz and G+ = Gpr = 1 a pathloss of Ly = 92.4 dB is encountered.
Clearly, not only technological difficulties, but also propagation losses dis-
courage the deployment of higher frequencies. Nevertheless, spectrum is
usually only available in these higher frequency bands.

In practice, for UHF mobile radio propagation channels of interest to
us, the free-space conditions do not apply. There are however a number
of useful pathloss prediction models that can be adopted to derive other
prediction bounds. One such case is the 'plane earth’ model. This is a two-
path model constituted by a direct line of sight path and a ground-reflected
one, as discussed in Section 1.2.6 and depicted in Figure 1.15, which ignores
the curvature of the earth’s surface. Assuming transmitter base station
(BS) and receiver mobile station (MS) antenna heights of hi%g, hiys < d,
respectively, the plane earth pathloss formula [42] can be derived:

Ly = —10log,o Gr—10log,o Gr—20log, o h%s—201log,, h} 5 +401log,, d™,
(2.163)
where the dependence on propagation frequency is removed. Observe that
a 6 dB pathloss reduction is resulted, when doubling the transmitter or
receiver antenna. elevations, and there is an inverse fourth power law decay
with increasing the BS-MS distance d. In the close vicinity of the trans-
mitter antenna, where hps or hayrs <€ d does not hold, Equation 2.163 is
no longer valid. Instead, distance-dependent periodic received signal level
maxima and minima are experienced, as suggested by Figure 1.15 [67].
The urban microcellular channels are more realistically described by
a four-path model including two more reflected waves from building walls
along the streets [43], [44], [67]. In this scenario it is assumed that the
transmitter antenna is below the characteristic urban skyline. The four-
path model of Figure 1.15 used by Green [67] assumed smooth reflecting
surfaces yielding specular reflections with no scattering, finite permittivity
and conductivity, vertically polarised waves and half-wave dipole antennas.
The resultant pathloss profile vs. distance becomes rather erratic with re-
ceived signal level variations in excess of 20 dB, which renders pathloss
modelling by a simple power exponent rather inaccurate, however attrac-
tive it would appear due to its simplicity.
There exists a wide variety of further refined models with different
strengths, weaknesses and applicability, which take into account other chan-



156 CHAPTER 2. MOBILE RADIO CHANNELS

nel imperfections neglected so far. The most widely used of these in the
mobile radio environment is the Hata pathloss model [49], which will be
discussed in the following section. Parsons [42] gives a detailed compara-
tive study of how various multiple diffractions can be taken into account
in illuminating shadowed or obstructed areas, highlighting a number of
published pathloss prediction models. Further pathloss model comparisons
are readily found in [45]- [47]. Here we use the comprehensively tabulated
summary of [46] to provide a quick overview in Table 2.8.

It is quite plausible that more sophisticated models guarantee generally
better predictions but are more difficult to evaluate. Irrespective of the
prediction model deployed, estimated values always have to be verified
by measurements other than those utilised to derive the empirical model
invoked. If necessary, correction factors have to be derived and introduced
in further predictions. This is the approach we will adopt in our further
discussions.

For the sake of illustration here we attempt to verify the applicability
of the Hata model [49] to the 1.8 GHz microcellular environment. In doing
so we fit minimum mean squared error regression lines to our measurement
data, compare this model to Hata’s predictions and derive appropriate
correction factors to generate further pathloss estimates.

2.7.1.1 The Hata Pathloss Models

Hata developed three pathloss models described below. These were de-
veloped from an extensive data base derived by Okumura et al. [48] from
measurements in and around Tokyo. The typical urban Hata model is de-
fined as:

Lg, = 69.55+26.16log,, f — 13.8210g,o hes — a(hus)
+(44.9 — 6.551og,o hgs) log,o d dB, (2.164)

where f is the propagation frequency in MHz, hgs and hjpss are the BS
and MS antenna elevations in terms of metres, respectively, a(hys) is a
terrain dependent correction factor, while d is the BS-MS distance in km.
The correction factor a{hprs) for small and medium sized cities was found
to be

alhps) = (1.11og, f — 0.7)hps — (1.56 log,, f — 0.8), (2.165)

while for large cities is frequency-parameterised:

8.29[log,(1.54hps)]2 — 1.1 if f < 200 MHz

alhars) = { 3.2[log,o(11.75hars)]2 — 4.97 if £ > 400 MHz * (2-166)
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The typical suburban Hata model applies a correction factor to the urban
model yielding:

Lusuburban = Ly — 2[log,o(f/28)] — 5.4 dB. (2.167)
The rural Hata model modifies the urban formula differently, as seen below:
Ltrrurat = Ly — 4.78(log,o f)? + 18.33log;o f — 40.94dB.  (2.168)

Before we try to interpret these formulae in terms of power-loss exponents,
the fundamental limitations of its parameters have to be listed:

f: 150 — 1500 MHz
hps: 30—200m
hys: 1—10m

d: 1 — 20 km.

For a 900 MHz PLMR system these conditions can be usually satisfied
but for a 1.8 GHz typical PCN urban microcell all these limits have to be
slightly stretched.

In what follows we now evaluate the Hata prediction for a specific set
of values used in our experiments to check its applicability and accuracy in
urban microcells. The measured and predicted values are then compared
for a large set of measurements to derive relevant correction factors to
Hata’s model allowing its deployment in microcellular environments. The
measurements were carried out in typical urban environments in Southern
England at a propagation frequency of 1.8 GHz, BS antenna heights (AH)
of 6.4 m, 89 m, 11.4m, 14 m, 17.1 m and 22.1 m, and MS antenna height
of 2 m. Using the urban Hata model and the above mentioned parameters
the predicted pathlosses are plotted as a function of logarithmic distance
in Figure 2.31, where, for example, abscissa values 2 and 3 correspond
to 102 = 100 and 10° = 1000 m, respectively. As expected, the higher
the antenna elevation, the less steep the pathloss prediction. The power-
loss exponents for these parameters vary between 3.962 (39.62 dB/decade)
and 3.61 (36.1 dB/decade) for AH=6.4 m and AH=22.1 m, respectively.
These exponent values are reasonably close to the inverse fourth power
law of the two-path ‘plane earth’ model. However, they provide a better
approximation of the expected measured pathloss in various propagation
environments.

The measurement results were collected by sampling and logging the
received signal strength at the MS at distances of 3.22 mm and averaging
these samples over 2000-sample long windows to remove the effects of fast
fading. This delivered a received signal value every 6.44 m. We then fitted
a minimum mean squared error regression line to the averaged measured
data points and compared it to the appropriate Hata model, as seen in
Figures 2.32-2.35 for the antenna heights of AH=6.4 m, 8.9 m, 11.4 m and
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Figure 2.31: Hata pathloss in urban environment at various antenna heights.

Regression Hata Gradient,
AH(m) gradient gradient difference
(dB/decade) (dB/decade) (dB/decade)
14 24.6 374 -12.8
114 29.8 38 -8.2
8.9 34.5 38.7 4.2
6.4 36.3 39.6 -3.6

Table 2.9: Measured and predicted pathloss gradients.

AH=14 m.

Observe that as the antenna height is increased from AH=6.4m to
AH=14m, the regression lines fitted to the measured data become increas-
ingly more optimistic than the corresponding Hata estimates, which is at-
tributable to the fact that the antenna is gradually elevated beyond the
urban skyline. Naturally, local building and terrain features do influence
these findings, but the larger the measured data-base, the more consis-
tent the predictions become. The pathloss regression lines for the antenna
elevations AH=6.4 m, 89 m, 11.4 m and AH=14 m are summarised in
Figure 2.36 along with the two extreme Hata models corresponding to
AH=6.4 m and AH=14 m. The regression and Hata pathloss law gradients
for our experiments are summarised in Table 2.9, which show reasonable
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Figure 2.32: Fitting regression line to measured data for AH=6.4m.
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Figure 2.33: Fitting regression line to measured data for AH=8.9m.
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Figure 2.34: Fitting regression line to measured data for AH=11.4m.
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Figure 2.35: Fitting regression line to measured data for AH=14m.
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Figure 2.36: Comparison of pathloss regression lines with corresponding Hata
models.

agreement only for the lower antenna elevations, below the urban skyline.
For the higher elevations clearly different propagation phenomena domi-
nate. We have to point out that the regression line fitting is inevitably
biased towards measurements between 500 m and 1000 m, since there are
more streets to be measured farther away from the BS than in its immediate
vicinity, as inferred from the clustering of measurement points in Figures
2.32-2.35. Nevertheless, from Figure 2.36 we see that in the most important
d=100-1000 m region the Hata model gives approximately 10 dB more pes-
simistic estimates for the parameters considered than the fitted regression
lines, if this extremely simplistic model is acceptable.

2.7.2 Slow Fading Statistics

Having derived the propagation pathloss law from our measurements we
briefly focus our attention on the characterisation of the slow fading phe-
nomena, which constitutes the second component of the overall power bud-
get design of mobile radio links, as portrayed in Figure 2.30. In slow fading
analysis the effects of fast fading and pathloss have to be ignored. The
fast fading fluctuations have already been removed for pathloss modelling
by averaging over 6.4 m distances. The slow fading fluctuations are sim-
ply separated by subtracting the best-fit pathloss regression estimate from
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Figure 2.37: Typical microcellular slow fading histogram for AH=6.4m.

each individual 6.4 m-spaced averaged received signal value. The slow fad-
ing histograms derived this way from Figures 2.32-2.35 for the previously
used four antenna heights of AH=6.4 m, 89 m, 11.4 m and 14 m are de-
picted in Figures 2.37-2.40. As expected, these figures suggest a lognormal
distribution in terms of dBs due to normally distributed random shadow-
ing effects. Indeed, when subjected to rigorous Kolmogorov-Smirnov and
x? (Chi-square) distribution fitting techniques (see later in Section 2.7.3.4)
using the lognormal hypothesis, the hypothesis is confirmed at a high confi-
dence level. The associated standard deviations are 6.5 dB, 6.8 dB, 7.3 dB
and 7.8 dB for AH=6.4 m, 8.9 m, 11.4 m and 14 m, respectively. When
amalgamating all four slow fading histograms, Figure 2.41 is derived, which
has an even smoother lognormal distribution due to the higher number of
measured points.

2.7.3 Fast Fading Evaluation
2.7.3.1 Analysis of Fast Fading Statistics

Irrespective of the distribution of the numerous individual constituent prop-
agation paths of both quadrature components (a;,aq) of the received signal,
their distribution is normal due to the central limit theorem. Then the com-
plex baseband equivalent signal’s amplitude and phase characteristics are
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given by:

a(k) = y/aZ(k)+ al(k) (2.169)
¢(k) = arctanf[aq(k)/a:(k)]. (2.170)
Our aim is now to determine the distribution of the amplitude a(k), if

ai(k) and a4(k) are known to have a normal distribution. In general, for
n normally distributed random constituent processes with means @; and
n

identical variances 02, the resultant process y = Zaf has a so-called 2

i=1

distribution with a PDF given below [66]:

1 Y (n—2)/4 —(s? o2 s
p) = 55 (%) (2t (\/gjﬁ) (2.171)

T 202 \2
where
y2>0 (2.172)
and "
$? =Y (@) (2.173)
=1

is the so-called non-centrality parameter computed from the first moments
of the component processes a; ---a,. If the constituent processes have
zero means, the x? distribution is central, otherwise non-central. Each of
these processes has a variance of 62 and I (z) is the modified k th order
Bessel-function of the first kind, given by

_ N (@/)k

The I' function is defined as

I'(p) = / tPle7tdt ifp>0
0
Fp) = (p-1! if p > 0 integer (2.175)
1 3 VT
I1(5) = r, I1(5) =5

In our case we have two quadrature components, i.e. n = 2, s* = (@;)? +
(@;)?, the envelope is computed as a = /5 = y/a? + a2,a = y,p(a)da =
p(y)dy, and hence p(a) = p(y)dy/da = 2ap(y) yielding the Rician PDF

Q@  —(a®+s%)/202 as
PRice(a) = pe (™ +s%)/ I (p) a>0. (2.176)
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Formally introducing the Rician K-factor as
K = s%/20° (2.177)

renders the Rician distribution’s PDF to depend on one parameter only:

a2
PRice(a) = =5 - ¢ 7 ™K [, (2. V2K, (2.178)
where K physically represents the ratio of the power received in the direct
line-of-sight path, to the total power received via indirect scattered paths.
Therefore, if there is no dominant propagation path, K =0, e % =1 and
Iy(0) = 1 yielding the worst-case Rayleigh PDF:

a _.a
PRayleigh (@) = —5¢ 7. (2.179)

Conversely, in the clear direct line-of-sight situation with no scattered
power, K = 0, yielding a ‘Dirac-delta shaped’ PDF, representing a step-
function-like CDF. The signal at the receive antenna then has a constant
amplitude with a probability of one. Such a channel is referred to as a
Gaussian channel. This is because although there is no fading present, the
receiver will still see the additive white Gaussian noise (AWGN) referenced
to its input, as seen in section 2.1.4. Clearly, if the K-factor is known, the
fast fading envelope’s distribution is described perfectly.
The Rician CDF takes the shape of [66]

. (k) S (Y™ (e
CRice(a) = 1-e 27 Z(a) Im(a2)
m=0
B C(kr2) & (VIR aV2K
ot L () ()

(2.180)

Clearly, this formula is more difficult to evaluate than the PDF of Equa-
tion 2.178 due to the summation of an infinite number of terms, requiring
double or quadruple precision and it is avoided in numerical evaluations,
if possible. However, in practical terms it is sufficient to increase m to a
value, where the last term’s contribution becomes less than 0.1%.

A range of Rician CDF's evaluated from Equation 2.180 are plotted on a
linear scale in Figure 2.42 for K = 0,1,2,4,8 and 15. Figure 2.43 shows the
same Rician CDF's plotted on a more convenient logarithmic scale, which
reveals the enormous difference in terms of deep fades for the K values con-
sidered. When choosing the fading margin overload probability, Figure 2.43
expands the high-attenuation tails of the CDFs, where for example for a
Rician CDF with K = 1 the 15 dB fading margin overload probability is
seen to be approximately 1072, Lastly, a set of Rician PDFs computed
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from Equation 2.178 are seen in Figure 1.6, while the corresponding fading
envelopes are depicted in Figure 1.5.

2.7.3.2 The Relation of Rician and Gaussian PDFs

In this subsection we show that the Rician PDF tends to the Gaussian one,
as the K factor tends to infinity. To do so we simplify Equation 2.178 by
introducing the transformation [41]

a= TR’ (2.181)
which yields
p(e) = p(a) da/da = p(a) V2K . (2.182)
Substituting pRjce(a) from Equation 2.178 in Equation 2.182 we have:
pla) = 2Ka - e K& L [ (2K a). (2.183)
For large z values
x 2 2. 92 z
Io(z) ~ \/‘;r_$ 1+ 1!181' + 21!(53)2 o~ \/;Tz (2.184)
Hence from Equation 2.183 we have:
. e2Ka
Jim p(a) ~ Jim 2Ka- e~ Kla+1), NI
~ lim Va—— b ST (2.185)

m
Koo ' /2w - 1/\2K

which tends to a Gaussian PDF with a mean of one and a variance of
1/2K = 0, yielding a Dirac delta function when K tends to infinity.

2.7.3.3 Extracting Fast Fading Characteristics

To determine the fast fading statistics of the received signal envelope one
has to remove the effects of the path loss as well as that of the slow fading.
The standard recognised method to extract the fading envelope is to nor-
malise the received signal to its local RMS value, as proposed by Clarke [17]
and used by other authors since then {67]. For the received sample r(z;)
the local RMS is given by

1 +W/2 3
= 312
RMS = W_Z [r(2:)] (2.186)
i~W/2
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where W represents the window-length for the computation. This local
RMS estimate is computed for each individual received sample in a sliding
window and the normalised samples r(z;)/RMS are subjected to distribu-
tion fitting algorithms. The adequacy of this normalisation depends on the
appropriate selection of W. Lee [11] suggested a window of 40 wavelengths
(A) for conventional cell sizes, but in agreement with other authors [67],
we found that in microcells the local RMS received signal level undergoes
quite large fluctuations in such wide windows. This could affect the local
statistics. Our experiments with a range of W values suggested that for any
signal envelope sampling rate the window size must ‘cover’ a computation
interval of about 4\ — 10A. This gives a sound RMS estimate and does
not distort the fast fading statistics, hence we opted for W = 200 samples.
After this smoothing-normalisation the fast fading envelope is stored in the
computer ready for distribution fitting.

Knowledge of the expected Rician K-factor is important in system de-
sign, as it allows estimation of the fast fading margin required in the link
budget calculation. A long term average of the K-factor gives an estimation
of the average performance that can be expected. However, more efficient
system design requires knowledge of the variation in K-factor as the mo-
bile moves. In extreme, an individual K-factor could be calculated for each
fade. This would require a very short computational window but as the
computational window becomes shorter, the K-factor variations become
more erratic. That is, since the distribution gradually changes, the confi-
dence in the goodness-of-fit reduces. Furthermore, such very short windows
would result in such a vast amount of information that computation and
analysis become impractical.

In this paragraph we set out to determine the optimum window size of
the fast fading distribution fitting. To achieve this we synthesised a file
of 80,000 fading envelope values with an overall K=3 dB or K =~ 2 using
Figure 1.9 in Chapter 1. This represents moderately severe fading, as can
be seen from the CDFs in Figures 2.42 and 2.43. Observe that localised
K-factors will have increased variation, as the window size is reduced, re-
vealing the true fast fading profile. Accordingly, the K-factors were then
evaluated by the distribution fitting algorithms to be highlighted in the
next subsection using computation windows of length D=1000, 2000, 4000,
8000 and 80,000 samples. As expected, using D=80,000, the overall K-
factor was measured to be K=3 dB or K = 2, with a very high degree of
confidence, i.e. the significance level in the goodness-of-fit test was almost
unity. As the computation window size, D, was decreased, the variation
in the K-factors increased. The derived K-factor profiles and their asso-
ciated significance levels are shown for window sizes of D=2000, 4000 and
8000 in Figures 2.44-2.46. where the whole file of 80,000 points is repre-
sented in each case and a significance level in excess of 0.1 implies a high
degree of confidence in the fit. Analysis of these figures and a variety of
similar profiles using different window sizes show that the variation in the
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Figure 2.44: K-factor and significance-level profiles for D = 2000.
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WINDOW INDEX

Figure 2.46: K-factor and significance-level profiles for D = 8000.

K-factors does not increase significantly for window sizes below D=1000-
2000, suggesting that the window is sufficiently short to track the change
in the K-factor. However, reducing the window size further significantly
lowers the confidence measures associated with the K-factor, implying a
poor fit. Observe that although the file of 80,000 samples gives a K-factor
of 2, the average of the K values over the windows in Figures 2.44-2.46
is generally a different value. Analysis of other data files revealed similar
results confirming our choice of D=1000-2000 for distribution fitting when
tracking K-profiles.

The erratic K-factor variations seen in Figure 2.44 are fairly typical,
making their efficient use in power budget design rather difficult. Clearly,
the K-variations must be statistically characterized in terms of their dis-
tributions, which were found to have ’near-normal’ PDFs for a variety of
scenarios, but the expected value and variance of the K-factors depended
on the local paraphernalia. The interested reader is referred to Figures 1.20
and 1.21 for some measured K-profiles. With the analysis parameters set-
tled, one can proceed to analyse the measured data.

2.7.3.4 Goodness-of-fit Techniques

K-profiles of measured propagation data are conveniently evaluated by
computing the PDFs and CDF's of the measured samples for windows of,
for example, D = 1000 .. .2000 smoothed values and then comparing them
with a set of hypothesis PDFs and/or CDFs. Each comparison yields a
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probability, confidence measure or significance level proportional to the
likelihood that the measured distribution is really a representative of the
assumed hypothesis distribution.

The specific comparison giving the highest significance level is checked
against the minimum acceptance level allowing rejection or acceptance of
the initial hypothesis.

There is an abundance of goodness-of-fit methods for testing the statisti-
cal relevance of a match between a measured and a hypothesis distribution,
all of which have different strengths and weaknesses {68,69]. Here we briefly
consider the Chi-square (x?) and the Kolmogorov-Smirnov (KS) methods.

2.7.3.4.1 Chi-square Goodness-of-fit Test The method devised in
1900 by Pearson is based on a normalised quadratic sum of the deviations
of the observed occurrences (n;) from their hypothesised expected values
(n - p;), where n; and p; represent the observed number of occurrences in
bin i and their expected probabilities, respectively. There are k bins and a
total of n samples in the experiment. Then the degree of freedom is (k—1),
since the only linear restriction present is that

k
> nj=n. (2.187)
=1

Other restrictions can be introduced for distributions where some param-
eters, such as mean or variance, have to be estimated. Each maximum
likelihood parameter estimate reduces the degree of freedom by one. The
measure of deviation is then computed as:

Z (ns ; "p pi)? , (2.188)

which can be shown to have a Chi-square distribution, if the differences be-
tween n; and n - p; are non-deterministic. Therefore the confidence measure
associated with a specific x? value in Equation 2.188 gives the probability
that such a x? value could have come from the x? distribution of Equa-
tion 2.171, which is also given in the Tables of [68] and [69)].

2.7.3.4.2 Kolmogorov-Smirnov (KS) Goodness-of-fit Test In
contrast to the Chi-square fitting, where the binned measured PDF was
used, the KS-test uses the CDFs. According to Kolmogorov and Smirnov
the limiting distribution of the maximum CDF deviation D,, between the
measured distribution C,(z) and hypothesis C(x)

vn - D, = v/n-Max|Cp(z) — C(z)| (2.189)
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is characterised by [69]

H(zx) = lim [CDFp,(x)]= lim P[y/nD, <]
n— o0 mn— 00
= [1- 22(_1)(1'—1)6—21‘2m2 p.00() (2.190)
j=1

where the indicator function I(g o)(x) is

1 f0<z<o

0 otherwise (2.191)

To(@) =

Observe that the CDF H(r) in Equation 2.190 does not depend on the
distribution Cy,(z), which explains the versatility of the method. On the
other hand, the KS method does not allow testing of composite hypothesies,
where some parameters have to be estimated, as this would reduce the
degree of freedom.

In practical hypothesis testing the measured data of each window of D
samples has to be sorted in ascending order, which actually gives a fine
but non-uniformly spaced representation of its CDF. Then for each indi-
vidual measured and sorted sample the corresponding CDF value has to
be found from the hypothesis CDF and the maximum deviation over the
window must be remembered for every hypothesis CDF. The hypothesis
CDF with the smallest maximum deviation D,, has the highest confidence,
the value of which is computed from Equation 2.190 or from tables given
in [70]. The KS test is computationally more demanding than the x? test,
because the computation of the Rician CDFs from Equation 2.180 implies
the evaluation of a high number of summation terms, necessitating dou-
ble or quadruple precision computations. Furthermore, as opposed to the
x? test, where the hypothesis PDFs can be prestored, here the hypoth-
esis CDF of Equation 2.180 must be evaluated ‘on-line’ for every single,
non-uniformly spaced abscissa value, constituted by the measured fading
samples. Hence for large-scale measurement programmes the x? test is
preferred.

2.7.3.4.3 Goodness-of-fit of the Hypothesis Distribution In dis-
tribution fitting the higher the number of samples used to compute the
measured CDF and PDF, the smaller is the tolerable discrepancy for a
specific significance level between the best-fit theoretical PDF or CDF and
its experimental counterpart. This can be inferred from Equations 2.188
and 2.190 for both the x? and the KS test, since the error terms in these
equations increase as the number of samples n in a fitting window is in-
creased. The reason for this is plausible, since for larger number of samples
the statistical relevance of the experimental data is enhanced, allowing di-
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Figure 2.47: KS CDF-fitting using a window size of D = 1000.

minishing random differences only between the measured and hypothesis
statistics. This is clearly illustrated by Figures 2.47-2.49, where the mea-
sured CDFs of a K=3 dB Rician channel generated by theory are depicted
using window sizes of D=1000, 2000 and 4000 samples, together with their
best matching theoretical counterparts. Specifically, Figure 2.47 displays
the goodness-of-fit to be expected, if a window of D=1000 samples is used.
As expected, the KS distribution fitting procedure favours the CDF, repre-
senting K =3 dB from the preselected set of 80 hypothesis CDF's, to yield the
best fitting theoretical CDF. For comparison we also depicted the K=7dB
CDF, which exhibits a consistently different shape, while the differences
with respect to the K=3dB CDF appear to be random. When the win-
dow size is increased to D=2000 and 4000 samples, as seen in Figures 2.48
and 2.49, the differences become less significant, as the higher number of
samples encountered gives a more adequate representation of the random
process.

Figure 2.50 displays the significance level as a function of the Chi-
square distribution parameter x?> computed from Equation 2.171. Here
we utilised a window-size of 1000 samples and 80 ‘bins’ for categorising
the data between 0 and 4 - RM S. Using the x? error term computed from
Equation 2.171 the significance level, referred to also as confidence measure
(CM), is read from Figure 2.50a as the intercept of the CM-curve with the
appropriate vertical grid line at the specific x2-value. For CMs lower than
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Figure 2.49: KS CDF-fitting using a window size of D = 4000.
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10~2 the logarithmically scaled curve of Figure 2.50b is more preferable.
Observe that for a x2-value of 60 the confidence level is near-unity, while
a value of 120 only achieves a CM of approximately 10~. In practice any
hypothesis PDF having x? > 120, i.e. CM < 1073 has to be rejected.

Similarly, the linear and logarithmic Kolmogorov-Smirnov (KS) signifi-
cance levels are depicted in Figure 2.51, where the abscissa values are scaled
by the square-root of the sample number (SAMPNQ). Again, the sharply
decaying curves ensure a well-defined acceptance or rejection of the hy-
pothesis distribution and the logarithmically scaled curve in Figure 2.51b
conveniently expands the lower end of the CM-scale.

2.7.4 Summary

Below we summarise the practical characterisation of microcellular mobile
radio channels by way of an example using our three-step approach por-
trayed in Figure 2.30 and the results from our previous deliberations.

1) We estimate the pathloss using the Hata-model and deploy a cor-
rection factor corresponding to the antenna elevation, deduced from
measurements: Ly = Lyt + Leorr-

2) Using the characteristic slow fading variance of, say =7 dB, assum-
ing lognormal slow fading PDF and allowing for a 1.4% slow 'fading
margin overload’ probability we introduce a ’slow fading margin’ of
Lgjpw =2 0= 14 dB.

3) Assuming a typical Rician fading with K = 10 and a fast ’fading
margin overload’ probability of 1% a ’fast fading margin’ of L, =7
dB is inferred from Figure 2.42.

Summing the pathloss and the two fading margin components from
above yields a total pathloss of: Liotar = Ly + Lstow + Lfast. With the
knowledge of the receiver sensitivity P,.. this then allows us to compute
the required minimum transmitted power as: Pz = Pree + Liotal-

For the sake of illustration let us compare the transmitted power re-
quirements for an urban microcellular environment with cell radii of 300 m
and 100 m, using the above mentioned L,,,=14dB and L;,:=7dB
fading margins. From Figure 2.36 we find that our extensive measure-
ment programme in this environment suggests a pathloss of L,=130dB
at a distance of 300 m from the BS, when the antenna elevation is
AH=6.4 m, while at 100 m L,=110dB. Then we have pathlosses of
L3p0=130dB+14dB+7dB=151dB and L;9p=131dB. Assuming a receiver
sensitivity of -104 dBm, as in the Pan-European digital mobile radio sys-
tem, the corresponding transmitted power requirements are: Psg0=47 dBm
~ 50W and Pjpp=27dBm = 0.5W. Clearly, for this low antenna eleva-
tion microcellular scenario a cell radius of larger than 100 m is becoming
unrealistic in terms of transmitted power. Increasing the antenna height
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substantially reduces the transmitted power requirement or extends the
cell radius. When the BS antenna is elevated beyond the urban sky-line,
substantially higher coverage area can be achieved at the same transmitted
power. However, the fading gradually becomes Rayleigh, requiring a higher
fading margin and thereby reducing the gains achieved.

Observe that the power budget design highlighted outlines the require-
ments imposed on the error correction codec as well. Namely, in the
event when the slow and fast fading exceed the total fading margin of
Lyaging = Lsiow + Ltast=21dB, the channel codec is faced with an error
probability of 50 %, hence it must be designed to correct an error rate of
about half of the fading margin overload probability.

This chapter aimed at introducing the reader to the intricaces of mobile
radio propagation. After introducing the baseband representation of sys-
tems and channels the so-called Bello-functions were defined. Issues of time-
and frequency-dispersive channels were discussed, leading to a practically
motivated discussion on the statistical characterisation of wireless channels
in terms of pathloss, slow- and fast-fading. The chapter was concluded with
the power-budget design of mobile systems. Let us now embark on con-
sidering speech codecs in the next chapter, which constitute an important
component of wireless communications systems.
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Chapter

Speech Coding

R.A. Salami!, L. Hanzo?,
F.C.A Brooks? and R. Steele*

3.1 Introduction

A recurrent theme in digital cellular mobile radio is spectral efficiency,
which is generally taken to mean the user density for the allotted spectrum.
We have argued in Chapter 1 that the most influential factor in determining
the spectral efficiency is the cell size. Microcells reuse the allotted spectrum
over a smaller geographical area and thereby produce a more spectrally effi-
cient system. For a given cell size and bandwidth allocation there are a set
of sub-systems, such as the speech encoders, channel coders, interleavers,
modulators, and so forth, that are influential in determining the number of
mobile users that can be accommodated. By reducing the bit rate of the
speech encoders, or the amount of channel coding required, the number of
users and therefore the system’s spectral efficiency can be increased.

A classic overview of various early speech coding techniques can be
found for example in [1]. The family of so-called waveform coders aims
for the best possible waveform representation of the speech signal. Well-
known representatives of these codecs are the 64 kb/s (kbps) ITU Pulse
Code Modulated (PCM) scheme, sampling the speech signal at a sam-
pling rate of 8 kbps and transmitting 8-bit logarithmically companded
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samples [2,3]. The coding rate can be reduced to 32 kbps, when using
the 4 bit/sample ITU Adaptive Differential Pulse Code Modulated (AD-
PCM) scheme [3]. Due to its low complexity, delay and good speech quality,
this scheme was adopted by a number of cordless telephone systems, such
as the Pan-European DECT system, the British CT2 scheme, the Japanese
PHS system and the Pan-American PACS, which were breifly summarized
in Chapter 1. A bit-rate between 16 and 32 kbps can be maintained also
by Delta Modulation (DM) schemes [4]. Although these waveform
codecs typically exhibit a low complexity, their bit-rate is excessive for
cellular applications. In contrast, the so-called source coders, such as Lin-
ear Predictive Coding (LPC) vocoders [5, 6], operate at bit rates as low
as 2kb/s, however, the synthetic speech quality of vocoded speech is not
broadly appropriate for commercial telephone applications. Linear predic-
tive coding [9] in its basic form has been mainly used in secure military
communications, where speech must be carried at very low bit rates. At
the time of writing some of the coding principles borrowed from vocoders
have however reached a maturity, where their application in commercial
systems is becoming a reality in conjunction with a range of so-called hy-
brid techniques.

The need to produce toll-quality speech at bit rates below 10kb/s for
mobile radio applications over band-limited channels has drawn the interest
of researchers to look at more efficient algorithms for LPC speech coding.
The main limitation of LPC vocoding is the assumption that speech signals
are either voiced or unvoiced [12,13]; hence, the source of excitation of the
so-called all-pole synthesis filter [3] is either a train of pulses (for voiced
speech) or random noise (for unvoiced speech). In fact, there are more than
two modes, in which the vocal tract is excited and often these modes can
occur near-simultaneously. Even when the speech waveform is voiced, it is
a gross simplification to assume that there is only one point of excitation
in the entire pitch period. In 1982, Atal and Remde [7] proposed a new
model for the excitation which is known as multi-pulse ezcitation. In this
model, no prior knowledge of a voiced /unvoiced decision or pitch period is
needed. The excitation is modelled by a number of pulses (usually 4 per
5ms) whose amplitudes and positions are determined by minimizing the
perceptually weighted error between the original and synthesized speech.

The introduction of this model has generated a great deal of inter-
est, and it was the first of a new generation of analysis-by-synthesis speech
coders capable of producing high quality speech at bit rates around 10kb/s
and down to 4.8kb/s. This new generation of coders use the same all-
pole synthesis filter (source model of speech production) as used by LPC
vocoders. However, the excitation signal is carefully optimized and effi-
ciently coded using waveform coding techniques. All analysis-by-synthesis
coders share the same basic structure in which the excitation is determined
by minimizing the perceptually weighted error between the original and
synthesized speech. They differ in the way the excitation is modelled. The
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original multi-pulse approach assumes that both the pulse positions and
amplitudes are initially unknown, then they are determined inside the min-
imization loop one pulse at a time. The Regular Pulse Excitation (RPE)
approach [8] assumes that the pulses are regularly spaced and the ampli-
tudes are then computed by solving a set of M x M equations where M is the
number of pulses. In the Code-Ezcited Linear Prediction (CELP) [10,11],
the excitation signal is an entry of a very large stochastically populated
codebook. The complexity of these coders increases as the bit rate is re-
duced. For example, CELP can produce good quality speech at bit rates as
low as 4.8kb/s at the expense of high computational demands due to the
exhaustive search of the large excitation codebook (usually 1024 entries)
for determining the optimum innovation sequence.

The state-of-art of speech compression was documented in a range of ex-
cellent monographs by O’Shaughnessy [14], Furui [15], Kondoz {16], Kleijn
and Paliwal [17] and in a tutorial review by Gersho [19]. More recently the
5.6 kbits/s half-rate GSM quadruple-mode Vector Sum Excited Linear Pre-
dictive (VSELP) speech codec standard developed by Gerson et al. [20] was
approved, which will be detailed in Chapter 8 portraying the Global System
of Mobile Communications. Similarly, the 12.2 kbps so-called enhanced

full-rate GSM speech codec will be the topic of Chapter 8. In Japan
the 3.45 kbits/s half-rate JDC speech codec invented by Ohya, Suda and
Miki [21] using the Pitch Synchronous Innovation (PSI) CELP principle
was standardized.

This book is concerned with mobile radio communications and speech
compression is treated here as one of the important components of these
systems, mainly concentrating on the important subclass of the so-called
analysis-by-synthesis (ABS) codecs, since they guarantee good speech qual-
ity at rates below 16 kbps. However, we refrain from a full discussion on
all the existing standard and propriatary speech codecs. In the next sec-
tion, a general model for high quality analysis-by-synthesis speech coding
is described. The different parts of the model will be discussed in detail.
These parts include: The LPC synthesis filter (for modelling the short-term
spectral envelope of speech), the pitch predictor (for modelling the spec-
tral fine structure), the error weighting filter and the error minimization
procedure. The definition of the excitation sequence plays a dominant role
in determining the coder performance and complexity. Different excitation
models will be described in detail including the multi-pulse, regular-pulse,
code-excited, self-excited and binary-pulse excited schemes. The associ-
ated speech quality, bit-rate, delay, error resilience and complexity of these
excitation models will be addressed. Let us commence by considering the
general schematic of ABS codecs in the next section.
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Figure 3.1: General model for analysis-by-synthesis LPC coding.

3.2 General Model for Analysis-by-Synthesis
Speech Coding

The basic structure of the general model for analysis-by-synthesis predic-
tive coding of speech is shown in Figure 3.1. The model consists of three
main parts. The first part is the synthesis filter which is an all-pole time-
varying filter for modelling the short-time spectral envelope of the speech
waveform. It is often called short-term correlation filter because its co-
efficients are computed by predicting a speech sample from few previous
samples (usually previous 8-16 samples, hence the name short term). The
synthesis filter could also include a long-term correlation filter cascaded to
the short-term correlation filter. The long-term predictor models the fine
structure of the speech spectrum. The second part of the model is the ex-
citation generator. This generator produces the excitation sequence which
is to be fed to the synthesis filter to produce the reconstructed speech at
the receiver. The excitation is optimized by minimizing the perceptually
weighted error between the original and synthesized speech. As it is shown
in Figure 3.1, a local decoder is present inside the encoder, and the anal-
ysis method for optimizing the excitation uses the difference between the
original and synthesized speech as an error criterion, and it chooses the
sequence of excitation which minimizes the weighted error.
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The efficiency of this analysis-by-synthesis method comes from the
closed loop optimization procedure, which allows the representation of the
prediction residual using a very low bit rate, while maintaining high speech
quality. This explains the superiority of analysis-by-synthesis predictive
coding over other predictive coders which have open-loop structures such
as Residual Ezcited Linear Prediction (RELP) coders [23]. The key point
in the closed-loop structure is that the prediction residual is quantized by
minimizing the perceptually weighted error between the original and re-
constructed speech rather than minimizing the error between the residual
and its quantized version as in open-loop structures. The third part
of this model is the criterion used in the error minimization. The most
common error minimization criterion is the mean squared error (mse). In
this model, a subjectively meaningful error minimization criterion is used,
where the error e(n) is passed through a perceptual weighting filter which
shapes the noise spectrum in a way to make the power concentrated at the
formant frequencies of the speech spectrum so that the noise is masked by
the speech signal.

The encoding procedure includes two steps: firstly, the synthesis filter
parameters are determined from the speech samples (10-30 ms of speech)
outside the optimization loop. Secondly, the optimum excitation sequence
for this filter is determined by minimizing the weighted error criterion. The
excitation optimization interval is usually in the range of 4-7.5ms which is
less than the LPC parameter update frame. The speech frame is therefore
divided into sub-blocks, or subframes, where the excitation is determined
individually for each subframe. The quantized filter parameters and the
quantized excitation are sent to the receiver. The decoding procedure is
performed by passing the decoded excitation signal through the synthesis
filters to produce the reconstructed speech.

In the following subsections, we will discuss the LPC synthesis and
pitch synthesis filters and the computation of their parameters, as well
as the error weighting filter and the selection of the error criterion. The
definition of every excitation method will be discussed in separate sections.

3.2.1 The Short-Term Predictor

The short-term predictor models the short-time spectral envelope of the
speech. The spectral envelope of a speech segment of length L samples can
be approximated by the transmission function of an all-pole digital filter of

the form
1 1

H(z) = 1 - P,(2) 1= S akzk’

(3.1)

where

P(z) = Zakz—k (3.2)
k=1
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is the short-term predictor. The coefficients {ax} are computed using the
method of Linear Prediction (LP). The set of coefficients {ay} is called the
LPC parameters or the predictor coefficients. The number of coefficients p is
called the predictor order. The basic idea behind linear predictive analysis
is that a speech sample can be approximated as a linear combination of
past speech samples (8-16 samples), i.e.

8(n) = ars(n— k), (3.3)
k=1

where s(n) is the speech sample and §(n) is the predicted speech sample
at sampling instant n. The prediction error, e(n), is defined as

e(n) = s(n)—3n)

= s(n)~ ZP: ars(n — k). (3.4)
k=1
Taking the z-transform of Equation (3.4), we get
E(z) = S(2)A(2), (3.5)
where »
AR)=1-Y arz ™™ (3.6)
k=1

A(z) is the inverse of H(z) in Equation (3.1), hence, A(z) is called the
tnverse filter.

Because of the time-varying nature of the speech, the prediction coef-
ficients should be estimated from short segments of speech signal (10-20
ms). The basic approach is to find a set of predictor coefficients that will
minimize the mean-squared prediction error over a short segment of speech
waveform. The resulting parameters are then assumed to be the param-
eters of the system function H(z) in the model of speech production in
Equation (3.1). The short-time average prediction error is defined as

> Em)
2

o lsn) = > ars(n—k)| . (3.7)
n k=1

To find the values of {a;} that minimize E, we set 0E/da; = 0 for i =

E

I
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1,...,p. Then

g—fi = —ZZ { [S(n) - Zaks(n - k)] s(n — z)} =0, (3.8)

k=1

which gives

Zs(n s(n —1) Z Z ars(n — k)s(n — ). (3.9)

n n k=1

Changing the order of the summation in the right-hand side of Equa-
tion (3.9)

Zs(n)sn—z :Z Z (n—k)s(n—1), i=1,...,p. (3.10)

If we define
¢(i, k) =) s(n—i)s(n—k), (3.11)

n

then Equation (3.10) can be written as
P
> ard(i k) = (i,0), i=1,...,p. (3.12)

This set of p equations in p unknowns can be solved efficiently for the
unknown predictor coefficients {ar}. First, we must compute ¢(s, k) for
t=1,...,pand k =0,...,p. Tocompute ¢(%, k) from Equation (3.11), the
limits of the summation must be specified. For short-time analysis, the lim-
its must be over a finite interval. Two known methods for linear prediction
analysis emerge out of a consideration of the limits of the summation, the
autocorrelation method and the covariance method [24,25]. There is a third
method which computes the reflection coefficients, that are an equivalent
representation of the filter parameters, directly from the speech samples,
by-passing an estimate of the autocorrelation coefficients. This approach
is termed the covariance lattice method [26] or the Burg algorithm [27).
Although the Burg algorithm has different applications, commonly, the de-
tection of sinusoidal signals in additive noise, Gray and Wong [27] showed
that in speech analysis applications, Burg’s method does not appear any
more useful than the other techniques. In the following two subsections,
we will discuss the more commonly used autocorrelation and covariance
methods.
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3.2.1.1 The Autocorrelation Method

In this approach, we assume that the error in Equation (3.7) is computed
over the infinite duration —co < n < oco. Since this cannot be done in prac-
tice, it is assumed that the waveform segment is identically zero outside the
interval 0 < n < L, —1, where L, is the LPC analysis frame length. This is
equivalent to multiplying the input speech by a finite length window w(n)
that is identically zero outside the interval 0 < n < L, — 1. Considering
Equation (3.7), e(n) is nonzero only in the interval 0 < n < L, +p — 1.
Thus

L,+p-1 i=1
gi, k)= D s(n—i)s(n—k), k=0 ’1;)’. (3.13)

n=0
Setting m = n — i, Equation (3.13) can be expressed as

Lo—1-(i—k)

¢G,k)= Y s(m)s(m+i-k). (3.14)

m=0

Therefore, ¢(i, k) is the short-time autocorrelation of s(m) evaluated for
(¢ — k). That is

#(i, k) = R(i — k), (3.15)

where i1 .
R(j) = Z s(n)s(n +j) = Z s(n)s(n — j). (3.16)

n=0 n=j

Therefore, the set of p equations in (3.12) can be expressed as

> axR(li - k|) = R(i), i=1,...,p. (3.17)
k=1

Equation (3.17) is expressed in matrix form as

R(0) R(1) R(2) ... Rpp-1) a R(1)

R1) RO RL ... Rp-2) || a R(2)

R@  R1) RO ... Rp-3) || e |_ | R®)

Rp—1) Rp-2) R(p-3) ... R(0) a R(p)
(3.18)

The p x p matrix of autocorrelation values is a symmetric Toeplitz matrix,
i.e., all the elements along a given diagonal are equal. This special property
can be exploited to obtain an efficient algorithm for the solution of Equa-
tion (3.18). The most efficient solution is a recursive procedure known as
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Durbin’s algorithm, which can be stated as follows [24]:

E(0) = R(0)
For i=1 to p do
i—1
ki= |R(@) - a{"VRG~5)| /EG-1) (3.19)
j=1
For 7=1 to ¢1—1 do
agz) = a;i_l) — kla£:—Jl) (320)
EG)=(1-k)E@G-1). (3.21)

The final solution is given as

a; = al?) i=1,...,p. (3.22)
The quantity E(i) in Equation (3.21) is the prediction error of a predictor
of order ¢. The intermediate quantities k; are known as the reflection
coefficients. They are the same coeflicients which appear in the lossless
tube model of the vocal tract [24]. The value of k; is in the range

1<k <1. (3.23)

This condition imposed on the parameter k; is necessary and sufficient for
all the roots of the polynomial A(z) to be inside the unit circle, thereby
guaranteeing the stability of the system H(z). It is found that the auto-
correlation method always leads to a stable filter H(z).

As mentioned earlier in this section, the speech samples, s(n), are iden-
tically set to zero outside the interval 0 < n < L, — 1. However, a sharp
truncation of the speech segment is likely to create a large increase in
the prediction error at the beginning and the end of the segment being
analysed. This problem is avoided by using tapered windows such as a
Hamming window whose amplitude falls to zero in a gradual manner. The
Hamming window is given by

w(n) = 0.54 — 0.46 cos(2mn/ (L, — 1)), 0<n<L,-1, (3.24)

where L, is the LPC analysis frame length. The length L, of the Hamming
window (i.e. the length of the LPC analysis frame) is usually chosen longer
than the length of the speech update frame L. The overlapped window-
ing gives a smoothing effect in LPC analysis, that is, it alleviates abrupt
changes in LPC coefficients between analysis blocks.
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3.2.1.2 The Covariance Method

In contrast to the autocorrelation method, here we assume that the error
E in Equation (3.7) is minimized over a finite interval, 0 < n < L — 1.
Therefore ¢(, k) of Equation (3.11) is given by

L—-1 .
o, k) = Y s(n —i)s(n — k), ;::1(;'“”; (3.25)
2 L

The set of equations in (3.12) can be written in matrix form as

¢(3’ 1) ¢(37 2) ¢(37 3) fe ¢(3, p) as = ¢(37 O)
o01) 602 63 .. swmp) ) \ o #(p,0)
(3.26)

Since ¢(i,k) = ¢(k,i), the p x p matrix is symmetric but it is not
Toeplitz. Cholesky decomposition (28] can be used to solve Equation (3.26)
where the p x p matrix ® is decomposed into

$=vVDVT, (3.27)

where V is a lower triangular matrix with diagonal elements equal to 1, D
is a diagonal matrix, and 7" denotes transpose.
Another form of Cholesky decomposition is

& =uu”, (3.28)

where U has a lower triangular structure. U in Equation (3.28) and V in
Equation (3.27) are related by

U = VD'/2. (3.29)

The square root in Equation (3.29) requires the matrix € to be positive
definite if the decomposition form in Equation (3.28) is to be used.
Unlike the autocorrelation method, the covariance method does not
always guarantee the stability of the all-pole filter H(z). To guarantee the
stability of H(z), the stabilized covariance method can be used [29]. In the
stabilized covariance method, the matrix of covariances ® is decomposed
according to Equation (3.28). Therefore Equation (3.26) becomes

UUTa=c¢ (3.30)

where a = [a;...a,]7 and ¢ = [¢(1,0) ... #(p,0)]7. The elements of U are



3.2. MODEL FOR ANALYSIS-BY-SYNTHESIS CODING 197

computed from the elements of ® by the following recursion:

For =1 to p do

71
$55 — E Usk
k=1

For i1=j+41 to p do

1 =
k=1

ujj =

Let
g=U"a, (3.32)

then Equation (3.30) is reduced to
Ug =c. (3.33)

Since the matrix U has a lower triangular structure, Equation (3.33) is
easily solved for g by

1 Ut )
9= (Ci - Zuikgk) ; i=1,...,p (3.34)
k33 k=1

The reflection coefficients are found from the elements of the vector g by

P | B i=1,....,p. (3.35)

v boo — i) 9

The predictor coeflicients a; can be now computed from the reflection co-
efficients k; using the same recursive relation as in Durbin’s algorithm,
namely Equation (3.20), i.e.

For ¢1=1 to p do

For j=1 to i—1 do
o = af™V — ka3, (3.36)

Atal has further improved his originally proposed stabilized covariance
method by introducing frequency compensation [22] and error weighting
[73].
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Figure 3.2: Prediction gain versus predictor order in LPC analysis.

3.2.1.3 Considerations in the Choice of LPC Analysis Condi-
tions

The variables in the LPC analysis are: the analysis method, the predictor
order and the update frame length. We used the multi-pulse LPC approach
(to be discussed in a later section) in order to gain some insight into the
effect of the above mentioned analysis conditions on the speech quality.
Regarding the analysis method, we found that both the autocorrelation
method and the stabilized covariance method discussed earlier lead to very
similar results. It is difficult to distinguish between both methods under the
same analysis conditions. The autocorrelation method is used throughout
our investigations. The second variable in the LPC analysis is the num-
ber of prediction coefficients p. To reduce the number of bits needed to
encode the LPC parameters, it is desirable to use the minimum number of
parameters necessary to accurately model the short-term spectral envelope
of the speech. It was shown in [25], Chapter 4, that to adequately repre-
sent the vocal tract under ideal circumstances, the memory of the model
A(z) must be equal to twice the time required for sound waves to travel
from the glottis to the lips, that is, 2¢/c, where ¢ is the length of the vocal
tract and c is the speed of sound. For example, the representative values
¢ = 34cm/ms and { = 17 cm result in a necessary memory of 1ms. When
the sampling frequency is f; samples/s, the period of 1 ms corresponds to
fs/1000 samples. At 8 kHz sampling rate, the predictor order p must be at
least 8 for this ideal model. It is generally necessary to add several more
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Figure 3.3: SEGSNR versus predictor order for MPE-LPC.

coefficients (4 or 5) to accommodate other factors excluded from the ideal
acoustic tube model (the glottal and lip radiation and the fact that the
digitized speech waveforms are not exactly all-pole waveforms). Figure 3.2
shows the average prediction gain against the predictor order p for 20s of
speech uttered by two males and two females. The prediction gain for a
speech frame is given by ,

G=2nt () (3.37)

Xnr?(n)

where r(n) is the prediction residual. In the case of the autocorrelation
method the prediction gain can be written as

R(0) 1

TR0 RO L0 R (338
The average prediction gain in dB is given by
L M
Gov = N, ;} 10log G; dB (3.39)

where Ny is the number of frames. It is clear from Figure 3.2 that the pre-
diction gain starts to saturate for predictor orders larger than 8. Figure 3.3
shows the SEGSNR of the MPE-LPC by varying the predictor order from
8 to 14. The degradation in speech quality becomes noticeable when p is
reduced to 8 and the quality saturates when p is above 12. We found that
the choice of p = 10 is very reasonable to adequately represent the vocal
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tract.

The third variable in LPC analysis is the updating interval L. Like the
predictor order p, the choice of the updating interval is a trade-off between
quality and bit rate. It is usually desirable to perform spectral analysis
within an interval where the vocal tract movement is negligible. For most
vowels, this interval is on the order of 15-20 ms, and it is usually shorter
for unvoiced sounds. In fact, the burst associated with the release of an
unvoiced stop consonant in the initial position such as /¢/ may exist for
only a few ms. Asynchronous analysis (arbitrary placement of the time
interval regardless of the pitch period) will often extend the averaging into
the voiced portion following the /¢/ or the silence preceding the /¢/ release.
Therefore, for accurate analysis of transient sounds, an interval on the
order of 10 ms is desirable, while for quasi-periodic sounds like most of
the vowels, a 15-20 ms interval is adequate. When 10 predictor coefficients
are used, they are usually quantized with 40 bits using scalar quantization
of the so-called Log Area Ratios. If the updating interval is 20ms, 2kb/s
are needed to quantise the LPC parameters. On the other hand, if the
coefficients are updated every 10 ms, their bit rate rises to 4kb/s. This
means an increase of 2kb/s, which is very significant in low bit rate coding
of speech. Figure 3.4 shows the decrease in the segmental SNR of MPE
with increasing the updating interval. We can conclude that for low bit
rate speech coding, a 20 ms interval is sufficient to maintain good speech
quality, although this would introduce a little degradation in some sounds
which have fast changing spectral characteristics, like transient sounds.

3.2.1.4 Quantization of the LPC parameters

The spectral envelope represented by the set of LPC parameters a; can
be quantized using either scalar or vector quantization methods. In scalar
quantization, the LPC parameters are quantized individually using either
uniform or nonuniform quantization. In vector quantization (VQ) [32,33]
the set of LPC parameters is considered as one entity, and they are quan-
tized using a large trained codebook by minimizing a specified spectral dis-
tortion measure [34]. Generally speaking, vector quantisers yield smaller
quantization error than scalar quantisers at the same bit rate, however, the
high complexity associated with VQ algorithms has hindered their use in
real time implementations. Conventional vector quantisers use algorithms
to design a codebook of LPC parameters based on a long training sequence
of LPC vectors [35,36]. These VQs usually lack robustness when speakers
outside the training sequence are tested. Using 10 bit codebooks, con-
ventional vector quantization results into consistently noticeable spectral
distortions. Increasing the number of bits used to encode the LPC pa-
rameters causes the codebook size to grow exponentially. Accordingly, the
storage needs and processing time make such large codebooks impractical
in real time applications. Therefore vector quantization of LPC parameters
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Figure 3.4: SEGSNR versus updating interval of LPC parameters for MPE-
LPC.

has been limited to applications where coarse quantization of the spectral
envelope is sufficient {37]. VQ methods have not proved to be useful in
high quality speech coding due to their excessive complexity and poor per-
formance with practically small book sizes. VQ of LPC parameters was
mostly used with very low bit rate vocoders which inherently limit the
achievable speech quality. Another disadvantage of VQs is their vulner-
ability to transmission errors, especially when vector prediction is used.
Therefore the attention in the rest of this section will be focused on scalar
quantization of LPC parameters since it is the most useful method in high
quality speech coding.  The set of LPC parameters {ay} represents the
coefficients of the LPC synthesis filter H(z) = 1/A(z). When quantiz-
ing the set of prediction coefficients, one has to insure the stability of the
synthesis filter. In other words, the poles of the quantized synthesis filter
should lie inside the unit circle, a task which is hard to achieve if the set of
parameters {ax} is to be quantized directly. {ax} has to be quantized with
10 bits per parameter to insure the synthesis filter stability. Therefore, it
is necessary to transform the LPC coefficients into another set of parame-
ters which are related in a one-to-one manner to the coefficients of a stable
synthesis filter. The new set of parameters should possess well behaved
statistical properties, and there should be a criterion for guaranteeing the
stability of the quantized synthesis filter.

3.2.1.4.1 Reflection Coefficients Such a transformation is the set of
reflection coefficients or partial correlation (PARCOR) coefficients. For a
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stable LPC synthesis filter, the reflection coefficients have the property
|ki| < 1. (3.40)

The reflection coeflicients are computed as a byproduct of solving the set of
P X p equations in (3.12) using either Durbin’s algorithm or the stabilized
covariance method. Because for values |k;| approaching 1, the poles of H(z)
approach the unit circle, small changes in &; can result in large changes in
the spectrum. Previous studies have shown that the spectral sensitivity
function of the reflection coefficients is approximately U-shaped, with in-
creasing sensitivity as the magnitude of the reflection coefficient approaches
unity [38]. Therefore uniform quantization of the reflection coefficients is
not efficient. For quantization purposes, the reflection coefficients are trans-
formed to another set of coeflicients that exhibit lower spectral sensitivity
as k; approaches 1. Two popular transformations of the reflection coeffi-
cients are the inverse sine transformation

S; = sin"!(k;) (3.41)
and the log-area ratios
1—k;
LAR; = log T3k (3.42)

The terminology log-area ratio as the term reflection coefficient are obtained
from the acoustic tube analogy of the vocal tract [24).

The probability density functions (PDF) of the LARs of an eighth-
order filter are shown in Figure 3.5. It is clear that the dynamic range of
the parameters LAR; decreases as the index ¢ increases. Therefore more
bits are allocated for quantizing the first LARs. The 8 LARs are usually
quantized with 6, 6, 5, 5, 4, 4, 3 and 3, respectively. A total of 36 bits
are used in this case. For 20ms LPC parameter updating frames, 1.8kb/s
are needed to quantise the filter coefficients, and the bit rate is reduced to
1.2kb/s in the case of 30 ms updating frames.

To measure the efficiency of a certain LPC parameter quantiser, the log
spectral distortion measure is usually used. The log spectral distortion of
a speech frame is given by {31]

. 2
SD = %/—” (1010g]H(w)]2 — IOIOg,ﬁ(w),z) dw (dB)2
2
3 1 L IA(LU) 2
= o /_ e =g ) @ @By (343)

where H(z) and A(z) are the quantized synthesis filter and inverse filter,
respectively. The log spectral distortion is then averaged over a large num-
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ber of speech frames. A spectral deviation of 1dB is considered as the
perceptual difference limen for coding the LPC parameters [39]. Utilizing
nonuniform quantization reduces the number of bits needed to quantise
the LARs to about 36 bits per frame with maintaining a spectral distor-
tion less than 1 dB. Decreasing the number of bits below 30 bits per LPC
frame results in noticeable spectral distortion (larger than 1 dB).

3.2.1.4.2 Line Spectrum Pairs Besides the LARs, another impor-
tant transformation of LPC parameters is the set of line spectrum pairs
(LSP) [40] or line spectrum frequencies [41]. The inverse filter A(z) asso-
ciated with nth order LPC analysis satisfies the following recursive rela-
tion [42]

An(2) = Apr(2) — bz " A 1 (z7Y), n=1,...,p, (3.44)

with Ag(z) =1 and k, being the n th reflection coefficient. Extending the
filter order to n = p + 1 Equation (3.44) becomes

Api1(2) = Ap(2) — kpyrz= PV A4, (7). (3.45)
Consider the two extreme artificial boundary conditions kp,41 = 1 and
kp+1 = —1. These two conditions correspond, respectively, to a complete

closure and complete opening at the glottis in the acoustic tube model.
Under these conditions, we obtain the two following polynomials:

P(z) A(z) — 2~ Pt 4271
= 14piz  4pez 24— poz P g P (pHD)

(3.46)
for kpy1 =1, and

Q(z) = A(z)+2z7 AR
= 1+qz 7l + @z 2+ +gaz7® ) 4 gy27P 4 (D
(3.47)

for kp4 1 = —1. Notice that the polynomials P(z) and Q(z) are, respec-
tively, antisymmetric and symmetric. It can be shown that the polynomials
P(z) and Q(z) possess the following important properties [43]

1. All roots of P(z) and Q(z) are on the unit circle.
2. The roots of P(z) and Q(z) alternate each other on the unit circle.

3. Minimum phase property of A(z) (or the stability of H(z)) is easily
preserved after quantizing the roots of P(z) and Q(z).
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Since the roots of P(z) and @(z) are on the unit circle, they are given by
e/ and it is easily shown that for the case of even predictor order p, P(z)
and Q(z) can be expressed as

Piz)y=(1-2"" [ (1-2cos(2nfi)z"" +277), (3.48)

i=2,4,...,p

and

Q)=01+2z" JI @-2cos@rf)zt +277). (3.49)

i=1,3,...,p—1

The frequencies f; in Equations (3.48) and (3.49) are normalized by the
sampling frequency fs. The parameters f;, ¢ = 1,...,p, are defined as
the line spectrum frequencies or the line spectrum pairs. It is important to
note that fo = 0 and fp41 = 0.5 are always fixed corresponding to the fixed
roots z = 1 and z = —1 of P(z) and @(z) respectively. Therefore these
two fixed roots are excluded from the LSP parameter set. The LSFs can
be interpreted as the resonant frequencies of the vocal tract under the two
extreme boundary conditions at the glottis (complete closure and complete
opening). The second property of the LSFs can be stated as

fo<h<fo<--<fpo1 < fp<fptr1s (3.50)

where fo = 0 and fp4+1 = 0.5. This relation is known as the ordering
property of the LSFs. As long as the ordering property is preserved while
quantizing the LSFs, the stability of the synthesis filter H(z) is insured.

Several methods for efficient computation of the LSFs can be found in
the literature [41,43-46]. It has been reported that quantizing the LSP pa-
rameter set gives 25% reduction in bit rate compared with the LARs when
straight uniform quantization of the LSFs is used [47], and 30% reduction
has been obtained when quantizing the LSF differences {43]. However, Atal
et al. [48] concluded that quantizing the LSFs does not offer any advantage
over quantizing the LARs or the inverse sines. In general, the LSP param-
eters possess the following properties which allow them to be quantized
more efficiently than the LARs

1. The LSFs have well-behaved statistical properties, and the stability
of the quantized synthesis filter is easily insured by preserving the
ordering property of Equation (3.50). Further, the ordering property
can be efficiently used to detect transmission errors in the LSP pa-
rameters, and accordingly, substitution algorithms can be utilized to
overcome channel errors in LSFs with zero-redundancy.

2. There is evidence of the existence of a direct relation between the LPC
spectrum and LSFs. Past studies have shown that a concentration of
line spectrum frequencies in a certain frequency band approximately
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corresponds to a resonance in that band [49]. Further investigation
showed that it is not trivial to derive the resonance frequencies from
the LSFs [50, 51].

3. The LSP parameters between adjacent frames are highly correlated.
This can be exploited to reduce the bit rate by employing predictive
quantization. It also leads to efficient interpolation procedures in
which the LSFs are transmitted every odd frame, which dramatically
reduces their bit rate.

Figure 3.6 shows the histograms of the LSFs of a 10 th order LPC filter.
Since their introduction by Itakura, the LSP parameters have been in-
tensively studied, and various approaches have been proposed for efficient
quantization of the LSFs. These approaches attempted to exploit the pre-
viously mentioned properties, namely, the ordering property, the relation
between the LSFs and the LPC spectrum, and the correlation between
adjacent LSP frames. Recently, Soong and Juang have described a dy-
namic programming procedure for globally optimizing the allocation of
bits as well as the distribution of levels for nonuniform quantization of
LSF differences [52]. Starting from zero bits per frame, they successively
assigned increasing number of bits to parameters which provided the min-
imum marginal improvement in quantization distortion. LSP-based LPC
vocoders have been formally tested by Kang and Fransen [53]. In 800 b/s
vocoding, they used vector quantization of the LSFs, and in their 4800 b/s
vocoder, they quantized each pair scalarly in terms of its centre frequency
(fi + fi+1)/2 and offset frequency (f;+1 — fi)/2. Crosmer and Barnwell [54]
tried to exploit the relation between the LSFs and the formant frequencies
in quantizing the LSP parameters taking into account spectral features
known to be important in perceiving speech signals. In their approach
they assumed that the odd LSFs approximately correspond to the loca-
tions of formant centre frequencies, and the closer two LSFs are together,
the narrower the bandwidth of the corresponding pole of the vocal tract.
Based on this interpretation they described an approach for quantizing
the LSFs. Sugamura and Farvardin [39] described and compared several
schemes to quantise the LSFs utilizing the ordering property. They ob-
tained the 1 dB difference limen of spectral distortion with 32 bits/frame.
Wong and Boyd [55] obtained similar results (32 bits/frame with 1 dB spec-
tral distortion) by quantizing the LSF differences between adjacent frames.

3.2.1.4.3 Interpolation of LPC parameters As we mentioned ear-
lier, the excitation frame length is usually smaller than the LPC frame.
The LPC frame is, therefore, divided into several subframes, and the ex-
citation parameters are updated every subframe. Figure 3.7 demonstrates
the relationship between the frame, subframe, and Hamming window used
to derive the LPC parameters. In Figure 3.7 the speech frame is of length
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160 samples (20ms), the subframe 40 samples (5ms), and the Hamming
window 200 samples (25ms). In this example a new set of LPC parame-
ters is transmitted every 20ms. Interpolation of LPC parameters between
adjacent frames can be used to obtain a different set of parameters for ev-
ery subframe. In our example, interpolation enables the updating of filter
parameters every 5ms while transmitting them every 20ms, i.e. without
needing the higher bit rate associated with shorter updating frames.

The set of predictor coefficients {a;} cannot be used for interpolation,
because the interpolated parameters in this case do not guarantee a stable
synthesis filter. The interpolation is, therefore, performed using a trans-
formed set of parameters where the filter stability can be easily guaranteed,
e.g. using the LARs or the LSFs. If f,, is the quantized LPC vector in the
present frame and f,,_; is the quantized LPC vector from the past frame,
then the interpolated LPC vector sfj, in a subframe k is given by

st = Oxfues + (1 — 85, (3.51)

where 4y is a fraction between 0 and 1. §; is gradually decreased with the
subframe index. For our specific example, a good choice of the values of J;
is 0.75, 0.5, 0.25, and O for k = 1,...,4, respectively. Using these values,
the interpolated LPC vectors in the 4 subframes are given by

sf; = 0.75f,-; + 0.25f,
sfa = 0.5f,_; + 0.5f,
sfs = 0.25f,_; + 0.75f,
sfy, = f,.

Interpolation has been recently used to reduce the bit rate associated with
the spectral parameters by transmitting them every odd frame [56] or even
every third frame [57]. For the 20ms speech frame in our example, if the
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LSFs are quantized with 36 bits, their corresponding bit rate is 1.8kb/s.
If the LSFs are transmitted every odd frame their bit rate is reduced to
0.9kb/s. Similarly, if the LSFs are transmitted every third frame their
bit rate is further reduced to 0.6kb/s. In the frames where the LSFs are
not transmitted, they are interpolated using the available LSFs similar
to Equation (3.51) with a proper weighting fraction 4. This reduction in
bit rate offered by interpolation is crucial for encoding at bit rates below
4.8kb/s. The disadvantage of interpolation is increasing the codec delay.
By using interpolation in every odd frame the speech frame size is effectively
doubled, and for our example, the end-to-end delay is increased from about
40ms to 80 ms.

3.2.2 The Long-Term Predictor

While the short-term predictor models the spectral envelope of the speech
segment being analysed, the long-term predictor (LTP), or the pitch pre-
dictor, is used to model the fine structure of that envelope. Inverse fil-
tering of the speech input removes some of the redundancy in the speech
by subtracting from the speech sample its predicted value using the past
p samples. This is called short-term prediction since only the previous p
samples (usually 10) are used to predict the present sample of speech. The
short-term prediction residual, however, still exhibits, to a lesser extent,
some periodicity (or redundancy) related to the pitch period of the original
speech when it is voiced. This periodicity is on the order of 20-160 samples
(50-400 Hz pitch frequencies). Adding the pitch predictor to the inverse
filter further removes the redundancy in the residual signal and turns it into
a noise-like process. It is called pitch predictor since it removes the pitch
periodicity, or long-term predictor since the predictor delay is between 20
and 160 samples. The LTP is not an essential part in medium bit rate LPC
coding (e.g. MPE-LPC and RPE-LPC), although including a pitch predic-
tor in these coders improves their performance. However, the long-term
predictor is very essential in low bit rate speech coders, as in the CELP,
where the excitation signal is modelled by a Gaussian process, therefore
long-term prediction is necessary to insure that the prediction residual is
very close to random Gaussian noise process.
The general form of a long-term correlation filter is

1 1 1
= = - 3.52
P(z) 1- P(z) 1=y 2, Gez=(ath) (3-52)
where s
P(z)= Y Gpz~eth (3.53)

2 k=—m,

is the long-term predictor. For m; = mg = 0, we have a one-tap predictor,
and for m; = ms = 1, we have a three-tap predictor. The delay a usually
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represents the pitch period (or a multiple of it).

The parameters a and {G,,} are determined by minimizing the mean-
squared residual error after short-term and long-term prediction over a
period of N samples. For a one-tap predictor, the long-term prediction
residual e(n) is given by

e(n) =r(n) — Gr(n — a) (3.54)

where r(n) is the residual signal after short-term prediction. The mean-
squared residual E is given by

N-1 N—1
E= Z e?(n) = Z [r(n) — Gr{n — a)]z. (3.55)
n=0 n=0

Setting OF /0G = 0 yields

_ Yan rim)r(n—a)

= 3.56
Yaso [r(n — @) (350
and substituting G into Equation (3.55) gives
2
N-1 SN ()r(n ~ )
E=Y r’()- [ ~=2 ] . (3.57)

= Yr o [r(n — a)]?

Minimizing F means maximizing the second term in the right-hand side of
Equation (3.57), which represents the normalized correlation between the
residual r(n) and its delayed version. This term is computed for all possible
values of « over its specified range, and the value of a which maximizes this
term is chosen. The energy £ in the denominator can be easily updated
from delay (a — 1) to « instead of recomputing it afresh by

Eo = Eq1 + 7% (—a) - r?(—a + N) (3.58)

which requires 2 instructions (addition plus multiplication). The updating
of the term to be maximized requires N +4 instructions for each new delay.

If one-tap LTP is used, then Equation (3.56) is used to compute the gain
G. For K-tap LTP, the LTP delay a is first determined by maximizing the
second term of Equation (3.57) and then a set of K x K equations is solved
to compute the K predictor gains. For example, if 3-tap LTP is used, the
gains are computed by solving the matrix equation

Yla-l,a-1) Yla—1l,a) Yla—l,a+1)
( Y(a,a—1) Y(a, ) Y(a,a+1) )
Yla+l,a-1) Yla+l,a) Ye+1l,a+1)
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G, ¥(0,a — 1)
Go =1{ ¥(0,0) (3.59)
Gl ’(/J(O, a+ 1)
where
N-1
¥(i,5) = ) rin—ir(n - j). (3.60)
n=0

The stability of the pitch synthesis filter 1/P(z) is not always guar-
anteed. For one-tap predictor, the stability condition is |G| < 1. There-
fore, the stabilization can be easily carried out by setting |G| = 1 when-
ever |G| > 1. For 3-tap predictor, another stabilization procedure can be
used [59]. However, the instability of the pitch synthesis filter is not that
harmful to the quality of the reconstructed speech. The unstable filter will
persist for a few frames (increasing the energy), but eventually, periods
of stable filters are encountered, so that the output does not continue to
increase with time. Figure 3.8 shows an example of a segment of voiced
speech, the residual signal after short-term prediction, and the remaining
signal after 1-tap and 3-tap long-term prediction. From Figure 3.8, it is
seen that it is enough to use 3-tap filtering to remove the quasi-periodicity
in the short-term prediction residual. Usually, to reduce the number of bits
needed to encode the predictor gains, it is sufficient to use 1-tap LTP. When
using LTP, the general codec schematic seen in Figure 3.1 is modified, as
portrayed in Figure 3.9.



3.2. MODEL FOR ANALYSIS-BY-SYNTHESIS CODING 213

3.2.2.1 Computing the LTP parameters inside the loop: the
adaptive codebook approach

In the block diagram of Figure 3.1, the LTP parameters can be determined
outside the error minimization loop (directly from the LPC residual sig-
nal) as in equations (3.57) and (3.59). However, a significant improvement
is achieved when the LTP parameters are optimized inside the analysis-
by-synthesis loop [30}. In this case, the computation of the parameters
contributes directly to the weighted error minimization procedure. Assum-
ing one-tap long-term prediction, the output of the pitch synthesis filter is
given by

u(n) = v(n) + Gu(n — a). (3.61)

We first assume that no excitation has been determined, so that Equa-
tion (3.61) reduces to

u(n) = Gu(n — a). (3.62)
The weighted synthesized speech is given by

n

8w(n) = u(i)h(n — i) + so(n), (3.63)

i=0

where h(n) is the impulse response of the weighted synthesis filter 1/A(z /)
(see Section 3.2.3) and 3¢(n) is the zero-input response of the weighted
synthesis filter, that is, the output of the filter due to its initial states. The
weighted error between the original and synthesized speech is given by

n

ew(n) =z'(n) = Y _u(i)h(n — 1), (3.64)
i=0
where
z'(n) = sy(n) — d0(n) (3.65)

and s, (n) is the weighted input speech. Substituting Equation (3.62) into
Equation (3.64) gives

ew(n) = ' (n) — Gya(n), (3.66)

where n
y;(n) = u(n — j) «h(n) = Y _u(i - j)h(n —i). (3.67)

=0

The mean squared weighted error is given by

N-1

E, =) [#'(n) - Gya(m)] . (3.68)

n=0
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Setting OF,, /G = 0 leads to

Go a0l '(n)ya(ny (3.69)
YN a(n)]?

Substituting Equation (3.69) into Equation(3.68) gives

N1 (SN 2 (myam)]”
E, = ' (n)]? - . (3.70)
L e P

The pitch delay a is selected as the delay which maximizes the second term
in Equation (3.70), and G is then computed from Equation (3.69). Signif-
icant speech quality improvement over the open loop solution is achieved
when the long-term predictor parameters are computed inside the opti-
mization loop. The disadvantage of the closed loop solution is the extra
computational load needed to compute the convolution in Equation (3.67)
over the range of the delay a. A fast procedure to compute this convolution
ya(n) for all the possible delays is to compute it for the first value in the
range and then update it by

y;(0) u(—7)h(0)

y;(n) u(=7)h(n) + yj_1(n — 1), n=1,...,N—1.
(3.71)

Il

Equation (3.71) requires N operations to determine the convolution
y;(n), while N(N + 1)/2 operations are needed when Equation (3.67) is
used. The term to be maximized requires 3N + 2 instructions for each
new delay. Another approach (the autocorrelation approach) can be used
to update the energy in the denominator in Equation (3.70) with fewer
instructions, than in the case of the convolution approach [92] (especially
for large frame sizes). This approach will be described in a later section
while discussing the CELP overlapping codebook approach.

The past synthetic excitation u(n) is stored in an adaptive shift-storage
register from —L, to -1, where L, is the register or buffer length (usually
147). The contents of this buffer are updated every subframe (excitation
frame) by introducing N new samples and dropping the last N samples,
that is

u(n) « u(n+ N), n=—Lp, ..., -1 (3.72)

The shift-storage register can be represented by an adaptive codebook,
where each codeword is obtained by shifting the previous codeword to the
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left by one sample. The codewords are given by

n=0,...,N—1,

i=N,...,L, (3.73)

C](n) = u(_] + Tl),
For pitch delays less than the excitation frame length N, only the first j
values of the codeword ¢;(n) are available. In natural speech the pitch delay
varies from 20 to 160 samples (from 50 to 400 Hz) and the subframe length
N is usually larger than 20 (N = 60 is commonly used in 4.8kb/s coding).
For these delays which are less than N the codewords ¢;(n) are constructed
by repeating the available values until the codeword is completed. That is,
forj < N

' | u(=j+n), n=0,...,7 -1,
eln) = { w(-2j+n)  m=j...,2 -1, (3.74)

and so on until the codeword is completed. The delay range 20-147 is
commonly used (7 bits). For delays in the range 20 to N — 1, the relation
in Equation (3.71) has to be modified to accommodate for these delays.
For j < N the codeword ¢;(n) can be expressed by (assuming j > N/2)

¢i(n) = & (n) + &P (n), (3.75)
where
M) = { ul=y+n), Zi?]]v__ll (3.76)
and .
) = { W2 bn) e N (3.77)

Accordingly, the filtered codeword is given by

um) = (V) + @) b

v () + 4 (n). (3.78)

From Equations (3.76) and (3.77)
Pmy=cm—j),  n=j..,N-1,
which yields
y§.2)(n) = y§-1)(n -, n=j4...,N—-1. (3.79)

y](-l)(n) can be updated using the relation in (3.71) from j = 21 to 147. For



216 CHAPTER 3. SPEECH CODING

delays j < N, y;(n) is computed from y; l)(n)

yiln) = yJ(-l)(n), forn=0,...,57—-1, (3.80)
= {l)(n)+y(l)( -7 forn=73,...,27-1, (3.81)
= y V) +yP -5 +yPn~-2j), n=2j... ,N-1L

(3.82)

Notice that Equation (3.82) is only applied when j < N/2. A simpler
approach for accommodating delays less than the frame length N is to
extend the excitation buffer by the short-term prediction residual. That is

u(n) = r(n), n=0,...,N — Qmin — 1, (3.83)

where @min is the minimum value in the range of the pitch delay. In this
case, the delays & < N are not treated separately.

The pitch predictor performance can be improved by utilizing noninte-
ger pitch delays. It often happens that the pitch delay does not coincide
with the sampling instant. In this case the integer delay nearest to the real
pitch delay, or a multiple of it, will be chosen. To find a delay closer to the
real one, higher sampling resolution is needed [61-63]. This is done by up-
sampling the synthetic excitation signal u(n) (the content of the adaptive
buffer) to obtain interpolated codewords in the adaptive codebook. The
upsampling factor is determined by the required resolution. Upsampling
by a factor m is accomplished by inserting m — 1 zeros between each two
samples and then low-pass filtering using a filter with cut-off frequency at
w/m. A Hamming windowed truncated sinc function is commonly used
for FIR low-pass filtering. The standard 4.8 kb/s DoD (Department of De-
fence, U.S.A.) CELP coder [64] uses 128 integer delays and 128 noninteger
delays with the noninteger delays nonuniformly distributed among the inte-
ger delays (higher resolution at smaller pitch delays to obtain improvement
in speech quality for typical female speakers). The use of noninteger de-
lays introduces a substantial amount of complexity to the pitch search. In
fact, the size of the adaptive codebook is doubled, and interpolation is used
to find the codewords corresponding to noninteger delays. To avoid this
increase in complexity, the following search procedure can be used [65] :

e The match score function is determined for the integer delays only.
The match score is the square root of the second term on the right-
hand side of Equation (3.70), and it is given by

'En—(} r (n ya (n)'
X(a) & = Qmin; - - -  Amax- (384)
En—() [ya(n)]
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(| LTP method | SEGSNR (dB) | LTP bit rate (kb/s) ||

IN1 13.3181 2.00
IN2 12.7172 1.80
OUT1 10.3038 2.00
ouT2 9.1432 0.50
OUTIN1 11.0102 2.00
OUTIN2 11.3637 2.00
OUTIN3 10.5513 0.95
OUTIN4 11.3780 1.35

Table 3.1: The effect of long-term prediction on the SEGSNR of CELP.

e The interpolation is performed on the match score function and its
maximum values are searched. This avoids the need to filter the in-
terpolated codewords and compute their match score according to
Equation (3.84). In fact, the interpolated codewords are not deter-
mined in the first place. Only if the maximum of the interpolated
match score function corresponded to a noninteger delay, would the
excitation buffer be interpolated to determine the required codeword.

e Only a few interpolated points of the match score need to be com-
puted. The interpolated points are determined around the integer
delay which maximizes the score function and its submultiples. The
delay (or the fractional delay) which maximizes the match score is
selected. If the match score at a submultiple of chosen delay is larger
than 0.95 of the maximum match score, then the submultiple delay
is favoured. This avoids the selection of the multiples of the actual
pitch value and results in a smooth pitch contour {66] which is useful
in delta coding of the delay. It is also useful for detecting transmission
errors in the delay.

To take advantage of both the simplicity of the open loop and the high
performance of the closed loop, the pitch delay can be determined using the
open loop solution by maximizing the second term in Equation (3.57) and
then the gain can be computed inside the loop using Equation (3.69) [60].
In this case the convolution y,(n) is computed only once for the value
of a determined outside the loop. Nonexhaustive search of the adaptive
codebook can be also utilized to reduce the search complexity. This can be
done by subsampling, delta coding, and/or hierarchical search.

Table 3.1 shows the SEGSNRs of a CELP coder obtained using the
different approaches for determining the LTP parameters. A CELP coder
is used as the LTP is an essential part to the coder. A 20ms speech frame
is used with 5 ms excitation frames (subframes). A 9-bit ternary codebook
is used (to be explained in a later section). The LTP gain is quantized
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with 3 bits and the delay with 7 (only noninteger delays). IN1 denotes
computing the LTP parameters inside the loop (the adaptive codebook ap-
proach). IN2 denotes computing the parameters inside the loop with delta
coding the delay in even subframes, where the delay in every even sub-
frame is encoded with 5 bits. This reduces the bit rate by 0.2kb/s at the
expense of reducing the SNR by 0.5 dB. The important advantage of delta
coding, however, is reducing the search complexity as the adaptive code-
book size in even subframes is reduced to 32. OUT1 denotes computing
the LTP parameters outside the analysis-by-synthesis loop with 5ms up-
dating interval (every subframe). This resulted in significant degradation
in the CELP performance (3 dB drop in SNR). OUT2 denotes comput-
ing the parameters outside the loop with 20 ms updating interval (every
speech frame). Only 0.5kb/s transmission rate is needed to quantise the
parameters but the speech quality is reduced dramatically (4 dB drop in
SNR). OUTINI1 denotes computing the delay outside the loop and the gain
inside the loop and OUTIN2 is the same except that the delay range a +2
is searched inside the loop, where « is the delay determined outside the
loop. This approach resulted in 1 dB improvement over OUT1 with keep-
ing the low complexity of the open loop search. OUTIN3 and OUTIN4
are similar to OUTIN1 and OUTIN2, respectively, except that the delay
is updated every speech frame. In OUTIN4 a delay is determined every
speech frame outside the loop and then in every subframe, the delay range
a—1,...,a+2is searched inside the loop (the delay offset is encoded with
2 bits every subframe). Using OUTIN4 the bit rate is reduced by 0.6kb/s
and the search complexity is significantly reduced at the expense of 2 dB
reduction in SNR.

3.2.2.2 Quantization of LTP parameters

The LTP parameters are the delay a and gain G (or the adaptive codebook
index and gain). The delay is quantized with 6-8 bits depending on the
range used. Most commonly a 7 bits range is utilized where 128 possible
values are used in the range 20-147. To reduce the number of bits the
LTP delays can be delta coded in even subframes with 5 bits. Another
way to reduce the delay as well as the encoding rate (and also encoder
complexity) is to determine a delay outside the loop and then to search for
a few codewords around that delay in every subframe. When noninteger
delays are used, 8 bits are usually needed (256 entry adaptive codebook).
The histogram of the LTP gain is shown in Figure 3.10. It is sufficient
to quantise the gain with 3 or 4 bits (the GSM full-rate coder uses only
2 bits as the gain is restricted to be positive). Due to the nonuniform
distribution of the gain, nonuniform quantization has to be used. The
quantization levels are determined from a large data base using a Lloyd-
Max quantiser. The absolute value of the gain sometimes exceeds 10, so
when designing the quantiser the gain value can be truncated. In the DoD
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Figure 3.10: Histogram of LTP gain.

4.8kb/s CELP coder [64], the range from -1 to 2 is used. In voiced speech
segments, the gain value is very close to 1. Negative gains are usually
obtained in unvoiced speech frames. Restricting the gain to the range 0-
1.2 was found satisfactory. Notice that the gain values larger than 1 or
less than -1 correspond to an unstable pitch synthesis filter (poles outside
the unit circle). However, the speech quality is not affected by these short
unstable periods as the LTP parameters are usually updated every 5ms.
These large gain values are obtained in the transient periods from silence
to speech. A detailed treatment of long-term predictors can be found in a
series of papers by Kabal and Ramachandran [59,67,68].

3.2.3 The Error Weighting Filter

In this section, we address the selection of a suitable error criterion in the
general model of speech coding of Figure 3.1. Traditionally, speech cod-
ing algorithms have attempted to minimize the rms difference between the
original and coded speech waveforms. However, it is now well recognized
that the subjective perception of the signal distortion is not based on the
rms error alone. The theory of auditory masking suggests that noise in
the formant regions would be partially or totally masked by the speech
signal. Thus, a large part of the perceived noise in a coder comes from the
frequency regions where the signal level is low. Therefore, to reduce the per-
ceived noise, its flat spectrum is shaped so that the frequency component in
the noise around the formant regions is allowed to have higher energy rela-
tive to the components in the inter-formant regions. Now comes the ques-
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tion of how to choose this error shaping (or weighting) filter which appears
in Figure 3.1. Incorporating noise shaping in APC [58], Atal and Schroeder
showed that the quantization noise appearing in the reconstructed speech
signal is given by

1 - F(f)
_Ps(f) ’

where |A(f)[? is the power spectrum of the noise at the output of the
quantiser, P,(z) is the short-term predictor, and F(z) is a feedback filter.
In [69], Atal and Schroeder described an efficient method for determining
the weighting filter by minimizing the subjective loudness of the quantiza-
tion noise. In the model of Figure 3.1, the weighting filter W'(2) can be
expressed as

IN(OIP = 15(5) = S(HIF = AP (3.85)

1-Py(z)  A(2)

W'(z) = T r) = B0 (3.86)
Equation (3.86) is derived from Equation (3.85) where
A = B - SO RS

= N(HW(S). (3.87)

Details about the selection of B(z) are found in [58]. An appropriate choice
was found to be B(z) = A(z/~) which gives

oy AlR)  1=3F Japz*
W= A T T, e (5.8

where v is a fraction between 0 and 1. The value of v is determined by the
degree to which one wishes to deemphasize the formant regions in the error
spectrum. Note that decreasing + increases the bandwidth of the poles of
W'(2). The increase in the bandwidth w is given by

w= —é In(y), (3.89)

where fs is the sampling frequency. The choice v = 0 gives W'(z) = A(2).
In this case, the coder output noise has the same envelope as the original
speech. On the other hand, the choice v = 1 gives W/(2) = 1 which is
equivalent to no weighting. A good choice is to use a value of v between
0.8 and 0.9, which corresponds to an increase in the bandwidth of the poles
of W/(z) by 570 down to 270 Hz approximately. Figure 3.11 shows an
example of the spectrum of 1/A(z) and A(z)/A(z/~) for different values of
«. Makhoul and Berouti [70] discussed other choices of W'(z), where they
assumed W'(z) as an all-pole filter or an all-zero filter, but this choice was
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Figure 3.12: Basic structure for analysis-by-synthesis predictive coding using

W'(z) = A(2)/A(z/7)

found to be inferior to the pole-zero filter of Equation (3.88).

Using the error weighting filter given in Equation (3.88), and weighting
the original speech and the synthesized one separately before their sub-
traction, the configuration of Figure 3.1 is reduced to the form shown in
Figure 3.12. In this new configuration, the synthesis filter is combined with

the error weighting filter to produce the filter

1

1
&= 26

1- ZZ:I ak’ykz_k .

(3.90)
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We will refer to W (z) as the weighted synthesis filter. From now on, the
configuration of Figure 3.12 will be used as the basic structure for high-
quality analysis by synthesis predictive coding.

3.3 Multi-pulse and Regular-pulse Excita-
tion

In the previous sections we described an efficient basic structure of a model
of speech coding which is capable of producing near toll quality speech in
the range 4.8-16 kb/s. We showed how the model removes the redundancy
in the speech signal by employing short-term and long-term predictors.
We discussed also the utilization of an efficient perceptually weighted error
minimization criterion. The crucial part of this model which has not been
discussed yet is determining an appropriate excitation signal to drive the
synthesis filters to produce the synthesized speech. The excitation signal
should be defined in a clever way to make the number of bits needed to en-
code it as small as possible. In this section we discuss the multi-pulse [71]
and regular-pulse approaches, and in a later sections we will discuss the
code-excited approach. The multi-pulse excited (MPE) and regular-pulse
excited (RPE) approaches assume that the excitation signal is modelled
by a definite number of pulses in a short time period (5-15 ms). We will
denote this time period the excitation frame of length N. The LPC param-
eters update frame L is usually divided into subframes of length NV (L is a
multiple of V), and the excitation is determined for every subframe. The
difference between MPE and RPE is the way the positions of the pulses
are determined. In the next subsection, a general mathematical formula-
tion for determining the pulse positions and amplitudes will be given. In
the later subsections, the MPE and RPE algorithms will be discussed and
evaluated individually.

3.3.1 Formulation of the Pulse Amplitudes and Posi-
tions Computation

In multi-pulse excitation, an excitation frame of length N contains M pulses
with amplitudes 3; at positions m;. Therefore, the excitation signal v(n)
is defined as

M-1
v(n) = Y Bed(n — mu), n=0,...,N -1, (3.91)
k=0

where i are the pulse amplitudes, m; are the pulse positions and M is the
number of pulses modelling an excitation sequence of length N samples.
The pulse amplitudes and positions are determined by minimizing the mean
squared weighted error between the original and synthesized speech.



3.3. MULTI-PULSE AND REGULAR-PULSE EXCITATION 223

The residual signal after short-term prediction, r(n), is found by filter-
ing the original speech through the inverse filter A(z). The residual r(n) is
given by

P
r(n) = s(n) — Zaks(n — k). (3.92)
k=1
The weighted input speech is found by recursive filtering the residual signal
r(n) through the weighted synthesis filter W(z) of Equation (3.90). This
can be expressed as

su(n) =r(n) + Zak'yksw(n - k). (3.93)
k=1

The weighted input speech, s,(n), can also be found by convolving the
residual signal r(n) with h(n), the impulse response of the weighted syn-
thesis filter W (z), that is

n n

su(n) = Y r(ih(n—i) =3 r@@)h(n —i) + so(n), (3.94)

i=—00 i=0

where sp(n) is the zero-input response of the filter W(z) in the upper
branch of Figure (3.1), i.e. the output of W(z) due to its initial states.
The memoryless convolution

n

r(n) xh(n) =Y _ r(i)h(n — i) (3.95)

=0

is referred to as the zero-state response of W(z) to the input r(n). It is
preferred to use the recursive relation in Equation (3.93) to compute s,,(n)
since it requires only p multiply/add operations per speech sample.

The impulse response, h(n), of the weighted synthesis filter is deduced
directly from Equation (3.90) and is given by

h(n) = é(n) + z”: ary*h(n — k), n=0,...,.N~1, (3.96)
k=1

where h(0) =1 and h(n) =0 for n < 0.

The weighted synthesized speech 3,,(n) is computed by convolving the
excitation signal v(n) with the impulse response of the combination of the
pitch synthesis filter 1/P(z) and the weighted synthesis filter W(z). The
combined filter C(z) is given by

1 1

C(Z) = FZZ—) - W(z) = (1 — sza)(l — Zzl ak'ykz‘k)'

(3.97)
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The impulse response h.(n) of the combined filter C(z) is given by
he(n) = f(n) * h(n), (3.98)

where f(n) is the impulse response of the pitch synthesis filter 1/ P(z) given
by

fn) = 6(n)+Gf(n-a)
= ZpGié(n—i~a), n=0,...,N—-1, (3.99)
i=0

where n, is the number of pitch periods in the excitation frame of length
N and it usually varies from 0 to 3. Substituting Equation (3.99) into
Equation (3.98) gives

he(n) = Y G'h(n-i-a)
i=0
= h(n)+Gh(n—a)+---+G"h(n —n,-a). (3.100)

It is plausible from Equation (3.100) that for pitch periods a larger than
the excitation frame length N, h.(n) is equal to h(n) for the valuesn < N.
Therefore if the LTP delay « is restricted to be larger than the excitation
frame length IV, the pitch synthesis filter will not contribute to the impulse
response of the combined filter C(2) and it will only be considered when
the zero-input response of the combined filter is computed. Also when the
adaptive codebook concept is used h.(n) becomes equal to k(n) as the pitch
synthesis filter is replaced by a codebook. From now on we will assume that
the pitch synthesis filter is replaced by an adaptive codebook. In this case
the excitation at the input of the LPC synthesis filter is given by

u(n) = v(n) + Geq(n), (3.101)

where G is the adaptive codebook gain (or the LTP gain) and c,(n) is the
codeword selected from the adaptive codebook (or a is the LTP delay).

At the beginning the parameters @ and G are determined as was de-
scribed in Section 3.2.2. The weighted synthesized speech can now be
expressed by

$w(n) = v(n) * h(n) + Gea(n) * h(n) + 5o(n), (3.102)

where the convolution is a memoryless process (as in Equation (3.95)) and
50(n) is the zero-input response of the weighted synthesis filter in the lower
branch of Figure 3.12. If the adaptive codebook concept is not used c,(n)
is replaced by u(n — @) and h(n) is the impulse response defined in Equa-
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tion (3.96). The zero-input response §p(n) is given by
P
So(n) = ) ary*so(n — k), n=0,...,N—1, (3.103)
k=1

where initially,
So(n) = §u(N +n) for n=-p,...,—-1, (3.104)

which involves buffering the states in the taps of the filter W(z) at the end of

the previous excitation frame. Note that $p(n) has already been determined

while computing the adaptive codebook parameters (see Equation (3.63)).
Substituting Equation (3.91) into Equation (3.102) leads to

n M-1
8y (n) Z ( Brdé(n — mk)) Rh(n —7) + Geg(n) * h(n) + 5o(n),

=0 k=0
M1

= > Brh(n—mi) + Gya(n) + 30(n), (3.105)
k=0

where
Ya(n) = ca(n) x h(n)

is the zero-state response of the weighted synthesis filter to the codeword
¢ chosen from the adaptive codebook. Now, the weighted error between
the original speech and the synthesized speech is given by

ew(n) = sw(n)_gw(n)v

M-1
= su(n) — Gya(n) — do(n) = Y_ Brh(n —my),
k=0

M
= z(n) = )_ Beh(n —ms), (3.106)
k=1
where
z(n) = 5u(n) — Gya(n) — So(n). (3.107)

The signal z(n) is computed by updating z'(n) of Equation (3.65), that is
z(n) = ' (n) — Gy (n). (3.108)
The mean squared weighted error is given by using Equation (3.106) as

N-1

Ew = Z 6120(77,),

n=0
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N-1 M-—1 2
= Y [z(n) -y ,Bkh(n—mk)] i (3.109)

n=0 k=0

The task now is to find the pulse amplitudes 3; and the pulse positions my
which minimize the mean squared weighted error in Equation (3.109). By
setting OF,,/80; =0fori=0,...,M — 1 we get

BE N-1 M-1
B_ﬁl: =-2)" [z(n) - > Brh(n - mk)] h(n—m;) =0. (3.110)
n=0 k=0
Therefore
N-1 N—-1[M-1
S zm)h(n—m) = [Z Brh(n — mk)] h(n —m;).  (3.111)
n=0 n=0 k=0

Reordering the summations in the right-hand side of Equation (3.111)
yields

M-1 N-1 N-—1
> B Y hn-mph(n—m;) = Y z(n)h(n—m;), i=0,...,M-1.
k=0 n=0 n=0
(3.112)
Define
N-1
¢(i,5) = Y h(n —i)h(n — j) (3.113)
n=0
to be the autocorrelation of the impulse response h(n), and
N-1
$(i) = Y z(n)h(n — i) (3.114)
n=0

to be the cross-correlation between z(n) and h(n), then the set of M equa-
tions in (3.112) can be written as

M-1
> Brp(mi,mi) = (my), i=0,...,M—1. (3.115)
k=0

The set of M equations in (3.115) can be written in matrix form as

#(mo,mo) $(mo,m1) ...  ¢(mo,mp-1)
#(my, mo) $(mi,my) ...  @(my,mpry)

¢(mM;1,mO) ¢(mM;1,m1) ¢(mM—l.,mM—1)
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Bo P(mg)
B YP(my)
. = . (3.116)
ﬁM‘—l ’l/’(mM—l)

We will now proceed in deriving an expression for the weighted mean-
squared error using the optimal pulse positions and amplitudes from Equa-
tion (3.115). Using Equation (3.109)

N—-1 N-1 M-1
E, = Z:ﬁ(n)——?Zz(n Z Brh(n — myg)
n=0 = k=0
N-
+ Z [Z Brh(n — my) ]
N-1 M-1 M—1M-1
= Y ) -2 Bylms) + BiBrd(mi, my).
n=0 k=0 =0 k=0

(3.117)

Using the optimum solution for the pulses in Equation (3.115) we have

M-1 M-1
Z ﬁ”w(m’) = Z ﬁz Z ﬁk¢(m,,mk),
i=0
M-1M-1
= > BiBed(mi,my). (3.118)
=0 k=0

Substituting the relation of Equation (3.118) in Equation (3.117), the mini-
mum mean squared weighted error between the original and the synthesized
speech is given by

N-1 M-1
Emin=3_ a*(n) — > Beyp(mu). (3.119)
n=0 k=0

To find the optimum pulse positions and amplitudes, Equation (3.116) has
to be solved. In Equation (3.116), we have a set of M equations with
2M unknowns, expressed in a matrix form. The unknowns are M pulse
positions and M pulse amplitudes. Therefore, it is very difficult to find
an optimal solution for the pulse positions and amplitudes. In fact, the
optimal solution is to solve Equation (3.116) for all the possible combina-
tions of pulse positions, and select the pulse amplitudes which minimize
the error in Equation (3.119). The number of pulse position combina-
tions is YCpr = N!/((N — M)!M1), and for typical values of N = 40 and
M = 4 the number of combinations is 91390. This shows the complexity
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of an optimal solution. In the following sections, we will discuss two sub-
optimal approaches for solving Equation (3.116) using the minimum error
expression in Equation (3.119). The so-called multi-pulse excited approach
(MPE) determines one pulse at a time and the regular pulse excited method
(RPE) assumes predefined regularly spaced positions. We will start with
the MPE approach.

3.3.2 The Multi-pulse Approach

The multi-pulse algorithm is a sub-optimal approach for solving Equa-
tion (3.116). The algorithm determines one pulse at a time in an M-stage
process. At every stage j, a new pulse amplitude B; and position m; are
computed by using the previously determined pulse positions and ampli-
tudes at stages less than j. At the beginning, we assume that there is
only one pulse with amplitude By at position my. Now, Equation (3.116)
is reduced to
o = Y(mo)
0

~ ¢(mo,m0)’

With only one pulse, the minimum error expression in Equation (3.119) is
reduced to

(3.120)

N-1
Emin = )_ 2%(n) — fotp(mo)- (3.121)

n=0

Substituting Equation (3.120) in (3.121)

=, ¥2(mo)

Enin = z(n) — —————. 3.122

min 7; ( ) ¢( mo, mO) ( )
To find the first pulse, we search for the value mg which minimizes E;, or,
equivalently, the value which maximizes the second term in the right-hand
side of Equation (3.122). Having determined the first pulse position mg, the
first pulse amplitude 3y is computed from Equation (3.120). Introducing a
second pulse, the mean-squared weighted error is now given by

N-1

ED = Y [(n) - foh(n — ma) - fyh(n — my)]?
n=0
N-1

= Y [x(l)(n) — Bih(n — ml)]2 (3.123)

n=0

where

M (n) = z(n) — Boh(n — my). (3.124)
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Setting 8E,(u1)/8ﬁ1 to zero leads, similar to Equations (3.120) and (3.122),
to the relations

_ z1’(1)("11)
B = P, ma)’ (3.125)
and N [ " ]2
L _ L] - P (m,)
Epin = nX::O ESIQ] o) (3.126)
where
N-1
pM(n) = =M (§)h(i — n)
=0
N-1
= Y o) - Boh(i — mo)] h(i — n)
i=0
= ¥(n) — Bop(mo,n). (3.127)

Therefore, the value of ¥/ (n) is updated, as in Equation (3.127), by removing
the effect of the first pulse, and the second pulse position is determined by
the value which maximizes the second term in Equation (3.126). This
process is continued until all the pulses are determined. We first initialize
Y@ (n) = 9(n). At every stage j, j = 1,..., M — 1, the value ¥ (3) is
found from

D) = U1 (3E) - Bj16(mjo1,9), i=0,...,N—1, (3.128)

and the position of the jth pulse, m;, is determined by the value ¢ which
maximizes the normalized correlation, given by

O
T = PO (3.129)
The pulse amplitude is then computed by
/ll)(j)(mj)
pm 3.130
B] ¢(mj>mj) ( )

When the speech segment is voiced, the multi-pulse algorithm tends to
locate more than one pulse at the same position, which virtually reduces
the number of pulses in the entire period. This can be avoided by setting
Y(mg) = 0 for k = 0,...,7 — 1, where i is the index of the pulse being
searched, so that no more than one pulse is located at the same position.

Figure 3.13 (a) shows the signal power with time for the sentence ‘to
reach the end he needs much courage’ uttered by a female speaker. Fig-
ure 3.13 (b) shows the variation of SEGSNR with time for this speech
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Figure 3.13: (a) Power variation of the sentence ‘to reach the end he needs much
courage’; (b) Variation of SEGSNR vs. time for MPE using four
pulses/5 ms with and without LTP (see upper and lower curves,
respectively).

sequence when the multi-pulse algorithm is utilized. Four pulses are placed
in an excitation search frame of 40 samples (5 ms) and the LPC parameters
update frame is 20ms. The upper curve is obtained when long-term pre-
diction is utilized and the lower curve without LTP. It is observed that the
SNR is high when the speech power is high. The SNR is high in the periods
where the speech is quasi-periodic (voiced) compared with the unvoiced or
transient periods.

Figure 3.14 shows how the multi-pulse algorithm models the LPC resid-
ual signal in the absence of a pitch predictor. Figure 3.14 (a) shows a
87.5ms segment of female speech, Figure 3.14 (b) displays the LPC resid-
ual for this speech segment, and the multi-pulse excitation is shown in
Figure 3.14 (c) for the case where no LTP is used. The reconstructed
speech is depicted in Figure 3.14 (d). It can be clearly seen how the quasi-
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Figure 3.14: (a) 87.5ms of voiced speech; (b) corresponding LPC residual;
(c) multipulse excitation without LTP (4 pulses/5 ms); (d) recon-
structed speech.
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periodicity in the LPC residual is preserved by the multi-pulse algorithm
without having any prior knowledge of the pitch period or whether the
speech is voiced or unvoiced. Figure 3.15 shows the excitation and recon-
structed speech for the same speech segment when LTP is utilized. The
excitation pulses are interpolated inside the taps of the pitch synthesis fil-
ter, and the excitation of the LPC synthesis filter does not contain zeros
as in the multi-pulse without LTP. The excitation signal is much closer to
the LPC residual than in the case where the LTP is not utilized. It is also
clear that the fine details in the speech waveform are preserved when LTP
is used.

3.3.3 Modification of the MPE Algorithm

The multi-pulse algorithm described earlier is suboptimal because the al-
gorithm implicitly assumes that the amplitudes of the past pulses remain
constant during the search for the location of the present pulse. Thus
the determined pulse amplitudes and positions do not satisfy the set of
equations in (3.116). This results in speech quality degradation, especially
when the pulses are closely spaced [72]. The pulse amplitudes can be reop-
timized, after the last pulse position has been determined, by solving the
set of equations in (3.116) using the determined pulse positions. However,
the pulse positions remain suboptimal as they have been determined us-
ing the nonoptimal amplitudes. A better solution is obtained if the pulse
amplitudes are reoptimized at every stage of the search. Thus after deter-
mining the second pulse position m;, the amplitudes of the first two pulses
Bo and B, are recomputed using Equation (3.116) (2 x 2 matrix equation),
and the correlation v is updated using these reoptimized pulses, that is

@ (n) = p(n) - B ¢(mo, n) - B ¢(my,n).

¥ (n) is used to search for the position of the third pulse ms and then
another set of reoptimized pulses is determined using Equation (3.116)
(3 x 3 matrix equation), and the correlation is updated by

3 (n) = (n) — B2 ¢(mo,n) — B2 p(my,n) — BY d(ma, n).

This process is continued until the last pulse position is found, then the
pulse amplitudes are finally recomputed using Equation (3.116). For M
pulses, this approach requires solving 2 x 2, 3 x 3, ..., and M x M matrix
equations in order to reoptimize the pulse amplitudes at each stage of the
search. The method becomes rather complex as the number of pulses is in-
creased. Singhal [73] developed a computationally efficient algorithm for re-
optimizing the pulse amplitudes without needing to solve Equation (3.116)
at every stage. His algorithm is based on the Cholesky decomposition of
the matrix of autocorrelations and it is detailed in [72,73)].

The MPE algorithm is simplified by utilizing the autocorrelation formu-
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lation [74,75). This is done by extending the summation limits in the error
minimization to —oo and oo, and windowing with a window having zero
values outside the range 0 to NV — 1. Doing this will reduce the expression
in Equation (3.113) to

N-1

¢G,7) =d(li—jl)= D hn)h(n—i-j). (3.131)

n=li—j|

The autocorrelation approach will be explained in more detail later while
describing the CELP. Using the autocorrelation approach, the term to be
maximized in Equation (3.129) is reduced to

Ok
T@) = [—%. (3.132)

This is maximized by maximizing the absolute value of %) (i), which re-
duces the number of multiplications (or divisions) to search M pulses by
2MN.

3.3.4 [Evaluation of the Multi-pulse Algorithm

In this section, we study the effect of the different MPE encoder parameters
on the quality of the synthesized speech. For the results in this section,
the LPC parameters are quantized with 36 bits using LSPs. The adaptive
codebook gain is quantized with 4 bits and the index with 7 bits in odd
subframes and 5 bits in even subframes. The pulse amplitudes are not
quantized. The parameters which we are going to take into consideration
are

1. The number of pulses per excitation frame.
2. The length of the excitation frame.

We have already shown, in Section 3.2.1.3, the effect of changing the
predictor order p, and the considerations in choosing the LPC analysis
method and the updating frame length. Table 3.2 shows the default analysis
conditions used in this chapter. This choice of frame lengths is suitable for
the bit rate of 9.6 kb/s. At bit rates below 8kb/s, larger LPC and excitation
update frames will be necessary. The selection of predictor order p = 10 is
satisfactory as we discussed earlier.

3.3.4.1 Number of Pulses per Excitation Frame

As we are aiming to achieve low bit rate while maintaining a high syn-
thesized speech quality, it is desired to use as few pulses as possible for
modelling the excitation signal. Using the analysis conditions stated in
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sampling frequency 8000 Hz

LPC analysis frame 200 samples (25 ms)

LPC parameter update frame | 160 samples (20 ms)

predictor order 10

analysis method autocorrelation

LPC quantization LSPs with 36 bits

excitation frame 40 samples (5 ms)

LTP predictor taps 1

LTP parameter update 40 samples (5 ms)
adaptive codebook

LTP analysis integer delays (20-147)
delta coding (7,5,7,5)

Table 3.2: Default analysis conditions used in this chapter.
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Figure 3.16: SEGSNR versus number of pulses per 5 ms with and without pulse
amplitudes reoptimization (without LTP).

Table 3.2, and excluding the pitch predictor from the coder, the SEGSNR
has been computed with number of pulses varying from 2 to 20 pulses per
5ms excitation frame, and the results are shown Figure 3.16. Figure 3.17
shows the SEGSNR against number of pulses when long-term prediction is
utilized. It is noticed from the lower curves in Figures 3.16 and 3.17 that
after few pulses have been placed, the SEGSNR tends to saturate with the
increased number of pulses. This is due to the suboptimal solution of the
algorithm. The upper curves in the figures show the SEGSNR with the
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Figure 3.17: SEGSNR versus number of pulses per 5 ms subsegment with and
without pulse amplitude reoptimization utilizing LTP.

pulses recomputed at every stage, and the middle curve with the pulses
recomputed at the last stage. The improvement becomes more significant
when the number of pulses is increased. For 9.6 kb/s MPE-LPC coding, at
most four pulses per 5 ms are used, and deploying amplitude reoptimization
does not introduce any significant improvement in speech quality in this
case. It is sufficient to reoptimize the pulse amplitudes at the last stage.

Figure 3.18 shows the SEGSNR against number of pulses with and
without long-term prediction using last stage reoptimization. A gap of 4~
6dB is noticed between the two curves. When 4 pulses are used, the SNR
is increased by 4.5dB if LTP is deployed. Quantizing the LTP parameters
is almost equivalent to quantizing one pulse (amplitude and position) in
terms of number of bits used. However, with LTP fewer pulses are needed
to model the excitation signal. Using 2 pulses per 5ms frame with LTP
gives similar quality to using 4 pulses without LTP. Therefore deploying
LTP results in improved quality at lower bit rates.

Figure 3.19 shows a comparison between the covariance method and
autocorrelation method in determining the pulses with and without LTP.
The covariance approach gives better SNRs as the number of pulses is
increased. For practical values of 3 or 4 pulses per 5 ms the degradation due
to using the autocorrelation approach is negligible (about 0.1dB). Bearing
in mind that the autocorrelation approach is computationally more efficient
than the covariance approach, it is preferred to be used in practice where
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Figure 3.18: SEGSNR versus number of pulses per 5 ms with and without long-
term prediction (pulse amplitudes are reoptimized at last stage).

the number of pulses is less than 5.

3.3.4.2 The Length of the Excitation Frame

In the multi-pulse approach, M pulses are located in a frame of NV samples.
The choice of the frame size is a trade-off between quality and complexity.
It can be shown that the number of operations (multiplication/addition)
needed per speech sample is proportional to N M. Therefore, to reduce the
complexity, one wishes to reduce the frame size N. On the other hand,
the excitation frame size N can not be chosen too small (< 5ms) to avoid
nonoptimal pulse allocation. For example, for voiced speech the multi-pulse
algorithm tends to locate the pulses around the major pitch pulse. If the
pitch period is greater than the frame size N (as in low pitch frequency
voiced speech), we are modelling a less important part of the pitch period
with more pulses than it is necessary. Figure 3.20 shows the SEGSNR
against the frame size for 10% pulse rate using multi-pulse excitation. We
can see the increase in SNR for larger frame sizes. To reduce the complexity
the choice of 5ms excitation search frame is reasonable.

Another concern with choosing the search frame size is related to block
edge effects [76]. The elements ¢(i,7) of the correlation matrix become
small for values of 7 or j close to IV (due to the existence of few terms in the
summation in Equation (3.113)). Therefore for pulses located towards the
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Figure 3.19: SEGSNR versus number of pulses per 5 ms with and without LTP
for the covariance and autocorrelation approaches (pulses are re-
optimized at last stage).
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Figure 3.21: Candidate excitation patterns in RPE for N = 40 and D = 4.

end of the frame the solution in (3.115) becomes ill-conditioned resulting
in artificially high pulse amplitudes [72]. To avoid this effect the search
frame is made larger than the excitation frame by overlapping with the
beginning of the next frame, and the pulses falling in the overlap region
are recomputed in the next frame. An overlap region of 2.5ms was found
adequate to prevent ill-conditioned solutions [72].

3.3.5 Regular-Pulse Excitation Approach

Instead of determining one pulse (§;,m;) at every stage j assuming that
the pulses up to stage j — 1 have been determined, Kroon et. al [8,77] sug-
gested another suboptimal approach for the solution of Equation (3.116) by
assuming predefined pulse positions, regularly spaced by distance D. The
same approach was also proposed, at a similar time, by Adoul et al. [7§],
and was called generalized decimation.

According to the Regular-Pulse Excitation (RPE) approach, the exci-
tation sequence for a frame of length NV consists of M pulses, regularly
spaced by a distance D, where M = N DIV D and DIV denotes integer
division (N is not necessarily a multiple of D). Depending on where the
first pulse is positioned, D different excitation patterns are obtained. The
pulse positions are given by

k=0,...,D—1,

® _
m;" = k+1D, i=0,... . M-1,

(3.133)
where k is the position of the first pulse or the initial phase. As an example,
Figure 3.21 shows the possible excitation patterns for N = 40 and D =
4. The RPE algorithm consists of solving Equation (3.116) D times (for
every possible excitation pattern) to obtain D sets of amplitudes {ﬂgk)}
at initial phase k. The mean squared weighted error of Equation (3.119)
is then evaluated for every set of computed amplitudes and the set which
minimizes the error is chosen. The RPE algorithm requires solving a set of
M simultaneous linear equations D times. Typically, M = 10 and D = 4.
The solution can be performed using Cholesky decomposition. This is the
main computational load in the RPE algorithm.
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Figure 3.22 shows the regular-pulse excitation signal and reconstructed
speech for the speech segment shown in Figure 3.14-a without LTP, and
Figure 3.23 shows the RPE excitation, the LPC excitation, and the recon-
structed speech when LTP is deployed.

It should be noted that the multi-pulse algorithm needs fewer pulses
than the RPE algorithm to achieve the same speech quality. This is because
the pulse positions in the MPE algorithm are optimized, unlike the RPE
where the positions are predefined. However, although fewer pulses are
used in the MPE case, the pulse positions have to be quantized, while in
the RPE case, only the position of the first pulse is quantized with 2 bits
usually. Therefore, both the MPE and RPE approaches lead to similar bit
rates for the same speech quality. The complexity of the RPE algorithm is
higher than that of the MPE. This is because the RPE approach requires
the solution of D (M x M) matrix equations (typically, M = 10 and D = 4).
In later sections, we will look at some methods to reduce the complexity
of the RPE algorithm. In the next section, we will examine the effect of
different analysis parameters on the quality of the synthesized speech.

3.3.6 Evaluation of the RPE Algorithm

The effect of changing the coder parameters has already been studied with
the multi-pulse approach. The same conclusions can be drawn in the RPE
case. The only parameters which we will consider in this section are the
pulse spacing D and the excitation search frame length N.

3.3.6.1 Pulse Spacing

Increasing the pulse spacing reduces the number of excitation pulses. Sim-
ilar to the multi-pulse approach, the choice of the number of excitation
pulses is a trade-off between quality and bit rate. Figure 3.24 shows the
SEGSNR for different pulse rates from 1600 to 4000 pulses/s corresponding
to pulse spacing from 5 down to 2. For speech coding at 9.6kb/s, a good
choice of the pulse spacing is D = 4 or 5. At this bit rate, the multi-pulse
algorithm usually needs 3—4 pulses per 5ms. The RPE approach normally
gives slightly better quality than the MPE at the same bit rate, at the
cost of more complexity. For 5ms excitation frame and pulse spacing of
D = 4, we have 10 excitation pulses every 40 samples, and to compute the
optimum pulse amplitudes, the RPE algorithm requires solving a 10 x 10
matrix equation 4 times.

Using LTP gives 2dB improvement in SNR when D = 4. At pulse
spacing D = 2 (20 pulses per 40 samples) the LTP does not give any
improvement as the number of pulses is large enough to model the LPC
excitation.
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Figure 3.24: Variation of SNR with pulse rate (D = 2,...,5) for RPE without
and with LTP inside the optimization loop.

3.3.6.2 Excitation Search Frame Length

In the MPE algorithm, we have seen that longer search frames give better
results because the pulse positions would be optimized more efficiently. In
the RPE algorithm, however, the opposite is true. Since the pulses are
regularly spaced, the only factor which controls the positions is the initial
phase, or the position of the first pulse, and this changes in every search
frame. Therefore, shorter search frames give more flexibility in selecting the
pulse positions (higher position updating rate). Figure 3.25 shows the SNR
of the RPE with pulse spacing D = 4 for the search frame sizes of 20, 40,
52 and 80 (2.5 to 10ms). The higher SNR is obtained at N = 20, and it is
not considerably better than the other frame sizes. Another consideration
in choosing the excitation frame size is the coder complexity. The longer
the frame is, the more complex the coder becomes. For example, at LPC
parameters frame of 160 and D = 4, if N = 20, we have 8 subframes, and
we have to solve a 5 x 5 matrix equation 4 times in each frame. For N = 80,
we have 2 subframes, and we have to solve a 20 x 20 matrix equation 4 times
in each frame. Bearing in mind that solving an M x M matrix equation is
proportional to M3, then for N = 20, the complexity is proportional to 53
while for N = 80, it is proportional to 203. Therefore, shorter excitation
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Figure 3.25: SEGSNR variation of the RPE codec with different excitation
frame lengths.

frames means less complexity, but on the other hand, we need more bits to
encode the positions of the first pulse.

3.3.7 Simplification of the RPE Algorithm

From the evaluation of the RPE algorithm, we have shown that it delivers
slightly better quality than the MPE at the same bit rate. The disadvantage
of the RPE is the high computational load arising from the necessity to
solve 10 simultaneous linear equations every 5 ms (when the pulse spacing
D = 4). A gross simplification can be achieved by using the autocorrelation
method for defining the limits of the summation in computing ¢(¢, ). This
will have a crucial role in simplifying the matrix in Equation (3.116) due
to the regularity of the pulse spacing. We will discuss the autocorrelation
approach in the next subsection. Further simplification is obtained by
eliminating the matrix inversion in Equation (3.116) and by employing a
fixed error weighting filter.
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3.3.7.1 The Autocorrelation Approach

Recalling Equation (3.131) and using the autocorrelation approach, ¢(i, )
can be substituted by

N-1

¢, 5) = (i —jl)= Y h(n)h(n—[i-j). (3.134)
ns=|i—j|
Now, the elements of the matrix in Equation (3.116) are reduced to
p(mP, m{P) = g(Im® —m{F)). (3.135)

Using the relation in the definition of the pulse positions in Equation (3.133)

m{® —m® k+iD ~ (k + jD),
= (-j)D, i,j=0,...,M—1. (3.136)

Exploiting the result in Equation (3.136), Equation (3.116) becomes

$(0) 6(D) ... (M -1]D)
(D) 60) ... o([M —2]D)
S(M-1D) #(M—-2D) ...  &(0)
0 wimy )
b= W’fl Yl sy
®, Pl ,

In Equation (3.137) two complexity reductions can be observed. Firstly,
only M values of ¢(i),i =0,D,2D,...,(M—1)D, are computed. The total
number of operations needed is M (N — D)/2. The second simplification is
that the matrix in Equation (3.137) is independent of the initial phase, thus
it is inverted only once every LPC frame rather than D times. Further, the
matrix is Toeplitz and it can be solved more efficiently than the symmetric
matrix in Equation (3.116) by the use of Levinson’s algorithm.

3.3.7.2 Eliminating the Matrix Inversion

A closer look at the matrix of correlations in Equation (3.137) suggests that
the matrix is strongly diagonal, where the off-diagonal elements become
smaller farther away from the diagonal, i.e. ¢(0) > |[¢(D)] > --- > |p([M —
1]D)|. If g(n) is the impulse response of the synthesis filter 1/A(z) then it
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Figure 3.26: Autocorrelation of the typical weighted synthesis filter’s impulse
response.

is related to h(n), the impulse response of 1/A(z/v), by
h(n) = v"g(n). (3.138)

The impulse response g(n) is already a decaying function, and the presence
of the factor 4™ in Equation (3.138) causes h(n) to decay even faster as
« is less than 1. Figure 3.26 shows an example of the autocorrelation of
the impulse response h(n). For a spacing D = 4, the diagonals of the
autocorrelation matrix are equal to ¢(0), #(4), ¢(8), ..., ¢(4[M —1]).

If all the off-diagonal elements of the autocorrelation matrix are set to
zero, the matrix is reduced to ¢(0)I, where I is the identity matrix. In this
case Equation (3.137) becomes

1

W _ L _ 1 .
B; _¢(0)1/)(m1 ) i=0,...,.M -1 (3.139)
Recall Equation (3.114) for computing (n)
N—1
$(n) = > z(i)h(i — n) = z(n) * h(~n), (3.140)

i=n
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where, from Equation (3.107), and assuming that o > N
z(n) = s (n) — Gu(n — a) * h(n) — so(n), (3.141)

and 8o(n) is the zero-input response of the weighted synthesis filter 1/4(Z)
in the lower branch of Figure 3.12. From Equations (3.94) and (3.141),
z(n) can be expressed as:

z(n) = r(n) x h(n) — Gu(n — a) * h(n) + sg(n) — 8o(n). (3.142)

If we assume that the zero-input responses of the weighted synthesis filters
W (z) in both branches of Figure 3.12 are equal, then Equation (3.142) is
reduced to

z(n) = [r(n) — Gu(n — a)] *h(n)
= d(n) x h(n). (3.143)
where
d(n) = r(n) — Gu(n — a). (3.144)

The signal d(n) can be viewed as the residual after both short-term and
long-term prediction. Using the result of Equation (3.143), ¥(n) in (3.140)
can be now written as

w(n) = d(n) * h(n) * h(—n). (3.145)
Note that Nt
¢(n) = Y h(i)h(n — i) = h(n) * h(—n). (3.146)
Therefore )
P(n) = d(n)=*¢(n) (3.147)
N-1
= Y d@)e(n —il). (3.148)
=0
Note that ¢(n) = ¢(—n), n = —(N —1),..., N — 1. Let us define
_ o) — (N- _
z(n) = 5(0)’ n=—-(N-1),...,N—1, (3.149)

to be the normalized autocorrelation of the impulse response h(n). z(n)
is a double sided symmetric function where z(n) = z(—n). The pulse
amplitudes in Equation (3.139) are now given by

(k)
ﬂgk) = 1/)((;7(16) ) - d(n) * z(n), at n=m® (3.150)
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Figure 3.27: Schematic diagram of the simplified RPE structure.

and the mean squared weighted error of Equation (3.119) can be now writ-
ten as

N-—-1 M-1
ER) = Z xz(n) _ Z ﬂl(k)d](mgk))
o T
= 3 2%n)-¢00) Y B¥P. k=0,...,D-1L
n=0 i=0

(3.151)

Equations (3.150) and (3.151) are the key equations of an efficient and
simple method for RPE coding without having solve the set of M linear
equations in (3.137). The coder structure of this simplified RPE method
is shown in the schematic diagram of Figure 3.27. The method can be
described as follows: the short-term prediction residual r(n) is obtained by
inverse filtering the original speech through A(z). The residual after long-
term prediction, d(n), is formed by subtracting from r(n) its estimated
value Gu(n — «) (the previously quantized excitation) as in (3.144). The
LTP residual d(n) is convolved with the smoothing function z(n). The
smoothed LTP residual is given by

d(n) x 2(n)
N-1

> d(i)z(In - i]). (3.152)

i=0

y(n)

I

Now, the smoothed LTP residual y(n) is decomposed into D sets of M
amplitudes given by

{87} = {y(m}, k=0,...,D—1. (3.153)

The energy T®) is then computed for every set by

M-1
TW = SR, (3.154)
=0
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According to Equation (3.151), the set {ﬁfk)} which has maximum energy
minimizes the error, thus is chosen to be the excitation signal, where the
first pulse By starts at position k and the pulses are separated by a distance
D.

As we discussed earlier in this section, the autocorrelation value ¢(n)
drops very significantly as n increases. Therefore z(n) can be truncated
at |n| = @, where @ < N, to further reduce the number of terms in the
summation of Equation (3.152). This simplified RPE method is detailed in
Algorithm 3.1. The closed analysis-by-synthesis loop is broken in this sim-
plified RPE approach. The LTP parameters are determined by minimizing
the mean-squared error

N-1
E=Y(r(n) - Gu(n—a))’, (3.155)
n=0

and « is limited to be larger than N — 1.  From the definition of the
smoothing function 2(n) in Equation (3.149), it is the time-varying nor-
malized autocorrelation of the impulse response of the weighted synthesis
filter. Further simplification is obtained when the smoothing function is
made fixed. From Figure 3.27 the similarity between the simplified RPE
structure and the RELP structure is evident. It is natural therefore to
choose the fixed smoothing function as a low-pass filter with cut-off fre-
quency fs/(2D) where D is the decimation factor. Notice that the smooth-
ing function z(n), where 2(n) = z2(-n), n = —Q,...,Q, is noncausal. A
proper approach for designing the low-pass filter is to use a windowed sinc
function. For a cut-off frequency f,/(2D) and a Hamming windowed sinc
function the coefficients of the fixed smoothing function are given by [79]

2(n) = —sm( )(054+046cos< )), ~Q<n<Q. (3.156)

Usually @ is less than 10. If 2(n), —Q < n < @, is shifted to the right by @
positions, an FIR filter f(n), 0 < n < 2Q, is obtained. The resulting FIR
filter f(n) is a linear phase filter where f(n) = f(2Q — n). The relation
between the double-sided smoother 2(n) and the FIR filter f(n) is given
by

fin) =2(n - Q), n=0,...,2Q. (3.157)

The smoothed residual is given by

Q
y(n) = d(n) x 2(n) = »_ 2(i)d(n - 1), (n—4) 20, (3.158)
i=-Q
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Algorithm 3.1 (simplified RPE) This algorithm determines M RPE
pulses with a simplified method which does not need solving a set of M
linear equations. The M pulses B; are reqularly spaced by a distance D in
an excitation frame of length N, with the first pulse positioned at ko.

1) Compute the short-term prediction residual

r(n) = s(n) — 37, ais(n —1).
2) Determine the LTP parameters.

3) Compute the LTP residual.
d(n) = r(n) - Gu(n — a).

4) Compute the smoothed LTP residual y(n)
N-1 . . .
y(n) = Ty d@z(In —il), In—il<Q.

5) Decompose y(n) into D sets and compute the energy of
every set
for k=0 to D-1 do
B = y(k+iD), i=0,...,.M -1
B = T2 80P

6) Choose the set of pulses with maximum energy
ref =0
for k=0 to D—-1 do
if E®) >ref then

ref = E¥)
Bi=p"Y, i=0,...,M-1
ko=k
or, equivalently,
y(n) = dn)*f(n+Q),
Q
= Y fi+Q4dn-i), n=0,...,.N-1, n3i

i=—Q

2Q
Y fi)dn+Q-i), n=0,...,.N-1 (n+Q)24,

1=0

(3.159)

Note that when convolving the segment d(n) of length N with the FIR
filter f(n) of length 2Q + 1, the number of resulting output samples is
N +2Q. The N samples resulting from the convolution in (3.159) are the
central samples of the convolution d(n) * f(n). Equation (3.159) suggests,
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therefore, that when the FIR filter is used as a smoother, block filtering is
deployed where the first Q samples of the output are discarded. An FIR
low-pass filter with 11 taps is given in [80] for a pulse spacing of D = 3. The
smoother is a low-pass filter with a cut-off frequency at 1333Hz (D = 3)
and the taps are given by

z(£5) = f(0) = f(10) = —0.016356
2(x4) = f(1) = £(9) = —0.045649
Z(:t3) = f(2) = f(8) =0

2(£2) = f(3) = f(7) = 0.250793
2(£1) = f(4) = f(6) = 0.70079
z(0) = f(5) = 1.

With decimation D = 4 the filters cut-off frequency is 1000Hz. The co-
efficients of a Hamming windowed low-pass filter at this cut-off frequency,
and with Q = 7, are given by

z(0) =1

z(x1) = 0.859303
z(£2) = 0.5263605
z(£3) = 0.1927755
z(+4) =0

z(x£5) = —0.045591
z(£6) = —0.0319721
z(£7) = —0.0102893.

Using the fixed low-pass filter as a smoothing function has given bet-
ter results than using the changing smoothing function which is equal to
the normalized autocorrelation of the weighted synthesis filter as in Equa-
tion (3.149). This is due to the gross simplification in deriving the structure
with changing smoother where the off-diagonal elements of the autocorre-
lation matrix were set to zero. Using a low-pass filter at cut-off frequency
fs/(2D) is more sensible as the simplified structure bears a close similar-
ity with the baseband coder, or residual excited linear predictive coder
(RELP) [23]. In RELP coders the LPC residual is low-pass filtered, deci-
mated, and the extracted baseband residual is quantized and used to excite
the LPC synthesis filter after using interpolation to recover the full band
residual (regenerating the residual high frequencies is usually accomplished
by spectral folding where zeros are inserted between the baseband sam-
ples). The main advantage of the RPE over the RELP is its flexibility in
choosing the position of the first excitation pulse, which produces a more
appropriate excitation signal. Another difference is the presence of the
pitch predictor in the RPE (although pitch prediction has been suggested
in RELP coders to reduce the effect of tonal noise [81]). Finally, when the
residual signal is smoothed with an FIR low-pass filter of length 2@ + 1 the
residual subframes are smoothed individually (there is no continuous filter-
ing of the residual) using block filtering where only the central N samples
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of the resulting N + 2@ samples are considered. With these advantages, the
simplified RPE delivers better speech quality than the RELP, but it is still
inferior to the original RPE because the analysis-by-synthesis optimiza-
tion loop is broken in the simplified structure. The number of operations
(add/multiply) needed to determine the optimum excitation is 2QN for
the convolution (smoothing) and DM for the energy computation. For the
GSM coder [82], N = 40, @ = 5 (11-tap), D = 3 and M = 13. The total
number of operations needed in this case is 11 operations per speech sam-
ple. This illustrates the simplicity of the RPE coder with fixed smoothing
filter. In fact, the coder simplicity was a decisive factor in choosing this
coder for the pan-European digital mobile radio system. Figures 3.28 (a)
and (b) show the SEGSNR obtained by the covariance, correlation and sim-
plified RPE approaches described earlier for pulse spacings between D = 2
and D = § with and without LTP, respectively. At D = 4 the SNR using
the simplified RPE structure is 2.5dB less than the covariance (original)
approach, 2dB less than the autocorrelation approach, and it is similar to
that of the MPE with 4 pulses. For decimation values of 4 or 5, using
the autocorrelation approach is a good choice. Some degradation in speech
quality results when the simplified structure is used with the great advan-
tage of significantly reducing the coder complexity. Another conclusion is
that using a decimation factor of D = 3 does not give any improvement over
using D = 4. Therefore it is neither necessary nor desirable to deploy this
lower decimation factor, as it would inevitably increase the transmission
bit rate.

3.3.8 Quantization of the Excitation in MPE and RPE
Coders

In MPE and RPE coders, the excitation is described by the pulse ampli-
tudes and pulse positions. Specifically, in RPE codecs the pulse positions
are defined by the initial phase, or the position of the first pulse, as the
pulses are regularly spaced. A decimation factor of 3 or 4 is usually used,
and the initial phase is quantized with 2 bits in this case. The RPE pulse
amplitudes are quantized using adaptive block quantization. The M pulses
in a subframe are scaled by their rms value, or maximum value. The his-
tograms of the maximum pulse and rms value of the pulses are shown in
Figure 3.29 (a) and (b), respectively. In this case D = 4, N = 40, and
M = 10. It is clear from the histograms that the scaling value cannot
be efficiently quantized using a uniform quantiser. The scaling value is
quantized either logarithmically or by using nonuniform quantisers. The
histograms of the logarithms of the maximum pulse and the pulses’ rms
value are shown in Figure 3.30 (a) and (b), respectively. It is clear that
uniform quantization of the logarithm is adequate. When nonuniform quan-
tization is used the quantization and decision levels are usually designed
from a training data set using a Lloyd-Max quantiser [83,84]. The scaling
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value is quantized with 5 or 6 bits. Using fewer bits results in noticeable
degradation in speech quality. The histograms of the RPE pulses scaled by
their maximum value and by their rms value are shown in Figure 3.31 (a)
and (b), respectively. The normalized pulses are adequately quantized with
3 bits using nonuniform quantization. For a subframe of length 40 (5 ms)
and 10 RPE pulses, the number of bits needed to quantise the excitation
is: 2 for the initial phase, 6 for the scaling value, and 30 for the normalized
pulses. The bit rate associated with the excitation in this case is 7.6 kb/s.
Reducing the bit rate can be achieved by reducing the number of pulses
(increasing the decimation factor) and/or reducing the bits needed to quan-
tise the pulses. Increasing the subframe length also reduces the bit rate as
the scaling factor is updated less frequently. Using a subframe of N = 60
(7.5ms) and D =5 (12 pulses), the bits needed are: 2 for the initial phase
{(by limiting it to 4 positions rather than 5), 6 for the maximum pulse, and
36 for the normalized pulses. The excitation bit rate is reduced to 6kb/s
in this case. Taking into account the bit rate needed for LTP and LPC
parameters, it is difficult to maintain high quality speech below 9.6kb/s
using the RPE.

In the case of MPE a lower number of pulses is needed to obtain the
same speech quality as compared to the RPE, since the pulse positions are
also optimized. However, the major bit rate contribution in quantizing the
excitation is allocated to the pulse positions. If M pulses are allocated in an
excitation frame of length N then the total number of position combinations

is
N N!
Lp = ( ) = (T_———)ﬁ. (3.160)

The minimum number of bits needed to quantise M pulse positions is
Npir = log, Ly. (3.161)

For the typical values N = 40 and M = 4 at least 17 bits are needed to
quantise the positions of the 4 pulses. In this example if the positions are
separately quantized 6 bits are needed for each pulse which results in a
total of 24 bits. Using differential encoding the pulses can be quantized
each with 5 bits for this specific example. The pulses are reordered such
that mo < m; < my < m3 and the quantized quantities are mg, m; — my,
mg —my, and mg —mg. In this case the distance between adjacent pulses is
restricted to be less than 33, and the positions of the four pulses are encoded
with 20 bits. The most efficient method, which needs the minimum
number of bits (Np;;) to quantise the pulse positions, is a combinatorial
coding scheme [75]. The scheme is given in [85] and is referred to as an
enumerative source coding technique. The total number of pulse positions
L, in Equation (3.160) can be represented by an imaginary list from 0
to L, — 1, and the value of the index corresponds to the required pulse
positions. The encoding is done by scanning the excitation sequence and
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incrementing the index every time a pulse is encountered, where the final
value of the index is sent. The increment is given by

n n!
z _<m) = oy for n2m (3.162)
=0 for n < m,

where n is the remaining number of samples and m is the number of pulses
yet to be encoded including the current pulse. The encoding and decoding
procedures are described in [85].

Similar to the RPE the pulse amplitudes in MPE are quantized using
adaptive block quantization. The pulses are scaled by their rms value,
or maximum value, which is quantized with 5-6 bits, and the normalized
pulses are quantized with 3—4 bits each. Figure 3.32 (a) shows the histogram
of the rms value of the pulses while Figure 3.32 (b) shows the histogram
of its logarithm. The histogram of the MPE pulses, normalized by their
rms value is shown in Figure 3.33. The normalized pulses are adequately
quantized with 3 bits using nonuniform quantization, while the scaling
gain is quantized with 5 or 6 bits. Using 4 pulses in an excitation frame
of 40 samples, the bits needed are: 6 for the scaling value, 12 bits for the
normalized pulses, and 17 bits for the positions using the combinatorial
coding scheme. The bit rate needed to quantise the excitation in this
case is Tkb/s. When pitch prediction is used, fewer pulses are needed to
represent the excitation signal. Using 3 pulses in a 60 samples subframe
reduces the excitation bit rate to 4kb/s. More efficient approaches can also
be used to quantise the amplitudes of the excitation pulses, however, the
overall bit rate is not significantly reduced as the quantization of the pulse
positions reserves a substantial proportion of the total bit rate. Soheili
et al. [86] described several adaptation schemes in quantizing the pulse
magnitudes which do not need side information. They found that the
most promising adaptation technique is to scale the pulses by the pitch
filter memory energy. In this way the scaling gain, which was previously
quantized with 5 or 6 bits, is not transmitted and this reduces the bit rate
by about 1kb/s.

3.4 Code-Excited Linear Prediction

There is currently a high demand for speech coding techniques which are
able to produce high quality speech at bit rates below 8kb/s. Since the full
rate GSM speech codec recommendation has been finalized, there has been
an intensive research activity devoted to half-rate codecs around 6.5kb/s
encoding rates. The MPE and RPE coders discussed in the previous sec-
tion can be used to produce good quality speech at bit rates as low as
9.6kb/s. When the bit rate is reduced below 9.6 kb/s, the MPE and RPE
fail in maintaining good speech quality. This is due to the large number
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Figure 3.33: Histogram of normalized MPE pulses scaled by the rms value.

of bits needed to encode the excitation pulses, and the quality is deteri-
orated when these pulses are coarsely quantized, or when their number
is reduced, to reduce the bit rate. Therefore, if the analysis-by-synthesis
structure is to be used for producing good quality at bit rates below 8 kb/s,
more subtle approaches have to be used for defining the excitation signal.
The implementation of a long-term predictor in the analysis-by-synthesis
loop becomes of prominent importance to remove the redundancy of the
speech as much as possible. The residual signal after short-term and long-
term prediction becomes noise-like, and it is assumed that the residual can
be modelled by a zero-mean Gaussian process with slowly varying power
spectrum. This is the key point in implementing stochastic coders, where
the excitation frame is vector quantized using a large stochastic codebook.
Stochastic coding, or code-excited linear prediction (CELP) coding was
first introduced by Atal and Schroeder in 1984 [10,11]. A similar approach
was proposed by Copperi and Sereno in 1985 [87]. In the CELP approach, a
5ms (40 samples) excitation frame is modelled by a Gaussian vector chosen
from a large Gaussian codebook by minimizing the perceptually weighted
error between the original and synthesized speech. Usually, a codebook
of 1024 entries is needed, and the optimum innovation sequence is chosen
by the exhaustive search of the codebook. Using the CELP approach, an
excitation frame (5-7.5ms) can be encoded with 15 bits only (10 bits for
the book address and 5 bits for the scaling gain). This illustrates the dra-
matic reduction in bit rate compared, for example, to the GSM RPE-LTP
codec where 47 bits are needed to encode the same excitation. However,
until recently, the high complexity of the CELP algorithm hindered its real
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time implementation. The complexity comes from the exhaustive search of
the excitation codebook, where the weighted synthesized speech has to be
computed for all possible codebook entries and compared with the weighted
original speech. In the last few years, research activity has been
focused on reducing the complexity of the originally proposed CELP coder
and achieving its real time implementation using the current DSP technol-
ogy. Significant simplification of the CELP encoder has been achieved by
using sparse excitation codebooks [88,89], or centre-clipped codebooks [90],
in which most of the excitation samples in the Gaussian random vector are
set to zero. Another significant simplification in the codebook structure is
to use ternary excitation codebooks where the elements of the excitation
vector are set to -1, 0, or 1 [90,91]. Overlapping sparse or ternary code-
books [90] have also been used to reduce the computational complexity and
storage requirements in CELP systems. Binary pulse codebooks [93,94] are
ternary codebooks whereby the excitation pulses are regularly spaced. This
specific structure allows for efficient nonexhaustive search procedures to be
used. Another efficient way of defining the excitation signal is using the
vector sum excitation (VSELP) [95], where the excitation vector is a lin-
ear combination of a number of basis vectors weighted with -1 or 1. This
special excitation structure yields a significant reduction in the computa-
tion needed to identify the optimum excitation vector. An 8kb/s VSELP
coder was recently selected for the future American digital mobile radio
system. Algebraic codebooks have also been utilized to reduce the CELP
complexity [97] where the codebook is generated using special binary error-
correcting codes. Another simplified approach has been proposed [98] in
which a CELP system operates on the baseband of the LPC residual signal.
The structure of this coder is similar to the GSM RPE coder, and the bit
rate reduction is achieved by vector quantizing the smoothed residual with
a CELP codebook. The self-excitation concept {99] (or backward excita-
tion recovery [100]) has also been used for producing high quality speech
at bit rates below 6.4kb/s. In this approach, the excitation is obtained by
searching through the past excitation signal, and the segment which mini-
mizes the perceptually weighted error between the original and synthesized
speech is chosen. The self-excited LPC can be seen as another variant of the
CELP in which the codebook is changing, and it has the advantage of less
computational demand and less storage requirement with the disadvantage
of lacking robustness over noisy transmission environments.

In this section we describe the CELP coder and the different approaches
used for generating the excitation codebook. In the next section we give
a detailed description to the CELP encoding algorithm, we then discuss
methods to reduce the complexity of the codebook search procedure and
we discuss the use of sparse excitation, ternary excitation, overlapping code-
books, algebraic codebooks, and binary pulse excitation.



262 CHAPTER 3. SPEECH CODING

adaptive
codebook
wn) | synthesis synthesized
—+{>———>€+P—r——> ) % speech
| filter
gain |
: |
[ birarme | |
f__ Isubframe ]
T T 7771 delay I"— B
l— _ — =
gain
stochastic
codebook

Figure 3.34: Schematic diagram of the CELP synthesis model.

3.4.1 CELP Principle

After short-term prediction and long-term prediction of the speech signal,
the redundancies in the speech signal are almost removed, and the residual
signal has very little correlation. A Gaussian process with slowly varying
power spectrum can be used to represent the residual signal, and the speech
waveform is generated by filtering white Gaussian innovation sequences
through the time-varying linear long-term and short-term synthesis filters.
The optimum innovation sequence is selected from a codebook of random
white Gaussian sequences by minimizing the subjectively weighted error
between the original and the synthesized speech. The schematic diagram
of the CELP synthesis model is shown in Figure 3.34. The pitch correlation
filter is replaced here by an adaptive overlapping codebook as was discussed
in Section 3.2.2.1. The address selected from the adaptive codebook and
the corresponding gain (the pitch delay and gain) along with the address
selected from the stochastic codebook and the corresponding scaling gain
are sent to the decoder, which uses the same codebooks (in the absence of
channel errors) to determine the excitation signal at the input of the LPC
synthesis filter to produce the synthesized speech.

The excitation codebook contains L codewords (stochastic vectors) of
length N samples (typically L = 1024 and N = 40 corresponding to a 5ms
excitation frame). The excitation signal of a speech frame of length N is
chosen by the exhaustive search of the codebook after scaling the Gaussian
vectors by a gain factor 3.
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The filter W (z) is the weighted synthesis filter given by

1 1
(z/7) 1= h_jaykz""

W) = 5 (3.163)

Having determined the adaptive codebook parameters (pitch delay and
gain) as was described in Section 3.2.2.1, the weighted synthesized speech
can be written as

Sw(n) = Bex(n) * h(n) + Gy (n) + So(n), (3.164)

where the convolution is memoryless, ci(n) is the excitation codeword at
index k, 3 is a scaling factor, h(n) is the impulse response of the weighted
synthesis filter W (z), 3p(n) is the zero input response of the weighted syn-
thesis filter, G is the adaptive codebook gain and y,(n) = c,(n) * h(n)
is the zero-state response of the weighted synthesis filter to the codeword
cl,(n) selected from the adaptive codebook.

The weighted error between the original and synthesized speech is given
by

ew(n) = su(n)—3u(n)
= z(n) — Ber(n) * h(n), (3.165)
where
z(n) = sw(n) — Gya(n) — 30(n). (3.166)

The signal z(n) is computed by updating 2'(n) of Equation (3.65), that is
z(n) = z'(n) — Gya(n), (3.167)

as z'(n) has already been determined while searching the adaptive code-
book.
The mean squared weighted error is given by

N-1 N-—-1
E= e = _[z(n) - Bex(n) » h(n)]. (3.168)
n=0 n=0

Setting OF /83 = 0, we get

SN z(n)[ex(n) * h(n)]

8= , 3.169
Yoo lex(n) * A(n)]? (3169
and substituting 3 in Equation (3.168) gives
= S 2(n)en(n) » hn)]]
E= 2(n) - [ n=0 , 3.170
) N P (3170
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Equations (3.169) and (3.170) can be written in matrix form as

T
B= %PI—I;I%; (3.171)
and
E = |x— BHc|?
T 2
= xTx -~ %i};%«);—k (3.172)
where x and ¢, are N-dimensional vectors given by
xT=(z o1 ... zyvo1) (3.173)
cT=( o €1 ... CN_1 ) (3.174)

and H is a lower triangular convolution matrix of the impulse response
h(n) given by

ho 0 0 ... 0
h ho 0 ... 0
H= ho hy ho ... 0 | (3.175)
hnv—y hy_2 hn_3z ... ho
Let
& =HTH (3.176)

then & is a symmetric matrix containing the correlations of the impulse
response h(n) given by

N-1
$G,5)= Y. hn-ih(n-7j), i,j=0,...,N—1. (3.177)
n=max(i,j)
and let
T = xTH (3.178)
be a vector with elements
N-1
P(i) = z(i) xh(~i) = Y _ z(n)h(n — ), i=0,...,N—1. (3.179)
n=t

The mean squared weighted error can now be minimized by maximizing
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the second term of Equation (3.172), which is given by

(€)?  (x"Her)® _ (97er)’

& cIHTHc, N c{‘bck

Te = (3.180)

where C; i1s the cross-correlation between x and the filtered codeword Hey
and it is given by

N-1 N-1
Ch=3 a(m)le(m) xh(m)] = Y (mex(n)  (3.181)
n=0 n=0

and & is the energy of the filtered codeword ¢ and it is given by

N

E = 3 lex(n)  hn)?

3
[e)

zZ

N—-2 N-1
= e +2Y. S ali)er()d(i,5).  (3.182)

i i=0 j=i+1

Il
©

(1) and ¢(i,7) are computed outside the optimization loop, and the term
Tx in Equation (3.180) is evaluated for £ = 0 to L — 1, where L is the
codebook size. The codeword with index k£ which maximizes this term is
chosen, and the scalar gain 3 is then computed from Equation (3.171). In
this approach the codeword ¢x(n) and the gain 8 are not jointly optimized
since the gain has to be quantized, and the term in Equation (3.180) has
been derived using the value of the unquantized gain. The gain and the
excitation vector can be jointly optimized as follows: for the codeword
with index k the cross-correlation C; and the energy &£ are computed from
Equations (3.181) and (3.182), respectively. The gain is computed as in
Equation (3.171) by

_ G
=g

The gain is then quantized to obtain the value Bk, and this quantized value
is substituted in Equation (3.168) to obtain the minimum error

Br (3.183)

N-1
E = ) [z(n) - Brer(n) x h(n)]?
n=0
= xTx-— 2[3kxTHc1c + B,r‘:cfHTHck
= xTx —28:Cx + Bi&x (3.184)

Thus the term to be maximized is now given by

Te = Be(2Ck — Be&s). (3.185)
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This term is computed for every codeword and the one which maximizes
the term is chosen along with the quantized gain. This joint optimization
approach does not introduce any considerable complexity as the correlation
C and the energy & are computed once for every codeword similar to the
case when Equation (3.180) is used. The extra computational load is that
the the gain has to be quantized for every possible codeword.

The number of instructions needed to evaluate the expression in Equa-
tion (3.185) is approximately N2 (when Equations (3.181) and (3.182) are
used to compute C and £). For a codebook with 1024 entries and an exci-
tation frame of length 40 samples, around 40000 multiplications per speech
sample are needed to search the codebook. When the convolution is com-
puted by recursive filtering, the codewords ¢ (n) are filtered through the
zero-state filter 1/A(z/v), where the convolution needs Np instructions, the
energy computation in &, requires IV, and the cross-correlation evaluation
in Cy also [V instructions, yielding a total of N(p+2) operations. For a 1024
size codebook and a predictor of order 10, around 12000 multiplications per
speech sample are required to search the codebook.

It can be seen from the previous discussion that the exhaustive search of
the excitation codebook is a computationally demanding procedure, which
is difficult to implement in real time. We will now look at some methods
which simplify the codebook search procedure without affecting the quality
of the output speech.

3.4.2 Simplification of the CELP Search Procedure
Using the Autocorrelation Approach

Different approaches have been introduced to simplify the codebook search
procedure. The frequency domain can be used [101] so that the convo-
lution cx(n) * h(n) which appears in Equation (3.170) is reduced to the
multiplication C(¢)H (i), where C(i) is a Gaussian vector and H (Z) is the
DFT of the impulse response k(n). The number of operations is reduced
this way, but we need to compute the DFTs of 2(n) and z(n). Another
method similar to the frequency domain approach is also proposed in [101].
In this method, the singular value decomposition (SVD) is used to reduce
the matrix H which appears in Equation (3.172) to a diagonal form by
expressing it as H = UDV7T, where D is diagonal, while U and V are
orthogonal matrices. The properties of orthogonal matrices can be used
to reduce the mean squared weighted error in Equation (3.172) to a form
where only 4N multiplications are needed to evaluate the term to be max-
imized. This reduces the multiplications needed to search a 1024 entries
codebook to 4000 multiplications/sample. However, this approach requires
the extra burden of computing the SVD of the matrix H for every new set
of filter parameters, which is proportional to N? operations, and for the
typical value N = 40, more than 1600 operations per speech sample are
introduced, which cannot be neglected.
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A common approach to simplify the search procedure is to use the
autocorrelation method [101]. In this approach, the matrix of covariances
& = H"H is reduced to a Toeplitz form by modifying the summation limits
in Equation (3.177) so that

N-1

86, 5) = (li —jl) = Y h(n)h(n - i - j). (3.186)

n={i—j|

The autocorrelation approach results from modifying the N x N convolution
matrix of Equation (3.175) into a (2N — 1) x N matrix of the form

ho 0 0 ... 0 \
hy ho 0 ... 0
h2 hl h(] 0
H= hn_1 hn—2 hn-3 ... hg . (3.187)
0 hn-1 hn—a ... hg
0 0 hn—1 ... hg
0 0 0 oo hn_1 )

The convolution Hcy using this matrix results in a 2N — 1 length vector,
obtained when convolving two segments each of length N. Notice that in
the covariance approach only the first N samples of the obtained convo-
lution are considered and any samples beyond the subframe limit are not
taken into considération. Remembering that the impulse response h(n) is a
sharply decaying function (see Figure 3.26), it can be truncated at a value
R —1 < N (say R = 25) without introducing any perceptually noticeable
error. In this case the dimensions of the matrix in Equation (3.187) become
(2R —1) x N and the matrix of autocorrelations ® becomes a band matrix
(when R — 1 < N) with ¢(i) = 0 for ¢ > R. Henceforth, we will assume
that the impulse response h(n) is truncated at R — 1.

Using the autocorrelation approach the energy of the filtered codeword
ck(n) in Equation (3.182) can be written as

N-1 N-2 N-1

& =Y G0 +2> 3 ali)er(i)eli — ). (3.188)

i=0 i=0 j=i+1
Defining 4 (i) to be the autocorrelation of the codeword ci(i) given by

N-1

(i) = ) cx(n)er(n — i), (3.189)

n=i
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Figure 3.35: Searching for the optimum CELP innovation sequence using the
autocorrelation approach.

Equation (3.188) can be written as

R—1

Ex = ur(0)6(0) +2 ) i (8)$(0).- (3.190)

=1

Evaluating the energy now requires R instructions, and the term 7 in
Equation (3.185) requires N + R + 3 instructions. Figure 3.35 shows the
optimum innovation sequence search procedure using the autocorrelation
approach. For N = 40 and R = 25 less than 2000 multiplications per
synthesized speech sample are needed when a 1024 sized codebook is used.
The autocorrelations of the codewords ux(i) are precomputed and stored
in another codebook. The autocorrelation approach has the disadvantage
of needing a second codebook at the encoder to store the autocorrelations
of the excitation codebook.

3.4.2.1 Using Structured Codebooks

The autocorrelation approach discussed in the previous section simplifies
the representation of the mean squared weighted error in order to reduce the
excessive computational load needed to search for the optimum innovation
sequence. In this section, we look at methods to simplify the CELP system
by utilizing structured codebooks where the codebook structure enables
fast search procedures. We will discuss sparse, ternary, overlapping, and
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algebraic codebooks.

3.4.2.2 Sparse Excitation Codebooks

In the sparse excitation code-book, most of the excitation pulses in an exci-
tation vector are set to zero. This is done by using centre-clipping, where a
zero-mean unit-variance Gaussian random process is used to populate the
codebook, and the random variables are set to zero whenever their absolute
value is below a specified threshold. The threshold value controls the code-
book sparsity. Threshold values of 1.2 and 1.65 result in 77% and 90% spar-
sity, respectively. Sparse excitation (or centre-clipping) was first proposed
by Atal in his pioneering work on Adaptive Predictive Coding (APC) [22],
where he found that it is sufficient to quantise the high-amplitude portions
of the prediction residual for achieving low perceptual distortion in the de-
coded speech. Using centre-clipping does not necessarily result in equal
number of nonzero pulses in every excitation vector. To obtain w number
of nonzero pulses per excitation vector, the largest w samples in the vector
are retained and the remaining samples are set to zero. The use of sparse
excitation vector codebooks was introduced by different authors indepen-
dently [88,90]. It was proposed by Davidson and Gersho [88] motivated
by the multi-pulse LPC. It was shown that in MPE-LPC, about 8 pulses
per pitch period are required to synthesize natural-sounding speech [73].
We have seen in Section 3.3.4.1 that it is sufficient to use 4 pulses in a
5ms excitation frame (40 samples). In fact, when the speech is voiced, a
few pulses are sufficient to represent the excitation signal, and setting most
of the samples in the residual signal to zero does not affect the perceived
speech quality. As the pulses in the excitation vector are not individually
optimized, it is preferred to use sparse excitation vectors in the case of
voiced speech segments. On the other hand, in the case of unvoiced speech
segments, using nonsparse stochastic excitation vectors is more sensible.
We found in our simulation that using 4 nonzero pulses in an excitation
vector of 40 samples gives similar results to the original CELP where the
whole excitation vector is populated from a Gaussian random process.

Using sparse excitation codebooks reduces the complexity of the CELP
system by a factor around 10 when 4 nonzero pulses are used in an ex-
citation vector of length 40. Since most of the excitation vector samples
are equal to zero, most of the autocorrelations of the excitation vectors
are also zero. The number of nonzero autocorrelations is not necessarily
equal to the number of nonzero pulses. Using the autocorrelation approach
with w nonzero pulses in the excitation vector, the cross-correlation term
in Equation (3.181) can be expressed as

Ce= 3 wmgn(), (3.191)

=0
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where w is the number of nonzero pulses, ¢(i) are the pulse amplitudes and
m; are the nonzero pulse positions. The energy term in Equation (3.182)
is now given by

Q-1
Ex = e (0)$(0) +2 3 pe(na)(ns), (3.192)

i=1

where @ is the number of nonzero autocorrelations for the excitation vector
at index k, and n; are the indices of the nonzero autocorrelations . As the
number of nonzero pulses w is much less than N, the computational effort
needed to evaluate the term in Equation (3.185) is significantly reduced.
Using sparse excitation vectors does not only simplify the search procedure
but it also reduces the storage requirements of the codebooks. The exci-
tation codebook will contain w pulses (usually 4) and their positions, and
the autocorrelation codebook will contain the nonzero autocorrelations and
their positions.

3.4.2.3 Ternary Codebooks

The sparse excitation vector codebook search can be further simplified by
using the ternary excitation approach [90,91]. A ternary excitation vector
is a sparse excitation vector in which the nonzero pulses are set to either
-1 or 1. Similar to sparse excitation codebooks, ternary codebooks can be
populated using a Gaussian random process with centre-clipping where the
random variables are set to zero if their values fall below a certain threshold,
otherwise the variable is set equal to its sign (-1 or 1). This populating
procedure, however, results in a different number of nonzero pulses in every
excitation vector. It is better to fix the number of nonzero pulses in every
excitation vector in order to simplify the storage and search procedure. In
this case the positions of the w pulses are chosen to be uniformly distributed
between 0 and N —1 and their amplitudes are randomly chosen to be either
-lorl.

The ternary approach is simpler than using sparse excitation vectors,
since g(7) in Equation (3.191) is either -1 or 1 which means that multipli-
cations in the numerator of the term are reduced to summations. Another
advantage is the reduction in codebook storage requirement, since for ev-
ery nonzero pulse, its position and sign can be stored in one byte with the
most significant bit in the byte reserved for the pulse sign [91]. If the ex-
citation vector contains 4 nonzero pulses, 4 bytes are needed to store each
codeword. Simulation results have shown that ternary codebooks perform
as well as Gaussian or sparse codebooks. A geometric representation
of the CELP excitation codebook was utilized in [91,102] to show that
sparse excitation vector codebooks and ternary codebooks are equivalent,
in terms of coding performance, to the initially proposed Gaussian ran-
dom codebook. We mentioned earlier that the CELP approach is based
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on representing the residual signal after short-term and long-term predic-
tion by a slowly-varying power spectrum Gaussian random process. Due
to the existence of the gain factor in the analysis-by-synthesis loop, all the
codewords in the excitation codebook can be assumed to have unit energy,
and the gain factor introduces the flexibility in changing the power spec-
trum of the excitation. Therefore, the excitation codebook of size L can be
represented by L points on the surface of a unit sphere in N-dimensional
space centred at the origin. In fact, the Gaussian process by which the
excitation signal is modelled can be considered as all the points on the sur-
face of the unit sphere. Now since the excitation codewords are chosen at
random from this Gaussian process, and due to the spherical symmetry of
the multi-dimensional Gaussian distribution, the L points representing the
codewords are uniformly distributed over the surface of the sphere. In the
case of sparse excitation or ternary excitation vectors, there are w nonzero
pulses whose positions are chosen at random. The total number of position
combinations is Y C,,. Provided that the codebook size L is much less than
the number of position combinations, the sparse excitation or ternary exci-
tation codebooks can still be considered as L points uniformly distributed
over the surface of the unit sphere. To explain this, let us take the ternary
case with the typical values N = 40, w = 4 and L = 1024. The number of
possible position combinations is 91390, and since we have 4 pulses with
amplitudes -1 or 1, the total number of the possible codewords from which
the codebook is chosen is 91390 x 16. Since these 1.5 million points are
distributed all over the surface of the unit sphere, and since the excitation
codebook is randomly chosen from this huge number of possibilities, the
resulting ternary codebook can be considered as 1024 points uniformly dis-
tributed over the surface of the unit sphere in the 40-dimensional space.
This illustrates the equivalence of the ternary codebook to the originally
proposed one where all the NV pulses in the codeword are Gaussian random
variables. Ternary codebooks can be properly structured to result
into fast codebook search algorithms. Spherical lattice codebooks were pro-
posed by Ireton and Xydeas [104] where large excitation codebooks can be
used without requiring the CELP complexity. Regular pulse ternary code-
books were also proposed [105.106] where the codebook can be efficiently
exhaustively searched using Gray codes [95]. Adoul et al. [97,102,103]
used algebraic codes for populating the ternary codebook where the spe-
cial structure of the codebook leads to fast search algorithms. A special
structure of algebraic codes will be discussed in the next subsection.

3.4.2.4 Algebraic codebooks

Algebraic codes can be used to populate the excitation codebooks. Efficient
codebook search algorithms can be obtained using the highly structured
algebraic codes. Initially, algebraic codebooks were obtained using binary
error-correction codes [102]. We describe here an algebraic code whereby
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Amp. Potential positions
1 0, 8,16, 24, 32, 40, 48, 56
-1 2, 10, 18, 26, 34, 42, 50, 58
1 4, 12, 20, 28, 36, 44, 52, (60)
-1 6, 14, 22, 30, 38, 46, 54, (62)

Table 3.3: Amplitudes and possible positions of the excitation pulses in the
12 bit algebraic code.

the excitation vectors are derived using interlaced permutation codes (IPC).

In the interlaced permutation codes, an excitation vector contains a
few number of nonzero pulses with predefined interlaced sets of positions.
The pulses have their amplitudes fixed to 1 or -1, and each pulse has a
set of possible positions distinct from the positions of the other pulses.
The sets of positions are interlaced. The excitation code is identified by
the positions of its nonzero pulses. Thus, searching the codebook is in
essence searching the optimum positions of the nonzero pulses. To further
explain the codebook structure, we describe a 12 bit codebook used to
encode 60 samples excitation vectors (utilized in 4.8kb/s speech coding).
The excitation vector contains 4 nonzero pulses having amplitudes of 1,
—1, 1, and -1, respectively. Each pulse can take one of 8 possible positions,
and each position is encoded with 3 bits resulting in a 12 bit codebook. If
the sets of positions are denoted by mz(]), j=0,...,3andi=0,...,7 then

ji=0,...,3,

D) o+ ar
m =2]+8i, i=0,...,17.

(3.193)
The pulse amplitudes and sets of positions are given in Table 3.3.

This codebook structure has several advantages. Firstly, it does not
require any storage. Secondly, it has inherent robustness against chan-
nel errors as the pulse positions are transmitted and one channel error
will alter only the position of one pulse. The most important advantage,
however, is that the codebook can be very efficiently searched. Denoting

the pulse positions by m;, ¢ = 0,...,3, then the cross-correlation term of
Equation (3.181) is given by
C =9(mo) — Y(m1) + Y(m2) — Y(ms), (3.194)

and the energy term of Equation (3.182) is given by

& = ¢(mo,mo)
+¢(my,m1) — 2¢(m1, me)
+¢(ma, ma) + 2¢(m2, mp) — 2¢(m2, m1)
+¢(m3,m3) — 2¢(m3, mo) + 2¢(m3,my) — 2¢(m3, m)
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By changing only one pulse position at a time, the correlation and en-
ergy terms can be very easily updated. The search is accomplished in 4
nested loops where in the inner-most loop, the correlation is updated with
one addition and the energy with 4 additions and one multiplication. De-
spite the efficiency of the search procedure, the exhaustive search becomes
rapidly complicated as the codebook size exceeds 2'2. For searching huge
excitation codebooks, a focused search strategy has been developed [111].
In this approach, a very small subset of the codebook is searched while
guaranteeing a performance very close to that of full search.

3.4.2.5 Overlapping Codebooks

Another efficient codebook structure is represented by overlapped excita-
tion codebooks [90]. This overlapping concept can be combined with sparse
or ternary excitation concepts yielding very efficient codebook search al-
gorithms and minimal storage requirements. In an overlapping shift by k
codebook, each codeword is obtained by shifting the previous codeword by
k samples and adding k new samples. Therefore two adjacent codewords
share all but & samples. The first advantage of overlapping codebooks
is reducing the codebook storage requirement. For a codebook of size L
with N dimension vectors, N + k(L — 1) samples need to be stored. Us-
ing stochastically derived ternary excitation most of these samples (about
80%) are zero and the rest are -1 or 1. A shift by 2 was found very effi-
cient and it gave identical results to those obtained using non-overlapping
codebooks [92]. Besides reducing the codebook storage, the other advan-
tage of overlapping codebooks is reducing the computational load needed
to exhaustively search the codebook.

Counsider the stochastic sequence ¢(n), n =0,...,k(L-1)+ N —1. For
a shift by & codebook the codewords are given by

. n=0,...,N -1,
cj(n) = q(kj +n), j=0,... L—1, (3.195)

where N is the excitation vector length and L is the codebook size. The
first observation is the reduction in the codebook storage. For a shift by 2
codebook (k = 2), 2L + N — 2 samples are needed to be stored instead of
NL samples. The main advantage is the reduction in the search complexity,
when evaluating Equation (3.170). The convolution

pi(n) = c;(n) + h(n)

requires N(N + 1)/2 instructions and it has to be determined for every
codeword. For a shift by & codebook

pi(m) = 3 _ci(h(n—1) = Y_aq(kj +i)h(n — 1),

i=0 i=0
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k-1 n
= Y akj +h(n—i) + 3 q(kj +h(n ~ i) (3.196)
o -
= ZQ(kj +i)h(n —1) + Z g(k(7 + 1) + m)h(n - k — m).
i=0 m=0

From Equation (3.196)

k—1
pi(n) = _ q(kj +i)h(n — i) + pjr1(n — k). (3.197)

=0

For a shift by 1 codebook, as for the adaptive codebook, the following
relation is obtained:

ri(0) 9(7)h(0)
pj(n) q(])h(n) + pj+1(n - 1)’ n=1,..., N-1 (3198)

i

The convolution of the last codeword is first determined by

pr(n) =) gL = 1+ih(n ~ i), (3.199)

i=0

and then the relation in (3.198) is used to update the convolution from
Jj = L — 2 down to 0. Updating the convolution p;(n) requires N instruc-
tions. The impulse response, h(n), of the weighted synthesis filter can be
truncated at R — 1 where R is usually 25 without any loss in accuracy [92]
(see Figure 3.26). In this case R instructions are needed to update p;(n).
In the case of shift by 2 codebooks Equation (3.197) is reduced to

pi(0) = 4q(25)h(0)
pi(1) = q(25)h(1) + q(2j + 1)h(0)
pi(n) = q2ih(n)+¢(2j+Dh(n-1)+p;s1(n—2), n=2...N—1.

(3.200)

The value of py_;(n) is initially computed as in Equation (3.199) then the
relation in (3.200) is used to update p;(n) from j = L — 2 down to 0. If
h(n) is truncated at R — 1, then 2R — 1 instructions are needed to update
p;i(n).

In the case of the adaptive LTP codebook, the registration buffer ¢(n)
contains the excitation history at the input of the weighted synthesis filter
1/A(z/7), that is u(n) from n = —L, to -1 where L, is the buffer length
and its contents are updated in every new subframe by shifting the buffer
contents to the left by N positions and introducing new N values. The
term 7 to be maximized in this case requires about 2N + R instructions
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(R for the convolution p;, N for the energy £;, and N for the correlation
Cj).

In the case of the stochastic codebook, sparse or ternary sequences are
usually used, and the ternary approach is preferred as it reduces the storage
and complexity. In the ternary case the sequence g(n) contains values -1,
1, or 0. The number of zeros (the sparsity) is usually 80-90%. The ternary
sequence is derived by centre-clipping a unit variance Gaussian sequence at
a certain threshold (which determines the sparsity). In the DoD coder [66]
a threshold of 1.2 is used which results in 77% sparsity. A shift by 2
sparse stochastic codebook has been found equivalent in performance to a
non-overlapping codebook. Using sparse codebooks reduces the complexity
dramatically. For a shift by 2 codebook, when either ¢;(0) or ¢;(1) is zero
(that is ¢(27) and ¢(2j + 1)) the number of instructions in the relation
of (3.200) is reduced to R. Further, if both ¢;(0) and ¢;(1) are zero, no
more instructions are needed to update p;(n).

The autocorrelation approach can also be used to update the energy
term [92] which is given by

N-1

£; = 1;(0)6(0) +2 ) ui(n)e(n), (3.201)

n=1

where p;(n) is the autocorrelation of the codeword c;(n) and for a shift
by k codebook it is given by

N-1 N-1
ui(n) = 3 cj(i)e;(i—n) =3 alkj +i)g(kj +i—m).  (3.202)

It can be easily shown that the correlations g;(n) are updated by

N+k—1 n+k—1
pirr(n) = pi(n)+ Y qkj+i)g(kj+i—-n)— Y q(kj+i)g(kj+i—n).
i=N i=n

(3.203)
Based on Equation (3.203) it can be easily shown that for a shift by 1
codebook the filtered codeword energy, using the autocorrelation approach,
is updated by

N-1
Eim =& — a(d) [¢(0)+2}:q(j+n)¢(n)]
n=1

N-1

+ g¢(G+N) [¢(0) +2) qG+N- n)¢(n)] (3.204)

n=1

When ¢(n) is truncated at R — 1, where R is typically 25, 2R + 2 instruc-
tions are needed to update the energy. Similarly, in the case of shift by 2
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codebooks the energy is updated by

N-1
Eiv1 = &; a(29) [(b(()) +2 Z q(2j + n)(b(n):l

n=1

N-1
q(2j +1) [qa(()) +2) q(2i+1+ n)gb(n)]

n=1

N-1
+ a2j+N) [¢(0) +23 q2j+ N - n)¢(n)]
" N-1
+ qZi+N+1) [qﬁ(O) +23 g2+ N+1- n)gﬁ(n)] .
n=1

(3.205)

In this case 4R + 4 instructions are required to update the energy. Using
the convolution approach 2R + N — 1 operations are required. For 4.8kb/s
coding where N = 60 both approaches are similar in computational sense.
For smaller frame sizes the convolution approach is preferred. Another
great advantage of the convolution approach is its efficiency with sparse
codebooks. In the convolution approach, when both ¢(25) and ¢(25 + 1)
are zero, no operations are needed to update the convolution, and the
energy is updated by

Eir1 = & ~ [pjar (N = 2 = o1 (N - D (3.206)

which requires 2 instructions. In the case of the autocorrelation approach
a(25), q(25 + 1), ¢(25 + N) and ¢(2j + N + 1) have to be zero in order to
update the energy without requiring any instructions, and this is less likely
to happen. Thus for shift by 2 stochastic sparse codebooks the convolution
approach is more attractive than the autocorrelation approach.

3.4.2.6 Self-Excitation

Another approach to define the excitation signal is the self-excitation con-
cept. The self-excited LPC [99] can be seen as another variant of CELP
in which the codebook is changing. The self-excitation structure offers
some simplicity since the excitation can be viewed as a shift by 1 over-
lapping adaptive codebook (similar to the pitch codebook), but it has a
serious disadvantage of propagating channel errors. In self-excitation sys-
tems, the excitation sequence is determined by searching through a buffer
which contains the previous history of the excitation (or the past decoded
speech [100]). Both the encoder and decoder use the same excitation buffer,
and the buffers at the encoder and decoder are initially filled with the same
Gaussian random sequence. The excitation sequence in the present frame
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| Parameter [ Number of Bits ]
LSF’s 36 (3,3,4,4,4,4,4,4,3,3)
LTP delays 24 (7,5,7,5)
LTP gains 16 (4 x 4)

book indices 36 (4 x9)
excitation gains | 20 (4 x 5)
Total 132 bits per 30 ms

Table 3.4: Bit allocation for 4.4 kb/s CELP coding.

is determined by searching through the excitation buffer for the sequence
which minimizes the weighted error between the original and synthesized
speech. The excitation is determined by a delay and a corresponding gain
factor, and the excitation buffer is updated in every new frame using the
excitation determined in the previous frame. The excitation buffers at both
the encoder and decoder should have the same content in order to generate
identical synthesized speech. This is true in the absence of channel errors.
However, in practical applications, the encoded speech parameters could
be perturbed due to the noise in the transmission channel, and a single bit
error occurring to one of the excitation parameters will cause a mismatch
between the excitation buffers at the encoder and decoder, and this will
persist for the forthcoming frames.

The same algorithms used in overlapping codebooks and described in
the previous section can be deployed in the self-excited (SE) coder as the ex-
citation can be represented by an overlapping shift by 1 adaptive codebook.
However, overlapping fixed stochastic codebooks give similar performance
with much less complexity (due to their sparsity), and they are more robust
against channel errors than the self-excited approach.

3.4.3 CELP Performance

The CELP coder has been evaluated at the bit rates from 4.8 to 8kb/s. The
resulting speech quality ranged from communications quality at 4.8 kb/s to
near-toll quality at 8 kb/s. The bit allocations at 4.4 and 8kb/s are shown
in Tables 3.4 and 3.5, respectively. In 4.4kb/s coding the speech frame is
30ms long divided into 4 subframes of 7.5 ms (60 samples) while in 8kb/s
coding a 16 ms speech frame is used and is divided in 4 subframes of 4 ms.
The histogram of the magnitude of the excitation gain and its logarithm
are shown in Figure 3.36 (a) and (b), respectively.

The sign of the gain is quantized with one bit and the magnitude can
be efficiently quantized with 4 bits using either logarithmic or non-uniform
quantization.

Figures 3.37 and 3.38 show a speech segment, the CELP excitation, the
synthesis filter excitation, and the reconstructed speech in cases of gaussian
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| Parameter | Number of Bits |
LSF’s 36 (3,3,4,4,4,4,4,43,3)
LTP delays 24 (7,5,7,5)
LTP gains 12 (4 x 3)

book indices 36 (4x9)
excitation gains | 20 (4 x 5)
Total 128 bits per 16 ms

Table 3.5: Bit allocation for 8 kb/s CELP coding.

|| Codebook Population | SEGSNR (dB) ||

Gaussian 14.03
Sparse 14.06
Ternary 13.81
Overlapping sparse 14.09

Table 3.6: SEGSNR for different CELP approaches at 7.8 kb/s coding.

codebook and ternary codebook, respectively. A 5ms excitation frame and
a 512 sized codebook are used (6.6kb/s coding). The variation of speech
power and SEGSNR vs. time for the sentence “to reach the end he needs
much courage” uttered by a female speaker is seen in Figure 3.39.

The different CELP approaches described earlier were compared and
they all showed similar performances. Table 3.6 shows the SEGSNR for
the different approaches with 4 ms excitation vectors (32 samples) and 512
sized codebooks (at a bit rate of 7.8kb/s). The equivalence of the different
approaches for populating the excitation codebook becomes clear from the
dB figures quoted. To our satisfaction, informal subjective listening tests
did not show any perceivable difference among them either.

Figure 3.40 shows the SEGSNR against the number of codebook address
bits using a ternary excitation codebook with 5ms excitation vectors. We
found that at least a 9-bit codebook is needed to maintain high speech
quality. Larger than 10-bit codebooks become impractical due to the ex-
ponential increase in the coder complexity.

3.5 Binary Pulse Excitation

We discussed in the previous section code-excited linear prediction coding
and described several methods which reduce the coder complexity. These
computationally efficient methods have reduced the excessive complexity of
the original algorithm but the exhaustive search of the excitation codebook
has still to be performed. In this section, a novel approach for representing
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the excitation signal called transformed binary pulse excitation (TBPE)
is described. In this approach the excitation signal consists of regularly
spaced stochastically derived pulses, where very efficient algorithms for
determining the excitation sequence can be obtained. We will describe the
excitation definition and derive efficient algorithms for exhaustive and non-
exhaustive search of the excitation sequence. A performance comparison
between the TBPE and CELP will be given.

3.5.1 Transformed Binary Pulse Excitation

The block diagram of the TBPE coder is shown in Figure 3.41. The coder
has common features with both the RPE and CELP. The excitation signal
consists of a number of pseudo-stochastic pulses with predefined pulse po-
sitions. In an excitation frame of length N, we suppose that there are M
nonzero pulses separated by D — 1 zeros, where M = N DIV D, and DIV
denotes integer division. The excitation vector is given by

M-1
v(n) =B Y gib(n —mj), n=0,...,N~1, (3.207)

i=0

where d(n) is the Kronecker delta, g; are the pulse amplitudes, m; are the
pulse positions, and 3 is a scalar gain similar to that which appears in the
CELP. As in the RPE approach [8], there are D sets of pulse positions
given by

i=0,...,M -1,

k) _ . i
m;" =k+iD, k=0,..D-1

(3.208)
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where D is the pulse spacing, and k is the position of the first pulse. In
RPE coders, the optimum pulse amplitudes and first pulse position are
determined by minimizing the mean-squared weighted error between the
original and synthesized speech, and this requires solving a set of M x
M equations D times. Further, the pulse amplitudes in RPE are each
quantized with 3 bits after scaling by the maximum pulse, or the rms value
of the pulses, which is quantized with 5 or 6 bits. The large number of bits
needed to quantise the pulse amplitudes in RPE makes it difficult to achieve
high quality speech below 9.6kb/s. In our TBPE approach, the pulses are
pseudo-stochastic random variables, similar to the CELP concept, and they
are quantized only with one bit per pulse, in addition to the scaling gain
B.

Instead of obtaining the pulse amplitudes g;, i = 0,...,M — 1, from a
large stochastic codebook as in the CELP approach, the pulses are deter-
mined by the transformation of a binary vector. That is

g = Ab, (3.209)

where b is an M x 1 binary vector with elements -1 or 1, Aisan M x M
transformation matrix, and g is the excitation vector containing the pulse
amplitudes. The vector b could be one of 2™ possible binary patterns,
which means 2M different excitation vectors can be obtained using the
transformation in Equation (3.209). Thus, this transformation is equivalent
to a 2™ sized codebook with the need to only store an M x M matrix.
The equivalent of smaller codebook sizes can be obtained by setting some
of the binary pulses to fixed values, or by omitting some of the columns
of the matrix A. If the hypothetical codebook size is to be reduced by
a factor m, either m pulses in the binary vector are made fixed (say -
1), or m columns are omitted from the matrix A resulting in an M x @
transformation matrix and @ x 1 binary vector, where @ = M — m. On
the other hand, the equivalent of larger codebooks is obtained by utilizing
several transformation matrices. Using m different transformation matrices
is equivalent to a book of size 2+™. When the transformation matrix is
of dimension NV x M the resulting excitation vector is of dimension N x 1.
The excitation in this case is not sparse, and this transformation becomes
equivalent to the VSELP approach [95,96]. The M columns of the N x M
transformation matrix are equivalent to the M basis vectors of the VSELP.
If the columns of the N x M matrix are given by ¢;, 1 =0,...,M —1, then
the excitation vector v can be expressed as

M-1
V=Y b, (3.210)

=0

where b; are the elements of the binary vector with values -1 or 1. The
equivalence of an N x M transformation to the VSELP approach becomes
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plausible in Equation (3.210). However, using an M x M transformation
reduces the complexity (as the excitation vectors become sparse with reg-
ularly spaced pulses) without affecting the speech quality. For the
special case where the transformation matrix is equal to the identity ma-
trix X, the excitation pulses are binary with values -1 or 1. This regular
pulse binary codebook has been suggested by many authors (105,106, 108].
In fact, binary codebooks were first proposed by Le Guyader et al. [109]
where the excitation is non-sparse and the pulses are -1 or 1. Sparse code-
books yield better performance, and setting most of the binary pulses to
zero results in ternary excitation vectors [90,91]. Regular pulse binary vec-
tors are ternary vectors where the nonzero pulse positions are predefined
to be equally spaced. This eliminates the codebook storage and yields very
efficient search algorithms as we will see later in this chapter.

The regular binary pulse excitation vectors can be viewed as 2™ points
regularly distributed over the surface of a sphere in N-dimensional space.
When the transformation matrix A is orthogonal (i.e. AT A = T), the trans-
formation results in a vector containing Gaussian random variables. Gener-
ating binary pulses at random and examining the distribution of the pulses
g; resulting from the orthogonal transformation reveals that the variables
g; follow a Gaussian distribution with zero mean and unit variance. Ap-
plying an orthogonal transformation to the binary vectors rotates the vec-
tors without changing their distribution in the N-dimensional space. Both
identity and orthogonal transformations exhibited similar objective per-
formances; however, using an orthogonal transformation resulted in slight
improvement in the subjective speech quality.

A further speech quality improvement was achieved when the transfor-
mation matrix was derived from a training set of RPE vectors as the RPE
approach gives the optimum amplitudes of the excitation pulses. Any other
iterative algorithm which minimizes the expectation of the perceptually
weighted error between the original and synthesized speech can be used to
derive the transformation matrix. For example, the iterative method used
to optimize the VSELP basis vectors [95] can be used here. In fact, the ad-
vantage of incorporating the transformation is that it introduces a general
framework for defining the excitation characteristics, where the transfor-
mation matrix can be chosen in a way to obtain some desired codebook
properties. Laflamme et al. {110] have recently proposed an elegant ap-
proach for defining the transformation, or the shaping matrix where the
matrix is a function of the LPC filter A(z), resulting in a codebook which
is dynamically frequency-shaped. In the their implementation [111]}, the
transformation is a lower triangular matrix containing the impulse response
of the filter Alz/m)

_ -1 Z/n
Fz)=(1-pz )——A(z/'yz)' (3.211)
This filter has a similar role to that of postfiltering (see Section 3.6) with
the advantage of being implemented inside the analysis-by-synthesis loop.
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3.5.2 Excitation Determination

The weighted error between the original and synthesized speech is given by
ew(n) = 3y(n) — §y(n), (3.212)

where s,,(n) is the weighted input speech and §,(n) is the weighted syn-
thesized speech. The weighted synthesized speech can be written as

Sw(n) = i v(i)h(n — 1) + Geq(n) * h(n) + 5o(n), (3.213)

1=0

where h(n) is the impulse response of the weighted synthesis filter 1/A4(z/7),
G is the adaptive codebook gain (or the LTP gain), ¢,(n) is the codeword
chosen from the adaptive codebook (or « is the LTP delay), and &p(n) is
the zero-input response of the weighted synthesis filter.

From Equations (3.212) and (3.213), the weighted error can be written

as
ew(n) = z(n) = Y v(i)h(n — i), (3.214)
i=0
where
z(n) = sy(n) — Gea(n) * h(n) — 3o(n). (3.215)

Now, substituting the excitation signal v(n) from Equation (3.207) into
Equation (3.214) gives

n M-1
ew(n) = z(n) - Zﬂ > gkd(i — my)h(n ~9),
z-}(‘)/[—lk—O
= z(n)—ﬂngh(n—mk), n‘_"Oa"':N—lv
k=0

(3.216)

where h(n—my) = 0 for n < my. The excitation parameters are determined
by minimizing the mean square of the weighted error e,,(n) which is given
by

2

N-1 M-1
E=) |z(n)=8)_ gihln —my)| . (3.217)
n=0 =0
Setting 0F /3 to zero leads to
ﬂ Zz——o gzd’(mz) (3-218)

zz_o Z i=0 9191¢(m“m1)

where 9 is the correlation between z(n) and the impulse response h(n),
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given by
N-1

P(i) =Y e(n)h(n - i), (3.219)

n=t

and ¢ is the autocorrelation of the impulse response h(n) given by

N-1

¢(i,5) = D, h(n—ihn-j). (3.220)

n=max(i,5)

By substituting Equation (3.218) into Equation (3.217), the minimum mean
squared weighted error between the original and synthesized speech can be
written as

N-1 M-1
E = ) &m)-F) gp(m),
n=0 =0
2
=, [Zgo ' giw(mi)]
= Y 2’(n) - e : . (3.221)
n=0 Yico Zj:o 9i9; ¢(mi, m;)
Equation (3.221) can be written in matrix form as
T ,\2 T b)2
E=x"x- L8 _ o, (¥ AD) (3.222)

gT®g X bTAT®AD’

where x is an V x 1 vector, ¥ and b are M x 1 vectors, and ® is an
M x M symmetric matrix with elements ¢(m;, m;),¢,7 =0,..., M —1. The
autocorrelation approach can be used to express ¢(m;, m;) = ¢(|m; —m;|).
In this case, the matrix ® is reduced to a Toeplitz symmetric matrix with
diagonal ¢(0) and off-diagonals ¢(D), ¢(2D), ..., d(|JM —1]D), respectively
(see Equation (3.137)). Defining

z=ATw, (3.223)
and
©=AT®A, (3.224)
Equation (3.222) becomes
Tb 2
E = xTx- 5:7, (-))b' (3.225)

The excitation gain and binary code can be jointly optimized similar to
the CELP case, and the mean squared weighted error becomes (see Equa-
tion (3.184))

E = xTx — B(2C - B¢), (3.226)



288 CHAPTER 3. SPEECH CODING

where 3 is the quantized value of the gain 8 = C /&, C is the cross-correlation
between z(n) and the filtered excitation (see Equation (3.181)) given by

C=1z"b, (3.227)

and & is the energy of the filtered excitation (see Equation (3.182)) given
by
& =bTeb. (3.228)

The optimuim excitation vector is the one which maximizes the second term
in Equation (3.226) given by

T = B(2C — BE). (3.229)

3.5.2.1 Efficient Exhaustive Search: The Gray Code Approach

To determine the optimum innovation sequence, one could exhaustively
search through all possible binary patterns and select the pattern which
maximizes the term in Equation (3.229). This can be easily done using a
Gray code counter [95,107], where the Hamming distance between adjacent
binary patterns is 1. As for every new pattern only one pulse is changed, C
and £ can be simply updated taking into account the pulse which has been
toggled. Using a Gray code counter, the cross-correlation C is updated by

C = Cr—r + 2200, (3.230)

where k is the index of the Gray code and j is the index of the pulse which
has been toggled. The energy of the filtered excitation £ can be similarly
updated by

M-1
& = G + 00 ST 6063, ). (3.231)
iz
To get rid of the multiplications by 2 and 4 in Equations (3.230) and (3.231)
we define [95]
C'=C/2 and & =£/4.

The term in (3.229) now becomes
T = 48(C' - B€"). (3.232)
Equations (3.230) and (3.231) are reduced to

Clk = Clhr + 200, (3.233)
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and

M-1
£ =Ewa + 0 ST 6, j). (3.234)

i
Equations (3.233) and (3.234) offer a very efficient method to exhaustively
search for the best binary excitation pattern. For every new pattern, M +1
operations are needed to update both C' and £’. This is much more efficient
than the overlapping codebook approach described in Chapter 4. The Gray
code approach is also used in the VSELP coder {95] which has been selected
for the future American digital mobile radio system. The VSELP differs
from the TBPE in defining the transformation matrix where an N x M
dimension matrix is used (M basis vectors of length N), which results in
nonsparse excitation vectors.

3.5.2.2 Non-exhaustive Search

Although the exhaustive search based Gray code approach is very efficient,
the regular structure of the excitation pulses results into a much simpler
excitation determination procedure in which the exhaustive search is ruled
out [105,107].

A closer look at the autocorrelation matrix @ in Equation (3.137) sug-
gests that it is strongly diagonal, because the magnitude of ¢(nD) (D is
usually 4) is much less than ¢(0) (see Figure 3.26). As AT A is equal to
the identity matrix I (when A is orthogonal), ® of Equation (3.224) is also
strongly diagonal. Therefore, as bTb is constant (= M), the denominator
in Equation (3.225) (the energy of the filtered excitation &) can be approx-
imated by a constant equal to M ¢(0). Figure 3.42 shows an example of the
variation of the magnitude of both the numerator C? and the denominator
& with varying the binary pattern (M = 10). It is clear that the change in
the term to be maximized C2/€ is dominated by the value of the numera-
tor. Thus, minimization of the error in Equation (3.225) can be performed
by maximizing the numerator, i.e. maximizing the absolute value of the
cross-correlation C = z”b, and this can be simply done by choosing the
pulses to be equal to the signs of z, i.e.

b; = sign{z}, 1=0,...,M - 1. (3.235)

Equation (3.235) offers an extremely simple excitation determination pro-
cedure in which no exhaustive search is needed.

Figure 3.43 shows the histogram of the Hamming distance between the
binary vector by determined using the simple relation of Equation (3.235)
and the optimum binary vector b,,; determined by the exhaustive search
through all the possible binary vectors for the one which minimizes the
mean squared weighted error. The exhaustive search is performed with
the joint optimization of the binary vector and excitation gain. We notice
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[ Parameter | Number of Bits j
LSFs 36 (3,3,4,4,4,4,4,43,3)
LTP delays 24 (7,5,7,5)

LTP gains 12 (4 x 3)

Binary pulses 48 (4 x 12)

Pulse positions | 8 (4 x 2)
Excitation gains | 20 (4 x 5)

Total 144 bits per 30 ms

Table 3.7: Bit allocation for 4.8 kb/s BPE coding.

that the optimum vector is properly computed 72% of the time since the
Hamming distance between by and b,y over that time is zero. For about
23% of the time the Hamming distance is one, which means that when-
ever Equation (3.235) fails to determine the optimum binary vector the
computed vector differs from the optimum one by only one sign.

This observation has led us to the following efficient search procedure.
An initial binary vector is first determined using Equation (3.235), then
the second term of Equation (3.226) is evaluated using the initial vector
and the other M vectors which have a Hamming distance of one from the
initial vector. In this efficient procedure the search of a book of size 2™
is reduced to searching a local book of size M + 1, yet guaranteeing that
95% of the time the optimum binary vector is identified. Notice that for
the M + 1 sized local codebook the efficient Gray code procedure is used
to update Cy and & as in Equations (3.230) and (3.231).

3.5.3 Evaluation of the BPE Coder

The BPE coder was evaluated at different bit rates in the range from 4.8 to
8kb/s. The subjective and objective speech quality was indistinguishable
from that of the CELP coder at similar bit rates. Tables 3.7 and 3.8 show
the bit allocation for BPE at 4.8 and 7.5kb/s, respectively. In 4.8kb/s
coding a 30 ms speech frame is used and it is divided into 4 excitation frames
of 7.5ms (60 samples). In 7.5 kb/s coding a 24ms speech frame is used
and it is divided into 6 excitation frames of 4 ms (32 samples). Figure 3.44
shows SEGSNR against bit rate from 4.8 to 9.6kb/s.

Figure 3.45 shows a speech segment, the binary pulse excitation, the
synthesis filter excitation, and the reconstructed speech, where 8 pulses
in a 5ms excitation frame are used (6.6kb/s coding). The variation of
the speech energy and the SEGSNR with time for the sentence “to reach
the end he needs much courage” uttered by a female speaker is shown in
Figure 3.46.

The SNRs of the different search procedures described earlier are shown
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[ Parameter | Number of Bits |
LSFs 36 (3,3,4,4,4,4.4433)
LTP delays 36 (7,5,7,5,7,5)

LTP gains 18 (6 x 3)

Excitation pulses | 48 (6 x 8)

Pulse positions 12 (6 x 2)

Matrix identifier | 6 (6 x 1)
Excitation gains | 24 (6 x 4)

Total 180 bits per 24 ms

Table 3.8: Bit allocation for 7.5 kb/s BPE coding.
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Figure 3.44: BPE codec’s segmental SNR versus bit rate.
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excitation; (d) reconstructed speech.
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Figure 3.46: Variation of (a) speech power; (b) SEGSNR versus time for the
sentence “to reach the end he needs much courage” uttered by a
female speaker using BPE.

Search procedure | BP1 BP2 BP3
SEGSNR (dB) 13.130 | 13.350 | 13.373

Table 3.9: SNRs of different search procedures in BPE.

in Table 3.9. In a 5 ms excitation frame, 10 pulses are used. BP1 represents
the simple approach using Equation (3.235), BP2 denotes the two stage
approach in which an M + 1 sized local codebook is searched (M is the
number of pulses), and BP3 denotes the exhaustive search. Using the
simple search reduces the SNR by 0.24dB as compared to the exhaustive
search approach which is insignificant. Using the nonexhaustive two stage
search brings the SNR closer to the exhaustive search case.

Table 3.10 shows the segmental SNRs of the BPE and ternary CELP
coding using 4ms and 5ms excitation vectors. In the case of the ternary
codebook a 9-bit stochastic codebook was utilised with the gain quantized
using 5 bits (4 bits for the magnitude and 1 for the sign). In the case
of BPE, 8 binary pulses were used with the first pulse position quantized
using 2 bits and the gain using 4 bits (the BPE gain is always positive as
the sign information is carried by the pulses themselves). It is clear from
the segmental SNR figures in Table 3.10 that the objective quality of BPE
is very close to that of the CELP. In fact, subjective listening tests did not
show any difference in speech quality in either case.
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| [| Binary regular pulses | Ternary excitation |

5 ms excitation vectors || 12.5208 dB 12.6356 dB
4 ms excitation vectors || 13.85 dB 13.81 dB

Table 3.10: SEGSNR for the BPE and ternary CELP with 4ms and 5 ms exci-
tation vectors.

|| Number of matrices | SEGSNR (dB) ||

0 13.2734
1 13.3800
2 13.7100
4 14.3353
8 14.6198

Table 3.11: SNR improvement with increasing the number of transformation
matrices.

When the excitation vectors were not transformed, implying the uti-
lisation of binary regular pulses, there was a slight degradation in speech
quality compared to the transformed case. Table 3.11 shows the improve-
ment in SEGSNR with increasing the number of transformation matrices,
where 10 pulses are used in a 5 ms excitation vector. Zero number of ma-
trices refers to untransformed binary pulses. Using 8 matrices gives 1.4dB
improvement in SNR at the expense of increasing the bit rate by 0.6kb/s.
Using untransformed binary pulses reduces the complexity since computing
z and © in Equations (3.223) and (3.224) is not needed. In 8 kb/s cod-
ing, better performances were obtained using two transformation matrices,
where one of the matrices was set to the identity matrix (no transformation)
to reduce the complexity and storage requirement.

The TBPE coder has several advantages over the CELP. The main
advantage is the significant reduction in the computational complexity. As
shown in Section 3.5.2.2, the search of an excitation codebook of size 2M is
reduced to searching a local book of size M +1. In the case of untransformed
vectors, computing the second term of Equation (3.225) requires about
M? + M instructions and for the next M vectors in the local codebook,
about M (M + 3) instructions are needed to update the term. This is
repeated D times (for all possible first pulse positions) which results in a
total of 2M + 4 instructions per speech sample. Using the transformation
requires the computation of z and ® in Equations (3.223) and (3.224),
where z needs M?2 instructions and it is computed D times, which results
in M instructions per speech sample, while @ is computed only once since
it is independent of the first pulse position, and it requires about (3M?% +
M)/(2D) instructions per speech sample. For M = 8 and D = 4, and with
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no transformation, about 20 instructions per speech sample are required
to jointly optimize the binary vector and the first pulse position, and this
number rises to 50 when a transformation is used.

The second advantage of the TBPE is the ability to improve the speech
quality by utilizing several transformation matrices, which is equivalent to
using a very large excitation codebook; a task which becomes impracti-
cal with the CELP when the codebook address exceeds 10 bits. Another
advantage is the reduction in the storage requirements of the excitation
codebook. The equivalent of a 2V sized codebook is obtained by storing
an M x M matrix, and the storage is eliminated in the case of untrans-
formed pulses. Finally, the TBPE possesses an inherent robustness against
transmission errors. As the excitation pulses are directly derived from the
transmitted binary vector, a transmission error in the binary vector will
cause little change in the transformed excitation vector, while in CELP
coders a transmission error in the codebook address will cause the receiver
to use an entirely different excitation vector.

3.5.4 Complexity Comparison Between BPE and
CELP Codecs

Here we will attempt here to give a comparison between BPE codecs and the
different CELP approaches in terms of complexity and storage requirement.
Consider the case where 40 samples excitation frames (5 ms) are used. In
the case of CELP, a 9-bit codebook is used with the gain quantized using
5 bits. In case BPE, we use 8 pulses spaced by a distance of D = 5 with
2 bits reserved for the first pulse position and 4 bits for the gain. We
will assume that the impulse response h(n) is truncated at R — 1 = 24,
and the computation of ¥(n) and ¢(n) is not considered in the complexity
assessment. Only the arithmetical operations are considered here (fetching
stored data from memory is not considered).

Using the original CELP with the autocorrelation approach, N +R = 65
instructions (one instruction is one addition plus one multiplication) are
needed to compute C and £ in Equations (3.181) and (3.190), respectively.
This results in a total of about 850 instructions per speech sample to search
the 512 sized codebook. Assuming that every real-valued sample requires
4 bytes, then 160 kbytes are needed to store both the excitation and cor-
relation codebooks.

In the case of a ternary excitation codebook, with 4 nonzero pulses, and
using the autocorrelation approach, 4 instructions are needed to compute
C and about 6 to compute £. The term C?/€ requires about 12 instruc-
tions, and the codebook search requires about 150 instructions per speech
sample. Concerning the book storage, every excitation pulse position and
sign are stored in one byte and the excitation codebook requires 2 kbytes.
The problem here is the storage of the correlations of the codewords. For
4 nonzero excitation pulses, there are at most 6 nonzero correlations for
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every excitation vector [91]. The correlation u(0) is always equal to 4 and
need not to be stored. The other correlations have integer values and can be
stored with 2 bytes each (amplitude and position). A maximum of 5 kbytes
is then required to store the 512 sized correlations codebook. Storage of
the correlation codebook can be eliminated if the energies of the filtered
codewords are computed on-line. The energy is expressed by

2 3
£=40(0)+2)_ Y bibjd(jmi — my)),

i=0 j=i+1

where b; is the amplitude (—1,1) of the ith nonzero pulse and m; is its
position. Computing £/2 requires 13 instructions and the term to be max-
imized now requires 19 instructions. A total of about 250 instructions are
now needed with only 2 kbytes needed to store the excitation codebook.

In the case of a ternary shift by 1 overlapping codebook, the excitation
buffer contains 404511 = 551 samples with values (—1,0,1). Assuming that
every sample is stored in 2 bits, about 140 bytes are needed to store the
excitation. The convolution ¢(n) * h(n) is computed for the first codeword
and it requires N(N + 1)/2 instructions. The correlation C needs N and
the energy £ needs N instructions. For the next codeword, the convolution
is updated by R = 25 instructions, the correlation by N and the energy
by N instructions. Remember that if the new pulse in the next codeword
is zero then the convolution and energy need not to be updated. For a
sparsity factor 1 — .S (S is the ratio of nonzero pulses) and codebook size
L, the convolution requires N(N + 1)/2 + S(L — 1)R, the energy N +
S(L — 1)N, and the correlation NL instructions. For the typical values
of N =40, L =512, R =25, and 1 — S = 0.9, over 600 instructions per
speech sample are needed to search the codebook. Note that the shift by 2
codebook used by the DoD codec requires even more computational load in
order to search the codebook. The only obvious advantage of overlapping
codebooks is their storage efficiency. It is clear from the previous discussion
that Xydeas’ ternary approach [91] is far more computationally efficient
than the DoD codec’s overlapping codebook approach [64], although both
approaches utilize similar excitation definition (stochastic ternary).

In the VSELP approach [95] with 512 sized codebook, there are 9 basis
vectors of dimension 40. The correlation term C is expressed by

C=9TAb

where ¥ is a 40 x 1 vector, A is a 40 x 9 matrix whose columns are the
9 basis vectors, and b is a 9 x 1 binary vector with elements -1 or 1. The
filtered codeword energy is given by

E=bTAT®AD
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, where ® is the 40 x 40 matrix of autocorrelations. For the first binary code,
C requires 40 x 9 + 9 instructions and £ requires about 40 x 9 + 40 x 40
instructions. When the Gray code search is used, C is updated with 1
instruction and £ with 9 instructions (see Equations (3.233) and (3.234)).
Note that only half the codebook is searched since the complement of a
binary code b yields the same value of C2/£, and only the sign of the
gain C/€ is changed. The total number of operations needed to search
the codebook is about 130 instructions per speech sample. The codebook
storage requires 40 x 9 real values which is about 1440 bytes.

In the BPE approach, when 8 binary pulses are used with no trans-
formation, no codebook storage is required. The correlation C in Equa-
tion (3.227) requires 8 instructions and the energy £ in Equation (3.228)
requires about 82 instructions. This is repeated 4 times for all the possible
positions. When the simple search approach is used, less than 10 instruc-
tions per speech sample are needed. When an 8 x 8 transformation matrix
is used, the storage requirement is 64 real values which is about 0.25 kbytes.
The extra computational load is computing z in Equation (3.223) 4 times
which requires 82 x 4 instructions, and computing © one time (independent
of the pulse positions) which requires 800 instructions. The total is now less
than 40 instructions per speech sample. Using the local codebook approach
requires to search another M binary codes. As the Gray code approach is
used, which needs M + 1 operations to update C and £, the extra load is
8(8 + 1)/40 which is less than two instructions per speech sample and this
can be neglected. Table 3.12 shows the complexity and storage requirement
figures described earlier. Objective and subjective performances of the ap-
proaches described in Table 3.12 were very close. However, the superiority
of the BPE in both computational and storage efficiency is evident.

3.6 Postfiltering

Below 8kb/s the quality of the reconstructed speech starts to degrade and
speech enhancement techniques can be deployed to improve the speech
quality at lower bit rates. Postfiltering has been efficiently used with AD-
PCM [112] and the same concept can be utilized to enhance the quality
of analysis-by-synthesis predictive coders. The postfilter emphasizes the
speech formants and it has a spectral shape which lies between an all-pass
filter and the synthesis filter. A commonly used postfilter is given by [113]

_AGE/B) _1-3FkmB2F
T A(z/a) T 1-YPF_ arakz—F’

F(z) (3.236)
where 0 < o, < 1. The filter spectrum is controlled by the values of
o and B. The parameters a and 8 increase the bandwidth of the spec-

trum resonances. Figure 3.47 shows an example of the spectra of the syn-
thesis filter 1/A(z) and the filters 1/A(z/0.8) (& = 0.8 and 8 = 0) and
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(| Approach | Complexity | Storage (kbytes) ||
Original CELP 850 160
Ternary with
Correlation codebook | 250 7
Ternary without
Correlation codebook | 250 2
Overlapping
shift by 1 ternary 600 0.13
VSELP 130 14
binary
(no transformation) 10 0
binary
transformed pulses 40 0.25

Table 3.12: Comparison between the BPE and different CELP approaches in
terms of codebook search complexity and storage requirements.
The complexity is given by the number of instructions per speech
sample. A 512 sized codebook is used with an excitation frame of
40 samples.
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Figure 3.47: Spectra of (a) 1/A(z); (b) 1/A(2/0.8); (c) A(2/0.5)/A(z/0.8); (d)
(1 —0.52"1)A(2/0.5)/ A(2/0.8).
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A(2/0.5)/A(2/0.8) (@ = 0.8 and B = 0.5). When 3 = 0 the filter 1/A(z/a)
is a bandwidth expanded synthesis filter with bandwidth expansion given
by Equation (3.89). Due to the spectral tilt of the filter it acts as a low-pass
filter and the postfiltered speech is somewhat muffled. Using the numera-
tor reduces the spectral tilt while keeping the enhancement of the spectral
resonances and this improves the postfilter performance. Choosing the pa-
rameters & and 3 depends on the bit rate used, and at 4.8kb/s the values
o = 0.8 and 8 = 0.5 have been suggested [113]. To further remove the
spectral tilt the following form can be used:

A(z/B)

F(z)y=(01- NZ_I)A(z/a)'

(3.237)

The spectrum of this filter is shown in Figure 3.47 (d) for a value of 4 = 0.5.
A value of 4 = 0.5 was found adequate [113}; however, it is better to
use adaptive postfiltering in which p is changed according to the speech
characteristics. The value of u can be derived using the first reflection
coefficient.

Pitch postfiltering has also been proposed to enhance the pitch period-
icity in the reconstructed speech. The pitch postfilter has the form

11
P'(z)  1-eGz—M’

(3.238)

where G is the LTP gain, M is the LTP delay, and ¢ is a fraction which
lies around 0.3 [85]. The pitch and spectral postfilters are cascaded where
pitch postfiltering is applied first. Another enhancement configuration was
proposed in [95] where the pitch enhancing filter is applied to the decoded
LPC excitation rather than the reconstructed speech (the filter is called
prefilter in this case). The pitch prefilter in this case enhances the period-
icity in the excitation signal. The speech is then reconstructed using the
prefiltered excitation and spectral postfiltering is applied afterwards. It is
argued that this configuration reduces the artifacts in the reconstructed
speech due to waveform discontinuities which pitch postfiltering sometimes
introduces.

In general, the postfilter causes an amplification of the speech signal
and gain control techniques have to be used to compensate for the gain
differences. This can be done either on a sample-by-sample basis [113] or
on a block basis.

In previous sections of this chapter we have considered a range of
analysis-by-synthesis speech codecs, such as multi-pulse excited, regular-
pulse excited and code-excited linear predictive schemes, which were ca-
pable of delivering toll-quality speech between 13 and 4.8 kbps. Below
4.8 kbps, however, even CELP codecs fail to guarantee toll- or near-toll
quality. In the forthcoming section we will focus our attention on a variety
of techniques, which can be invoked for bit rates below 4.8 kbps.
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3.7 Coding at Rates Below 2.4 kbps [114]

3.7.1 Overview and Background

A range of recently investigated low-rate speech coding schemes are Proto-
type Waveform Interpolation (PWI) proposed by Kleijn [115], Multi-Band
Excitation (MBE) suggested by Griffin and Lim [116] and Interpolated Zinc
Function Prototype Excitation (IZFPE) codecs advocated by Hiotakakos
and Xydeas [117]. Lastly, the standardization of the 2.4 kbps US Depart-
ment of Defence (DoD) codec led to intensive research in this very low-rate
range.

The seven 2.4 kbps DoD candidate coders fell, disproportionately, into
two categories. Harmonic coders constitute the first family, which can be
further sub-divided into Multiband Excitation (MBE) [116, 118] and si-
nusoidal coders [119,120]. Four of the candidate speech coders fell into
the harmonic coder category, while the remaining candidate coders were
highlighted in references [18,121,122]. Following a set of rigorous compara-
tive tests, the Mixed Excitation Linear Predictive (MELP) codec by Texas
Instruments was selected for standardization [123].

Against this background, our elaborations in this section are centred
around the popular low bit rate speech compression technique of waveform
interpolation (WI), pioneered by Kleijn {115]. In waveform interpolation a
characteristic waveform - which is also referred to as the prototype wave-
form - is periodically located in the original speech signal. Between these
selected prototype segments smoothly evolving interpolation is employed
in order to reproduce the continuous synthesized speech signal. The in-
terpolation can be performed in either the frequency or time domain, dis-
tinguishing two basic interpolation sub-classes. Since only these prototype
segments have to be encoded, the required bit rate is low, while maintaining
good perceptual speech quality. Most WI architectures rely on Kleijn’s
frequency domain approach [18,115], although there are schemes, such as
the proposed one, which employ time-domain based coding [117,125]. A
complication with any WI scheme is the need for interpolation between
two prototype segments, which have different lengths. In this section we
proposed a parametric excitation, which permits simple time-domain inter-
polation, as it will become explicit during our further discourse.

In traditional vocoders the decision as regards to the extent and nature
of voicing in a speech segment is critical. Pitch detection is an arduous task
due to a number of factors, such as the non-stationary nature of speech, the
effect of the vocal tract on the pitch frequency and the presence of noise.
Incorrect voicing decisions cause distortion in the reconstructed speech, and
distortion is also apparent if the common phenomenon of pitch doubling
occurs. Thus for any low bit rate speech codec the pitch detector cho-
sen is vital in determining the resulting synthesized speech quality. Many
different methods exist for pitch detection of speech signals [124], giving
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an indication of the difficulty involved in producing a robust pitch detec-
tor. Perhaps the most commonly used approaches are the autocorrelation
based methods, where following the determination of the Autocorrelation
Function (ACF) for a segment of speech, the time-offset corresponding to
the normalized correlation maximum is deemed to be the pitch duration.
The normalizing parameter is the autocorrelation at zero delay, namely
the signal’s energy. If the maximum value exceeds a certain threshold, the
segment of speech is considered voiced; beneath this threshold an unvoiced
segment is indicated. Recently the wavelet transform has been applied to
the task of pitch detection [126,127]. The wavelet approach to pitch detec-
tion is event-based, implying that both the pitch period and the instant of
glottal closure are determined. In the proposed speech codec we employed
a wavelet-based pitch detector.

Apart from the wavelet-based pitch-detection, this section additionally
investigates the low bit rate technique of multiband and mixed excitation,
which is used in conjunction with the WI scheme. Multiband and mixed
excitation both attempt to reduce the artifact termed ‘buzziness’, by elim-
inating the binary classification into entirely voiced or unvoiced segments.
This ‘buzzy’ quality is particularly apparent in portions of speech, which
have dominant voicing in some frequency regions, but dominant noise in
other frequency bands of the spectrum. We commence our discussions
in Section 3.7.2 by a brief overview of wavelets, specifically the polyno-
mial spline wavelets introduced by Mallat and Zhong [128]. Following
the introduction to wavelets we then proceed by applying the theory of
wavelets to pitch detection, which was proposed before for example in ref-
erences [126,127,132]. However, we refined these wavelet-based pitch-
detection techniques and incorporated them in a correlation-
based pitch-detector, which allowed us to achieve a substantial
pitch-detection complexity reduction, as it will be demonstrated
in Figure 3.55. Subsequently we introduced the wavelet-based pitch de-
tector into a waveform interpolation speech codec. In Section 3.7.5 we
highlight the concept of the pitch prototype segment selection process of
Figure 3.56 and the features of the Zinc basis function excitation of Fig-
ure 3.53, which was originally proposed by Sukkar, LoCicero and Picon [134]
and dramatically refined by Hiotakakos and Xydeas [117]. Our contribu-
tion in the Zinc-function excitation (ZFE) optimization is a fur-
ther refinement of the technique, leading to the realization that
the position of these ZFE pulses does not have to be explicitly
signalled to the decoder, which reduces the bit-rate. We then re-
fine the processing of voiced-unvoiced transitions and discuss the process
of smooth excitation interpolation between prototype segments, as it will
be highlighted in Figure 3.56 and characterize the Zinc-excited codec per-
formance. Finally, we propose combining the well-known technique
of mixed voiced/unvoiced multiband excitation [116] (MBE) with
our ZFE-based codec in Figure 3.58 of Section 3.7.13, in order to
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reduce the binary voiced/unvoiced decision induced ‘buzziness’
and hence to further improve the reconstructed speech quality. We sum-
marize our findings in Sections 3.7.15 and 3.7.16. Let us now focus our
attention on the proposed wavelet-based pitch detector.

3.7.2 Wavelet-Based Pitch Detection

In recent years wavelets have stimulated significant research interests in a
variety of applications. Historically, the theory of wavelets was recognized
as a distinct discipline in the early 1980s. Daubechies {129] and Mallat [130]
have substantially advanced this field in various signal processing applica-
tions. In this section wavelets are harnessed to reduce the computational
complexity and improve the accuracy of an autocorrelation function (ACF)
based pitch detector. We commence with a brief introduction to wavelet
theory.

A wavelet is an arbitrary function, which obeys certain conditions [129]
that allow it to represent a signal f(z) by a series of basis functions, which
is described by:

fl@) = Zdjkwjk(fv), (3.239)
ik
where dj; are the coefficients of the decomposition and v, are the basis
functions.

The wavelet transform can be used to analyse a signal f(z), but un-
like the short-time Fourier transform, its localization varies over the time-
frequency space. This flexibility in resolution makes it particularly useful
for analysing discontinuities, where during a short time period an extensive
range of frequencies is present. It can be noted that the instance of glottal
closure is represented by a discontinuity in the speech waveform.

The characterization of wavelets centres around the so-called mother
wavelet 10, from which a class of wavelets can be derived as follows [131]:

1 t—b
Yap(t) = \/51/1 (T) ) (3.240)
where a is the frequency, or dilation variable and b is the position, or time-
domain translation, parameter. Thus, wavelets exist for every combination
of a and b. Koornwinder’s book [131] is suggested for further augmenting
these concepts.

In this section the polynomial splines suggested by Mallat and Zhong
[128] are adopted for the wavelets. These polynomial spline wavelets can
be implemented effectively using a pyramidal algorithm similar to subband
filtering, as shown in Figure 3.48, where the high-pass filtered signals are
Dj, while the low-pass filtered signals are A;.

The discrete dyadic wavelet transform Dy WT of a 20 ms segment of
speech is exemplified in Figure 3.49. As the wavelet scales increase towards
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Figure 3.48: Pyramidal algorithm for multiresolution analysis, ©IEEE, Brooks
and Hanzo 1998 [114].

the bottom of the Figure, the periodicity of the speech signal becomes
more evident from both the time- and frequency domain plots shown in
Figure 3.49 for the D;(w) signals. We note here that although the time-
domain waveforms of Figure 3.49 are plotted on the finest scale, corre-
sponding to a sampling frequency of 8 kHz, they are waveforms that can
be sub-sampled by a factor of 27, thus have lower effective time-domain
resolution, as evidenced by their frequency-domain plots. Hence, while the
higher wavelet scales give a clear indication of the pitch frequency, the
lower scales give the most accurate description of the time-domain position
of discontinuities, which are typically associated with the glottal closure
instants (GCI).

The reduction in computational complexity of the ACF is achieved by
reducing the number of pitch periods which require their autocorrelation
determined, thus the wavelet analysis determines a set of candidate pitch
periods, which are then passed to the ACF process. The selection of these
candidate pitch periods is described next.

Observing Figure 3.49 we concluded that some form of preprocessing
must be performed, in order to determine the instants of glottal closure,
and hence the fundamental or pitch frequency of the speech waveform.
In Figure 3.49 the maxima and minima during each scale of the DyWT
provide the most pertinent information about the speech waveform’s pitch
period. Hence, the left-hand trace of Figure 3.50 illustrates the initial
preprocessing, whereby positive impulses are placed at the time-domain
waveform maxima and negative impulses at the minima. Each of these
impulses is assumed to represent possible instants of glottal closure.

The highest permitted fundamental frequency is 400 Hz, corresponding
to a pitch period of 2.5 ms, thus the impulses of Figure 3.50 (a) placed
at the maxima must be at least 2.5 ms apart, and similarly, the impulses
placed at the minima are also at least 2.5 ms apart. Additionally, only
impulses which occur in every wavelet scale are considered as potential
glottal pulse locations. Finally, the glottal closure instants are normalized
and combined, where the impulse magnitudes indicate our confidence in the
assumed position of the glottal closure instant. This process is described
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Figure 3.49: The Dy WT of 20ms of speech for a male speaker uttering “live”.
For each scale of the Dy WT the time and frequency domain re-
sponse are portrayed, enabling the process of the Dy WT to be
clearly interpreted. The Dy WT scales are 2000-4000 Hz, 1000-
2000 Hz, 500-1000 Hz, 250-500 Hz, and 125-250 Hz, respectively;

(©IEEE, Brooks and Hanzo 1998 [114].
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Figure 3.50: The Dy WT of 20 ms of speech for a male speaker uttering “live”.
In column a) the corresponding impulses have been placed at
the locations of the maxima and minima of the detail signals,
Dj41---Djys of Figure 3.49. In column b) only those maxima
and minima which persist in every scale are kept. In column c) all
the maxima and minima are normalized. Finally, in column d) the
scales are amalgamated to produce combined maxima and minima
representing all scales; ©IEEE, Brooks and Hanzo 1998 [114].
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in Figure 3.50 (c) and (d). Assuming that the largest positive and negative
pulses are true glottal pulse locations, a range of possible pitch periods can
be calculated. Namely, the candidate pitch periods are classified on the
basis of the time durations between the largest positive pulse and all other
positive pulses, or the largest negative pulse and all other negative pulses.

The candidate pitch periods from the Dy WT can now be used to reduce
the computational complexity of the ACF. However, first a brief description
of how wavelet analysis can be used for voiced-unvoiced decisions is given.

3.7.3 Voiced-Unvoiced Decisions

The ability of the Dy WT to categorize speech as voiced or unvoiced has
been shown previously [126,132], and hence similar to these two methods,
we briefly describe a voiced-unvoiced decision method based on the energy
of the speech signal. The process of the Dy WT across the scales gradually
removes the higher frequency components present in the speech waveform,
as it was shown in Figure 3.49. For unvoiced speech most energy is present
in the higher frequencies, while voiced speech has more of a low-pass nature.
A suitable parameter for evaluating voiced/unvoiced decisions was found
to be the ratio of the RMS energy in the frequency range 2kHz—4kHz, to
that in the frequency band OkHz—2kHz.

3.7.4 Pitch Detection

Figure 3.51 displays the potential pitch periods for each speech frame in
a speech file. The resultant graph is fairly complex; however, it can be
observed that the candidate pitch periods are commonly placed at the true
pitch period and its harmonics. Typically the true pitch period and two
or three harmonics are present. There can be at most 15 candidate pitch
periods. Namely, in each 20 ms speech frame there can be a maximum of
seven pitch intervals that are spaced at least 20 samples apart, for both
positive and negative pitch-related pulses. Additionally, the previous pitch
period may be reintroduced, yielding a total of 15 potential GCI locations,
for which the autocorrelation has to be computed.

The performance of this wavelet-based ACF pitch detector was com-
pared to the performance of the ACF pitch detector without the Dy WT
pre-processing invoked to determine candidate pitch periods. The perfor-
mance of both pitch detectors was evaluated using 20 s of mixed male and
female speech, which had been manually pitch-tracked. A pitch-detection
error was recorded, when either the voiced-unvoiced detector operated in-
correctly or if a gross pitch error occurred. The results are shown in Ta-
ble 3.13, where it can be seen that the wavelet-based ACF pitch period
detector has the lowest overall error rate of Wy + Wy + Pg of 3.9%, which
was defined in the caption of Table 3.13.

The performance of the wavelet-based ACF pitch detector and that
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Figure 3.51: The original speech signal (top trace), the candidate pitch periods

(middle trace) for a British male speaker and the decided pitch
periods (bottom trace). The potential pitch periods tend to consist
of the true pitch and its harmonics. The detector suffers from
pitch halving around frame 40 and 80; ©IEEE, Brooks and Hanzo
1998 [114].

Pitch Detector Wo% | Wy% | Pa% | Total %
wavelets-based ACF 1.3 0.3 2.3 3.9
ACF 1.6 5.3 5.8 12.7

Table 3.13: A comparison between the performance of ACF pitch detection with

and without incorporating wavelet analysis. Wy represents the
percentage of frames that are labelled voiced when they should have
been identified as unvoiced. Wy indicates the number of frames
that have been labelled as unvoiced when they are actually voiced.
Pg represents the number of frames where a gross pitch error has
occurred. The total number of incorrect frames is given as Wy +
Wv + Pe. ©IEEE, Brooks and Hanzo 1998 [114].
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of the stand-alone ACF pitch detector can also be compared in terms of
computational complexity. For the ACF pitch detector the computational
complexity is based on the autocorrelation value determined for the legiti-
mate pitch periods of 20 — 147 samples at a sampling frequency of 8 kHz,
or 127 values, producing a computational complexity of 3.35MFLOPS. The
computational complexity of the wavelet-based ACF pitch detector is de-
pendent on two factors, namely the wavelet analysis and the autocorrelation
calculation for the 15 candidate pitch periods. These produced complex-
ities of 2.23MFLOPS and 0.62MFLOPS, respectively. Thus, the wavelet-
based ACF pitch detector has a lower overall computational complexity of
2.85MFLOPS.

Following the above employment of the wavelet transform to reduce the
complexity of an autocorrelation based pitch detector, this pitch detector
was included in a waveform interpolation low bit rate speech codec, which
is the topic of the next section.

3.7.5 Basic Zinc-excited Coding Algorithm

Our WI codec of Figure 3.52 operates on 20 ms speech frames, for which
LPC analysis is performed. The LPC coefficients are transformed to line
spectrum frequencies (LSFs) and vector quantized to 18 bits/frame using
an LSF coding scheme similar to that of the G.729 ITU codec [133]. Follow-
ing LPC analysis, pitch detection and a voiced-unvoiced (V/U) decision are
performed, where the pitch-detection algorithm is based on the novel tech-
nique of employing the wavelet transform described above in Section 3.7.2.
For this pitch detector the pitch period is the distance between two ad-
jacent located glottal closure instants (GCIs). For an unvoiced frame the
Root-Mean-Square (RMS) value of the LPC residual is determined, allow-
ing random Gaussian noise to be scaled appropriately and used as unvoiced
excitation. The speech waveform is perceptually weighted in the frequency
regions of the speech formants and hence masks the effects of the coding
noise.

Since voiced speech segments typically exhibit a higher perceptual im-
portance than unvoiced frames, these segments are more comprehensively
defined in our codec, as it will be detailed below. For a voiced percep-
tually weighted speech frame a prototype segment is selected, in order to
represent a full cycle of the pitch period, which is then passed to an analysis-
by-synthesis loop, as portrayed in Figure 3.52 and detailed throughout the
rest of the section, for the selection of the best voiced excitation. Explicitly,
we opted for using the orthogonal Zinc basis functions of Figure 3.53, in or-
der to model the voiced prototype segments, which, owing to their specific
shapes were shown by Sukkar, Cicero and Picone [134] to out-perform the
Fourier series based representation of the prediction residual in analysis-
by-synthesis coding of speech. Accordingly, analysis-by-synthesis excitation
optimization is invoked, in order to determine the best Zinc function ex-
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Figure 3.52: Schematic of a time domain prototype WI arrangement; ©IEEE,
Brooks and Hanzo 1998 [114].

citation (ZFE) for each prototype segment of voiced speech, a technique
proposed by Hiotakakos and Xydeas [117]. The proposed speech codec is
termed a prototype waveform interpolation zinc function excitation (PWI-
ZFE) scheme. These issues will be elaborated on in Section 3.7.7 and
will also be detailed with reference to the characteristic waveforms of Fig-
ure 3.56. The ZFE is then quantized and the corresponding parameters
detailed in Section 3.7.7 are passed to the decoder. At the decoder the
excitation is determined by interpolating between the adjacent excitation
prototype segments, an issue to be treated in more depth in Section 3.7.11
in the context of Figure 3.56. Subsequently the excitation generated by
interpolation is passed through the LPC synthesis filter of Figure 3.52 in
order to reproduce the synthesized speech signal.

Following the above rudimentary overview of the speech codec, the next
section offers a more detailed discussion on the different sections of the
speech codec shown in Figure 3.52. Particular emphasis will be placed on
the ZFE optimization process. Let us continue by considering the pitch
prototype segment’s identification.

3.7.6 Pitch Prototype Segment

The determination of the prototype segment in a sequence of voiced speech
frames commences by selecting the pitch prototype segment for the first
frame in a voiced frame sequence [117]. If P is the pitch of the voiced
frame, which was determined by our wavelet-based pitch-detector of Sec-
tion 3.7.2, then the prototype segment will also be P samples in length. The
prototype segment is deemed to begin at a zero crossing immediately to the
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left of a speech waveform maximum near the centre of the speech frame,
an approach suggested and detailed by Hiotakakos and Xydeas in {117].

For the subsequent prototype segments within the voiced sequence of
frames the current pitch prototype segment is found by employing Kleijn’s
cross-correlation based technique [115]. Explicitly, the prototype segment
is located by finding the position of maximum cross correlation between
the current speech frame and the previous prototype segment, ensuring
as much similarity between prototype segments as possible. Let us now
highlight the features of the Zinc basis function.

3.7.7 Zinc Function Excitation

As mentioned above, the voiced excitations of our codec were derived from
the orthogonal Zinc basis functions [134], which have previously been ad-
vocated by Hiotakakos and Xydeas [117] for a sophisticated higher bit rate
interpolation scheme. The Zinc function z(t) was defined by Sukkar et
al. [134] as:

z(t) = A - sinc(t — A) + B - cosc(t — A) (3.241)
where in(@nf(t — )
. sin(2w f.(¢ -
smc(t) = m (3242)
and
cosc(t) = 1 - cos(@mfe(t — 1)) . (3.243)

27rfc(t - ’\)

For discrete time processing with a speech bandwidth of f.=4 kHz and a
sampling frequency of f;=8 kHz we have [117]:

z2(n) = A-sinc(n—A) + B-cosc(n — A) (3.244)
A n—A=0
= (n%liﬁ n — A=odd
0 n — A=even

The ZFE model’s typical shape is shown by Figure 3.53, where the
coefficients A and B describe the function’s amplitude and A defines its
position.

Once the A and B parameters have been determined, they are Max-
Lloyd scalar quantized with 6-bits for each A and B parameter. This
requires knowledge of their Probability Density Function (PDF), which is
portrayed for a given training sequence in Figure 3.54. The Max-Lloyd
quantizer was used to create 4, 5 and 6-bit scalar quantizers for both the
A and B parameters. Table 3.14 show the SNR values for the quantized
A and B parameters for the various quantization schemes. On the basis
of our subjective and objective investigations we concluded that the 6-
bit quantization constitutes the best compromise in terms of bit rate and
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Figure 3.53: Typical shape of a Zinc basis function, using the expression z(n) =
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Figure 3.54: Typical PDF of the 4 and B ZFE parameters, created from 8 mins
of BBC Radio 4’s Book at Bedtime; (QIEEE, Brooks and Hanzo

1998 [114].

speech quality. We now continue our discourse by considering the excitation
optimization process.
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Quant. Scheme

SNR /dB for A

SNR /dB for B

4-bit
5-bit
6-bit

10.45
18.02
26.47

10.67
19.77
27.07

Table 3.14: SNR values for scalar quantization of the A and B ZFE Parameters.

3.7.8 Excitation Optimization

From Figure 3.52 the perceptually weighted error signal e,,(n) can be de-
scribed by [117]:

(3.245)
(3.246)

sw(n) - gw(n)
sw(n) — m(n) — (2(n) * h(n)),

ew(n) =

where m(n) is the memory of the LPC synthesis filter due to previous
excitation segments, while h{n) is the impulse response of the synthesis
filter. Thus, the optimization of the excitation signal involves comparing
the perceptually weighted error signal e,,(n) for all legitimate values of X in
the range of [1 — pitch period], and calculating the corresponding optimum
A and B values, which minimize the weighted error for the given A. The
filter memory m(n) was the same as used by Hiotakakos and Xydeas [117].

There are four possible phases of the ZFE, produced by four combina-
tions of positive or negative valued A and B parameters. If the ZFE phase
defined in this way is not maintained throughout a voiced frame sequence,
simply because the optimum A or B value has changed sign, the smooth
ZFE interpolation process will introduce a sign change for A or B. This
results in some small valued interpolated ZFEs, as the values of A or B
pass through zero. For each legitimate Zinc pulse position of A, the sign of
A and B are initially checked during the excitation optimization process,
and only if the phase restriction of the voiced frame sequence is maintained
is the excitation deemed valid. It is feasible that a suitably phased ZFE
will not be found. If this occurs, then the previous ZFE is scaled using
the RMS value of the LPC residual and repeated for the current voiced
frame [117].

3.7.9 Complexity Reduction

The complexity of the error minimization process described in Section 3.7.8
is critical in terms of determining the practicality of the codec. The asso-
ciated complexity for the optimization is evaluated as follows. The ZFE
optimization has a computational complexity dominated by the convolution
between the sinc and cosc functions and the impulse response h(n), which
is necessary, according to the schematic of Figure 3.52, for the optimization
loop. This complexity is dependent on the pitch period, or length of the
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Figure 3.55: Computational complexity for the permitted pitch period range
of 20 to 147 sample duration, for both an unrestricted and con-
strained search; ©IEEE, Brooks and Hanzo 1998 [114].

prototype segment, where the complexity dependence on the pitch period
is created by the prototype segment length, over which the convolution is
performed that may vary from 20 to 147 samples or 50 Hz to 400 Hz funda-
mental frequency. The dashed line curve of Figure 3.55 demonstrates the
relationship between the ZFE optimization complexity and pitch period,
when no restrictions are imposed on this optimization process.

This curve indicates that if every location A within the prototype seg-
ment were examined, the complexity of ZFE optimization would be pro-
hibitive for real-time implementations. The complexity increase is expo-
nential, as shown by Figure 3.55, where it can be seen that any pitch
period greater than 90 samples in duration will exceed a complexity of 20
MFLOPS in terms of the ZFE optimization search.

The complexity of the ZFE minimization procedure can be reduced by
considering the glottal closure instants (GCI) introduced in Section 3.7.2.
In Section 3.7.2 wavelet analysis was harnessed to produce a pitch detec-
tor, where the pitch period was determined as the distance between two
GClIs. These GClIs indicate the snapping shut, or closure, of the vocal folds,
which provides the impetus for the following pitch period. The energy peak
caused by the GCI will typically be in close proximity to the position of the
ZFE placed by the ZFE optimization process. This allows the complexity
reduction of the analysis-by-synthesis process. As noted before, Figure 3.55
shows that as the number of possible ZFE positions increases linearly, the
computational complexity increases exponentially. Hence, constraining the
number of ZFE positions will ensure that the computational complexity
remains at a realistic level. This constraining process is described next.

The first frame in a voiced frame sequence has no minimization pro-
cedure; simply a single ZFE pulse is situated at the glottal pulse location
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Unconstrained| Constrained
search search
No phase || 3.36 dB 2.68 dB
restrictions
Phase 2.49 dB 1.36 dB
restrictions

Table 3.15: SEGSNR results for the ZFE optimization process in voiced seg-
ments, where in contrast to unvoiced segments the SEGSNR can
be computed, with and without phase restrictions, or a constrained
search; ©IEEE, Brooks and Hanzo 1998 [114].

within the prototype segment. For the other voiced frames, in order to
maintain a moderate computational complexity, the number of possible
ZFE positions is restricted as if the pitch periods were always 20 samples.
A suitable constraint is to have the ZFE located within +10 samples of
the instant of glottal closure situated in the pitch prototype segment. In
Figure 3.55 the solid line represents the computational complexity of a re-
stricted search procedure in locating the ZFE. The maximum complexity
for a 147 sample pitch period is 11MFLOPS.

We note, however that constraining the location of the ZFE pulse to
within +10 positions with respect to the GCls reduces the SEGSNR value,
as shown in Table 3.15. The major drawback of the constrained search is the
possibility that the optimization process is degraded through the limited
range of ZFE locations searched. Additionally, it is possible to observe a
slight degradation to the Mean Squared Error (MSE) optimization, caused
by the phase restrictions imposed on the ZFEs, necessary to permit smooth
interpolation. Table 3.15 displays the SEGSNR values of the concatenated
purely voiced prototype speech segments, for which the SegSNR values can
be computed. By contrast, the unvoiced segments are ignored, since these
speech spurts are represented by noise, thus a SEGSNR value would be
meaningless.

Observing Table 3.15 for a totally unconstrained search, the SEGSNR
achieved by the ZFE optimization loop is 3.36 dB. The process of either
implementing the above-mentioned ZFE phase restriction or constraining
the permitted ZFE locations to the vicinity of the GCIs reduces the voiced
segments’ SEGSNR after ZFE optimization by 0.87 dB and 0.68 dB, re-
spectively. Restricting both the phase and the ZFE locations reduces the
SEGSNR by 2 dB. However, in perceptual terms the ZFE interpolation
procedure, described in Section 3.7.11, actually improves the subjective
quality of the decoded speech due to the smooth speech waveform evolu-
tion facilitated, despite the SEGSNR degradation of about 0.87 dB caused
by imposing phase restrictions. To assess the impact of constraining the
location of the ZFEs, listening tests were conducted, where eight listeners
were asked to express a preference between the output speech from con-
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straining the ZFE locations and not constraining the ZFE locations. Three
sentences were played to each listener. It was found that 45.8% of listeners
preferred the output speech where the ZFE locations had been constrained,
while 54.2% of listeners preferred the output speech, where the ZFE loca-
tions had not been constrained. The preference values allowed us to justify
constraining the ZFE locations, yielding the corresponding computational
complexity reductions seen in Figure 3.55.

We now proceed by devoting some attention to improving the represen-
tation quality of voiced-unvoiced transitions.

3.7.10 Voiced-Unvoiced Transition

In low bit rate speech codecs typically the worst represented portion of
speech is the rapidly evolving on-set of voiced speech. Previous speech
codecs have been found to produce better quality speech by locating the
emergence of voicing as precisely as possible [117,135]. Once again, the
GClIs inferred from our wavelet transform based pitch detector of Sec-
tion 3.7.2 are used to determine the onset of voicing. Specifically, if frame
N is voiced and frame N — 1 is unvoiced, then the end of frame N — 1 is
examined for the evidence of an emerging voiced segment. If GCIs exist
at or near the locations, which would maintain the periodicity of voiced
speech in frame NV — 1, then the voiced speech region is extended to cover
the end of the predominantly unvoiced frame N — 1, otherwise the region
of speech belonging to frame N — 1 is confirmed as purely unvoiced. A
similar procedure is implemented at the end of a string of voiced frames.
We marked the location of the voiced-unvoiced transition by the param-
eter by, which encodes the number of voiced pitch-duration speech cycles
within unvoiced frames. Following this description of the speech encoder
the interpolation process harnessed in the decoder is examined.

3.7.11 Excitation Interpolation

The adopted ZFE parametric representation of the voiced excitation per-
mits simple linear interpolation at the decoder to reinsert the Zinc-pulse
locations, which were not transmitted. These issues are detailed below
with reference to Figure 3.56. Figure 3.56 follows the spirit of the work
by Hiotakakos and Xydeas [117], and shows an example of the ZFE excita-
tion based reconstruction of a 60 ms speech segment for a female speaker.
Specifically, the top trace shows a 60 ms segment of the original speech
signal, the second trace displays the prototype segments identified, while
the third one shows the corresponding ZFE. In the fourth trace the ZFE
amplitude parameters 4 and B are linearly interpolated between the cor-
responding A and B values of the prototype segments. The bottom trace
shows the reproduced speech waveform which exhibits a close waveform
similarity.
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Figure 3.56: Example of 60 ms segments of the original speech (top to bottom),
the pitch prototype and its Zinc-model as well as the interpolated
excitation and the synthesized speech for a voiced utterance by a
female speaker uttering /o/ in 'dog’; ©IEEE, Brooks and Hanzo
1998 [114].

Interpolating the position of the ZFEs in a similar manner to their
amplitudes does not produce a smoothly evolving excitation signal. In-
stead, the pulse position within each prototype segment is kept stationary
throughout a voiced frame sequence. This introduces time misalignment
between the original and synthesized waveforms, but maintains a smooth
excitation signal. In order to compensate for changes in the length of
prototype segments the normalized location of the initial ZFE position is
calculated according to:

_ V)
~ P(N)’
where P(N) is the pitch period of the first frame in the voiced frame se-

quence. For all subsequent frames in the voiced frame sequence the position
of the ZFE is calculated by:

Ar (3.247)

AL(N) = rint{\, * P(N)} (3.248)

where rint{-} represents rounding to the nearest integer.
In the A; transmission procedure, although A; is transmitted every
frame, only the first A; in every voiced sequence is used in the interpo-
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lation process, thus, A; is predictable and hence it contains redundancy.
Furthermore, when constructing the excitation waveform at the decoder,
every ZFE is permitted to extend over three interpolation regions, namely
its allotted region together with the previous and the next region. This al-
lows ZFEs near the interpolation region boundaries to be fully represented
in the excitation waveform, while ensuring that every ZFE will have a ta-
pered low energy value when it is curtailed. Hence, as an improvement of
the scheme in [117] it is suggested that the true position of the ZFE pulse,
A1, is arbitrary and need not be transmitted. Following this hypothesis,
our experience shows that we can set A; = 0 at the decoder, which has no
degrading effect on the speech quality.

In order to perform the interpolation procedure described above the
zero-crossing parameter of the prototype segments, which was intorduced
in {117] must be transmitted to the decoder. However, it can be observed
that the zero-crossing values of the prototype segments are approximately
a frame length apart, thus following the principle of interpolating between
prototype segments near the centre of the frame, which are also transmit-
ted every frame. Hence, instead of explicitly transmitting the zero-crossing
parameter, it can be assumed that the start of the consecutive prototype
segments is a frame length apart. An arbitrary starting point for the pro-
totype segments could be FL/2, where F'L is the speech frame length.

3.7.12 1.9 kbps ZFE-WI Codec Performance

The speech segment displayed in Figure 3.57(a) was recorded for a female
speaker. As seen by comparing Figures 3.57(a) and 3.57(c) in the time
domain, the basic shape of the original waveform is more or less preserved.
Additionally, by observing the Figures 3.57(a) and 3.57(c) we note from the
frequency-domain plots that the formant location is preserved; however,
it is noticeable that the inclusion of unvoiced speech above 1800 Hz is
not modelled well by the distinct voiced-unvoiced nature of the PWI-ZFE
scheme. Observing the ZFE waveform of Figure 3.57(b), a flat excitation
frequency domain envelope is produced, while its spectral fine-structure
reflects the pitch-dependent needle-like behaviour. Informal listening tests
showed that the reproduced speech contained slight ‘buzziness’, and hence
it was somewhat less transparent, than the original speech.

The bit allocation for the ZFE coder is summarized in Table 3.16, where
18 bits are reserved for LSF vector-quantization [133], while a one-bit flag
is used for the V/U classifier. For unvoiced speech the RMS parameter is
scalar quantized with 5-bits. The b, offset requires a maximum of 3-bits
to encode the voiced-unvoiced transition point in terms of the number of
voiced speech cycles within unvoiced frames, since assuming a minimum
pitch duration of 20 samples, a maximum of eight pitch cycles can fit in
a 160-sample speech frame. For voiced speech the pitch can vary from
20 — 147 samples, thus requiring 7 bits for transmission. The ZFE ampli-
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Figure 3.57: Time and frequency domain comparison of the (a) original speech,

(b) ZFE waveform and (c) output speech after the pulse dispersion
filter. The 20 ms speech frame is the liquid /r/ in the utterance
‘rice’ for a female speaker; (OIEEE, Brooks and Hanzo 1998 [114].

Parameter Unvoiced Voiced
LSFs 18 18
V/U flag 1 1
RMS value 5 -

bs 3 -
Pitch - 7

A - 6

B - 6
total/20 ms 27 38

bit rate 1.35 kbps { 1.90 kbps

Table 3.16: Bit allocation of the 1.9 kbps PWI-ZFE speech codec;©IEEE,

Brooks and Hanzo 1998 [114].



320 CHAPTER 3. SPEECH CODING

ENCODER LSF parameters
I
s(n) calculate -
T gin
parameters
1
pitch pitch
detection
calculate
frequency
bands
1
create calculate . voicing
|~ voicing |—eQuantization|
filterbank b strengths
DECODER

ise s
noise source filterbank

voicing
strengths

pulse source filterbank

Figure 3.58: Schematic of the MMBE encoder and decoder; ©IEEE, Brooks
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tude parameters A and B are scalar quantized with 6-bits. Following the
above investigations of the proposed PWI-ZFE speech codec, we now in-
voke mixed multiband excitation (MMBE) in order to improve the quality
of the speech codec, while increasing the bit rate from 1.9 kbps to 2.4 kbps.

3.7.13 Multiband Excited Codec

Speech typically contains a mixture of voiced and unvoiced excitation across
its frequency bandwidth. Thus, the division of speech into voiced-unvoiced
frames, which has been performed so far, does not follow the true nature
of the speech signal. The well-known speech coding technique of multi-
band excitation (MBE) [116], which is briefly explained next, is capable of
allowing a mixture of voiced and unvoiced excitation in each speech frame.

3.7.14 The MMBE Coding Algorithm

The encoder and decoder schematics of a MMBE architecture are shown
in Figure 3.58. Following the encoder schematic after LP analysis has been
performed on the 20 ms speech frame, the pitch detection is invoked in
order to locate any evidence of voicing. A frame deemed unvoiced has the
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RMS value of its LPC residual quantized and sent to the decoder.

Speech frames labelled as voiced are split into M frequency bands, with
M constrained to be a time-invariant constant value. In our scheme M = 3
bands were used. Each of the M = 3 frequency bands is examined for evi-
dence of voicing [136], and has a voicing strength assigned that was scalar
quantized to eight different strengths, allowing us to assign a total of 3x3=9
bits per 20 ms to the three bands. Hence a total rate of 0.45 kbps was re-
quired for voicing strength quantization. The 4 kHz frequency spectrum
was divided into three frequency bands depending on the pitch period of the
speech frame [137]. The chosen method for voiced excitation must also be
determined and its parameters sent to the decoder. In our proposed scheme
the previously described PWI-ZFE speech codec model was employed. At
the decoder, following Figure 3.58, both unvoiced and voiced speech frames
have a pair of filter banks created [136]. A consequence of the time-variant
pitch period is the need for the filterbank to be reconstructed every frame,
in both the encoder and decoder, as shown in Figure 3.58, thus increas-
ing the computational costs. However, for unvoiced frames, the filterbank
excitation is declared fully unvoiced and hence no voiced excitation is cre-
ated. Following Figure 3.58, both the voiced and unvoiced decoder filter
banks are created using the knowledge of the pitch period and the number
of frequency bands, M. Specifically, the filter bandwidths have to be an
integer multiple of the pitch period [116]. For the voiced filter banks the
filter coefficients are scaled by the quantized voicing strengths determined
at the encoder. A value of 1 represents full voicing, while a value 0 signifies
a frequency band of noise. Intermediate values represent a mixed excita-
tion source. For the unvoiced filter bank the voicing strengths are adjusted,
ensuring that the voicing strengths of each voiced and unvoiced frequency
band combine to unity. This constraint ensures that the combined signal
from the filter banks is spectrally flat over the entire frequency range. The
mixed excitation speech is then synthesized, as shown in Figure 3.58, where
the LPC filter determines the spectral envelope of the speech signal.

3.7.15 2.35 kbps ZFE-MMBE-WI Codec Performance

The combined 2.35 kbps 3-band PWI-ZFE-MMBE scheme was studied in
terms of speech quality. The speech frame examined in Figure 3.59 is
the same utterance as that characterized in Figure 3.57. Observing Fig-
ure 3.59(b) above 2 kHz a mixture of voiced and unvoiced excitation is
harnessed. From Figure 3.59(c) it can be seen that the presence of noise
above 2 kHz produces a better representation of the frequency spectrum
than Figure 3.57(c).

Listening tests were conducted to assess the performance of the devel-
oped speech coders. Pairwise-comparison tests were performed where eight
listeners were played three different sentences. For each different sentence
the listeners were played two versions, version A and version B. Having
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Figure 3.59: Time and frequency domain comparison of the (a) original speech,
(b) 3-band MMBE ZFE waveform and (c) output speech after
the so-called pulse dispersion filter. The 20 ms speech frame is
the liquid /r/ in the utterance ‘rice’ . For comparison with the

full-band process refer to Figure 3.57; ©IEEE, Brooks and Hanzo
1998 [114].
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Speech Coder A | Speech Coder B | Prefer A% | Prefer B%

1.9 kbps PWI- | 2.35 kbps 3-| 4.2 95.8
ZFE band MMBE

with PWI-ZFE
235 kbps 3-| 235 kbps 5-| 79.2 20.8

band MMBE | band MMBE
with PWI-ZFE | with a single
pulse

Table 3.17: Listening tests.

played each version twice, the listeners were asked to express a preference
for version A or version B. The 1.9 kbps PWI-ZFE speech coder was com-
pared with the 2.35 kbps speech coders where MMBE has been added for
three frequency bands. From Table 3.17 it can be seen that 95.8% of lis-
teners preferred the 2.35 kbps speech coder; note that this speech quality
improvement came at the cost of a higher bit rate. The 2.35 kbps 3-band
MMBE speech coder with PWI-ZFE was also compared with a 2.35 kbps
5-band MMBE speech coder where a single pulse was used to represent the
voiced excitation. From Table 3.17 it can be seen that 79.2% of listeners
preferred the PWI-ZFE for representing the voiced excitation.

3.7.16 Summary and Conclusions

The proposed wavelet-based techniques substantially reduced the pitch-
search complexity of our codec. The refined PWI-ZFE codec reduced
the bit-rate of the scheme proposed in [117], but due to the binary
voiced /unvoiced classification it exhibited some ‘buzziness’, which was mit-
igated by introducing an 8-level voicing strength in each of the three sub-
bands of the MBE-ZFE codec, resulting in a 2.35 kbps arrangement. Qur
future work is targetted at creating sinusoidally excited benchmarkers.

In this chapter we reviewed a range of analysis-by-synthesis speech
codecs, which have found applications in various mobile radio systems over
the past decade. Multi-pulse excited and regular-pulse excited schemes
were considered, paving the way for introducing code-excited linear predic-
tive schemes, which constitute the most successful class of speech codecs at
the time of writing. The chapter was concluded with the portrayal of novel
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research trends in the field of multi-band excited codec operating around

2.4 kbps. In the forthcoming chapter we will consider the range of error
correction codecs often employed in wireless systems.
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Chapter

Channel Coding

K.H.H. Wong!' and L. Hanzo?

4.1 Introduction

Sparked off by Shannon’s pioneering discoveries back in 1948, the 1950s
witnessed feverish activities in the field of forward error correction coding
(FEC), which led to the introduction of the single error correcting Ham-
ming block code [1] in 1950 and to the birth of the first convolutional code
in 1955 [2]. The theory of FEC is lavishly published in classic references [3]-
{11], however real-time implementations constituted serious limitations to
their deployment in the past. Constrained by the error statistics of ex-
isting communications links, such as satellite channels or cables, almost
exclusively random error statistics, i.e. memoryless channels, have been
studied. With the evolution of digital mobile radio communication it is
important to provide a comprehensive overview of FEC techniques tailored
for these hostile bursty channels.

The key to efficient FEC via bursty fading channels is the deployment
of appropriately matched binary or non-binary channel interleavers to ran-
domise the bursty error statistics and hence render the channel memoryless.
If this condition is met, most of the memoryless theory applies. Whence
we commence our discourse with a rudimentary description of a number
of interleaving schemes, followed by the encoding and decoding algorithms
as well as theoretical and simulated performance of various convolutional
codes using both soft and hard decisions. Block codes, in particular Bose-
Chaudhuri-Hocquenghem (BCH) codes and Reed-Solomon (RS) codes are
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Figure 4.1: Typical communications system with FEC coding and interleaving.

portrayed in contrast to convolutional codes in terms of encoding and de-
coding algorithms, complexity as well as theoretical and measured perfor-
mance. A particularly powerful combination, concatenated codes, are also
highlighted and compared to convolutional and block codes in the context
of the interplay of complexity, coding gain, as well as the ability to detect
and correct various channel error distributions for the tranmission of speech
and data signals.

4.2 Interleaving Techniques

Interleaving is a process of rearranging the ordering of a sequence of binary
or non-binary symbols in some unique one-to-one deterministic manner.
The reverse of this process is the deinterleaving which is to restore the
sequence to its original ordering.

In many applications in communication technology, interleaving is used
in conjunction with forward error correction (FEC) codes to enhance error
correction performance. The interleaver is inserted between the channel
encoder and the modulator as shown in Figure 4.1. Most block or convo-
lutional codes are designed to combat random independent errors which
usually occur in a memoryless channel. For channels having memory, burst
errors are observed that are due to the mutually dependent signal trans-
mission impairments. An example of such a channel is a fading channel.
The fading arises because the signals arriving at the antenna have trans-
versed different paths having various attenuations and delays. The effective
received signal is the vector sum of these multipath signals and exhibits
fades which depend on numerous factors, such as mobile speed, propaga-
tion delay spread and frequency. The received signal fading causes burst
errors during the signal fades.
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Interleaving is deployed to disperse the burst errors when the received
signal level fades, and to reduce the concentration of the errors that must be
corrected by the channel code. Before a sequence of symbols is transmitted
the symbols from several codewords are interleaved. Then when an error
burst occurs the errors will be shared among the interleaved codewords and
a less powerful code is required to correct them. Thus interleaving effec-
tively makes the channel appear like a random error channel to the decoder.
The idea behind interleaving is to separate the codeword symbols in time,
thereby reducing the memory of the channel. As the interleaving period
increases, the error performance can be expected to improve in the sense
that noise bursts are more dispersed. On the other hand, the delays due
to interleaving and deinterleaving increase. Consequently, there is always
a tradeoff between error performance and interleaving delay.

The interleaver shuffles the code symbols, each consisting of mbits, over
a span of several codewords. If m is equal to one, bit interleaving is applied.
The span required is often determined by the burst duration. Four types
of interleavers are described in the Sections 4.2.1 to 4.2.4. The effects of
the interleaving on the bit and symbol error distributions are presented in
Sections 4.2.5-4.2.7.

4.2.1 Diagonal Interleaving

A diagonal interleaver [12] accepts coded symbols in blocks from the en-
coder, permutes these symbols, and feeds them to the modulator. The
1th input block of coded symbols is interleaved in a diagonal way with the
previous (¢ — 1)th block and the following (¢ + 1)th blocks as shown in
Figure 4.2. A block of n coded symbols, each symbol consisting of mbits,
is divided into s subblocks where B;,j =1,2,...,s is the jth subblock of
the ith block. The interleaved output is formulated by reading vertically
two subblocks belonging to the (i — 1)th and ¢th blocks or to the ith and
{7 + 1)th blocks.

If the number of subblocks is equal to the number of symbols in a block,
i.e., s = n, the subblock has only a single symbol and the interleaver shuffles
the block on a symbol-by-symbol basis such that the output is a sequence
of alternate symbols from two successive blocks. This is apparent from
Figure 4.3, where the interleaved output is ...z1Y022¥123ZoY2Z1Y3%2 - - -,
and z,y and z are the symbols of the (i — 1)th, ith and (i + 1)th block,
respectively. If burst errors occurred such that the error symbol e in the re-
ceived sequence is . . . z)eey) 23Toy2€€Ts . . ., then the deinterleaved sequence
becomes ... z)ezzeyy2er0€x> . . ., Wwhere the errors are distributed over two
successive blocks.

The interleaver and deinterleaver end-to-end delay is three times the
block length, i.e., 3 nm bits. This is because the interleaving results in
a delay of one and a half blocks, see Figure 4.2, and the deinterleaving
results in a similar delay. This short delay is particularly important in some
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Figure 4.3: Example of diagonal interleaving with single symbol subblock.

applications such as digital speech transmission. However, the dispersion
of the burst errors is limited to the adjacent blocks which implies that the
burst errors are halved and shared by only two successive blocks.

4.2.2 Block Interleaving

A block interleaver takes a codeword of n symbols and writes them by rows
into a matrix with a depth of D rows and width of W columns as shown in
Figure 4.4. Suppose W is equal to n, i.e. a row of symbols in the interleaver
corresponds to a codeword. Each codeword is composed of k& information
symbols and n — k parity symbols. After the matrix is completely filled, the
symbols are fed to the modulator one column at a time and transmitted
over the channel. At the receiver, the deinterleaver performs the inverse
permutation of the matrix by feeding in one column at a time until the
matrix is filled, and removing the symbols a row at a time. The important
characteristics of this interleaving approach are that any burst of errors
of length b < D results in single errors in a codeword. Also any burst of



4.2. INTERLEAVING TECHNIQUES 339

— W width . —
Information Parity
— symbols —— « symbols —
t
et s s} st |ls el p, |
57 57 K 1 SL TP | P, |
k41 k42 ;+3 2lk 13 Pﬁn:’_ \ D
5“2’&4-1 Sgk«n szk+3 b S:ux Pl n-k_|depth
5(%-1154»1 S(Ii)i)_lyz S(Dp—l)k+3 Sg,, PID P.E-l. l
4
Output

Figure 4.4: Block interleaver.

length b = rD(r > 1) results in bursts of no more than r symbol errors
in a codeword. However, a periodic sequence of single errors spaced by
D symbols results in a single codeword error, where every symbol in the
codeword is incorrect. The interleaver and deinterleaver end-to-end delay is
2W D symbols. To be precise, only W (D — 1) + 1 storage needs to be filled
before transmission can begin, i.e. as soon as the first symbol of the last
row of the D * W matrix is filled. The same delay applies to the deinter-
leaver. Therefore, the end-to-end delay is (2W D — 2W + 2) symbols. The
memory requirement is WD symbols in both the interleaver and deinter-
leaver. Another block interleaver [13], shown in Figure 4.5 is a derivation
from the arrangement shown in Figure 4.4. Instead of writing rows of sym-
bols into the matrix and appending the parity symbols to the k successive
information symbols, the symbols are now written a column at a time. The
parity symbols are encoded from a row of k information symbols each sepa-
rated by D symbols in their natural order. As symbols S},52,S53,...,55,
occur they are placed into the matrix and also transmitted at the same
time. Thus by the time S}, arrives, symbols S}, SZ,...,S8 have been
transmitted. Armed with a knowledge of all the information symbols, the
parity symbols P} to PP, are calculated immediately after symbol S5,
has entered the matrix. The advantage of this interleaving scheme is that
information symbols are transmitted in their natural order. Hence, the
interleaver delay is negligible; the end-to-end delay is WD symbols which
is due to the deinterleaver.

The interleaver parameters D and W must be selected so that all ex-
pected burst lengths are less than D. However, this type of interleaver lacks
robustness when a periodic sequence of single errors spaced by D symbols
occurs. In this situation all the symbols in a row are erroneous and this
overloads the channel codec. The interleaving scheme to be described in
the next section exhibits the ability of dispersing bursty noise as well as
periodic noise.
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Figure 4.5: Modified block interleaver.

4.2.3 Inter-Block Interleaving

The inter-block interleaver [12] takes an input block of NB symbols and
disperses N symbols to each of the next B output blocks. Consider a coded
symbol z from the encoder and an output symbol y from the interleaver.
The mapping from the mth symbol of the ith coded input block to the
(j + Bt)th interleaved symbol of the (¢ + j)th output block is given by

y(t+j,7 + Bt) = z(i,m), for all ¢ (4.1)
with j = m mod B
and ¢t =m mod N.

An example of inter-block interleaving with B = 3 and N = 2 is illustrated
in Figure 4.6. The symbols of the three successive ith, (¢ + 1)th and (i +
2)th coded input blocks are denoted as a, b and ¢ respectively. Here, y(i +
J,j + 3t) = z(i,m), for all i, with § = m mod 3, and ¢t = m mod 2. For
m = 0,y(¢,0) = z(2,0) and m = 1,y( + 1,4) = z(i,1) and so on. It is
noted that the successive symbols of the ith input block are mapped to the
next B output blocks consecutively, but with the irregular offset position
(j+ Bt) in the block. This irregular offset has the advantage of randomising
the periodic noise. In order to make sure that the mapping is one-to-one,
B and N cannot have a common multiple. Usually this places a constraint
on the block size of BN symbols. Another disadvantage of this interleaving
scheme is the dispersive nature in that the output sequence is expanded
by (B — 1) blocks, the interleaving delay is BN symbols composed of the
delay BN due to buffering the input block, plus the extra delay (B~ 1)BN
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Figure 4.7: Convolutional interleaver and deinterleaver.

due to the dispersion of the symbols.

4.2.4 Convolutional Interleaving

Convolutional interleavers have been proposed by Ramsey [14] and For-
ney {11]. The structure proposed by Forney is shown in Figure 4.7. The
code symbols are sequentially shifted into the bank of D registers, where
each successive register provides M symbols more memory than the pre-
ceding one. With the switch in position 1 the data are passed directly to
the channel. With each new code symbol the commutator switches to the
next register, and the oldest symbol in that register is shifted out. After the
switch has reached position D, it returns to position 1 and the cycle of the
switching continues. The deinterleaver performs the inverse operation, and
the input and output commutators for both interleaver and deinterleaver
must be synchronised.

The performance of a convolutional interleaver is very similar to that of
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Figure 4.8: Non-binary and non-symmetric channel.

a block interleaver. The important advantage of convolutional over block
interleaving is that with convolutional interleaving the end-to-end delay is
W (D — 1) symbols, where W = DM, and the memory required is W (D —
1)/2 in both interleaver and deinterleaver. Therefore, there is a reduction
of one-half in the delay and the memory of a convolutional interleaver
compared to the block interleaver.

4.2.5 Discrete Memoryless Channel

The FEC encoded symbols consisting of m-bits are serially transmitted.
The receiver performs symbol regeneration prior to FEC decoding. If the
channel is Gaussian, or if sufficient interleaving is employed in the case
of a fading channel, the probability of any bit being in error is py. The
probability of the regenerated symbol being erroneous depends on the value
of m. For example, Figure 4.8 shows the probabilities of a transmitted two
bits symbol 00 being regenerated as 00, 01, 10 and 11. The probability of
receiving an error symbol with ¢ number of error bits can be expressed as

Ps,i = ( T )p?,(l —pp)™ " (4.2)

The symbol error probability p, is the sum of all the error symbols with 3
bit errors and is given by

m

Ps=) ( " )pz’;(l -p)™ (4.3)

i=1

This equation of symbol error probability is based on the assumption
of the memoryless channel. However, the mobile channel has considerable
memory and therefore Equation 4.3 is only valid when the interleaving pe-
riod is sufficiently long. Unfortunately, the tolerable delay of some trans-
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Figure 4.9: Histogram of the number of bit errors in 8-bit symbols via Gaussian
channel with SNR=2 dB and BER=3.74 x 1072,

missions, such as digital speech communications restrict the interleaving
period and prevent the establishment of a true memoryless channel. The
next section illustrates the memoryless condition on the channel by using
different interleaving methods with various delays.

4.2.6 The Effect of Interleaving on Symbol Error Dis-
tribution

Under certain conditions, for example in some microcells [15], the mobile
radio channel has minimal memory, i.e., it behaves as a Gaussian channel.
In this channel the bit errors are random and there is no point in interleav-
ing, as demonstrated by Figure 4.9, where the bit error distribution within
eight bit symbols has been determined using computer simulation when the
transmissions are over a Gaussian channel using MSK modulation. The bit
error probability for a channel SNR of 2dB is 3.74 x 10~2. Inserting this p;
value into Equation 4.2 enabled the theoretical curves to be plotted. The
simulation and theoretical results are in very close agreement, demonstrat-
ing that the Gaussian channel is indeed memoryless.

By constrast, the Rayleigh fading channel has memory as error bursts
occur due to the presence of deep fades resulting from the movement of
the mobile station. We conducted an experiment where data at 16 kbit/s
formulated into blocks, subjected to interleaving, and conveyed via MSK
over a mobile radio channel that exhibited Rayleigh fading [16]. The mobile
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Figure 4.10: Histogram of the number of bit errors in 8-bit symbols via Rayleigh
channel with SNR=2 dB and BER= 5.79 x 1072,

station travelled at 30 mph, and the propagation frequency was 900 MHz.
The channel SNR at the mobile station was 5 dB. In Figure 4.10 we display
our findings. As bench markers we show the histogram of the number
of bit errors in a symbol in the absence of interleaving, and also for the
memoryless channel computed from Equation 4.2, The performance in the
absence of interleaving indicates the bursty nature of the channel as there
was a relatively high probability of 10~® that all 8-bits of a symbol are
erroneous. The randomising performance of the diagonal interleaver (see
Figure 4.2) is poor because the block size was relatively small at 456 bits,
and the interleaving only involves reallocating the bits over two adjacent
blocks. This method of interleaving is not efficient at dispersing the errors,
although it does have the advantage of a relatively small delay penalty.
Clearly, when the diagonal bit interleaving is deployed, the histogram is
similar to that of the no interleaving scenario and it is very different from
that of the ideal memoryless channel.

When the block interleaver of Figure 4.4 was used having a long inter-
leaving delay of 2280bits, with D = 40 and W = 57, the probability of
many bit errors per symbol significantly decreased compared to the diag-
onal interleaver case. The inter-block interleaver shown in Figure 4.6 was
deployed with B = 19 and N = 6, numbers which produce an interleaving
delay of 2166 bits, i.e., a number close to the 2280 bits used for the block
interleaver. The inter-block interleaver had the best performance due to
its ability to disperse the bits in the interleaving process in a near random
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channels.

fashion, rather than the periodic way of the block interleaver. Its histogrém
suggests a near-random in-symbol bit error distribution, when compared
to that of the memoryless channel. The dispersion of the burst errors by
bit interleaving results in the random distribution of bit errors. As we will
show in the forthcoming sections, this is desirable for the Viterbi decoding
of convolutional codes and the trellis decoding of block codes since both
decoding methods operate on a bit-by-bit basis. However, the random dis-
tribution of the bit errors increases the symbol error probability as shown
in Figure 4.11. This figure implies that dispersion of the burst errors results
in higher symbol error probability. This phenomenon is not desirable to
those decoding methods operating on symbol basis such as the Berlekamp-
Massey decoding of Reed-Solomon codes. In this case, symbol interleaving
is applied in order to constrain the bit errors in the symbol to itself without
spreading out to other symbols such that the symbol error probability after
deinterleaving remains the same as on the channel. The channel symbol
error probability of the fading channel is less than that of the memoryless
channel. Hence, the symbol interleaving on the fading channel has a lower
symbol error probability than the theoretical value calculated for the bit
interleaved memoryless channel.
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4.2.7 Effect of Symbol Size on Symbol Error Proba-
bility

From Equation 4.3 in Section 4.2.5, we notice that the symbol error prob-

ability p, increases with the symbol size m. This increase is due to the

summation of all the 7, i = 1,2,...,m, bit errors in a symbol. Figure 4.12

shows the channel symbol error probability for the case of 1, 3, 4 and 8 bit

symbols. This implies that large symbol sizes suffer from higher symbol

t.o. probability which then discourages the use of long codewords in block
coding.

4.3 Convolutional Codes

Convolutional codes were first suggested by Elias [2] in 1955. Shortly af-
terwards, a sequential decoding algorithm for these codes was proposed by
Wozencraft [17,18], and its implementation was independently described
by Fano [19] and by Massey [3] in 1963. Called threshold decoding, it has
been successfully implemented in numerous communications systems. In
1967 Viterbi [20] proposed a maximum likelihood decoding algorithm that
provided optimum error rate performance and achieved a shorter decoding
delay compared to sequential decoding. The implementation of the Viterbi
decoder became feasible with the advent of integrated circuit technology
and was used in the deep-space and satellite communications of the early
1970s. It was also adopted by the GSM committee in the late 1980s for the
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Figure 4.13: Convolutional encoder for the CC(n, k, K) code.

Pan-European digital cellular mobile radio system.

4.3.1 Convolutional Encoding

A convolutional code (CC) is a sequence of encoded symbols which is gener-
ated by passing the information sequence through a binary shift register as
shown in Figure 4.13. At each symbol instant, a k-bit information symbol
is inserted into the input stages of the shift register. The register consists
of Kk binary stages that constitute the present k-bit information symbol
and the (K — 1) previous k-bit input symbols. The parameter K is known
as the constraint length and it determines the memory length of the shift
register. The n linear algebraic function generators, g1, 92, .., gn, defined
by their connections to various register stages yield an n-bit convolutional
coded symbol via the set of modulo-2 adders. At each symbol instant, a
new information symbol enters the register, the other symbols move to the
next symbol location and one symbol leaves the register. A new encoded
symbol is then generated as previously described. The process continues,
encoding the sequence of information symbols into a new sequence of out-
put symbols.

The convolutional code is basically described by three parameters n, k
and K and is denoted by CC(n, k, K). The coding rate, defined by

R=k/n (4.4)

represents the amount of information per encoded bit. If k is equal to one,
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Figure 4.14: Convolutional encoder for the CC(2, 1, 3) code.

namely one bit per symbol, a binary CC is generated, whereas for k greater
than one, the CC code is referred to as, not surprisingly, a non-binary code.

In order to generate the CC(n,k,K) code, a set of n generators,
91,92,---,9n, is used to produce an n-bit symbol. Each generator is de-
scribed as a vector with a dimension of full register length of Kk bits. The
ith element of the vector specifies the existence or otherwise of the connec-
tion of the ith bit position of the register to the modulo-2 adder. The value
of the vector is defined by assigning a logical 1 to where the connections
are made, and all other positions in the register are assigned to be logical
zeros. We see in Figure 4.13 that various bit positions in the register are
connected to modulo-2 adders. For example, we observe that the inputs to
the modulo-2 adder defined by g; are in the last two symbol stages of the
register. So generator g; is [00...0010000001] for ¥ = 4, i.e., a sequence
having only two logical ones. Notice that a generator defines the positions
of the connections from the register to the modulo-2 adder. The output of
the adder depends, of course, on the logical values of the information bits
applied to its inputs.

For the sake of simplicity, we demonstrate the encoding process by
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considering the binary (k = 1), half-rate (R = k/n = 1/2), convolutional
code, CC(2,1,3) with constraint length of three binary stages (K = 3).
Once the basic concepts are established by this example, the same principle
can be generalised to any convolutional code. The generators in Figure 4.14
are described by the vectors,

g1=101 and g =[111] (4.5)
or are written in equivalent form of polynomials as
g1(z2)=1+2° and gz)=1+42z+2°. (4.6)

The shift register has three binary stages, the first stage is for the present
bit and the latter stages are for the two previous input bits. The status
of the register is defined by the logical values of its bits, while the state of
the code is represented by the two previous input bits. Initially, the shift
register is set to the all-zero state and then an input bit of logical value 1
is applied. Generators g, associated with the first and third stages of the
register, and g, associated with all three stages of the register, cause both
the outputs from the two modulo-2 adders to produce output bits of logical
1 that formulate the encoded symbol 11. At the next instant, data move
into the register from the right which is equivalent to the register being
shifted to the left by & = 1 bit. The new input bit is a logical 0 and the
state of the register is changed from 00 to 10. The new encoded symbol
becomes 10. As the encoding process continues, the next input bits are
...,0,1, and the state transition becomes ..., 01, 10, 01. The string of the
subsequent encoded symbols ..., 10, 00, is generated, and passed to the
modulator for transmission. Convolutional codes, as implied by the name,
can be viewed as the convolution of the impulse response of the encoder
with the information sequence. In our example, if an information sequence
with a single logical 1 followed by all zeros is shifted into the register, the
output sequence is referred to as the impulse response of the encoder and
is given by 11,10,11,00,00,00,.... For any arbitrary input sequence, the
encoder output is the modulo-2 addition of the impulse responses arising
from each logical 1 at the input, where each response is positioned in ac-
cordance with the location of the ones in the input sequence. The output
sequence O corresponding to any arbitrary input sequence I can be found
by multiplying the input vector by a generator matrix G, namely

0 =17G, (4.7)
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Figure 4.15: The action of the encoding process.
where G can be constructed as
111011000000 ...
00111011000000 ...

G=10000111011000000 ... | - (4.8)

As convolutional codes do not have a defined length, the generator matrix G
is a semi-infinite matrix. For the example in Figure 4.14, IT = 101000... ,
the output sequence is obtained by adding the first and the third rows of
G to produce OT = 11,10, 00,10,11, 00,00, ... .

4.3.2 State and Trellis Diagrams

Figure 4.15 shows the action of the encoding process from an information
sequence to a chain of state transitions and finally to a sequence of en-
coded symbols. As the information sequence is shifted into the register by
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Figure 4.16: State transition diagram.

k = 1 bit at a time, the encoder state obtains its value by observing the
information sequence with a window size of (K — 1)k = 2 bits. A chain of
state transitions of ..., 01, 10, 01, 10, 00, is obtained from an information
sequence of ...010100. New encoded symbols are formed in response to
these state transitions and the sequence of the encoded symbols becomes
..., 10, 00, 10, 11.

The encoder state is given by the last (K — 1)k register stages, namely 2
in this example. The number of possible states is 2(5K=1* (= 4 here). The
state at each instant can be either 00, 10, 01 or 11, which we label as state
a, b, c or d, respectively. Figure 4.16 tabulates the possible state transitions
at any symbol instant. The branch emanating from the present state to
the next state indicates the state transition. The broken line branch is
the transition initiated by input bit of logical 1, whereas the solid branch
is due to the input bit being a logical 0. The symbol attached to each
branch is an n = 2 bit word and is the encoded symbol. The number
of outgoing branches emanating from the present state is 2¢ (=2 here),
which corresponds to the number of possible input patterns. Figure 4.16
represents the fundamental structure that can be used to construct the
state diagram and trellis diagram of the convolutional code.
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Figure 4.17: The state diagram.

The state diagram corresponding to the state transition diagram is
shown in Figure 4.17. It consists of a total number of 2(K—D* = 4 states
connected by all the possible transitions shown in the state transition dia-
gram. In the example being considered, the shift register is initially cleared
setting the encoder to state a. The present input is a logical 1, the state
changes from a to b, as illustrated by the dotted branch emanating from
state a in Figure 4.17. The encoder output is the symbol 11 that is assigned
to the transition branch. At the next instant, the present state becomes
state b and the encoder receives a new input of logical 0. This causes the
state transition from b to ¢, and the encoded symbol becomes 10. The
encoding cycle is repeated for subsequent inputs, which change the states
and then generate the encoded symbols. By following the change of states
throughout the encoding process, a particular path associated with states
a—>b-—>c¢c—>b—>c— ..., can be observed. This path is unique to the
input sequence.

Another representation of the encoding process is the trellis diagram
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Figure 4.18: The trellis diagram.

shown in Figure 4.18. This is formed by concatenating the consecutive
instants of the state transition diagram of Figure 4.16 starting from the
reset all-zero condition. The diagram illustrates all the possible paths,
namely 16, that can occur for 4-bit information sequences. We observe in
Figure 4.18 that after the initial transient, i.e. after instant J = 1, the
trellis contains four nodes at every symbol instant. The trellis is extended,
for example to the J = 5 symbol instant, by appending the state transition
diagram of Figure 4.16 every node, i.e., state. In our example, the path
corresponding to the input sequence is drawn by the thick line in Figure 4.18
corresponding to the encoded sequence of 11, 10, 00, 10, ... .

4.3.3 Maximum Likelihood Decoding

We have seen in Section 4.3.1 that an information sequence changes the
encoder states which in turn generates a sequence of encoded symbols.
The encoded sequence is interleaved to combat the effects of signal fading
in the channel, modulates a carrier and is transmitted over the mobile
radio channel. The channel impairments will distort the received signal.
After demodulation and deinterleaving, the convolutional decoder inverts
the encoding process. The convolutional decoder operates on the input
sequence by estimating the most likely path of state transitions in the trellis.



354 CHAPTER 4. CHANNEL CODING

Once identified, the corresponding information sequence is delivered as the
decoded sequence. If the decoder employs the Viterbi algorithm [20,21],
all the possible paths in the trellis are searched, and their distances to the
sequence at the decoder input are compared. The path with the smallest
distance is then selected, and the information sequence regenerated. This
method is known as maximum likelihood decoding in the sense that the
most likely sequence from all the paths in the trellis is selected. It therefore
results in the minimum bit error rate.

We have seen in Section 4.3.1 that a convolutional code is a long se-
quence of encoded symbols without a well-defined block length. In practice,
convolutional codes can be truncated to a fixed length and concatenated,
i.e., as if in a sequence of packets. The code is terminated by appending
(K — 1)k logical zeros to the last information bit for the purpose of clear-
ing the shift register of all information bits. By this means, the encoder
returns to a known all-zero state. As the stuffing of logical zeros carries no
information, the actual coding rate is now below R. In order to maintain
the coding rate close to R, the encoded sequence (period of truncation)
needs to be very long.

4.3.3.1 Hard-decision Decoding

The Viterbi algorithm is best explained using the trellis diagram of the
simple binary CC(2,1,3) code that was previously used as an example.
We will assume that the demodulator provides only hard-decisions when
regenerating the information sequence (soft-decision decoding is considered
later). In this case the Hamming distances between the received symbols
and the estimated transmitted symbols in the trellis are used as a metric,
i.e., a confidence measure. Figure 4.19 records the history of the paths
selected by the Viterbi decoder. Suppose there are no channel errors, and
the input sequence to the decoder is the same as the encoded sequence 11,
10, 00, 10, ... as illustrated in Figure 4.14. At the first instant J = 1,
the received symbol is 11 which is compared with the possible transmitted
symbols 00 and 11 of the branches from node a to a and from node a
to b, respectively. The metrics of these two branches are their Hamming
distances, namely the differences between the possible transmitted symbols
00 or 11 and between the received symbol 11. Their distances are 2 and 0,
respectively.

Now we define that the branch metric is the Hamming distance of an
individual branch, and the path metric at the Jth instant is the sum of the
branch metrics at all its branches from J = 0 to the Jth instant. Hence
the path metrics, printed on top of each node in Figure 4.19, at instant

= 1 are 2 and 0 for the paths ¢ = a and a — b, respectively. At the
second instant J = 2, the received symbol is 10 and the branch metrics
are 1, 1, 0 and 2 for the branchesa — a, a > b, b - ¢ and b > d,
respectively. The path metrics, or accumulated metrics, are 3, 3, 0 and
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Figure 4.19: Example of Viterbi decoding

2 for the corresponding paths a - a > a,a > a — b,a = b = c and
a = b — d. At the third instant, the received symbol is 00. There are eight
possible branches, as seen also in Figure 4.17 and their branch metrics are
0,2,2,0,1,1,1 and 1 for the branchesa — a, ¢ = a, a = b, ¢ = b,
b—c,d—c,b— dand d — d, respectively. Let a; and a; denote the
corresponding paths ¢ &+ a =+ a = a and ¢ - b - ¢ — a that begin at
the initial node a and remerges at node a at J = 3. Their respective path
metrics are 3 and 2. Any further branches with J > 3 stemming from the
node a at J = 3 will add identical branch metrics to the path metric of
both paths «; and a2, and this means that the path metric of «; is larger
at J = 3 and will continue to be larger at J > 3. The Viterbi decoder
selects the path with the smallest metric and therefore decides to discard
the a; path and retain the as path. The as path is called the survivor.
This procedure is also applied at the other nodes b, ¢ and d at J = 3.
Notice that paths a -+ @ = a and @ = a — b cannot survive as their path
metrics are larger than those of their counterparts of the merging pairs and
they are therefore eliminated from the decoder memory. Thus there are
four paths that survive at each instant and there are four path metrics,
one for each of the surviving paths. Similarly, at the instant J = 4, there
are again four survivors and the survivor with the smallest metric is the
path @ =+ b = ¢ = b — c¢. This path corresponds to the transmitted
sequence and hence the correct information sequence 1010. .. is delivered



356 CHAPTER 4. CHANNEL CODING

0@ 1@@ 1063 2060 208 200 2069 209 2
< ~
N\ TN

4 4
State b . . 2 . 3 @ e \
7

Received symbols: @ oo} @

Decoded output: 0 0 0 0

Figure 4.20: Example of correct decoding.

to the decoder output. This decoding method is optimum in the sense that
it minimises the probability that the entire sequence is in error.

4.3.3.1.1 Correct Decoding We will now introduce channel errors,
and demonstrate how the Viterbi decoding corrects them. Figure 4.20
shows four survivor paths in the trellis at the instant J = 8. Suppose that
the all-zero sequence is transmitted, and the received sequence is 01 00
01 00 G0 ... , where the logical ones are the channel error bits. The first
received symbol is 01 and the metric at J = 1 is 1 which reflects the number
of error bits in the first received symbol. Similarly, the next error bit in the
third received symbol 01 increments the metric of the all-zero path as well.
At instant J = 8, four survivors are the estimated transmitted sequences
which have Hamming distances of 2, 4, 5 and 5 for the received sequence
shown in Figure 4.20. The Viterbi decoder favours the all-zero path, and
its metric shows the number of channel error bits.

4.3.3.1.2 Incorrect Decoding When the number of channel errors
exceeds the correcting capability of the code, incorrect decoding will occur
as illustrated in Figure 4.21. Again, an all-zero sequence is transmitted and
the received sequence due to the channel impairments contains three chan-
nel error bits. The incorrect decoding occurs in the three initial branches
which results in a single decoded information bit error determined at J = 8.
The path metric of the selected path, drawn as a thick line in Figure 4.21,
is 2 and no longer corresponds to the actual number of the channel error
bits, namely 3.

The last two examples of correct and incorrect decoding, are related to
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Figure 4.21: Example of incorrect decoding.

Quantisation
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Figure 4.22: 8-level received signal quantisation.

decisions that depend on whether the Hamming distance of the received
sequence to the correct path is smaller than the distances to other paths
in the trellis. If it is closer, we obtain correct decoding. We observe that
the Hamming distance between the paths in the trellis plays an important
role in the correcting capability of the code, and this will be discussed in
Section 4.3.4.

4.3.3.2 Soft-decision Decoding

So far we have limited our discussion to hard-decision decoding. That is,
the demodulated signal at the demodulator output is sampled and hard-
limited to regenerate the binary signal for channel decoding. We now ex-
plore the techniques of soft-decision decoding. In this approach, the signal
variations at the output of the demodulator are sampled and quantised.
For an additive white Gaussian noise (AWGN) channel, hard quantisation
of the received signal results in a loss of about 2dB in E, /Ny compared
with infinitely fine quantisation [22], while an 8-level quantisation reduces
the loss compared to infinite fine quantisation to less than 0.25dB. This
indicates that quantisation with 8-levels is adequate for our purposes.



358 CHAPTER 4. CHANNEL CODING
Symbol J=0 J=1 J=2 J=3 J=4 J=5 J=6 J=7 J=8
Instant:

Statea] 0081 50 -3 40d 1000 1309 17068 2109 25

Decoded output: 0 0 0 0 0 0 0 0

Figure 4.23: Example of Viterbi decoding with soft-decision.

Figure 4.22 shows the range of the sampled output from a binary de-
modulator with decision boundaries spaced by 0.5 and eight quantisation
levels, where the transmitted signal level is unity. The magnitude of the
quantised level {1, 2, 3, 4} represents the confidence we have in the re-
ceived sample, where the higher the number the greater the confidence.
For example, a level 14 gives a high confidence that the bit is a logical 1,
whereas a level of +2 gives us less confidence as to the polarity of the bit.

Figure 4.23 applies the Viterbi decoding with soft-decision to the same
example as in Figure 4.21, which produced an erroneous output when hard-
decision decoding was used. By using soft-decision, the demodulator passes
a sequence of quantised levels to the FEC decoder instead of a sequence
of data bits. Assuming that an all-zero sequence is transmitted, in the
absence of channel noise and fading the received signal at the output of the
demodulator is quantised to a large negative level. Should the quantised
output be positive, i.e., a transmission error occurs, the channel impair-
ments have caused a stronger, but opposite polarity voltage against the
transmitted signal. In Figure 4.23 we see that the first three quantised
levels are positive, namely 2,3,1 are channel error bits in the absence of
channel decoding. The first received symbol has confidence levels 2,3, and
is compared with the transmitted symbol of the possible transitions of 00
and 11 in the trellis. We observe that levels 2 and 3 give us a measure
of confidence that the transition should be 11. Comparing transition 00
with 2,3, the branch metric for patha > aat J =11is -2 + (-3) = —5.
However, when we compare the possible transition 11 with levels 2,3, the
branch metric is 2 + 3 = 5, when a transition a — b occurred. Similar
arguments at J = 2 result in accumulated confidences of —3, 9, 1 for paths
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a—a—a;a—>b—> canda— b— d Let us denote by a; and as the
paths a > a > a - a and a - b — ¢ = a (not shown in Figure 4.23)
respectively. The path metrics at J = 3 for paths a; and as are 4 and
2 (= 9 — 7}, respectively. The Viterbi decoder selects the path with the
largest metric because of its stronger accumulated confidence. Hence, path
o is selected. At instant J = 8, the all-zero path has the largest metric
among the four survivors. This example shows that the incorrect decoding,
which occurred when hard-decision decoding was used can be rectified by
using soft-decision decoding.

4.3.3.3 The Viterbi Algorithm

From the examples in Subsections 4.3.3.1 and 4.3.3.2, we found that the
complexity of the trellis diagram directly reflects the computation and
memory requirement of the Viterbi decoder. In general, for a CC(n,k, K)
code, there are 2(K-1* possible states in the encoder. In the Viterbi de-
coder all states are represented by a single column of nodes in the trellis
at every symbol instant. At each node in the trellis, there are 2 merging
paths and the one with the minimum distance is selected as the survivor.
As a consequence there are 2% path comparisons at each merging node,
and the same number of comparisons is repeated for all 2(K—1* podes at
a sampling instant. The computation increases exponentially with K and
k, and this restricts them to relatively small values.

The Viterbi decoder selects and updates 2(K—1k surviving sequences
and stores them in a memory at each instant. At the end of the encoded
sequence or packet, the decoder selects the survivor with the minimum dis-
tance, i.e., the minimum Hamming distance with hard-decision decoding,
or the maximum confidence measure with soft-decision decoding. In prac-
tice, the encoded packets are usually very long, and it is impractical to
store the entire length of the surviving sequences before making a decision
as to the information sequence because of the long decoding delay that
would accrue. Instead, only the most recent L information bits in each of
the surviving sequences are stored. Once the survivor with the minimum
distance is identified the symbol associated with this path L periods ago is
conveyed to the output as a decoded information symbol. In Section 4.3.1
we described how the present encoded symbol depends on the (K — 1)
previous symbols. The ramification of this is that the joint probabilities
between symbols tends to be inversely proportional to the time separation
between them. As a consequence we arrange for the parameter L to be
made sufficiently large, normally L > 5K, for the present symbol of the
surviving sequences to have a minimum effect on the decoding of the L
previous symbols.

We have described the principles of hard-decision and soft-decision Vi-
terbi decoding. The path metric in hard-decision decoding is a measure of
the Hamming distance, and the path with the minimum metric is identified
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by the Viterbi decoder to yield the recovered sequence. With soft-decision
decoding the path metric is a confidence measure and the path with the
maximum metric provides the highest confidence and is therefore selected
by the Viterbi decoder. Let us now summarise the essential features of
the Viterbi algorithm that apply for hard-decision and for soft-decision
decoding. For a CC(n,k,K) code, there are 2(K~1D* number of states
and each state can change to 2% possible states at the next instant in the
trellis. The state transition in the trellis is represented by the branch, and
there are 2K possible branches at each instant. For a particular information
sequence, a unique path is observed in the trellis. A path consists of a chain
of branches and each branch in the trellis is associated with an encoded
symbol. The symbol attached to the path forms the sequence of encoded
symbols that are transmitted. At the receiver, the Viterbi decoder matches
the received symbol to every possible encoded symbol in the trellis. Suppose
cj; denotes the bit at the instant J in the trellis, where j indicates the
jth branch and i indicates the ith bit in the symbol. The value of ¢j;
in the trellis is an estimate of the corresponding bit r;; at the output of
the demodulator. The Viterbi decoding process can be described by the
following steps:

1. Branch metric calculation
The branch metric m§“) at the Jth instant of the a path through the
trellis is defined as the logarithm of the joint probability of the re-

ceived n-bit symbol 7,72 ... 7, conditioned on the estimated trans-

mitted n-bit symbol cyl’)c;.g) . cg.f;) for the o path. That is,

In H P(T‘ji ' Cgél))

=1

iln P(ri | ) . (4.9)

mg-a)

2. Path metric calculation
The path metric M(®) for the o path at the Jth instant is the sum
of the branch metrics belonging to the « path from the first instant
to the Jth instant. Therefore,

J
M@ =S"m{ (4.10)
j=1

3. Information sequence update
There are 2% merging paths at each node in the trellis and the decoder
selects from the paths a1, as, . . ., azx, the one having the largest met-
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ric, namely,
max (M(al),M(az),...,M(%“)) (4.11)

and this path is known as the survivor.

4. Decoder output
When all of the 20K~k survivors have been determined at the Jth
instant, the decoder outputs the (J — L)th information symbol from
its memory of the survivor with the largest metric.

Let us apply the path metric calculation, defined in the above steps, for
hard-decision decoding, where rj; is either 0 or 1. We again use our previous
example of Viterbi decoding, see Figure 4.19. The two paths a; and a
that begin at the initial node a at J = 0 and merge to node a after three
branches in the trellis have Hamming distances of 2 and 3 with the received
sequence 10 00 01 ..., respectively. According to Equations 4.9 and 4.10,
the path metrics for a; and as are

M) In P(ry; | ¢ ) =4In(1 — pp) + 2In(ps)

Mle2) = In P(rj; | ¢5) = 3In(1 — ps) + 3In(ps)  (4.12)

»

I Mw HMM

where py is the probability of a channel bit error. Assuming that p, < %,
then M(®1) is greater than M(@2) and therefore the a; path is selected as
the survivor. We also note that, as expected, the path a; has the smallest
Hamming distance. If soft-decision is employed, each quantised sample
at the output of the demodulator indicates a confidence measure of its as-
sociated data bit. This measure is the Euclidean distance of the received
signal vector from the signal boundary in the constellation. For an M-ary
modulation scheme, the signal points in the constellation are surrounded
by more than one boundary. The smaller the Euclidean distance of the
received vector to a particular signal point, the stronger is our confidence
in the value of the vector. However, for binary modulation, the two sig-
nal points are separated by a single boundary. The larger the Euclidean
distance of the received signal from the boundary, the more confidence we
have that the received signal has the correct polarity. As an example, if the
modulation is minimum shift keying (MSK) [23], there is an in-phase (I)
and quadrature phase (@) signalling channel. The signal boundaries of the
I and @ channels are spaced by a phase angle of 90° and they are there-
fore orthogonal. The confidence measure on one channel does not affect
the measure on the other channel. Both I and @ can be then treated as
independent binary signalling channels and our confidence is proportional
to the Euclidean distance of the received vector from the signal boundary.
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Suppose the MSK transmitted signal is coherently detected to yield
AT
ris = ==al® + N(T), (4.13)
where A, is the transmitted signal amplitude, T is the bit duration, a(a)
s —1 for c§?) = 0; and 1 for cﬁ) 1, i.e., a(a) = 20(0‘) —1, and N(T)
is a Gaussian random noise signal with zero mean and variance 0% =
NoT/8, and Ny/2 is the double-sided power spectral density of the receiver

thermal noise. For the AWGN channel, the demodulator output signal has
a probability density function (PDF) of

f(riilc (a) exp _u ) (4.14)
3 \/—N 20%,

By substituting Equation 4.14 into Equation 4.9, we obtain the branch
metric which is then inserted into Equation 4.10 to obtain the path metric,

M@ = ZJ:ZIn P (1']-, | cy:))

- ZJIZ w( 1 o Arae?  (4FaRy
e £ V2roy 20% 20%, 20% '
(4.15)

The first and second terms of Equation 4.15 are common to all paths. Also
(ag‘:))2 is always 1, and the fourth term is a constant and again is common
to all paths. As the terms common to all path metrics do not change the
path selection, they can be ignored from the calculation of path metrics.
Futhermore, (4,T/40%) in the third term can also be neglected. Therefore
the path metric difference becomes

AM©®) = Z Z rialy) . (4.16)

Jj=11i=1

Equation 4.16 implies that the path metric at the Jth instant of the a
path is the accumulated bit confidence measure. The path with the higher
confidence reflects the larger metric and thus the Viterbi decoder selects
the path with the larger metric as the survivor. This decision method
has been demonstrated in our previous soft-decision decoding example in
Figure 4.23.
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Figure 4.24: State diagram for the CC(2,1,3) code.

4.3.4 Distance Properties of Convolutional Codes

From the examples in Figure 4.20 and Figure 4.21, we observe that the
Hamming distance of the paths in the trellis determines the correcting
capability of the code. The bit error rate (BER) performance of a con-
volutional code thus depends on its distance property. As convolutional
encoding involves modulo-2 linear operations on the information sequence,
the convolutional code is linear and therefore the distance separations of
all the paths from a code sequence in the trellis is independent of which
particular code sequence is considered.

For the sake of simplicity, we assume that the all-zero sequence is trans-
mitted. Consequently if any erroneous decoding occurs, the non-zero path
in the trellis is favoured by the Viterbi decoder. For example, in Figure 4.21,
we see that the trace of the incorrect path leaves the all-zero sequence be-
fore eventually merging back to the all-zero path. The trace can also be
observed from the state diagram of the code shown in Figure 4.17. The ini-
tial state is at node @, and if there is no channel error, the received symbol
is 00 and the next state is again at node a. Self-looping at node a occurs.
Suppose the received sequence is no longer an all-zero sequence because of
the channel noise and that the decoder fails to correct the errors. The state
at node a changes to the other nodes for some instants before merging back
to node a again. By splitting the node a of the state diagram in Figure 4.17
into an input stage a; and an output stage a,, the traces of all the incorrect
paths are revealed by the possible connections from the input to the output
as shown in Figure 4.24.

The transition from node a; to b represents the state transition of leaving
the correct path, whereas that from node c¢ to a, is the transition of merging
back to the all-zero path. The branches of the state diagram are labelled
as either DY, D! and D?, where the exponent of D denotes the Hamming
distance of the received symbol to the all-zero symbol in bits. The factor H
is introduced into those branches activated by the information bit 1. Also,
a factor of J is introduced into each branch such that the exponent of J
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will serve as a counter to indicate the number of instants in any given path
before merging back to the correct sequence.

Let us illustrate the situation by considering an example of the factors
J, H and D associated with the branch a; — b in Figure 4.24. This branch
consists of a single transition and therefore the exponent of the factor J is
unity. The state transition from 00 to 10 is due to a single information bit 1
to the input of the encoder, the exponent of H is thus 1. As the transition
produces an encoded symbol of 11 having a distance of 2 bits from the all-
zero sequence, the factor D? is attached to this branch. Consequently, the
branch a; — b is labelled by JHD?. Let X, be a variable representing the
accumulated weight of each path that enters state s. The transfer function
associated with all transitions from state a; to a, then provides the required
enumeration of path weights. That is, we consider,

T(D,H,J) = Xa,/Xa, (4.17)

such that all the possible incorrect paths originating from the input stage
and terminating at the output stage are illustrated. From Figure 4.24, the
state equations provide the following recursive relationships:

Xy = JHD?X,, + JHX,

X. = JDX,+ JDX,

Xy = JHDX,+JHDX,

X., = JD?X,. (4.18)

The transfer function of the CC(2,1,3) code is obtained by determining
X,/ X, from Equation 4.18 and substituting the result into Equation 4.17,
namely

J3HD?
T D =TT THDO T 4.1
CC213( ’H’J) 1“JHD(1+J) ( 9)
and on dividing out,
Tocys(D H,J) = JPHD® + J*H?DS + JSH2D® + J°H3D"
+2J°HD" + JTH*D" + ... (4.20)

'The first term of the transfer function Ty, 5(D, H, J) indicates that there
is an incorrect path having a Hamming distance of five bits (exponent of D)
from the all-zero sequence that merges back to node a after three instants
(exponent of J), and there is an erroneous information bit 1 (exponent
of H). From the trellis diagram shown in Figure 4.25, the first term of
TcCa13 (D, H,J) is the trace of the path which is observed from node a,
through b, ¢ and then merging back to node a again. Similarly, the second
term of Ty, 5(D, H, J) is shown up as the patha - b —>d — ¢ > ain
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Figure 4.25: Pictorial description of TCC(2,1,3)(D’ H,J).

Figure 4.25. This path of four branches, leaving at J = 0 and returning at
J = 4, has a Hamming distance of six bits with the all-zero sequence and
induces two erroneous information bits at the decoder output.

Each term of the transfer function represents an incorrect trellis path.
The total number of incorrect paths increases exponentially with J and
therefore the transfer function has infinite terms. An important property
of the transfer function is that it provides the distance properties of all
the paths of the convolutional code. The minimum distance between two
paths of the code is called the minimum free distance and is denoted as
dfree. The dfree of CC(2,1,3) is equal to five, the exponent of D in the
first summation term in Equation 4.20.

The factor J of the transfer function is to determine the number of
branches spanned by the paths. If the convolutional code sequence is trun-
cated after ¢ instants, then the transfer function for the truncated code is
obtained by truncating T'(D, H,J) at the term J9. However, for a very
long code sequence, the transfer function tends to have an infinite number
of terms and therefore J is no longer important in determining the trunca-
tion. The factor J can be suppressed by setting J = 1 in Equation 4.20 to
yield,

TCC(on,8)(Dy H,1) = HD® + 2H?D® + 4HD" + ... (4.21)

The transfer function in Equation 4.21 does not depend on the path length
J. For instance, the second and third terms in Equation 4.20 indicate
that either term has two non-zero, i.e. erroneous, information bits and a
Hamming distance of six bits with the all-zero path, but both terms are
different in J such that their path lengths span over four and five instants,
respectively. These two terms are combined together to form the second
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term in Equation 4.21 regardless of their path lengths. Furthermore, H is
set to unity in Equation 4.21 in order to ignore the number of erroneous
information bits associated with the path. The transfer function now de-
pends only on D and the Hamming distance of all the incorrect paths to
the all-zero sequence becomes:

ToC(215(D>1,1) = D° +2D° +4D7 + ... . (4.22)

As the correct path is assumed to be an all-zero sequence, the Hamming
distance between an incorrect and correct path is the weight (number of
logical ones) of the incorrect path. In general, if d denotes the Hamming
distance of a weight-d path, Equation 4.22 can be expressed as

o0
T(D)= Y AsD%, (4.23)
d=drnin

where the coefficient A4 is the number of incorrect paths of weight-d re-
gardless of the information bits on the path.

An important property of the code is the weight distribution, which
determines the number of information bit errors at the decoder output if the
weight-d path is incorrectly selected. The weight distribution Wy, 5(d)
of the CC(2,1,3) code is characterised by the total number of erroneous
information bits of all weight-d trellis paths and is formally obtained by
differentiating Tc,,5(D, H) with respect to H and setting H = 1:

AT (D, H, 1
Wecas(d) = (CCﬂ;I({ ) . (4.24)

This is true, since differentiating T'(D, H) effectively yields the multiplica-
tion of the total number of incoming paths with the number of incorrect
decoded bits per such path, giving the total number of incorrect decoded
bits in all weigth-d paths. Substituting Equation 4.21 into 4.24, we have

WCCais(d) = D° +4D° +12D7 + ... . (4.25)

In general, the weight distribution of a code can be described by

o0
W(d)= Y WD, (4.26)
d=dmin

where the coefficient W is defined as the total number of erroneous infor-
mation bits for all weight-d paths. The minimum distance among all these
paths is d¢r.. and therefore Wy = 0 for d < dpmin.

The CC(2,1,3) code of our example is a non-systematic code because
neither of the polynomial generators produces output bits that are identical
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Figure 4.26: Convolutional systematic encoder for the CC(2, 1, 3) code.

to the information bits. Conversely, if either of the generator polynomials
91(2) or g2(z) has only a single connection to the register, the informa-
tion sequence appears directly at the encoder output and the codes are
described as systematic codes. Non-systematic convolutional codes are usu-
ally preferred because of their higher error correcting capability compared
to systematic codes, while for block codes the converse is true. The reasons
become apparent if we compare the distance property of the systematic
CC(2,1, 3) with our example of a non-systematic CC(2,1,3). The genera-
tors ¢g1(z) and g2(2) of the systematic code are, as shown in Figure 4.26:

g1(2) =22 and @g(z)=1+2+2°. (4.27)

The generator g;(z) is a direct hard-wire connection and therefore copies
the information sequence to its output. The optimum performance code is
formulated by computer search of optimum connections for the generator
polynomials. As the g;(z) connection is fixed to be z2, it reduces the degree
of freedom for the search of the optimum code. The code cannot therefore
achieve the maximum distances between encoded sequences as it can for
non-systematic codes. By eliminating one of the adders, there is a reduction
in the minimum free distance.

If we calculate the transfer function of the systematic CC(2,1,3) code
with the generator polynomials given in Equation 4.27, then the weight
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distribution of this code is obtained with the aid of Equation 4.24 as
W Cars(d) =3D* +15D° +58D% + ... . (4.28)

The dfree of this code is 4, which is less than that of its non-systematic
counterpart (dfre. = 5). We note that the dy,ee is the minimum separable
distance of the code, i.e., any two encoded sequences must be separated
by a Hamming distance of at least df,... The performance of the code is
proportional to dfrce. The smaller df,.. of the systematic code compared
with the non-systematic reflects the reduction of the relative distances be-
tween encoded sequences. In fact, Bucher and Heller [24] have shown that
for large K, the performance of a systematic code of constraint length K
is approximately the same as that of a non-systematic code of constraint
length K(1 — R). Thus for R = 1/2 and very large K, systematic codes
have the performance of non-systematic codes of half the constraint length,
while demanding the same decoder complexity.

So far, we have used the CC(2,1,3) code as our simple example to
illustrate the principle of convolutional coding. This code is weak because
its contraint length K = 3 is short. The code advocated by the GSM
recommendation [12] for speech communications over the Pan-European
cellular mobile radio system is CC(2,1,5). The generator polynomials of
the full-rate speech channel [25] for this code are described by

gi(2) =1+2°+2* and g(z)=14+2+22+2%. (4.29)

This is a binary half rate code with a constraint length of 5 bits. The
state diagram has 2(K~D* = 16 states and the transfer function of the
code is found by solving 16 state equations. For the binary code where
k = 1, the complexity of the computation grows exponentially with K.
An alternative way of obtaining the transfer function for large values of
K is to trace through every possible non-zero path in the trellis by an
exhaustive computer search and record their path distances. The weight
distribution of the code CC(2, 1, 5) is obtained by recording the total weight
of all information sequences which produce paths of distance d from the
all-zero path. From our computer search we found the weight distribution
to be

W0 Cars(d) =4D7 +12D% +26D° + ... . (4.30)

The coefficient W7 of the first term in Equation 4.30 indicates that a total
of 4 information bit errors are associated with all weight-7 paths. Simi-
larly, the coefficients W3 and Wy of the second and third terms have 12
and 20 information bit errors associated with weight-8 and weight-9 paths,
respectively. The minimum distance df,... among all of these paths is 7,
the exponent of D in the first term in Equation 4.30.

The code used for satellite communications [25] is CC(2,1,7), a binary
half rate code with a longer constraint length of 7 bits. The generator
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polynomials [26] used in the encoder are given by
q(2) =1+22+224+2°4+2%5 and  g(2) =1+2+22+2%+2%. (4.31)

The weight distribution of this code is obtained by computer search in order
to avoid the complexity of solving its 2(5—1* = 64 state equations, and is
given by

Wi Cai,(d) = 36D +211D'% + 1404D" + ... . (4.32)

The minimum free distance of this code is dfee = 10. Although all of the
CC(2,1,3), CC(2,1,5) and CC(2,1,7) are half rate binary codes, the effect
of increasing their constraint length is to increase the number of states in
the code and their minimum free distance and thereby enhance their error
correcting capability.

4.3.5 Punctured Convolutional Codes

For a convolutional code of rate k/n there are 2% merging paths at each node
in the trellis. The decoding of this code by the Viterbi algorithm selects
the path with the highest metric out of the 2% possibilities at each node.
The number of calculations per selection at each node grows exponentially
with k, rendering the implementation of the codec for operation at high
speed a difficult task, particularly in the case of high-rate codes. Yamada
et al. propose a syndrome-former trellis [27] to decode high-rate codes.
The method achieves the same performance {28] as the Viterbi decoding
algorithm with reduced number of computations. However, the Viterbi
decoding of high rate codes, where k > 1 can also be significantly simplified
by employing punctured convolutional codes [29,30]. Puncturing allows us
to obtain a high-rate code by periodically deleting some of the coded bits
from a low-rate encoder output. In addition, puncturing of the low-rate
1/n code results in the decoding trellis operating with & equal to unity.

Let us consider a high rate R = 2/3 code, which can be achieved by
either the CC(3,2,2) code or the punctured PCC(2,1,3) code. Both ex-
amples are chosen with the same number of states, i.e., 20K~1% = 4. The
generator polynomials {31] of the CC(3,2,2) code are

a(z) = l+z+22+2°
92(2) = z+2° (4.33)
g3(z) = 1+z+2%.

At each instant, a 2-bit information symbol is inserted into the encoder
and the three generators produce a 3-bit output symbol. The coding rate
R is therefore equal to 2/3. Figure 4.27 illustrates all the possible state
transitions at a symbol instant. The number of possible states of this code
is 2Kk = 4 and the symbol attached to each state transition is an n = 3
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Figure 4.27: Encoder and trellis diagram for the CC(3,2,2), R = 2/3 code.
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Figure 4.28: Encoder and trellis diagram for the PCC(2,1,3), R = 2/3 code.

bit encoded symbol. Each state transition is activated by a new k = 2
bit information symbol at the encoder input. A 2-bit shift of the encoder
state at each instant induces one of four possible state transitions. For each
node in the trellis shown in Figure 4.27 there are four merging branches
and thus three pairwise comparisons are required to select the survivor.
The comparisons are repeated for the other nodes and the total number of
comparisons for decoding every three received bits is 12.

The same coding rate can also be achieved by periodically deleting bits
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Figure 4.29: Example for the Viterbi decoding of a punctured code.

from the CC{2,1,3) half rate code as demonstrated in Figure 4.28. A
puncturing matrix is assigned at the output of a half rate encoder, where
an element of 1 in the matrix allows its input bit to appear at the output,
whereas an element of 0 in the matrix deletes the incoming bit at its input.
The top row of the matrix consists of 11 which does not delete any bits from
the output of adder 1. The second row of the matrix is 10 which deletes
every alternate bit from the output of adder 2. The encoded sequence
is formulated by sampling the adders output alternately. In this case,
every fourth encoded bit is deleted, the encoder will produce three output
bits for every two input bits resulting in a R = 2/3 code. The trellis
of the punctured code shown in Figure 4.28 is basically constructed from
Figure 4.16. It is equivalent to the trellis of the half rate code except that
the X indicates the position of the deleted bits. There are only two merging
paths to each node and therefore only a pairwise comparison is required
at each node. For every three bits received over two symbol instants, the
number of comparisons is 8, which is less than the 12 required by the
CC(3,2,2) code. Puncturing the code reduces its minimum free distance, in
this case from 5 to 3. However, this is the largest minimum free distance [32]
for any CC(3,2,2) code, and therefore in this case there is no reduction in
the minimum free distance due to puncturing,.

Let us now illustrate an example of punctured coding by using the en-
coder described in Figure 4.28. It consists of a half-rate CC(2, 1, 3) encoder
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as used in Figure 4.14, followed by a puncturing matrix at its output. Sup-
pose we use the same input sequence to the encoder as in Figure 4.14,
ie., ...,0,1,0,1. The output sequence is punctured every fourth bit and
becomes ...,0,00,0,11. On the basis of no channel errors, the input se-
quence to the decoder is the same as the encoded sequence. The received
sequence can be either hard-decision or soft-decision decoded. Let us ap-
ply hard-decision Viterbi decoding as shown in Figure 4.29. At the first
instant, J = 1, the received symbol is 11 which is compared with the possi-
ble transmitted symbols 00 and 11 of the branches ¢ = a and @ — b. Their
Hamming distances are 2 and 0, respectively. At the second instant, J = 2,
the received symbol consists of only a single bit 0, as the other bit of the
symbol was punctured at the encoder. The corresponding bit being punc-
tured in the trellis is marked by X in Figure 4.29. The received bit is then
compared with the possible transmitted bits 0, 1, 0 or 1 for the correspond-
ing branches a — a, a — b, b — ¢ and b — d. The path metrics are 2, 3, 0
and 1 for the branchesa - a - a,a 2a—>b,a>b—>canda—b—d,
respectively. Similarly, the Viterbi decoding algorithm is applied to the
third and fourth instants. At the instant J = 4, there are four survivors
and the survivor with the smallest metric is the patha 5 b2 ¢ > b > c.
This path corresponds to the transmitted sequence and hence the correct
information sequence 1010... is delivered to the decoder output.

Let us consider a punctured R = 2/3 code with a constraint length of
5 bits. This may be produced by puncturing the CC(3,1,5) code where
the generator polynomials are given by [30]

a(z) = 1+z+2*
g2(2) = 1422428424 (4.34)
ga(2) = 14+22+2%.

This punctured code is designed to produce the optimum performance at
BER= 1073 in the presence of random bit errors. The puncturing pattern
of the encoded bit sequence is to delete every alternate output bit, starting
from the first bit generated by g¢1(z) and g2(2), and also every alternate
output bit, starting from the second bit produced by g3(z). Hence, three
output bits remain for every two input bits that results in a 2/3 rate code.

4.3.6 Hard-decision Decoding Theory

As the convolutional code is linear, we assume that the all-zero path is
transmitted, knowing that our findings can be generalised for other non-
zero paths. Convolutional codes, unlike block codes, do not necessarily
have a fixed length. The Viterbi decoder selects the survivors in the trellis
at every instant while the sequence is being received. Bit errors at the
decoder output are due to selecting the incorrect path in the trellis. In
order to derive the post-decoding bit error rate performance, we define the
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first-event error probability, Prg, as the probability when for the first time
an incorrect path merges to the correct path at a node with a metric that is
smaller than the one for the correct path. We recall that for hard-decision
decoding, the metrics in the Viterbi algorithm are the Hamming distances
between the received sequence and the paths in the trellis. Let us assume
that the decoder receives a sequence of demodulated bits having an average
bit error rate of p, over a memoryless channel. Suppose that the non-zero
path merging at node a is separated by a Hamming distance of d from the
all-zero path. If the number of error bits in the received sequence exceeds
d[2, the received sequence is compared with both non-zero and all-zero
paths and their Hamming distances are < d and > d, respectively. The
non-zero path has a smaller metric and is therefore favoured by the Viterbi
decoder. Consequently an erroneous decoding occurs. If the Hamming
distance between the non-zero and the all-zero paths is odd, i.e., d is odd,
the probability of an incorrect decoding is the probability that the number
of channel errors is > (d + 1)/2,

d

d\ =i .

Piep(d)= (Z.)pb(l—pb)d . dis odd. (4.35)
i=(d+1)/2

However, when the Hamming distance between the non-zero and the all-
zero paths is even, and the number of channel errors equals d/2, the received
sequence has equal distances from the non-zero and the all-zero paths. The
metrics of both paths are therefore equal. In this case, the Viterbi decoder
will randomly select one of the paths and therefore an erroneous decoding
occurs for half of the time. Hence the probability of the incorrect decoding
for even values of d is

Piep(d) = i ( lj )Pi(l —p)Ti % ( dc/i2 )

i=d/2+1
pg/2(1 —pp)¥?; dis even. (4.36)

From Equation 4.35, we may obtain an upper bound by noting that

d

d 4 4
Prep(d) < > ( ; )Pﬁ(l—m)g
i=(d+1)/2
-3 d 4 d
- sda-mt > (9)
i=(d+1)/2
4 P d
< pp(1=m)? }:( ; )
i=0

= 29p3(1—p,)% 437
= 2°pg(1-ps)® . (4.37)
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Similarly, it can be shown that Equation 4.37 is an upper bound on Prcp
for d even.

The transfer function of Equation 4.20 describes all the possible non-
zero paths in the trellis that initially leave the all-zero path and eventually
merge at node a after some symbol instants. The distance from the non-
zero path increases with the number of instants of separation. Any non-zero
paths terminating at node a with different distances have the possibility of
being selected by the Viterbi decoder as the most likely path and will result
in a first-event error. The union bound of the first-event error probability
is obtained by summing the probability of incorrect decoding over all the
possible non-zero paths merging at node a,

00
Prp< Y. AdPicp(d) (4.38)
d=dmin

where the coeflicient of A4 is the number of non-zero paths with weight
d. Substituting the upper bound of P;¢cp from Equation 4.37 into Equa-
tion 4.38 yields the upper bound on the first-event error probability,

(o]
4
Pre< Y Aa2pZ(1-p)t . (4.39)
d=dmin

Furthermore, by substituting D = 2+/ps(1 — ps) into Equation 4.39 and
using Equation 4.23, enables the upper bound of Prg to be expressed as

00
Prp < Z AqD® = T(D)
d=dmin

' D =2y/p(1 - p») (4.40)

If a first-event error occurs, the non-zero path is selected and the decoder
outputs the corresponding erroneous information sequence. As an all-zero
sequence was transmitted, the number of post-decoding bit errors is equal
to the number of non-zero bits in the information sequence. Hence, if each
event error probability term is weighted by the total number of non-zero
information bits on all the weight-d paths, W; namely, the first-event error
probability bound can be modified to provide a bound on the post-decoding
bit error, pp,. In addition, for an R = k/n code, there is a k-bit symbol
decoded at each instant. Thus, the hard-decision post-decoding bit error
probability ps, is union bounded by

1 o0
P < Z WaPrcp(d) (4.41)
d=dmin

where the coefficient W is the total number of information bit errors for
all weight-d paths and Pjcp is obtained from Equations 4.35 and 4.36.
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However, if the upper bound of P;¢cp is substituted into Equation 4.41,
the upper bound of py, is expressed as

1 o0
Pop < 3 ST Walaps(1 - po)]*? (4.42)
d=dmin

and from Equation 4.24 and Equation 4.26, we can write,

Pop

ldT(D H)
H=

= 1,D =2/m(1 = py) (4.43)

In our example of the CC(2,1,3) code, the weight distribution is
obtained by differentiating T(c(,,5(D, H) with respect to H, see Equa-
tion 4.25. On substituting our result into Equation 4.42, the upper bound
of pyyp is given by

5 6 7

However, if the expressions of Prop in Equations 4.35 and 4.36 are used to
substitute into Equation 4.41, a tighter bound of p,, can be obtained.

4.3.7 Soft-decision Decoding Theory

In Section 4.3.6 we evaluated the performance of convolutional codes for
hard-decision decoding. With this type of decoding the signal at the output
of the demodulator is sampled and binary quantised and the resulting bits
are passed to the input of the decoder. However, with soft-decision decod-
ing the demodulated signal is quantised and conveyed to the decoder. In
deriving the probability of bit error for convolutional codes we assume that
the voltage levels at the demodulator output are statistically independent
from each other. To simplify the analysis we transmit the all-zero sequence,
knowing that our resuits are applicable to other transmitted sequences.

Suppose that the transmitted signal is MSK modulated, and that co-
herent demodulation is used at the receiver. The sampled demodulated
signal is applied directly to the decoder without the samples being quan-
tised. The path metric of the a path at J instant is given by Equation 4.16
and the Viterbi decoder selects the survivor with the largest metric among
all the competing paths merging at node a. Let us denote ag and «; as
the all-zero path and the non-zero path, respectively, merging to node a.
If M(e) > pf(@0)  the non-zero path is selected that results in incorrect
decoding, and the probability of an incorrect decoding is

Picp(d) = P(M(al)>M(ao))
= P (M) - M 3 0)
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J n

P35S @i —as)y >0]. (4.45)

j=1i=1

Suppose the non-zero path «; that merges with the all-zero path oo differs
in d number of encoded bits, i.e., there are d logical 1 bits in the non-zero
sequence. We can therefore simplify Equation 4.45 by evaluating P;cp(d)
only at the d positions to yield

Prep(d) = (Z Tp > O) (4.46)

where the index p is the position of those d bits in which the two paths
differ, and r, represents the demodulator output corresponding to one of
these d bits. For an AWGN channel, the signal r, is a Gaussian random
variable with a PDF described by Equation 4.14. A new random variable
T = Zzzl rp = Tpd can be derived, where r is also Gaussian with a mean
and variance equal to pd and o%d, respectively, and u = A;T/2. The
probability Prcp(d) of selecting the non-zero path is the probability of 7
(i.e., summation of r,) being positive in Equation 4.46,

Piep(d) = %erfc(m)
= %erfc(\/EbRT/NO) (4.47)

where I' = A2T'/ny is the channel signal-to-noise ratio (SNR) and Ej is the
energy per information bit.

Equation 4.47 gives the probability of incorrectly decoding from the
pairwise comparisons into a path of distance d from the all-zero path. There
are, of course, many other possible paths with different distances that merge
with the all-zero path at a given node. However, we can upper bound the
error probability by summing the incorrect decoding probabilities of the
pairwise comparisons over all possible paths that merge with the all-zero
path at a given node. By doing so we form the union bound of the first-
event error probability as

(o)
Prgp < Z AgPrcp(d)

d=dmin
= % i Aderfc(\/Ede/No) (4.48)
d=dmin

where Ag is the coefficient of the transfer function T'(D, H), representing
the number of non-zero paths with weight d. Furthermore, the expression
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of the union bound in Equation 4.47 can be simplified to obtain the upper
bound by replacing the complementary error function by the exponential
function because

erfc (\/Ede/No) < exp(—E»Rd/No) (4.49)

and therefore Equation 4.47 becomes
1
PICD(d) < 5 exp (—Ede/N()) . (450)

The probability of post-decoding bit errors ps, is obtained by weighting the
first-event error probability term with the weight (i.e., number of bit 1 in
the non-zero information sequence), of the incorrect path. Hence, similarly
to hard decision, the union bound of the post-decoding bit error probability
is given by

Dbp WqPicp(d)

??‘Ii-—‘

=d

< —IE :Zd: Waerte (/B Rd[No) - (4.51)

By substituting Equation 4.50 into 4.51, we obtain the upper bound of the
post-decoding bit error probability,

1 o
Prp < ﬂd Zd: W4 exp (—EyRd/Np)
1 dT(D H)
% . H=1,D=exp(—ERd/Ng) *~ (452

4.3.8 Convolutional Code Performance

The Viterbi decoding of convolutional codes is analysed in references [20,
33], and their performance over additive white Gaussian noise (AWGN)
channels is widely known {22,30,31] for various coding rates and constraint
lengths. The AWGN channel results in every bit having an equal probabil-
ity of being erroneous. Convolutional codes rely on adjacent bits to correct
an error. As burst errors are infrequent on a random channel, convolu-
tional codes are appropriate. However, in the mobile radio environment
where the narrowband transmission link is modelled by a Rayleigh fading
channel, burst errors occur due to the deep fades. The result is that convo-
lutional codes become occasionally overloaded and the BER performance
deteriorates. In order to decrease the BER, interleaving techniques are
introduced. Unfortunately interleaving introduces delay which may be un-
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acceptable for digital speech transmissions. This situation has motivated
us to examine various interleaving methods having minimum delay, while
still providing an acceptable performance. We studied the effect of code
parameters, such as the constraint length, the coding rate, and the per-
formance of hard and soft decisions on the received signals. Our results
emphasised the gain in performance achieved by using the Viterbi decod-
ing with soft-decisions when the transmissions were via Rayleigh fading
channels. The system block diagram used in our simulations is shown
in Figure 4.1. The source data were protected by convolutional codes and
scrambled by diagonal interleaving, block interleaving or inter-block inter-
leaving. The interleaved data were MSK modulated and transmitted over
AWGN or Rayleigh fading channels. Previous experimental results [34]
have showed that the mobile radio channel in highway microcells is Rician,
although they can approach Gaussian or Rayleigh channels on occasions.
In our experiments the received signals were demodulated into symbals if
hard-decision decoding was used, or the demodulated signal was sampled
and quantised into values representing the confidence of the received sig-
nals if soft-decision decoding was applied. The demodulated data were
deinterleaved and convolutionally decoded to give the recovered data.

4.3.8.1 Convolutional Code Performance via Gaussian Channels

Figure 4.30 displays a set of theoretical and simulation results using Mini-
mum Shift Keying (MSK) for the the half-rate R = 1/2 convolutional code
CC(2,1, 5) decoded by hard-decision Viterbi decoding [VD-HD]. The post-
decoding BER measured at the decoder output is shown as a function of
signal-to-noise ratio (Ep/Ng) for the AWGN channel. The union bound
and the upper bound in the Figure are obtained by substituting the weight
distribution Wy,,5(d) of the CC(2,1,5) code, given by Equation 4.30,
into Equations 4.41 and 4.42, respectively. The union bound and the simu-
lation results were in good agreement, especially at the high F} /N, values.
At a BER of 1078, the difference between the upper bound and the sim-
ulation result was < 1 dB, whereas the union bound and the simulation
agreed within a 0.1 dB. We concluded that the simulation results for the
hard-decision decoding agreed with our theoretical calculations.

The minimum free distance dy.;, of the two-third rate punctured
PCC(3,2,5) code generated by using Equation 4.34 was five, a value which
was the same as for the half rate CC(2, 1, 3) code. The codes were recovered
by hard-decision decoding and their BER performances against E,/Ng are
displayed in Figure 4.31. It is interesting to note that the CC(2,1, 3) code
had 1dB loss over the CC(2,1,5) code as shown in Figure 4.30 at a BER
of 1075. Comparing the simulation results of the PCC(3,2,5) code with
the CC(2, 1, 5) code again in Figure 4.30, we observe that it is only 0.1dB
and 0.6 dB inferior to the CC(2,1,5) code at BERs of 1079 and 1072, re-
spectively. The performance was therefore improved by having codes with
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Figure 4.30: Post-decoding BER of the R=1/2, CC(2, 1, 5) code with [VD-HD)
via Gaussian channel.

longer constraint length K, rather than by reducing the coding rate R.
The constraint length of the code determined the coder complexity as the
number of states of the binary code were 4 and 16, for K = 3 and K = 5,
respectively. Although the PCC(3,2,5) is more complex to implement than
the CC(2,1,3) code, it has a higher data throughput. In general we can
exchange coder complexity for data throughput.

By using soft-decision Viterbi decoding [VD-SD], we obtained a set
of theoretical and simulation results for the half rate convolutional codes
CC(2,1,5) and CC(2,1,7), and for the two-third rate punctured con-
volutional codes PCC(3,2,5) and PCC(3,2,7) as shown in Figure 4.32.
The soft-decision decoding was assumed to utilise infinite quantisation lev-
els from the demodulator. Again, the theoretical and simulation results
were in close agreement. By comparing the decoding methods of soft and
hard decision decoding, the CC(2,1,5) code required an E,/Ng of 5.7dB
to achieve a BER of 10~ using soft-decision, whereas it needed 7.7dB (as
indicated in Figure 4.30) to acquire the same BER employing hard-decision
decoding. The performance gain of soft-decision decoding was 2dB. In the
case of the two-thirds rate punctured PCC(3,2,5) code, it required E; /Ny
values of 6.2dB (Figure 4.32) and 7.8dB (Figure 4.31) to yield a BER of
10~® for soft and hard decision, respectively. There was a 1.6dB gain in
Ey /Ny by using soft-decision decoding. An interesting comparison in Fig-
ure 4.32 is that there is a 1dB gain in E, /Ny if the constraint length of
either CC(2,1,5) or PCC(3, 2, 5) code is increased from five to seven binary
stages. Also, only 0.5 dB is gained in Ep/Ng by reducing the coding rate of
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Figure 4.32: Post-decoding BER of various soft-decision Viterbi-decoded [VD-
SD] convolutional codes via AWGN channel.

either the PCC(3,2,5) or the PCC(3, 2,7) code from a two-thirds to a half
rate CC(2,1,5) or CC(2,1,7) code, respectively.
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Figure 4.33: Received signal strength relative to its RMS value over Rayleigh-
fading channel.

4.3.8.2 Convolutional Code Performance via Rayleigh Channels

When the transmissions were over a mobile radio channel to a MS in a
vehicle travelling at 60 mph, the signal envelope was subjected to Rayleigh
fading as shown in Figure 4.33. A deep fade of —20dB relative to its root
mean square value was common and led to the occurrence of burst errors.
Interleaving techniques were employed to transform the bursty channel into
a near memoryless channel. The theoretical union and upper bounds of
the post-decoding BER of the CC(2, 1, 5) code, decoded by using the hard-
decision Viterbi algorithm, for the memoryless channel were evaluated by
substituting the channel BER p, into Equations 4.41 and 4.42, respec-
tively. These bounds were displayed in Figure 4.34. The simulation results
for inter-block bit interleaving with B = 24 and N = 7, i.e., IBI/B(24,7),
showed a good approximation to the theoretical calculations. Inter-block
bit interleaving with a delay of 4032 bits converted the channel into a mem-
oryless one, and an E; /Ny =18.5dB was required to achieve a BER of 1076,
By reducing the interleaving delay to 2880 bits, the inter-block bit inter-
leaving IBI/B(24,5) provided an approximately memoryless channel, but
the performance was 1.5dB inferior to that of IBI/B(24,7). The penalty of
shorter delay was a reduction in the BER performance.

If the signal was not protected by coding and was not interleaved for
transmission over the Rayleigh fading channel, then the simulations showed
that an Ey/Ny value of 52dB was required to achieve a BER of 10~5. After
introducing the convolutional code CC(2,1,5) without interleaving, the
required E; /Ny value was reduced to 37.5dB for a BER of 107%, as shown
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Theoretical bounds for the memoryless channel and simulation
results using various interleavers for the post-decoding BER of
the CC(2, 1, 5) [VD SD] code.
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Effect of diagonal and block interleaving on the post-decoding
BER of the CC(2, 1, 5) [VD SD] code over Rayleigh-fading channel.
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Figure 4.36: Effect of interblock interleaving on post-decoding BER for the
CC(2,1,5) [VD SD] code over Rayleigh-fading channel.

in Figure 4.35, a coding gain of 14.5 dB where hard-decision decoding was
used. Then in addition to the error protection, diagonal bit interleaving
over a delay of 456 bits was applied. The burst errors were divided into
smaller segments and were dispersed into adjacent blocks. Smaller segments
of errors had a better chance of being corrected and that reduced the E, /Ny
value to 33 dB. However, the interleaving depth of this method was only two
and the error segments in the adjacent block were still bursty as illustrated
by the PDF in Figure 4.10. This E;, /Ny value was also obtained using block
bit interleaving BI/B(2,456), but with the same depth. When the depth
was increased to 10 and 20, the burst errors were more randomly distributed
and the required Ej/Np values dropped to 27.5 and 24.5dB, respectively.
When comparing the Ey/Ny at a BER of 107%, we found that for the
CC(2,1,5) code the BI/B(20,456) scheme with 9120 bits delay (displayed in
Figure 4.35) required 6 dB more SNR, than the IBI/B(24,7) interleaver with
4032 bits delay (see Figure 4.34). The inter-block bit interleaving dispersed
the burst errors more randomly with a smaller delay penalty compared to
block bit interleaving.

In Figure 4.36, the results for the CC(2, 1, 5) code using soft-decision de-
coding and different inter-block bit interleaving delays is presented. With
no interleaving the FEjp/Np value of 32.5dB gave a BER of 10~% having
a gain of 5dB compared to the hard-decision version (see Figure 4.35).
When IBI/B(8,7) with 448 bits delay was introduced, the E, /Ny value was
reduced to 19.5dB as illustrated in Figure 4.36. This delay was acceptable
for speech transmissions and the performance of the code provided a guide-
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Figure 4.37: Effect of interblock interleaving on post-decoding BER for the
PCC(3,2,5) [VD SD] code over Rayleigh-fading channel.

line for speech codec design. If the speech quality of the codec requires it
to operate with a BER> 1073, a minimum value of Ey/Np of 11.5dB must
be guaranteed. When the delay was increased to 1024 and 2880 bits, the
required Ej /Ny values were reduced to 15.5 and 11.5dB at a BER of 107°.
With the longer delay of 4032 bits, a further reduction of 1 dB was achieved.
As the channel became random, the E;/Ng was reduced to the minimum
of 10.5dB for the BER of 10~¢.

When the code was changed from half to two-thirds rate by keeping
the same constraint length K of 5, a new set of results for the PCC(3, 2, 5)
code was obtained, see Figure 4.37. The E,/Ng values were 33.5, 21.5,
18.5, 13.7, and 12.6dB for a BER of 1079 for the delays of 0, 448, 1014,
2880, and 4032 bits, respectively. Despite the higher coding rate, the values
were only about 2 to 3dB inferior to that of the CC(2,1,5) code. When
speech was transmitted with an interleaving delay of 448 bits, a channel
Ey /Ny value of 13.5dB was required for a BER of 1073 that required 2dB
more compared with the half rate code with the same constraint length.
It is interesting to note that at low E},/Ng values the BER with coding is
even higher than that without coding. More bit errors were introduced at
the decoder output because substantial burst errors could not be corrected.
The Viterbi decoder selected the incorrect path and that precipitated more
errors than if coding had not been used. The code had no error detection
capability enabling the incorrect decoding to be identified. In addition,
the non-systematic code was superior as the received bit sequence did not
contain a copy of the information data. As a result, there was no remedy
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Figure 4.39: Effect of interblock interleaving on post-decoding BER for the
PCC(3,2,7) [VD SD] code over Rayleigh-fading channel.

if incorrect decoding occurred.

When the constraint length of the codes was extended to K = 7, the half
rate CC(2,1,7) code and the two-thirds rate PCC(3,2,7) code yielded the
results displayed in Figure 4.38 and Figure 4.39, respectively. The gains in
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Ey /Ny for the CC(2,1,7) code compared to the CC(2,1,5) were 7, 3, 3, 2,
and 1.5dB for delays of 0, 448, 1014, 2880, and 4032 bits, respectively. The
gradually decreasing gain in E;/Np with increasing delay was because the
behaviour of the channel became more random and approached a Gaussian
channel. The gain of the CC(2,1,7) code over the CC(2,1,5) code for the
case of the AWGN channel was as small as 1dB as shown in Figure 4.32.
Similarly, the gains of E,/Ny for the PCC(3,1,7) code in Figure 4.39 over
the PCC(3,1, 5) were 3.5, 2.5, 2.5, 1.7, and 1.3dB for delays of 0, 448, 1014,
2880, and 4032bits, respectively. The decreasing gain in E,/Ny with in-
creasing delay was again observed. The gain in E}y /Ny due to the increased
constraint length for the two-thirds rate code was comparatively smaller
than for the half rate code.

4.3.9 Conclusions on Convolutional Coding

For transmissions over the AWGN channel, the performance of convolu-
tional codes is enhanced by 0.5dB if the constraint length K is increased
by 1. A degradation of at most 1dB occurs when the coding rate is in-
creased from half to two-thirdss. As a result, if the data throughput is
increased by increasing the coding rate from half to two-thirdss, the con-
straint length of the code can also be increased in order to obtain the same
performance. If soft-decision is applied, a further 1.5-2.0dB gain in E} /Ny
can be achieved. The coding gains of convolutional codes for transmissions
over AWGN channel are summarised in Table 4.1.

In the Rayleigh fading channel, inter-block interleaving over 2880 bits
can approximately render the fading channel into a memoryless one. For an
acceptable delay of 448 bits introduced by the inter-block bit interleaving,
digital speech transmission is possible with a BER of 10~3 or less, provided
the E,/Np value is above 11.5dB. The soft-decision Viterbi decoding in
the fading channel achieves a gain of 5dB at BER of 10~¢ compared to the
hard-decision decoder. This gain is more than that for the AWGN channel
(2dB), and means that soft-decision decoding is more effective in the fading
environment. A degradation of 2-3dB occurs if the coding rate is increased
from half to two-thirdss. If the constraint length of the code is increased
from 5 to 7, the gain in E} /Ny for the half rate code ranges from 7 to 1.5dB
for a delay ranging from 0 to 4032 bits, respectively. For the long delay, the
channel tends to be random and therefore the gain is only 1.5dB. This is
equivalent to the gain (1.5-2dB) achieved for transmission over the AWGN
channel. The improvement for the two-thirds rate code ranges from 3.5 to
1.3dB over the delay range from 0 to 4032bits, respectively. The coding
gains of convolutional codes in the Rayleigh fading channel are tabulated
in Table 4.2. For the high rate codes, the BER is higher at the low E,/Ng
values than when channel coding is not used. This is due to the lack of
error detection capability, and to the use of non-systematic codes.
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F,/No at BER of

Cod.-gain at BER of

103 108 10-3 106
No coding 6.8dB 10.5dB 0dB 0dB
CC(2, 1,5 R=1/2 [VD - HD] 5.3dB 7.7dB 1.5dB 2.8dB
PCC(3,1,5) R=2/3[VD - HD] | 56dB 7.8dB 1.2dB 2.7dB
CC(2,1,5) R=1/2[VD — SD] 3.2dB 5.6dB 3.6dB 4.9dB
CC(2,1,7) R=1/2 [VD — 8D] 2.7dB 4.6dB 4.1dB 5.9dB
PCC(3,1,5) R =2/3 [VD — SD] 3.7dB 6.1dB 3.1dB 4.4dB
PCC(3,1,7) R =2/3 [VD — SD] 3.2dB 5.1dB 3.6dB 5.4dB

Table 4.1: Coding gain of convolutional codes over AWGN channels.

E,/No at BER of | Cod.-gain at BER of
103 10-¢ 108 10-®
No coding 21.5dB 52.0dB 0dB 0dB
CC(2,1,5) R=1/2 [VD —~ HD]
No interleaving 21.3dB 37.5dB 0.2dB 14.5dB
DI/B 456bits 19.5dB 33.5dB 2.0dB 18.5dB
BI/B(2,456)  912bits 19.0dB | 33.5dB 2.5dB 18.5dB
BI/B(10,456) 4560bits 15.0dB | 27.5dB 6.5dB 24.5dB
BI/B(20,456) 9120bits 13.5dB 24.5dB 8.0dB 27.5dB
IBI/B(24,5) 2880bits 11.7dB 20.0dB 9.8dB 32.0dB
IBI/B(24,7) 4032bits 10.9dB 18.6dB 10.6dB 33.4dB
CC(2,1,5) R=1/2 VD - SD]
No interleaving 19.0dB 32.2dB 2.5dB 19.8dB
IBI/B(8,7) 448bits 11.5dB 19.7dB 10.0dB 32.3dB
IBI/B(13,6) 1014bits 9.0dB 15.5dB 12.5dB 36.5dB
IBI/B(24,5) 2880bits 7.6dB 11.5dB 13.9dB 40.5dB
IBI/B(24,7) 4032bits 7.5dB 10.6dB 14.0dB 41.4dB
PCC(3,1,5) R=2/3 [VD - SDj
No interleaving 20.0dB 33.5dB 1.5dB 18.5dB
IBI/B(8,7) 448bits 13.7dB 21.5dB 7.8dB 30.5dB
IBI/B(13,6) 1014bits 11.5dB 18.5dB 10.0dB 33.5dB
IBI/B(24,5) 2880bits 9.7dB 13.8dB 11.8dB 38.2dB
IBI/B(24,7) 4032bits 9.3dB 12.7dB 12.2dB 39.3dB
CC(2,1,7Y R=1/2 VD - SD]
No interleaving 17.3dB 25.0dB 4.2dB 27.0dB
IBI/B(8,7) 448bits 11.0dB 16.5dB 10.5dB 35.5dB
IBI/B(13,6) 1014bits 8.8dB 12.5dB 12.7dB 39.5dB
IBI/B(24,5) 2880bits 7.2dB 9.8dB 14.3dB 42.2dB
IBI/B(24,7) 4032bits 6.8dB 9.0dB 14.7dB 43.0dB
PCC(3,1,7) R=2/3 VD - SDj
No interleaving 19.2dB 30.0dB 2.3dB 22.0dB
IBI/B(8,7) 448bits 13.2dB 19.0dB 8.3dB 33.0dB
IBI/B(13,6) 1014bits 11.0dB 16.0dB 10.5dB 36.0dB
IBI/B(24,5) 2880bits 9.5dB 12.0dB 12.0dB 40.0dB
IBI/B(24,7) 4032bits 8.7dB 11.5dB 12.8dB 40.5dB

Table 4.2: Coding gain of convolutional codes over Rayleigh fading channels.
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4.4 Block Codes

The history of block codes began in 1950 when a class of single error cor-
recting block codes was introduced by Hamming [1]. The correcting capa-
bility of Hamming codes was, however, very weak and of limited practical
value. A major breakthrough came when Hocquenghem [35] in 1959 and
Bose and Chaudhuri [36,37] in 1960 discovered a large class of multiple
error correcting codes which are named after them as the Bose-Chaudhuri-
Hocquenghem (BCH) binary codes. Soon after this pioneering work, the
cyclic structure of these codes was discovered by Peterson [38]. The limita-
tion of the theory to binary codes was removed by Gorenstein and Zierler
in 1961 [39] providing coverage of both binary and non-binary codes. An
important subclass of BCH codes was discovered by Reed and Solomon [40],
and these codes known as the Reed-Solomon (RS) codes achieve maximum
separable distance between their codewords. The first decoding algorithm
for binary BCH codes was suggested by Peterson in 1960 [38], followed by
techniques [39,41,42] of how to practically implement the decoder. An effi-
cient decoding algorithm proposed by Berlekamp [4,43] and Massey [44,45]
became available for correcting a large number of errors. With the advance
of digital integration circuit technology, the deployment of block codes be-
came practical for a wide range of applications. Powerful Reed-Solomon
(RS) block decoders [46,47] have reportedly been built that operate at
data rates above 120Mbit/s. They have also become important as the
outer layer code for use in concatenation with an inner layer convolutional
code in both deep space communications [26] and in mobile satellite as well
as radio applications [48].  Cyclic block codes are basically described by
two parameters n and k, and a generator polynomial. A block of & infor-
mation symbols at the input to the encoder is encoded into a block of n
symbols. A characteristic of block codes is that each n symbol codeword is
uniquely determined by a block of k input symbols. The ratio of k/n is the
coding rate of the code and determines the amount of added redundancy.

4.4.1 The Structure of Block Codes

We begin to describe the algebraic structure that is fundamental in un-
derstanding the theory of block codes. Although both real and complex
numbers are commonly employed in engineering applications, the algebraic
theory for block coding requires the algebraic construction of fields. The op-
erations for fields include addition, subtraction, multiplication and division,
but their definitions are not the same as those of elementary arithmetic.
The first step in understanding block codes is to grasp the concept of the
fields with finite number of elements, and the arithmetic operations that
can be performed. From this introduction, we will move to extension fields,
polynomials and into coding algorithms.
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4.4.1.1 Finite Fields

A finite field, also called a Galois field?, is denoted by GF(q). It describes
a finite set of ¢ elements with two defined operations, addition and mul-
tiplication. These operations performed on the inverse elements implicitly
imply two further operations, that of subtraction and division. The rules
of these operations are not significantly different from those employed in
arithmetric operations with real and complex numbers. The rules of finite
fields are illustrated as follows.

1. There are two operations, addition and multiplication, for operating
on elements.

1) The field is closed. That is, the sum of the addition or the product of
the multiplication results in a third element which is contained within
the field.

2) The field always contains a unique additive identity element 0, and
a unique multiplicative identity element 1, such that u + 0 = u and
u -1 = u for any element u.

3) For every element u, there is a unique additive inverse element —u
such that u+(—u) = 0, and for u # 0, there is a unique multiplicative
inverse element, denoted by «~!, such that u-u~! = 1. The existence
of the inverse elements implies the inverse operation, subtraction and
division.

4) For operation on elements u, v and w, the following laws apply

associative: ut+(v+w) = (u+v)+w
u-(v-w) = (u-v)w
commutative: u+v = v4u
u-v = v-u
distributive: u-(v+w) = w-vtu-w.

In the ordinary arithmetic system, we observe examples of fields which
conform to the above definitions of addition and multiplication. These
fields are the set of all real numbers, the set of all complex numbers and
the set of all rational numbers. Their elements obey the rules of ordinary
addition and multiplication, and the fields are closed and contain an infinite
number of elements. The additive identity element 0 and the multiplicative
identity element 1 are among the elements in the fields, and every element
has a unique additive and multiplicative inverse element. Furthermore,
associative, commutative and distributive laws apply. In contrast, the set

3Galois fields are named in honour of the French mathematician Evariste Galois
(1811-1832) who was killed in a duel at the age of 20. On the eve of his death, he wrote
a letter to a friend in which he gave the results of his theory of algebraic equations,
already presented to the Paris Academy.
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Table 4.3: Arithmetic tables for GF(5) operations.

of all integers is not a field because integers other than unity have no
multiplicative inverses in the set. These fields all have an infinite number
of elements. The number of elements in a field is called the order of the field
and it may be finite or infinite. A field with a finite number of elements
is called a finite field and is denoted by GF(q), where g is the number of
elements in the field. For example, GF(5) is a finite field containing a set
of five integer elements {0,1,2,3,4} operating under modulo-5 addition and
multiplication. The addition and multiplication tables for the elements
in GF(5) are shown in Table 4.3. Notice that the GF(5) contains the
additive identity element 0 and the multiplicative identity element 1 in the
field. Also, for each element in GF(5), a unique additive inverse, and a
unique multiplicative inverse, except for 0, always exist in the field. Thus,
the addition to an inverse element implies the subtraction such that 2—-3 =
24 (—3) = 242 = 4, and similarly the multiplication by an inverse element
implies the division such that 2/3=2-3"1=2.2=4.

We have stated that a finite field GF(q) consists of g integer elements.
Suppose ¢ is not a prime number, but a multiple of u and v. If GF(q) is
a finite field, u and v are the elements of the field, where u~! and v~! are
their inverse elements, respectively. Hence,

u = Ry[u] = Ry[v™'vu) = Ry[v'q) =0 (4.53)

where Rg[e] is the modulo-q operation of [¢]. The proof shows a contradic-
tion because u # 0. This means that GF(q) consisting of integer elements
is not a field if ¢ is not a prime number. So, is it possible to have a GF(q)
with ¢ not a prime number, such as GF(8) or GF(25)?7 The answer is yes.
In general, the finite field exists for GF(¢™), where ¢ is a prime number
greater than 1 and m is an integer. The simplest field of GF(¢™) with
m = 1 is called the prime field GF(q). The prime field consists of the set
of all integer elements having values from zero to less than q. The oper-
ations on the integer elements are modulo-g addition and multiplication.
For example, GF(3) has a set of integer elements {0, 1,2} and similarly the
set of integer elements of GF(5) is {0,1,2,3,4}. The smallest prime field
is GF(2) which only consists of the additive and multiplicative identity
elements 0 and 1, respectively. If m is greater than 1, GF(¢™) is con-
structed as an extension of the prime field and is refered to as an eztension
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field. Thus, GF(8) = GF(23) is the extension field of GF(2) and similarly
GF(25) = GF(52%) is the extension field of GF(5). The construction of the
extension field is explained in Section 4.4.1.3 after the important algebraic
concepts of vector spaces are described in Section 4.4.1.2.

4.4.1.2 Vector Spaces

The concept of vector space is closely related to the ideas of linear algebra
and matrix theory in mathematics. The representation of an n-dimensional
vector v is an enumeration of its coordinates (vy,vs,...,v,). In two- or
three-dimensional Euclidean space, the coordinates are simply the projec-
tions of v onto coordinate axes and the vector can be visualised geometri-
cally as a directed line in a two- or three-dimensional plane. The properties
of geometric vectors in ordinary coordinate systems provide an intuitive
concept. The addition of two vectors is the addition of corresponding co-
ordinates of the two vectors, and the multiplication of a vector by a real
number is done by multiplying each coordinate by the number. These def-
initions can be extended mathematically to an n-dimensional vector space.

Having defined the concept of geometric vectors, we introduce the ana-
logue of vector space over a field F. A set Vis called a vector space and
its elements are called vectors. The field elements of F are called scelars.
A vector space V over a field F is structured by a set of vectors and a set
of scalars under the operations of addition and multiplication in a mathe-
matical system very much like a system of geometric vectors, real numbers
and ordinary algebra. The defined operations are the addition of vectors
called vector addition, and the multiplication of a vector by a scalar called
scalar multiplication. The addition of any two vectors u and v in V i.e.,
u + v, results in a vector that is also in V. The multiplication of a scalar
a in F by a vector v in V, i.e., av, also gives a vector in V. The results
of both vector addition and scalar multiplication are always vectors in V
as the operations are subjected to the constraints imposed by the closure
properties of fields.

For any vectors u and v in V and any scalars ¢ and b in F, the following
conditions must be satisfied:

1. A vector space V over a field F is a commutative group under vector
addition.

1) The distributive laws apply, such that a(u + v) = au + av and
(e +b)u =au +bu.

2) The associative law applies, such that (ab)u = a(bu).

3) Let 1 be the multiplicative identity element in F. Then for any u in
V, lu =u.

For vector addition in V| an additive identity element, called the origin of
V, exists and is denoted by 0 such that u +0 =0 +u = u for all
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u in V. Also, for scalar addition in F, an additive identity element exists
in F called the zero scalar element and is denoted by 0. The two identity
elements 0 and 0 are closely related. For all @ in F and all u in V, we have
a0 =0 and Ou =0.

So far we have decribed the concept and the definition of vector space
over a field. Let us now confine our interest to the application to the
error control codes. A set of n elements (u),us, ..., u,), where u; is a field
element in F), is called an n-tuple over F. The addition of any two n-tuples
is defined by an element-by-element addition, such as

(ur,u2, ..., un) + (V1,02,...,0,) = (U1 + v1,us + vo,...,u, +v,) (4.54)

where the addition of u; + v; is done in F' and their sum is another element
in F. The multiplication of an element from F by an n-tuple over F' is the
element-by-element scalar multiplication,

a(uy,ug,...,u,) = (auy,aus,...,auy,) (4.55)

where each multiplication au; is performed in F. Under the operations of
elementwise addition and elementwise scalar multiplication, the distributive
and associative laws apply, and the set of n-tuples constitutes a vector space
over the field F. A vector space can be constructed in this way with any
field F, but the main feature in error control coding is that in a vector
space over finite fields, the scalars represent code symbols and the n-tuples
represent codewords.
If vi,vsy,..., Vv, are vectors in a vector space V over a field F, any sum
of the form
U =a;Vvy +aVay + -+ QpVg (4.56)

where the scalars a; are in the field F, is called a linear combination of
V1,V2,...,Ve. A set of k vectors {vi,ve,..., v} is said to be linearly
independent if there is not a single set of scalars {a1, az, ..., ar}, except all
a; zero, such that

aivi +asve+ -+ agve =0 (457)

where 0 is the zero vector. If only one set of scalars, not all equal to zero,
is found to cause the linear combination equal to the zero vector, the set of
vectors {vi,Va,..., v} is said to be linearly dependent. For example, the
vectors (0,0,1), (0,1,0) and (1,0,0) are linearly independent over any field,
whereas the vectors (1,1,1), (0,1,1) and (1,0,0) are linearly dependent over
G F(2) as their sum is equal to the zero vector.

In any vector space V, there is at least one set of linearly independent
vectors that may generate any vector in V by means of linear combinations.
The set of vectors {v;} is said to span the vector space Vand any such set of
vectors is called the basts of the vector space. For example, the three binary
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vectors (0,0,1), (0,1,0) and (1,0,0) are linearly independent and constitute
the basis of the vector space V3 which consists of all eight binary vectors
(0,0,0), (0,0,1), ..., (1,1,1) formed by the linear combinations of the basis
over GF(2). If we use the two vectors (0,0,1) and (0,1,0) to form linear
combinations over G F(2), the resulting vectors (0,0,0), (0,0,1), (0,1,0) and
(0,1,1) constitute a vector space Vo which is a subspace of V3. The vectors
{(0,0,1) and (0,1,0) are said to span V2. The concept of the vector space is
closely related to the familiar z, y and z axes of 3-dimensional coordinate
systems in Euclidean space. The basis vectors in the vector space are
represented by the unit vectors. However, the unit vectors are not the
only basis vectors for V3. The vectors (1,0,0), (0,1,0) and (0,1,1) are the
alternative basis for V. Similarly, the vectors (0,0,1) and (0,1,1) also
form an alternative basis for subspace Vz. Furthermore, the vector (1,1,1)
is a basis for another subspace Vi, composed of only the vectors (0,0,0)
and (1,1,1). The dimension of the vector space is the number of spanning
vectors that can be used to generate the space by linear combinations. In
the example, the vector spaces V3, Vz, and V; have dimension three, two
and one, respectively.

In summary, we have highlighted the important concept of vector
spaces, including the linear dependency among vectors, linear combinations
of vectors, basis vectors of forming vector spaces, and dimensionality of a
vector space. These concepts lay the foundations for algebraic operations
in a finite field for error control coding.

4.4.1.3 Extension Fields

We now extend the concept of vectors, or m-tuples, in vector spaces to poly-
nomial representations in algebraic systems. In the previous section, the
m-dimensional vector space over GF(g) had ¢™ vectors, each constituted by
m-tuples of elements in the field GF(g). That is, for a two-dimensional vec-
tor space over GF'(2), the vectors include a set of four 2-tuples (0,0}, (0,1),
(1,0) and (1,1). The addition and subtraction operations on the vectors are
performed element-by-element over GF(g) and the result of the operation
is another vector in the vector space. For example, (0,1) + (1,0) = (1,1),
where (1,1) is also a vector in the vector space. The multiplication and
division operations on the vectors are not obvious. Let us associate each
vector with a polynomial having coeflicients corresponding to the elements
in the vector. The set of all 2-tuples defined on GF'(2) is replaced by the
set of all degree-1 polynomials defined on GF'(2). That is, the set of four
2-tuples over GF(2) can be represented by 0, 1, z, z + 1, corresponding to
(0,0}, (0,1), (1,0) and (1,1), respectively.

The addition and subtraction on polynomials are performed on their co-
efficients over GF(q). In our example, the addition of (0z + 1) and (z + 0)
results in another polynomial, (z + 1), in the set. This shows the closure
property under addition. Similarly, the closure property under multiplica-
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+ 0 1 z z+1
0 0 1 z z+1
1 1 0 z2+1 2
z z z+1 0 1
z2+1}2+1 2 1 0

Table 4.4: Addition table for GF(4).

tion applies if the product of any two polynomials is another polynomial
in the set. We notice that all the polynomials in the set are of degree
(m — 1) or less. The multiplication performed in a finite field can therefore
be defined by taking the remainder of the product with respect to a fixed
polynomial of degree m. By this definition, we always achieve a remainder
of degree (m — 1) or less that must therefore be another polynomial in the
set.

The fixed polynomial is denoted by p(z) and must be a prime polynomial
such that p(2) is irreducible, that is, a degree-m polynomial that has no
factors of degree less than m and greater than 0. This requirement is
demonstrated by the following proof. Suppose that p(z), whose degree is
at least 2, is not prime. Then p(z) = u(2)v(z) for some u(z) and v(z) in
the set, each of degree at least 1, and their inverse polynomials are u~!(z)
and v~!(z), respectively. Hence,

u(2) = Ry [u(2)] = Ry o™ (2Ju(2)u(2)] = Ry o™ (2)p(2)] =0
where R,(,)[e] represents the remainder of [¢] upon division by p(z). As p(z)
is a multiple of u(z) and v(z), u(z) cannot be equal to 0. This contradicts
Equation 4.58, whence our initial assumption that p(z) is not a prime was
wrong. The proof then demonstrates that p(z) must be a prime number in
order to perform multiplication in a finite field.

Having defined the addition and multiplication on polynomials, we now
illustrate the relationship between polynomials and fields. A set of polyno-
mials of degree (m — 1) with coefficients defined over GF(q) constitutes a
finite field GF(¢™) with a total of ¢™ polynomials. As an example, GF(4)
is constituted by four polynomials of degree-1 defined over GF(2), i.e., {0,
1, z, z+ 1}. The addition of polynomials is performed on their coefficients
over GF(2). By using the prime polynomial, p(z) = 22 + z + 1, the multi-
plication of polynomials is the remainder of their product divided by p(z).
The addition and multiplication tables for GF'(4) are tabulated in Table 4.4
and Table 4.5. The GF(4) consists of four elements including the additive
identity element 0 and the multiplicative identity element 1. We observe
from the addition table that each polynomial is its own additive inverse.
Also, from the multiplication table, each non-zero polynomial has a unique
multiplicative inverse, z being the inverse of z + 1 and vice versa, while 1
is its own inverse, as always. Thus, GF(4) is a finite field constructed from
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Y 0 1 z z+1
0 0 0 0 0
1 0 1 z z+1
z 0 z z+1 1
z+1 0 =z+1 1 z

Table 4.5: Multiplication table for GF(4).

Exponential  Polynomial Binary
notation notation notation
0 0 00
af 1 01
al z 10
a? z+1 11

Table 4.6: Representations of GF(4).

GF(2).

In general, a finite field GF(¢g™) exists for any number ¢™, where g is
a prime and m is a positive integer. The relationship between GF(q) and
GF(g™) is that GF(q) is a subfield of GF(q™) such that the elements of
GF(q) are a subset of the elements in GF(¢™). Equivalently, GF(¢™) is
called the eztension field of GF(g). For example, GF(2) is a subfield of
GF(4) such that the elements, {0,1}, of GF(2) are a subset of the elements,
{0,1,z,z + 1}, of GF(4). Also GF(4) is an extension field of GF(2).

4.4.1.4 Primitive Polynomials

Every Galois field has at least one primitive element, denoted by «, which
can represent every field element, except zero, as a power of a. For example,
in the GF(5), we have 2! = 2, 22 = 4, 2% = 3 and 2* = 1, where the results
of 2% and 2* are their modulo-5 values. Thus a = 2 is a primitive element
of GF(5). Similarly, & = 3 is also a primitive element of GF(5) such that
3! = 3,32 =4, 3% =2 and 3* = 1. Consider the example of GF(4). We
try a = z, the consecutive powers of a givea! =2, a2 = 2+ 1 and a® =1,
where the results of o and o® are their modulo p(z) = 22 + z + 1 values.
By employing o = 2 + 1, we again generate all the field elements by raising
the power of @, i.e., a! = 2+ 1, o = 2, and o® = 1. In both examples of
GF(4) and GF(5), we have found two primitive elements of which either
one can generate a list of the non-zero field elements as powers of a. Once
all the field elements have been found, we can adopt different notations to
represent the elements. As an example of GF(4), we can associate a binary
2-tuple with the polynomial, as shown in Table 4.6. For the binary notation,
the addition of two elements is implemented by a bitwise exclusive-OR
operation. We show in Table 4.6 that the addition of 1 and z is equal to
(z+1). This occurs because we represent two elements 1 and z by 01 and 10,
and the bitwise exclusive-OR of 01 and 10 is 11, corresponding to (z + 1).
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Degree  Primitive polynomials | Degree Primitive polynomials
2 22+ z+1 14 242104 8 1 41
3 2 +z+1 15 25 4241
4 24z 41 16 28 4212 4 23 4241
5 42241 17 2742341
6 Brz+1 18 28 42741
7 2T+ 2341 19 219 454224241
8 Bt 42241 20 2204 2341
9 942441 21 2242241
10 210423 41 22 222+ 241
11 242241 23 228 42541
12 212426424 4241 24 2224 2T+ 22241
13 Bt 441 25 225 4+ 28 41

Table 4.7: Primitive polynomials over GF(2) (Blahut [6].)

For the exponential notation, the field elements are represented by the
successive powers of the primitive element. The advantage of this notation
is that the multiplication of two elements is equivalent to the addition of
their exponents. For example, the multiplication of z and (z + 1) gives
(2% + z) which is then taken modulo-p(z) to yield the product, namely
1. Equivalently, the multiplication in exponential notation of these two
elements a! and a? also results in a®, namely 1.

We know that the field elements of prime field GF(g) are a set of integer
elements {0,1,2,...,9 — 1}. However, for the extension field GF(¢™), we
would like to represent the polynomial elements as the successive powers of
the primitive element, where multiplication of two polynomials can easily be
done by the addition of the exponents of their corresponding exponential
notation. This is usually convenient if the polynomial z corresponds to
a primitive element of the field enabling the field elements to be found
by computing the successive powers of z. A special prime polynomial,
called a primitive polynomial, is selected to construct the field. A primitive
polynomial p(z) over GF(q) is a prime polynomial over GF(q) with z being
a primitive element for constructing the field elements in the extension
field. Table 4.7 lists the primitive polynomials of degree 2 to degree 25 over
GF(2) that enable us to construct a field from GF(2?) to GF(2%°).

Let us now summarise the construction of an extension field GF(g™),
where ¢ is a prime and m is an integer. We first generate all the field
elements by using the primitive element and the primitive polynomial and
then construct the addition and multiplication tables. As the GF(¢™) is an
extension field of GF(g), the elements in the GF(¢g™) are represented by ¢™
polynomials of degree (m—1) or less with coefficients in GF(g). To generate
the field elements, a degree-m primitive polynomial over GF(q) is selected
and the primitive element is a = z. The power of a is raised successively,
ie., {a%al,...,a?" ~2} until all the elements except zero are generated. If
the prime field is GF(2), the coefficients of the polynomials are binary and
therefore the degree-(m — 1) polynomial elements can be represented by
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Exponential Polynomials Binary Hexadecimal
notation notation notation notation
0 = 0 = 0000 = 0
o =al® = 1 = 0001 = 1
al = z = 0010 = 2
o? = 22 = 0100 = 4
o = 28 = 1000 = 8
ol = 2z + 1 = 0011 = 3
o’ = 22 + 2 = 0110 = 6
b = 28 4+ 2 = 1100 = C
o’ = 28 + z + 1 = 1011 = B
o® = 2?2 + 1 = 0101 = 5
a® = 28 + =z = 1010 = A
al? = 2+ z4+1 = o111 = 7
all = 22+ 22+ 2 = 1w = E
al? = 2 +24+ 241 = 1111 = F
all = 23 4+ 22 + 1 = 1101 = D
alt = 23 + 1 = 1001 = 9

Table 4.8: Field elements of GF(16) generated by p(z) = 27 + z + 1.

(m — 1) binary digits notation. The addition of two polynomial elements
is done by adding coefficients over GF(q) of corresponding powers of 2.
The multiplication of two elements is the addition of the powers of their
corresponding exponential notation.

We now illustrate the example of constructing GF(16), which can be
written as GF(2%) where ¢ = 2 and m = 4. The primitive polynomial is
therefore defined on GF(2) of degree-4. From Table 4.7, p(z) = 24 + 2z + 1
is used to generate the field elements. The power of the primitive element
a = z is raised to represent all the non-zero field elements {a?,a?, ..., a4}
in GF(16) and their modulo-p(z) value is computed to give the polynomial
representations as shown in Table 4.8. For instance,

a® =25 (mod p(z)) = 2% +2%.

The addition of two elements requires us to add coefficients over GF(2) of
corresponding powers of z in each of the polynomials, and then to express
the sum in its exponential representation. For example,

B+ + (B +z2+1)

= 224241
10

ab +a’

8

An alternative approach of directly adding two elements together in an
exponential representation is done using the Zech logarithm, Z(j), which
is defined by

a?0) =147 . (4.59)



398 CHAPTER 4. CHANNEL CODING

0]
0

—00
4

8

14

1

10
13

9

2

7

10 5
11 12
12 11
13 6
14 3

Table 4.9: Zech’s logarithms in GF(16).

Two elements ! and o? can be added by

al+add = a(l+a7Y)
= itZG-9

Using this technique, we tabulate the Zech logarithms for GF(16) in Ta-
ble 4.9. Let us illustrate the addition by using the following example:

a® +a” =a®tZW =t .

By using Table 4.9, the exponential representations of the sums are tab-
ulated in Table 4.10. The product of two elements is a new element with
the power equal to the sum of the powers of the corresponding elements.
For example,

o +al2 =aft12 = o15.03 = o3 .

The multiplication table is shown in Table 4.11.

4.4.1.5 Minimal Polynomials

In the last section the concept of an extension field was introduced. We
now investigate the relationship between the extension field and the prime
field, and this will lead to the introduction of the minimal polynomials. It is
these polynomials that play a cardinal role in the formation of the generator
polynomials for BCH codes to be described in Section 4.4.3. A special case
of minimal polynomials is the primitive polynomial which we used as the
prime polynomial in constructing the extension field in Section 4.4.1.4.

In ordinary algebraic arithmetic, a polynomial of degree n with real



4.4. BLOCK CODES 399

- o o~ - O

oo IR -~ R o T T = T~ N I < T = TR R "= |
T T 8 83 8 I &8 T &8 8 8 8 S @
o« L - o

L O =N TR T - - N W N =T = T - T T~ R | «N
T & 8 8 83 8 I 8 ¢ 8 3 8 8 38 o

N |
Lo T e S}
3

o o -

- ke H O Ny o MmO — 0
T 8 8 88 3 I 3 83 83 8o &8 S
— = N o < (=1
N T - T T T L o = o~
(8 & 8 & 8 8 8 I & 3 8 8 o &8 & T

)] ™ -

=S <N U R - =T =R -

T 8 8 8 3 3 3 3 8 8 8o 8 38 S 3
- b ] o o
L - - - N -
JI8 8 I & 8 3 & &8 o8 38 3 3
o o - - «
06 N~ O o M s L T -
I8 ¢ 8 ¢ 8 8 & 8 o8 S 8 8 3 3
=« N ~® O —

e T T - o O W N -
I8 ¢ 8 T & & 3 3o 8 3 8 38 8 &

o [

— ™ N > L e T A U T U — T - ]
JI8s 8 ¥ & & I T o3 838 3 3 8 8

®© =)

2 = 3 - p
Jj¥8 &8 & I o 8 3 838 8 8 &

-

=}

2] - o« -
- O T L - T T -
JIT & 8 & 3 © I 8 &8 88 38 8 & <

0

™
w o

= © Do w2~ 3 g 8
IS &8 & T o &8 3 C 3 & 83 3 38 8 3 &

3

(=] [ — -
W R = A MU TR T T IO N~ - T N
JI8 T T © & 3 & 8 3 8 S8 8 8 8 38 3
- s O [c B ]
- I TN~ - T = N U S T o TR -~ S < T~ T T T
J|8 T © I & I 8 3 I & 3 8 8 8 & 3
- (=] N
=1 L= R N T o T T T~ O T Y~ R R IR "~ N - -}
IS © &8 T 8 T & & 3 & 3 8 8 8 & &
o o=

clo 3 3 I T8 3 33T I

S ~ @ o -
= I T N T - - - - T i e e e
o 38 3 33 33 33 3T 33 3T

Table 4.10: Addition table for GF(16).
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Table 4.11: Multiplication table for GF(16).
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coeflicients has exactly n roots, some of which may be repeated. If the
roots are not from the field of real numbers, they are from the field of
complex numbers that contains the field of real numbers as a subfield. For
example, the polynomial f(z) = 22 + 4z + 13 defined in the field of real
numbers is irreducible. It does not have real roots, but instead it has two
complex conjugate roots, —2 %+ 31, where ¢ = /—1. Similarly, in finite field
arithmetic, if the polynomial defined in the subfield is irreducible, it has no
roots in the subfield, only in the extension field. Every polynomial f(z) of
degree n has n roots, and if f(z) is irreducible over the subfield then all n
roots are in the extension field. For example, f(2) = 24 + 22 + 22 + 2z + 1
is irreducible over GF'(2) and it has no roots from GF(2). Instead, it has
four roots, a®,a%,a® and o'?, from the GF(2%), which is the extension
field of GF(2). By using the addition and the multiplication tables in
Table 4.10 and Table 4.11, we can verify these roots by substituting into
the polynomial. For a® we have,

fla®) @)+ @R+ @ +a*+1
= a2+ +af+a*+1

0

and hence, o is a root of f(z). The other roots o®,a® and a!? can also be

verified by the same procedure. As f(z) has a degree of four, with roots,
a®,a5,a® and a'?, then (z + ®)(z + %) (z + 0®)(z + @?) must be equal to
2% + 2% + 22 + z + 1. Again, by using the addition and the multiplication
tables in Table 4.10 and Table 4.11, we evaluate

(z+ )z + a®) (2 4 ®)(z + a*?)
= (224 a%z+ ) (2% + Bz + af)
= 22+ @+ )2 + (@@ +af +a'%)2? + (@' + ®)z +a?
= 22 +2+22+2+41.

The properties of these roots in extension fields are important in finite
fields. Let f(z) be an irreducible polynomial with coefficients from GF(2),
and 8 be a root of f(z) such that f(8) = 0. As f(z) is irreducible over
GF(2), it has no roots in GF(2), and therefore § must be an element in
some extension field GF(2™). The additions and multiplications required
for the evaluation of the polynomial are performed in the extension field
GF(2™), as GF(2) is contained in any of its extension. Now let us describe
the characteristics of these roots by the following key properties.

1. If f(z) is an irreducible polynomial of degree n over GF(2) and has
a root 8 from GF(2™), then for any [ > 0, 8% is also a root of f(z),
ie., B, 8%, B4, B8, ..., B2 are all roots of f(2). This property can
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be verified by the following proof. Let us consider

2(2) (fo+ Az + -+ fa2")?

(fo+ (fiz + fo2? + -+ fz™)?
= fo+fo-(fiz+ o+ + fo2®)
+fo- (frz+ f222 + - + fo2")
+(frz + ozl + -+ fo2")?
= fi+(fiz+ o2l 4+ fa2")P

Repeating the expansion of the above equation, we obtain,
P2 =5+ ([ + (227 + -+ (f2)? .

As f(z) is defined on GF'(2), the coefficient f; is either 0 or 1. There-
fore f2 = f; and the equation becomes

(2) = fot A2+ (202 4+ + fu2H)"

= f(z%. (4.60)
From Equation 4.60, we deduce that for any [ > 0,
£2(2) = £(z%) (4.61)
and for z = 3, ) )
20 =) - (4.62)

As 3 is a root of f(z), it implies that f(3) = 0. The powers of f(3),
ie., f"" (8), are also equal to zero. From Equation 4.62 we see that
f2(8) =0, £(8%) =0, and therefore 82" is also a root of f(z). This
shows that if 3 (an element from GF(2™)) is a root of the polynomial
f(z) over GF(2), then all the 82 (elements from GF(2™)) for [ > 0
are also roots of f(z). The element ﬂ2' is called a conjugate of 3. For
example, the polynomial f(z) = 2%+ 23 + 1 is irreducible over GF(2),
and has four roots. One of the roots is a’ which is an element in
GF(2%). This can be verified by substituting a” into f(z2),

fle) = (@) +(a")’ +1
= a¥+af+1
0.
The conjugates of a’ are (07)? = a4, (")’ = o® = a3 and

(@")?® = o® = a!l. It should be noted that for [ > (m — 1) = 3,
the conjugates repeat again such as (a”)?' = a!!? = o, (a7)?’ =
a??t = o, and so on. We recall that the conjugates a4, a!3 and
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1)

a!l are also the roots of f(z).

If 3 is a non-zero element in GF(2™), then 82" ~! is always equal to
1. Adding 1 to both sides of the equation 32" ~! = 1 gives

gt y1=0. (4.63)

B is an element, and in the above equation it is seen to be a root
of the polynomial (22”1 + 1) over GF(2). As the polynomial has
degree of 2™ — 1, it has 2™ — 1 roots which are all the non-zero
elements in GF(2™). As the zero element 0 of GF(2™) is the root
of z, it then follows that the elements of GF(2™) form all the roots
of (22" + z). As every element 3 in an extension field GF(2™) is
a root of the polynomial (22" + z), there is a polynomial in GF(2),
called the minimal polynomial ¥5(z) of 8. This polynomial is the
smallest degree monic polynomial having 3 as a root, where a monic
polynomial is defined as a polynomial with a leading coefficient of
1. In the case of GF(2) the coefficient is either 0 or 1 and therefore
all polynomials are monic. For example, a polynomial (z24 + z) of
degree-16 defined on GF(2) has 16 roots which are all the elements
in GF(2%).

Let us express the polynomial (z24 + z) over GF(2) as the product of
the smallest degree monic polynomials,
z24 + 2z
= 2(z4+ 1) (22 +24 D)2 + 24+ D)+ 2+ )+ 22+ 22+ 2 41).
(4.64)

Each factor of the polynomial (z24 + z) represents a minimal poly-
nomial ¥g(z) over GF(2) of some element 8 in GF(2*). The mini-
mal polynomial vp(z) of zero element 0 from GF(2%) is the factor
z and the minimal polynomial 1,0(2) of unit element o® = 1 is
the factor (z + 1). Also, the minimal polynomial of element a3 is
(2% + 2% + 22 + 2 +1). According to Property 1, the conjugates of a®
are also the roots of the minimal polynomial. Thus, the elements a®
and its conjugates, a®, a® and a!2, have the same minimal polyno-
mial. This can be verified as follows:

Ya3(@®) = @)+ @@ P+ +a®+1=0

Yas(@®) = (@) +(®)P + (@) +a®+1=0

Yeo(@®) = @) *+(@®)P +()?+a®+1=0
z/)au(alz) - (012)4 + (al2)3 + (al2)2 + al2 +1=0.

The minimal polynomials of all the elements in G F(2*) are tabulated
in Table 4.12. Notice that the minimal polynomial of 3 is unique,
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Conjugate roots Minimal polynomial
0 z
a®
al,a? ot a® 24 +
a3,a8,a%, al? 24 4 23 + 22 4+
a8, @10 22 +
13

o’ all,a

NN NN
+++++

,alt 2t + 28

Table 4.12: Minimal polynomials of the elements in GF(2*).

that is, for every g there is one and only one minimal polynomial.
However, different elements of GF'(2*) can have the same minimal
polynomial. Moreover, for every element in GF(2™), the degree of
the minimal polynomial over GF'(2) is at most m.

From Property 2, we understand that the minimal polynomial of the
element 8 from GF(2™) is defined as the smallest degree polynomial
over GF(2) with the root of 8. The minimal polynomial is there-
fore irreducible. Also, Property 1 states that if the element 3 from
GF(2™) is a root of an irreducible polynomial, then all the other
roots of the polynomial are the conjugates of 3. Hence, the element
B and its conjugates form all the roots of the minimal polynomial,
and the total number of roots determines the degree of the minimal
polynomial. Let e be the degree of the minimal polynomial of 8 from
GF(2™), and e be defined as the smallest integer such that,

B =8.

As the element 3 and all its conjugates are all the roots of the minimal
polynomial, the minimal polynomial of 3 is formed by

(4.65)

e—1

vs(2) = [[(z + 8%) .

=0

(4.66)

For example, the conjugates of 8 = a® in GF(2*%) are
8% = ab, ,822 =o', and ,823 —a¥ =a .

The minimal polynomial of 8 = &? is then formed as

a3 (Z)

(z+a®)(z + a8 (z 4+ a°)(z + a'?)
(22 + a2+ ) (2% + B2 + ob)
A4 24241

i

The minimal polynomial of a® in GF(2*) can be verified with the aid
of Table 4.12.
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3) The minimal polynomial of a primitive element of G F'(2™) has degree
m and is a primitive polynomial. In the construction of the Galois
field GF(2™), we use a primitive polynomial p(z) of degree m and the
primitive element which is a root of p(z). The primitive element is
o and the successive powers of o represent all the non-zero elements
of GF(2™). They form a commutative group under multiplication
and the group is closed as 2" ~' = 1. That is, if [ > (2™ — 1),
the element of = a?"~1i+J = oJ, j < (2™ — 1) and therefore o/
is an element in the group. For example, in GF(2%), the minimal
polynomial z? + 2z + 1 over GF(2) of degree 4 of the primitive element
a is used as the primitive polynomial to construct all the non-zero
elements in GF(2%).

So far, we have studied the structure of the Galois field which introduces
the finite field arithmetic in the cyclic codes. We now concentrate on the
encoding and decoding algorithms of different error control codes.

4.4.2 Cyclic Codes

Cyclic codes were first introduced by Prange in 1957 [49]. They can be
easily implemented by shift register circuits. For an (n, k) linear code C,
k information symbols are encoded into an n-symbol codeword. This is
a eyclic code if every cyclic shift of a vector in C is also a code vector in
C. Thus if the elements of an n-tuple v = (v,_1,...,v1,v9) are cyclically
shifted one place to the left, we obtain another n-tuple,

v(l) = ('Un-27 CR ,'UO»'Un—l) .

This process is called a cyclic shift of v. If the elements of v are cyclically
shifted by 7 places to the left, the resultant n-tuple is

i) —
V( ) - (vn—i—17vn—i—27' < V1,00,VUn-1,- - ’7vn—i) .

In order to explore the algebraic properties of the cyclic code, we express
the code vector v = (v,_1,...,v1,v) using the polynomial representation
where the coefficients of the polynomial correspond to the elements of the
vector, namely

T4t +oz +vp .

v(z) = vp_12™7
Hence, an n-tuple code vector is represented by a polynomial of degree
(n —1) or less. If v,_; # 0, the degree of v(2) is (n — 1); if v,y = 0,
the degree of v(z) is less than (n ~1). The corresponding polynomial
representation of the cyclically shifted code vector v(¥(z) can be written
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as

viD(2) = wvpois12" N4 02T et

—

(n—i) terms

FUp12 Vb U1 2 Vnes

~

i terms

The equivalent operation of the cyclic shift in terms of polynomial repre-
sentation can be achieved by the following manipulation. We first observe
that the multiplication of v(z) by 2* is

ZV(2) = V12T v 2 U2 4 o 2T 2t

" p— ~

i terms (n—i) terms

and that the order of the first ¢ terms in the above equation exceeds the
degree (n — 1), while those terms with degree less than i are absent. Due
to the cyclic property, those i terms with degree higher than (n — 1) are
shifted to the lower order part of the polynomial. This cyclic arithmetic is
done by

. . ) - :
2v(2) = vpia2" 4 vt v 2T b i1 2+ Un

(n—i) terms i terms

F0,127 @+ D+ Upni12(27 + 1) Fvpi(2® 4+ 1)

~

i terms

= q(2)z"+1)+v(2) (4.67)

where q(z) = vp_12"" ' +--- + Vp_i112 + va_;. This means that if v(z) is
a code polynomial, v(¥)(z) is also a code polynomial for any cyclic shift .
From Equation 4.67, we note that the cyclically shifted code polynomial
v{)(2) is the remainder resulting from dividing the polynomial z'v(z) by
(2™ + 1). That is,

vi)(2) = Rynyy [2'v(2)] (4.68)

where Ry (,)[e] is the remainder of the modulo-f(z) of [e].
So far we have defined cyclic codes, and now we will focus on their
properties.

1. For an (n, k) linear code C, there are 2* codeword polynomials ¢(z).
The codeword polynomials of degree (n — 1) are encoded by a genera-
tor polynomial g(z) of degree (n—k). As all the codeword polynomials
of a cyclic code must be multiples of a generator polynomial g(z), it
then follows from Equation 4.68 that a codeword polynomial can be
described by

c(z) = Ryn 1 [a(2)g(2)] (4.69)
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where a(z) is an arbitrary polynomial. A code polynomial c(z) is
modulo (z™ + 1) and this implies that the block length is n.

1) Another property of the cyclic code is that the generator polynomial
g(2) of an (n,k) code is a factor of (2™ + 1). Let r be the degree
of the generator polynomial, where r = n — k. Multiplying g(z) by
z* results in a polynomial z¥g(z) of degree n. Dividing z*g(z) by

(2™ + 1), we obtain
2Fg(z) = 2" + 1) + ¥ (2) (4.70)

where g(¥)(z) is the remainder. From Equation 4.68, we note that
v(9(z) is a code polynomial given by cyclically shifting v(z) ¢ times.
Similarly, g(¥)(z) is the code polynomial obtained by shifting g(z) to
the left cyclically k times. Hence, g¥)(z) is a multiple of g(z), say
g®)(2) = a(z)g(z). Substituting g*)(z) into Equation 4.70 yields

2"+ 1= g(2) [z'c + a(z)] . (4.71)

Hence, g(z) is a factor of (2™ + 1). Consequently, for any cyclic code
having the generator polynomial g(z),

2" + 1 = g(z)h(z2) (4.72)

where the polynomial h(z) is the parity-check polynomial. Then for
any codeword polynomial c(z)

Rzn+1 [C(Z)h(Z)] = Rz"+1 [a(z)g(z)h(z)]
Rzni1 [a(2)(2" + 1))
0. (4.73)

Having presented the definition and the properties of cyclic codes, we
now highlight their encoding. Suppose the information sequence is rep-
resented by a polynomial i(z) of degree (k — 1). The set of information
polynomials i(z) is mapped into the set of codeword polynomials ¢(z) us-
ing the generator polynomial g(z). A simple encoding method is

c(z) = i(2)g(2) . (4.74)

This method is called non-systematic encoding because the codeword poly-
nomial does not contain a copy of i(z). Alternatively systematic encoding is
where the information polynomial i(z) is inserted into the high-order coeffi-
cients of the codeword ¢(z), and the parities are appended to the low-order
coefficients. The codeword polynomial for systematic codes is

c(z) = i(2)2" % + b(2) (4.75)
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where b(z) is evaluated so that
Rgizy[e(2)] =0
It follows that,
Rys [i(2)2" %] + Ry(s) [b(2)] = 0
and the degree of b(z) is less than (n — k), the degree of g(z). Therefore,
b(z) = =Ry, [1(2)2™74]. (4.76)

The systematic and non-systematic encoding procedures are unique one-to-
one mappings from a set of information polynomials to a set of codeword
polynomials, but the mappings are different for the two methods.

4.4.3 Bose-Chaudhuri-Hocquenghem Codes

The Bose-Chaudhuri-Hocquenghem (BCH) codes constitute a prominent
class of cyclic block codes that have multiple-error detection and correction
capabilities. In this section their theory and structure is studied. The
class of binary and non-binary BCH codes is considered in Section 4.4.3.1
and in Section 4.4.3.2, respectively. For the non-binary BCH codes, an
important subclass is that of the Reed-Solomon (RS) codes which achieve
the maximum separable distance between codewords as will be detailed in
Section 4.4.3.2.1.

A BCH code accepts k information symbols and produces an n-symbol
codeword. If a codeword is designed to correct ¢t random errors, the code is
called a t-error-correcting code and is denoted as a BCH(n,k,t) code. A
BCH code is a cyclic code and therefore can be constructed by its generator
polynomial g(z). According to the second property of cyclic codes given
in Section 4.4.2 and Equation 4.71, the generator polynomial is a factor of
(z® + 1). That is,

2"+ 1 =a(z)g(2)

where a(z) is an arbitrary polynomial. Also, the second property of minimal
polynomials in Section 4.4.1.5 states that the polynomial (29" ~! +1) is the
least common multiple (LCM) of the minimal polynomials of all the non-
zero elements in GF(¢™). That is,

27771 4 1 = LCM[9000(2), ¥01(2), - - - » Yoam —2(2))-
On observing these two properties, we assign

n=qm -1 (4.77)
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such that
m+1=29 "141.

The generator polynomial, which is a factor of (2™ + 1), can be constructed
by a product of the minimal polynomials over GF(q) of elements from
GF(g™). As the minimal polynomial v,:(z) over GF(q) is defined to have
roots of element a® and its conjugates from GF(g™), the roots of the gen-
erator polynomial are also the element of of and its conjugates. For a
t-error-correcting code, the generator polynomial g(z) is defined by the
least common multiple of the minimal polynomials over GF(g) having 2t

consecutive powers of a, i.e., af,afotl . . qfot2~1 45 their roots, where
Jo is an integer, and hence,
9(2z) = LOCM [4i0 (2), Ygio+1(2), - . -, gio+ae—1 (z)] . (4.78)

The degree of the generator polynomial g(z), regardless of non-systematic
encoding or systematic encoding described by Equations 4.74 and 4.76 re-
spectively, determines the number of redundancy symbols in a codeword.
The 2t roots of g(z) allow us to correct ¢ error symbols. We require the
degree of g(z) to be as small as possible by keeping 2t roots so as to correct
t errors with minimum redundancy. When jg.is chosen to be 1, the first
root is the primitive element a and this usually gives the g(z) of smallest
degree. These codes are described as the primitive BCH codes and their
blocklength is (¢ — 1). The distance between codewords required for a
t-error-correcting code is

d=2t+1 (4.79)

where d is called the designed distance of the code. But the minimum
separable distance between codewords in some BCH codes may be greater,
i.e., dmin > 2t + 1 and this is detailed in reference [7].

4.4.3.1 Binary BCH Codes

A BCH code is binary if the codeword symbols are binary, i.e., the symbol is
defined on GF(q), where ¢ = 2. To represent a codeword as a polynomial,
the symbols of a codeword are the coefficients of the polynomial. In the
case of a binary code, the symbol is either 0 or 1, and the coefficients of the
polynomial have binary values. The blocklength n of the code, as defined in
Equation 4.77, is (g™ — 1) symbols. The number of symbols in a codeword
determines the extension field GF(¢g™) where the roots of the generator
polynomial reside. As a consequence, the generator of the code is a binary
polynomial, defined on GF(2), having roots in the extension field GF(¢g™).

We now present examples of how to construct the generator polynomial
of a binary BCH code. This generator polynomial is defined on GF(2).
As our first example, we let m = 4, giving a blocklength of 15bits and a
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W= Ol
LN = OO
N WO i =
- O W NN
O = N W W
LN =Oe
o O O OO
W N = O]
=N O N
N = W O W

Table 4.13: Arithmetic tables for GF(4).

generator polynomial having roots from GF(2*) = GF(16). Table 4.8 gives
GF(16) as an extension field of GF'(2). The table is constructed using the
primitive polynomial p(z) = 2* + z + 1. The minimal polynomials over
GF(2) of all field elements in GF(16) are listed in Table 4.12, where a = 2
is the primitive element. According to Equation 4.78, the generator poly-
nomial for the double error correcting BCH code requires four consecutive
roots in GF(16) and can be constructed by

LCM[94(2), Ya2(2), Yas (2), Yaa(2)]

LCM[z* + 2+ 1,2  + 2+ 1,2 + 22 + 22+ 2+ 1,20 + 2 + 1]
(+z+ 1)+ 2 +22+241)

BT+ 2041 (4.80)

9(2)

The degree of g(z) is eight, i.e., n — k = 8, and therefore k¥ = 7. This means
that 7information bits are encoded into a codeword with a blocklength of
15bits. The code can correct up to 2error bits occurring at any position
in a codeword, and the code is denoted as BCH(15,7,2).

Another example of constructing a generator polynomial for a triple
error correcting binary code is by multiplying six minimal polynomials
having consecutive roots in GF(16),

g(z) = LCM[¢&(Z)’¢a2(Z)a¢a3(Z)1¢a4(z)y¢a5(z)7¢a6(z)]
= (P +z+ D) +2+ 22 +2+ )P +2+1)
= 20+ 4+ 2 241 (4.81)

The generator polynomial is of degree 10, and therefore 10 parity bits are
included in a codeword in order to correct 3 error bits. The code with block-
length of 15 bits thus carries 5information bits and is therefore described
as BCH(15,5,3).

4.4.3.2 non-binary BCH Codes

A non-binary BCH code has symbols of more than one bijt defined on
GF(q), where ¢ > 2. The coefficients of the polynomial are also non-
binary and are elements of GF(gq). From Equation 4.77, the blocklength
of the code is (¢™ — 1) symbols and the number of symbols in a codeword
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determines the extension field GF(¢™). The generator of the code is defined
as a polynomial over GF'(q) having roots in the extension field GF(¢™).

Let us consider an example of a non-binary BCH code. A symbol con-
sisting of two bits is defined on GF(4). If the blocklength of the code is
selected to have 42 — 1 symbols, ie., ¢ = 4 and m = 2, the generator
polynomial over GF'(4) has roots in the extension field GF(¢™) = GF(16).
Table 4.13 is a decimal representation of the arithmetic tables of GF'(4)
in Tables 4.4 and 4.5. We also show in Table 4.14 the minimal polynomi-
als over GF(4) of all the field elements in GF(16), where a is primitive.
For the double error correcting BCH code, the generator polynomial over
GF(4) requires four consecutive roots in GF(16) and can be constructed
as

9(2) = LCM[¢a(2),Ya2(2),Ya3(2), Yas(2))

LCM[2® +z+2,22 + 2+ 3,22 + 32+ 1,22 + 2+ 2)
(2 +2+2)(22+2+3) (2> +32+1)

B2 4+3+ 2+ 24222 4+ 2241 .

i

The degree of the generator polynomial is 6, the remainder of the infor-
mation polynomial after division by g(z) results in the parity polynomial.
The degree of the parity polynomial is 5 which therefore determines 6 parity
symbols in a codeword. Therefore the code is described as a non-binary
BCH(15,9,2) code over GF(4) as it encodes 9information symbols, each
of 2bits, into a codeword of 15symbols. The code is able to correct
2 quaternary error symbols in a codeword with a blocklength of 15 qua-
ternary symbols (i.e., 30bits). Furthermore, for a triple error correcting
code, the generator polynomial can be constructed by

g(z) = LCM[¢Q(Z)7 ¢a2(2)7 ¢a3 (2)7 ¢a“(z)7 ¢a5(2)a 1/}06(2)]
(2 +2+2)(2%+2+3) (22 + 32+ ) (2 +2)(22 + 22+ 1)
= 294328 +37+25+2°+2+2+2.

This code is described as a BCH(15,6,3) triple error correcting code over
GF(4).

4.4.3.2.1 Reed-Solomon Codes In Section 4.4.3.2, the non-binary
BCH codes define the symbols over GF(q), where ¢ > 2, and the roots of
the generator polynomial are over GF(¢™). The Reed-Solomon codes are
a special case of non-binary BCH codes with m = 1. The coefficients of the
generator polynomial are from G F(g) and the roots of the generator are also
elements from GF(g). Hence, the minimal polynomials for constructing the
generator polynomial are defined on GF(g) with roots from the same field.
Notice that the minimal polynomial over GF(q) of an element 3 in the
same GF'(q) is
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Conjugate roots Minimal polynomial
0 z
a® z 4+ 1
al,at 22+ z 4+ 2
o?, a8 22 + 2z 4+ 3
o, al? 22 4+ 32 4+ 1
ab z + 2
b, 0? 22 4+ 22 4+ 1
a’f,n,l.’} ZZ + 22 + 2
alO z + 3
011,014 22 + 32 + 3

Table 4.14: Minimal polynomials of the elements in GF(4?).

Yp(z)=2-0.
For a t-error-correcting RS code, the generator polynomial is
g(z) = (z — aj°)(z — ajo+l) (2 — ajo+2t-l) ) (4.82)

As all the minimal polynomials of any element in GF(q) are of degree 1,
the choice of jo will not optimise the degree of the generator polynomial.
The convention is to set jo = 1 to produce a generator polynomial of degree
2t. Hence, for an RS code

n—k=2t. (4.83)

The blocklength of the RS codes is determined by substituting m = 1 into
Equation 4.77, whence

n=qg-—1.

An important characteristic of Reed-Solomon codes is their maximum
minimum distance property. Observe that the designed distance d of the
code is given by Equation 4.79 and the minimum separable distance d,;,
between codewords may be actually greater than the designed distance.
The lower bound of d,,;, is therefore,

dnin>d=2t+1=n—-k+1 (4.84)

because 2t = n — k. In addition, systematic codewords exist with only one
non-zero information symbol and (n — k) parity symbols. This codeword
has a maximum symbol distance of (n — k + 1) from the all-zero codeword.
Hence, the minimum distance of the code cannot be greater than (n—k+1)
and the upper bound of d,,;, is therefore

dmin <n—k+1. (4.85)
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Figure 4.40: Systematic encoder for block codes.

Equation 4.85 is known as the Singleton bound. Combining both Equa-
tion 4.84 and 4.85 yields d,,;, for the RS codes as

dmin =n~k+1. (4.86)

The Reed-Solomon code is a maximum-distance code, and the minimum
distance is (n — k + 1).

As an example, we will find the generator polynomial g(2) for a double
error correcting RS code, i.e., for £ = 2. Suppose the symbols of the code
are chosen to have four bits, defined on GF(q), where ¢ = 16. The roots
of g(z) are also defined on GF(q), i.e, GF(16). Consequently, for a double
error correcting RS code, the generator polynomial g(z) over GF(16) has
a set of four roots {a,a?,a?,a*} from GF(16). From Equation 4.82, g(2)
can be constructed over GF'(16) as

9(2) = (z-0a)(z—a®)(z~-a’)(z~a")

= 2+ a2 +ab2’ + P2+ 0. (4.87)
The degree of g(z) is four, n — k = 4. The blocklength of the code is
given by Equation 4.84 such that n = 15 and so kK = 11. An information
sequence of 11 hexadecimal symbols (44 bits) is encoded into a codeword
with a blocklength of 15 hexadecimal symbols (60 bits). The Reed-Solomon
code is denoted as RS(n, k,t), and, in this example, it is an RS(15,11,2)
code.

4.4.4 Encoding of Block Codes

The structure of cyclic codes has the advantage that their encoders and
decoders can be implemented using shift-register circuits. The cyclic codes
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can be encoded either non-systematically or systematically. For the non-
systematic codes, the encoder multiplies an arbitrary information polyno-
mial ¢(z) with the generator polynomial g(z) to obtain the codeword ¢(z),
as shown in Equation 4.74. Whereas, for the systematic codes, the encoder
evaluates and then appends the redundancy symbols to the arbitrary infor-
mation polynomial (see Equation 4.75). The systematic code thus contains
a copy of the information symbols. Suppose the codeword is transmitted
over a noisy channel, and the number of error symbols in the received code-
word exceed the correcting capability of the code. For the non-systematic
codes, the decoder is required to correct the received codeword and then di-
vide the corrected codeword by the generator polynomial g(z) to regenerate
the information polynomial i(2), namely

i(2) = c(2)/9(2) - (4.88)

However, if the corrected codeword is erroneous, the regenerated informa-
tion polynomial can have any arbitrary value, which may result in disas-
trous symbol errors. By constrast to the non-systematic codes, the sys-
tematic RS decoder corrects the received codeword and then copies the
information symbols from the corrected codeword to its output. As we are
considering here the situation where the number of channel errors exceeds
the correcting capability of the code, the information polynomial has error
symbols due to both the channel noise and the correction error. However,
the correctly received symbols in the information polynomial remain intact
and are undisturbed by the decoder. The result is that systematic RS codes
perform better than the non-systematic ones.

For systematic codes the generator polynomial g(z) = gn_z2""* +
<+« 4+ g1z + go formulates a codeword by appending (n — k) parity sym-
bols b,_g-1,...,b1,bp to k information symbols. The encoder employs a
shift register (SR) having (n — k) stages as depicted in Figure 4.40. At
the beginning of the encoding process, the SR is cleared and both switches
SW1 and SW2 are placed in position 1. The first k£ number of information
symbols are passed directly to the encoder output forming the information
part of the codeword, and they are also multiplied over GF(g™) by the
coefficient g;ﬁ &> where ¢ = 2 and m = 1 for binary codes. This product
is buffered in register B. The value of register B is multiplied by g,_x_1,
followed by GF(¢g™) addition with b,_f_s to form a new parity symbol
of by,_g—1. Again, the new b,_;_2 value is calculated by multiplying the
content of register B with g,_;_o and then adding b,,_;_3 to this product.
Similar multiplications and additions are performed to achieve new values
from b,_;_3 to bp. The second information symbol enters the encoder and
the cycle of multiplications and additions is repeated to yield a new set
of (n — k) parity symbols. After the kth information symbol has entered
the encoder and has produced the parity symbols, the switches are turned
to position 2, preventing data from entering the SR. The (n — k) parity
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Figure 4.41: Binary representation of polynomials.

symbols are removed serially from the encoder.

4.4.4.1 Binary BCH Encoder

We now present an example of encoding systematically a binary BCH-
(15,7,2) double error correcting code. The numerical calculation of the
encoding will first be demonstrated, followed by its implementation using
a shift register circuit. The generator polynomial g(z) of this code is given
by Equation 4.80. Let us take an arbitrary information polynomial for our

example as
i(z) = 2t . (4.89)

According to the systematic encoding described in Equation 4.75, the parity
polynomial b(z) is obtained using Equation 4.76 as,

b(z) = fz(zs+z7+z6+z"+1)[Zl . 215“7] .

By performing long division over GF(2) we have

z+1
B+2T+28 420 +1 V2O
242842+ 25+ 2
BT+ 42
B4+ +25 424041
B+ +2t+ 2 +1 (490)

where b(z) is given by the remainder (2% + 2° + z* + z + 1). From Equa-
tion 4.75, the codeword ¢(z) is

c(z)=29+26+z5+z4+z+1. (4.91)

Observe that the binary representation of the codeword ¢(z) in Figure 4.41
has a blocklength of 15 bits, where each bit represents a coefficient of
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Figure 4.42: Systematic encoder for the BCH(15,7,2) code.

the codeword polynomial. By using systematic encoding, the information
polynomial 2! is multiplied by 2!®~7 to give the information part positioned
at the high-order part (z'*—2%) of the codeword. The low-order part
(27— 29) of the codeword is constituted by the parity polynomial 28 + 25 +
224z +1.

The systematic encoder implemented by the shift register for the BCH-
(15,7,2) code is shown in Figure 4.42. It can be seen to be a derivative of
Figure 4.40. The generator polynomial is g(z) = 28 + 27+ 28+ 22+1. The
coefficient gs of the 28 term is 1, the inverse of g, i.e., g5 ' is also 1. In the
case of binary codes, the coefficient of the generator polynomial is either 0
or 1 and the gg' is always 1. Observe that all the multipliers illustrated in
Figure 4.40 are absent in Figure 4.42. If the coefficient is 1, the multiplier is
replaced by a direct hard-wire connection as shown in Figure 4.42, whereas
if the coefficient is 0, no connection is made.

The shift register consists of 8 storage elements, {bg,b1,...,br}, where
each element buffers a parity bit. The feedback connections to these ele-
ments are determined by the coefficients of the generator polynomial. This
circuit arrangement is actually performing a polynomial division similar to
the division shown in Equation 4.90. The input to the shift register is the
information polynomial i(z) which is divided by the generator polynomial
9(z). The remainder of the division is buffered in the storage elements. In
Figure 4.42, each row of the grid represents the contents stored in the ele-
ments for a particular cycle. Initially the shift register is cleared and all its
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elements are zeros. Both switches SW1 and SW?2 are in position 1. At the
first cycle, the zero coefficient of order 2% in i(z) is inserted into the shift
register. According to the systematic code, this input bit corresponds to
the order z** in ¢(z) and therefore passes directly to the output. The adder
sums the input bit and b; over GF(2) to produce the result of 0 which is
buffered in register B. The value of register B is added to b to form a
new parity bit of b;. Similarly, the new bg value is calculated by adding the
content of register B to bs. Furthermore, the value of b, is shifted to bs by
forming its new value. Similar additions performed sequentially yield new
values from b4 to by. As a consequence, the storage elements contain the
first partial remainder of the division of i(2) by g(z). The partial remain-
der polynomial has degree of z!% and its coefficients are all zero. For the
rest of the cycles, similar additions and shifts of the parity bits are made
and the partial remainder polynomial in the storage elements is always one
degree less than in the previous cycle. At the end of the seventh cycle, the
storage devices contain the remainder of the division of i(z)z"* by g(2).
The switches SW1 and SW2 are turned to position 2 and all the parity
bits are removed serially from the encoder.

It is interesting to note the similarity of the long division calculation
demonstrated in Equation 4.90 and the division implemented by the shift
register circuit. At the sixth cycle, the non-zero coefficient of order z° input
bit is inserted into the shift register. The partial remainder polynomial is
28 4+ 27 4+ 2% + z which corresponds to the partial remainder of the first step
in the long division process. Similarly, at the next cycle, the content of the
storage elements is the remainder of the long division.

4.4.4.2 Reed-Solomon Encoder

We will explain the operation of a RS encoder by considering the specific
example of a double error correcting code with four bits per symbol. The
arithmetic operations are over GF(16) and the generator polynomial for
the double error correcting code is described by Equation 4.87. The result
is an RS(15, 11, 2) code over GF(16), encoding 11 information symbols into
a codeword of 15symbols. Given that the information polynomial over
GF(16) is

i(z) = 0219402% 4028 4+ 227 + 01225 + 0225 + o122

+a'?2% + 1227 + al?2! + ol? (4.92)

consisting of 11symbols, we will assume that the three high-order terms
(29— 28%) contain all-zero symbols and all the low-order terms (27— 2°)
contain all-one (i.e., o'?) symbols. By using systematic encoding described
in Equation 4.75, the parity polynomial b(z) can be obtained with the aid
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Figure 4.43: Systematic encoder for the RS(15, 11, 2) code.

of Equation 4.76 as,

b(z) = R(z4+a13z3+a6z2+a3z+a1°) [(01227 + 01228 + a'?2% + al%2*

+a1223 + 01222 +a1221 + al2) . 215_11].

By performing long division over GF'(16), b(z) is,

b(z) = aM2® + o222 + a2 + of . (4.93)
The polynomial b(z) contains four parity symbols which are systematic en-
coded according to Equation 4.75. The codeword polynomial ¢(z) becomes

c(z) = 0z +02'% 4+ 027 + a'22' + 0?21 + 01220 + a!?2® + o227

+a!?2% + a'?2% + a?2* + a'2® + 0?22 + a®z + of (4.94)

and is of degree 14 with 15terms. The coefficient of each term repre-
sents a four-bit symbol in the codeword. The blocklength of the code-
word is 15four-bit symbols, and therefore the codeword has 60bits. The
11information symbols reside in the high-order (z!*—2%) terms of c(z),
while the low-order (23— 2°) terms contain four parity symbols.
Reed-Solomon codes belong to the class of cyclic codes and their cyclic
property enables the RS encoder to be implemented by shift register cir-
cuits. The systematic encoder for the RS(15,11,2) code is shown in Fig-
ure 4.43. Its circuitry is similar to that for the binary BCH encoder shown
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in Figure 4.42. For Figure 4.43 we see that the shift register consists of four
storage elements, {bg, b1, b2, b3}, each element buffers a parity symbol and
each symbol has four bits. The feedback connections to these devices are
determined by the coefficients of the generator polynomial. The generator
polynomial of this code is g(z) = 24 + a'32% + @522 + a®z + !0, which is
a monic polynomial such that the coefficient g4 of the 2% term is 1. The
inverse of g4 is also 1 and therefore the multiplier of g;'l (i-e., corresponding
to the multiplier of g;l ¢ in Figure 4.40) is a direct hard-wire connection.
The multipliers of a!3, af, o® and a!? in the circuit correspond to the
coefficients of z3, z2, 2! and 2z°, respectively. All the multiplications and
additions are performed over GF'(16).

The input to the shift register is the information polynomial i(2) which
is divided by the generator polynomial g(z). The partial remainder of the
division is then buffered in the storage devices. As there are 11 information
symbols in a codeword, the division is completed at the end of the eleventh
cycle. The four parity symbols are the remainder of the division and are
buffered in the shift register.

The cyclic code has a defined blocklength of n symbols of which &k are
information symbols, but systematic cyclic codes can be shortened by drop-
ping s information symbols from each codeword. Now (k — s) information
symbols are combined with (n — k) parity symbols to form a codeword with
a blocklength of (n —s) symbols. The code is converted from an (n, k) code
to an (n — s,k — s) code which is known as a shortened cyclic code. Those
deleted symbols must be the ones in the high-order positions of the infor-
mation sequence. As the deleted symbols in a shortened code are always
set to zero and they are not transmitted, the receiver reinserts them and
decodes just as if the code were not shortened. If the symbol of the code
is g-ary, the original code consists of a set of ¢* possible codewords and
has minimum distance d,,;,. After the codeword has been shortened by s
symbols, the set of possible codewords is reduced to ¢*~* and therefore the
minimum distance is d,,;n, or larger. As the number of parity symbols of
the codeword remains the same after shortening, the code is still able to
correct t error symbols. For example, the RS(15,11,2) code consists of 11
information symbols and 4 parity symbols. If the number of information
symbols is reduced by three, i.e., s = 3, such that the three high-order terms
(24— 2!2) are always set to zeros, then the blocklength of the shortened
code is reduced by three and the code becomes RS(12,8,2). The generator
polynomial g(z) of the shortened code is given by Equation 4.87, and the
four parity symbols in a codeword are able to correct two error symbols.

4.4.5 Decoding Algorithms for Block Codes

When a codeword is transmitted, errors can occur at any symbol position
in a codeword. For binary codes, the magnitude of the error symbol is 1.
For the non-binary code defined on GF(gq), where ¢ > 2, the error mag-
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nitude can be any value from 1 to (¢ — 1). If the positions of the errors
and their magnitudes are found, the original codeword can be recovered
by correcting the magnitude in each error position of the received code-
word. In Section 4.4.5.1, we derive the error magnitudes and positions as
the solution of a set of non-linear syndrome equations. The set of equa-
tions is then turned into a matrix with its coordinate elements arranged
in a special structure known as a Vandermonde matrix. The direct in-
version of the Vandermonde matrix was first suggested by Peterson [38]
to obtain the solution for binary codes and then extended for non-binary
codes by Gorenstein and Zierler [39]. The decoding algorithm is known as
the Peterson-Gorenstein-Zierler method and is described in Section 4.4.5.2.
Berlekamp [4] and Massey [44, 45] recognised that the best way to de-
rive the decoding algorithm was as a solution to a problem in designing
linear-feedback shift registers. Their method described in Section 4.4.5.3, is
conceptually more complex than the direct matrix inversion, but is compu-
tationally much simpler. Finally, in Section 4.4.5.4, we describe the Forney
algorithm for evaluating the error magnitudes for non-binary codes.

4.4.5.1 The Syndrome Equations

Consider a t error correcting BCH(n, k, ¢) code constructed by a genera-
tor polynomial over GF(g) having 2¢ consecutive roots in GF(q™). No-
tice that this is an RS code if m = 1. To simplify the equations we let
Jo = 1 in Equation 4.78 whereby the roots of the generator polynomial are
al,a?,...,a%. Suppose that the codeword ¢(z) is expressed in polynomial

form over GF(q), namely
c(z) =cn 12" Pt ep 22" 2+ .41z 4 co

where the coefficient ¢; represents the ith symbol in the codeword. As errors
can occur at any symbol position in a codeword, the error polynomial

e(z) =en 12" L ten 22" 2+ ... 4 e1z+ €

is also of degree (n—1), where the coefficients e; with non-zero value indicate
that the ith symbol of the codeword is in error and that its error magnitude
is e;. The coefficient with zero value means that there is no error in the ith
position. For a ¢ error correcting code, the maximum number of non-zero
coefficient terms is ¢. If this condition is not met, the number of errors
exceeds the correcting capability of the code and the received word cannot
be corrected. The received word is therefore described as

r(z) = c(z) + e(z) . (4.95)

Now suppose that there are v error symbols in a received codeword,
where 0 < v < ¢. These errors occur in unknown positions [iy,12, ..., iy),
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with error magnitudes [e;,,e;,,...,e;,]. By ignoring the zero coefficient
terms in e(z), we may express the error polynomial as

e(z) = e, 2" + e,z + ...+ 2" (4.96)

with its v number of unknown error magnitudes and v number of unknown
positions. Moreover the value of v itself is also unknown as the number of
error symbols v in a correctable codeword can be any value < t. If all these
unknowns are found, the received word can be corrected.

We now define a syndrom S; as the received polynomial r(z) evaluated
at z = o, where of is a root of the generator polynomial. This implies
that c(a!) = 0 as o! is also a root of the codeword polynomial ¢(z), and
that the syndrome S5; depends only on the error polynomial e(z), i.e.,

S =r(a!) = c(@!) + e(a!) = e(d) .

Let us now evaluate the received polynomial r(z) at « to obtain the syn-
drome S, where « is a root of the generator polynomial. Thus for | = 1,
we have,

51

1!

r(a) = c(a) + e(a) = e(a)
e, 0" +ena - e 0t (4.97)

Notice that the position ¢, of the error symbol can be any position in a
codeword, namely 0 < i, < (n —1). From Equation 4.77, n = g™ — 1
for BCH codes, and the element o' representing the error position is in
the extension field GF(¢g™). To simplify the notation, we assign P, to
be the error position o'+, and M, to be its error magnitude e;,. Hence,
Equation 4.97 becomes

S1=MP, + MyPy + -+ M, P, .

Similarly, by evaluating the received polynomial r(z) at the set of 2¢ roots

{a, a2, ..., a®'} of the generator polynomial g(z), we obtain a set of
syndromes,

Sy =M P +MP,+---+M,P, :Z::l M;P;

Sy =MP}+MP;+---+M,P? =3 MP? 438)

S = MiP' + MyP3' + -+ M,P2 =3, M;P}

This set of syndrome equations can be expressed in the following matrix
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form:
S P B P, M
S I ] Bl | (4.99)
Saq P Py ... P2 || M,

The syndromes Sy, .55, .., S2; are computed from the received polynomial.

They are constants in the set of simultaneous non-linear equations in which
the error positions P, Ps, ..., P, and their magnitudes My, M,, ..., M, are
unknowns.

We have to find 2-v unknowns using 2-¢ syndromes by evaluating a set of
2t non-linear equations which is difficult to solve. Instead, we now describe
a method in Section 4.4.5.2 used by Peterson [38] for direct solution of these
non-linear equations.

4.4.5.2 Peterson-Gorenstein-Zierler Decoding

Here we use Peterson’s method [38] for converting the syndrome equations
into linear equations from which the error positions can be computed. Let
us define an error-locator polynomial to be the polynomial with zeros at
the inverse error positions Pi_1 fori=1,2,...,v:

Liz)=(1-2P)Q1—2P2)---(1 —2zP) (4.100)
and upon multiplying out the product terms we obtain,
L(z)=Lyz"+---+Liz+1. {4.101)

If the coefficients of Equation 4.101 are found, we can find the zeros of
L(z) to obtain the error positions. Therefore we concentrate on finding the
values of Ly, L,,..., L, from the given syndromes. .

Let us now multiply both sides of Equation 4.101 by M;P/*” and sub-
stitute z = P! to give

M;PJ*™L(P7Yy = M;P/*™(L,P[* + -+ LiP[' +1) . (4.102)
As Pi_1 is a root of the error-locator polynomial, L(Pi_l) = 0, and hence,
0= Mi(L P} +---+ L P{T" ' + PI*7) . (4.103)

The equation is valid for each i, and on summing over ¢ = 1,2,...,v for a
given j, we have

S My(L,P] 4+ LiP/*" + PI*Y) =0
i=1
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or
LY MP/ +---+ LY MP/™7H 4+ Y MP/* =0 (4.104)
i=1 =1 i=1

The summation of each term in Equation 4.104 is recognised as a syndrome
in Equation 4.98, and therefore

L,Sj+ -+ LiSjip-1+Sj4.=0. (4.105)

The syndromes in Equation 4.105 are all described in Equation 4.98 and
they are written as Sy, S,...,S2. As v < ¢, the subscript of S;1, suggests
that the value of j is in the interval 1 < j < v, and Equation 4.105 is for a
particular value of j, whence,

LySj+ -+ LaSjhv—2 + L1Sjh0-1==Sj40 j=1,...,v. (4.106)

In matrix form the coefficients L;, Lo, ..., L, of the error-locator polyno-
mial L(z) and the syndromes S;,Ss, ..., So; are related by

Sl 52 53 .- Sv—l Sv Lv _Sv+1

Sy 53 Sy ... 85 Svr1 L, —Sut2

83 Sy Ss ... Sus1 Suye Lyo | — | —Sus3

Sv Sv+1 Sv+2 e 521)—2 S2v—1 Ll _52‘0
(4.107)

which can also be written as
SL=5. (4.108)

The coeflicients of the error-locator polynomial L(z) can be computed by
inverting the matrix S, namely,

~—1

L=§ § (4.109)

provided that the matrix is non-singular. The structure of the matrix S is
recognised as a Vandermonde matrix [8] which is non-singular if its dimen-

sion corresponds to the number of unknowns. Hence, S can be inverted
if its dimension is v x v, but it is singular and cannot be inverted if its
dimension is greater than v [9,39], where v is the actual number of errors
that occurred. This theorem provides the basis of determining the actual
number of errors v and Ly, Lo, ..., L,.

Let us now summarise the method of obtaining the error positions and
subsequently their error magnitudes as a series of steps.
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Obtain a set of 2t syndromes Sy, S, . .., Sa;, by substituting the roots
of the generator into the received polynomial r(z).

We have to determine v in order to invert S for the solution of Equa-
tion 4.109. We first assign v = ¢, as t is the maximum number of
correctable errors.

The (v x v) matrix § is formulated from the syndromes and its de-

terminant, det(S) is computed.

If det(S) = 0, we cannot invert S Therefore v is reduced by 1 and

the procedure reverts to Step 3. However, if det(S) # 0, S can be
-1

inverted and we proceed with the matrix inversion to obtain S

The coefficients Li, Lo, ..., L, of the error-locator polynomial L(z)

=1

are evaluated from Equation 4.109, ie., L=S8 §.

As we define L(z) to have zeros at the inverse error positions P!,
P;', ..., P!, these are the elements of GF(¢™). There is usually
only a moderate number of field elements and the simplest way to find
the zeros of L(z) is by substituting every field element into L(z) in
turn. The element ! is the inverse of the error position if L(a?) = 0,
and hence the error symbol is at position (af)~!. This process of
finding the zeros by trial and error is known as a Chien search.

For binary BCH codes, the symbol of the code is a single bit and its
value at the error positions is toggled for error correction. For non-
binary codes, the error magnitudes My, Ms,..., M, are determined
from Equation 4.99. Although Equation 4.98 represents a set of 2¢
equations, the actual number of errors v is now known and the v
unknown error magnitudes can be solved by a set of v equations.
The error magnitudes M, Mo, ..., M, are given by

-1

M, P P, ... P, S5
M, P? P ... P2 S,
=1 . . Sl (4.110)
M, P Py ... P! S,

We have located the positions and magnitudes of the errors. This enables
the error polynomial e(z) to be formulated, and when it is added to the
received polynomial r(z) the original codeword c(z) is recovered.

Let us now illustrate the decoding algorithm by considering a triple error
correcting binary BCH(15, 5, 3) code. Suppose the information polynomial

i(z) = 2*
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is systematically encoded by the generator g(z) given by Equation 4.81 to
produce a codeword,

(z)=2""+22+ 2+ 5+ 22+ 2+ 2.

If three or less errors occur, the received word r(z) can be corrected. Sup-
pose that double error symbols occur causing the received polynomial to
be,

rMz) =2+ 2 422+ 25423+ 42

To rectify the errors, we proceed through the steps of the decoding al-
gorithm. First we compute the syndromes over GF(16) with the aid of
Table 4.10 and Table 4.11. The six syndromes are

Sy =r(al) =« Sy =r(a?) =a° S; =r(a®) = ol
Si=r(a) =a° S5 =r(a®) = al? Se =r(a®) =o?.
(4.111)
Assigning v = ¢t = 3, § is formulated with a dimension of (3 x 3),
= 51 52 53 ao ao 84
S = 52 53 54 = ao 84 ao
53 54 55 al ao 10

The determinant of S is zerg and therefore cannot be inverted. Next we
assign v = 2, and formulate S again with a dimension of (2 x 2),

57 _ 51 52 _ ao ao
- 52 53 - ao al ’

The det(S) = o and hence double errors are recognised. The inverse of §
is calculated as

From Equation 4.109, we can evaluate the coefficients L, Ly of L(z),
Ly al? Qll ol ot
bt

to give the error-locator polynomial,

L(z) = Loz + Liz+1 =02 +0a%2+1.

By the Chien search, we find the zeros of the error-locator polynomial by
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substituting each field element of GF(16) into L(z),

L(a%) = a L(oY) = a La?) =0 L(a®) = a'!
L(a*) = a L(a®) = ot L(a®) = a'? L(a") = ot

L(a®) = o* L(a®) =0 L(a'%) = af L(a'') = o®
Lia?)=a* L@®) =a® LY=o .

The elements a® and a® are the zeros of L(z), and the inverses of these
zeros are the error positions a!® and a8, respectively. The error magnitudes
of binary codes at these positions must be 1. Armed with the knowledge of
the error positions and error magnitudes we formulate the error polynomial,

e(z) = 2" 4 2°

The original codeword ¢(z) is then recovered by adding the error polynomial
e(z) to the received word 7(2):

c(2) = r(2)+e(2)
= @B+ + 2+ +28 422+ 2) + (2 + 29
= M4+ 45+ 42242
As another example, consider a triple error correcting non-binary

RS5(15,9,3) code over GF(16). Suppose the information polynomial i(z)
consisting of all-zero symbols,

i(z2) =0

is systematically encoded by the generator polynomial

9(2) = (z-a)(z-a®)(z~a’)(z —a")(z - ®)(z - a®)

z +awz5+al4z4+az +az +a z+a

The encoded polynomial ¢(z) is also an all-zero codeword,
c(z)=0.

Suppose three error symbols occur such that the received polynomial r(z)
is

r(z) = a®2M + a'32% + 2% .
In the case of the all-zero encoded polynomial ¢(z), all the non-zero symbols
in the received polynomial 7(z) are the error symbols, and therefore e(z) =
7(z). To proceed with the decoding steps, we evaluate the six syndromes
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over GF(16) by using Tables 4.10 and 4.11:

S =r(@y=a" S =r(a?) =a'? S3=r(®) =ao?
Si=r(@)=a® Ss=r(a®)=a® Sg=r(ab)=0a?.

Next we assign v = t = 3, formulate S with a dimension of (3 x 3):

- 51 52 53 a7 a” (113
S=1]8 S Sil=10a? o¥® a
Ss Si Ss a® o o

As det(S) = a8, triple errors are recognised. The inverse of S is
g

. 0 o Y
S _ as (16 (112

alO 12 13

The coefficients Ly, Lo and L3 of L(z) can be found by using Equa-
tion 4.109,

Ls 0 a® alf ol o
Ly | =] o o8 o2 o3 =] an
L al® ol2 13 a? o?

to give the error-locator polynomial,
L(z) = L3z + Lyz® + Liz+ 1 =2 +a'2? + B2 + 1.

By means of the Chien search we find the zeros of the error-locator poly-
nomial on substituting each field element of GF(16) into L(z),

L(a®) = o!? Lia')=0 L{a?) = a® L(a?) = a°
L(a*) = a® L(o%) = a? L(a®) = a° L™y =0
L(a®) = a® Li@®)=a" La®) =a? L(a'l)=a'?
L(a'?) = 10 L(e?¥) =0 L(a'*) = ot
The elements a', " and a!? are the zeros of L(z), and therefore the inverses
of the zeros are the error positions a'4, a® and a2, respectively. The error
magnitudes of non-binary codes at these positions have to be determined.
From Equation 4.110, the error magnitudes M;, M2 and M3 are

M, P P R[S
My | = | P2 P2 p2 S,
M, P} P P} S,
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a? ab ald -1 ol
— (02)2 (a8)2 (014)2 al?
(a?)? (a®)3 (al)? ald
o a® of a’ ab
— o ot of al? | = | o3
o al? ol? 13 a?

The error positions and error magnitudes provide the error polynomial,
e(z) = M3P; + MyPy + My Py = o”2'* + a'%2® + a2 .

As before, the original codeword ¢(z) is then recovered by adding the error
polynomial e(z) to the received word r(z):

clz) = r(z)+elz)

= (@M + a8 +a%2?) + (a2 + a2+ ab2%) = 0.

Hence the received word is corrected and the all-zero codeword c(z) is
recovered.

4.4.5.3 Berlekamp-Massey Algorithm

In Section 4.4.5.2, we showed that the error positions can be computed by
direct matrix inversion. For v error symbols in a codeword, the number
of computations required to invert a v by v matrix is proportional to v®.
Consequently the matrix inversion approach is only practical for moderate
values of v. In practice, long codes with large ¢ are usually preferable as
they have the capability of correcting a large number of errors. For these
codes, Berlekamp and Massey introduced an efficient method of decoding
without recourse to matrix inversion. Their method of inverting the matrix
is inspired by the analogy of designing a linear-feedback shift register.

The first row of the matrix equations in Equation 4.107 expresses Sy.41
in terms of S;, So, ..., Sy, the second row expresses S,4o in terms of S,
Ss, ..., Syt1, and so on. If the vector L in the equation is known, the
recursive expression of the syndromes in terms of themselves suggests the
equation of an autoregressive filter,

sjz_ZLisj_i, j=v+1,...,2v. (4.112)
i=1

This filter is implemented by a linear-feedback shift register as shown in
Figure 4.44. The taps are represented by a polynomial L(z) to give a
sequence of syndromes. Now, the problem of finding L,, Lo, ..., L, in
Equation 4.107 is converted to a filter design problem by evaluating its
tapping coefficients L;, i = 1,..., v given in Equation 4.112 to produce the
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4\4
SJ_l Sj-g S]‘_v+1 Sj—v — ...,8583,52,5:
Load the shift register with S,,..., S2,5;

Figure 4.44: Autoregressive filter implemented by linear-feedback shift register.

sequence of known syndromes S;.

There are many linear-feedback shift registers with different lengths and
different connection polynomials that are capable of generating the known
sequence of syndromes. The length of the shift register may be greater than
the degree of L(z) such that some rightmost shift register stages may not be
connected. However, there are two criteria for designing the shift register.
Firstly, for the syndromes of a correctable error pattern, the solution of I_:
expressed in Equation 4.107 has a dimension of v and is unique because only
the v by v matrix is invertible. Hence, the polynomial L(z) is of degree
v. From Figure 4.44, we note that the register is designed to contain a

row of the v by v matrix S, and therefore the register length is v. As
a consequence, the connection polynomial L(z) has the same length v as
the linear-feedback shift register and the rightmost tap of the register is

non-zero. Secondly, if the dimension of the matrix S is smaller than v, S
cannot be inverted and L has no solution. This means that the smallest
dimension of L is v. From the above, we choose the shift register having
the shortest length such that the polynomial L(z) has the smallest degree.

The problem becomes one of designing the filter with the shortest length
to predict a given sequence of syndromes. If the register length corresponds
to the degree of the connection polynomial L(z), the coefficients of L(z) are
the solution of the matrix equations expressed in Equation 4.107. Let us
now illustrate the design procedure by deriving a minimum length linear-
feedback shift register to produce the binary sequence 11101011000110
shown in Figure 4.45. Our approach is inductive, progressively modify-
ing the register at each step. Let LFSR; denote the linear-feedback shift
register design at the ith iteration. Also, I; and L(¥(z) denote the register
length and the connection polynomial, respectively.

Initially, at step ¢ = 1, we use the simplest linear-feedback shift register
LFSR, consisting of a single stage with a direct feedback from its output
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Figure 4.45: Constructing a minimum length shift register by the Berlekamp-
Massey algorithm to generate the binary sequence.
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to its input giving /) = 1 and L(!)(z) = z + 1. The register design LFSR,
is initialised by the first bit of the sequence and generates the first three
bits but fails on the fourth. This failure prompts us to modify LFSR,
either in its length or in its tapping positions. It is obvious that a length-2
shift register cannot combine two ones (first and second bits) to produce
a one (third bit) and then combine two ones (second and third bits) on
the next shift to produce a zero (fourth bit). This suggests that the length
of the register must be increased to 3 with an even number of feedback
connections.

At step i = 2 in Figure 4.45, we use a length-3 shift register LFSR,
(ie., I = 3) with connection polynomial L(®(z) = 2% + z + 1. It can
generate the 4th, 5th and 6th bits correctly, but fails on the 7th bit. At this
point, we modify LF SR, such that the new register LF'SR3 continues to
generate from the 7th bit onward without reproducing the previous correct
bits. Suppose 3 is the length of the shift register at the next step i = 3,
the register is modified in a way that the correction values added to the
(I3 + 1)th, (I3 + 2)th, ..., (7-1)th bits are zero, but the value added to the
7th bit is one so as to change the generated bit from 0 to 1. In the example
shown in Figure 4.45, I3 = 4 and the correction values to the 5th and 6th
bits are zero, but to the 7-th bit it is a one.

We observe that the linear combination (bitwise exclusive-OR for binary
codes) of the generated bit from the shift register and the next bit to be
predicted in the sequence is always zero if the prediction is correct, and
is one if the prediction is wrong. For example, at steps la and 1b in
Figure 4.45, the generated bit is 1 and the next bit in the sequence is
also 1. The prediction of either steps is correct and therefore the linear
combination of these two bits is zero. However, at step 1c, the generated
bit is 1 and the fourth bit in the sequence is 0. The prediction is wrong and
their linear combination is 1. The result of the non-zero linear combination
is essential to generate the correction value about to be added to the output
of the LF'SRy design to compensate for its failure to generate the right
prediction when a new LFSR; is formed.

As the bit generated from a shift register is the linear combination
of its stages defined by the connection polynomial, the LFSR,’s output
can be modified by adding the appropriately shifted linear combination
defined by the connection polynomial L(!)(z) of the LFSR; to form a new
LFSR3. The length of the register is increased to I3 = 4 and the connection
polynomial becomes

LO(2) = LW()2 + LO(2)
= 2+ + (P +z+)=2"+2+1.
Now, at step 3, the linear combinations due to the tapping defined by

the connection polynomial of the LF'SR, at steps 1a and 1b are zero and
the next symbol is predicted with zero error. Shifted by three positions
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according to the multiplication by 2z this contributes a zero correction to
the prediction by LFSR; at the fifth and the sixth bits. However, when
the LF'SR3 predicts the seventh bit, the correction value (observed from
the LFSR, at step 1c) is one which changes the previous prediction by
the LFSR, to the current prediction by the LFSR3, i.e., from 0 to 1.
Hereafter, the LFSR; produces the 8th, 9th and 10th bits in the sequence
properly, but fails on the 11th. At this point, the LF S R3 is again modified
for step 4.

To proceed with step 4, the LFSR3 can be modified by adding the
appropriately shifted non-zero output of either the LFSR; or the LFSR,
to form a new LFSR;. The length of the LFSR4 will be either 8 or
7, according to the positioning shifts of 27 or z4, respectively, and their
corresponding connection polynomials are

LW(:) = LMW()" +LB(2)
(+D)2"+ (@ + 2+ 1) =28+ 2"+ 2t 42 +1

or

L®(z) = LP(2)z* + LO(2)
(BHz+ D)+ (P +2+ ) =2"+22 241

As the criterion of designing the linear-feedback shift register is that it has
a minimum length, we choose the LFSR; to modify the LFSR3. The
LFSR, generates the 11th bit in the sequence, but fails on the 12th.

At step 5 in Figure 4.45, the LFSRs is basically constructed from
LFSR4 with modification by LFSR3. The length of LFSR; is still 7
and the connection polynomial is

LO(z) = L®(2)z+LW(z)
Fr4rz4+Dz+ "+ 22 +24+1)=2"+22+1.

The register now predicts correctly until it reaches bit 13.

At this point, the LFSR; can be modified by one of the previous shift
registers, LFSR,, LFSR,, LFSR3; and LFSR,. But we choose the one to
form the minimum length shift register for step 6. That is LFSR3 which
forms a new LFSRg of length 7. The connection polynomial is

LOGZ) = L®:) +LO(2)
(+2+D)2+ T+ 22+ ) ="+ 5040

The new LFSRg is able to predict the 13th bit and also the last bit 14.
Finally, a length-7 LFSRg is the correct register. If it is initialised with the
first 7 bits of the sequence, it will then generate the subsequent bits. If the
bits in the sequence are the syndromes, the connection polynomial LF SR
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is the error-locator polynomial, and the coeflicients of the polynomial con-
stitute the solution for L in Equation 4.107. We note that the length of
the LFSRg corresponds to the degree of the connection polynomial L(® (z)
that satisfies the criteria of filter design.

Let us now summarise the design procedure of the last example and
also generalise it for the design of non-binary codes. During the process
of formulating the shift register, we always determine the register length
I; and the connection polynomial L{?(z). A correction term C{9(z) is
updated for use at the next step whenever the linear-feedback shift register
fails to predict the next symbol correctly. At each step, the shift register
predicts the next symbol in the sequence of syndromes. If the prediction is
correct, the connection polynomial remains intact and the correction term
is multiplied by 2. However, if the prediction is wrong, the connection
polynomial is modified by adding the correction term. As all the previous
connection polynomials are candidates for the correction term, we choose
the one to give the minimum register length.

If the length of the register has increased after modification, the pre-
vious connection polynomial is multiplied by 2 and becomes the current
correction term. For example, the prediction of the shift register at step 3e
in Figure 4.45 is wrong. The connection polynomial L) (z) is therefore
modified by adding the correction term L{*)(z)z* to form L(*)(z) for the
new register at the next step 4. The length of the register has extended
from 4 to 7 stages, and the previous connection polynomial L®3)(z) is mul-
tiplied by z and is maintained as the correction term for the next step 4b.
However, if the length of the register remains the same after the modifi-
cation, the current correction term is multiplied by 2 and is kept for the
next step. For example, the correction term at step 4b in Figure 4.45 is
L®)(2)z. The next prediction of the shift register is wrong, and the connec-
tion polynomial L{(*)(z) is modified by adding the correction term L) (z)z
to form the L®)(2) for step 5. The length of the new register remains the
same with 7 stages, and the correction term is maintained and updated by
multiplying by z to become L) (z)22 for step 5b.

In the example, the bit sequence is binary. The prediction of the shift
register is either 0 or 1. If the prediction is wrong, the discrepancy is
always one. However, for the sequence of syndromes defined on GF(g),
where ¢ > 2, the discrepancy can be any value greater than zero and less
than g. In this case, the connection polynomial of the shift register produces
a wrong prediction and has a discrepancy d with the next symbol in the
sequence. If the connection polynomial is selected as the correction term
it is normalised such that the discrepancy is equal to one. When the shift
register is modified at the subsequent step, this normalised term is then
multiplied by the value of the discrepancy for the current prediction.

From our deliberations, we see that the Berlekamp-Massey algorithm
is an iterative process for predicting 2¢ syndroms. Each iteration predicts
one syndrom and the process lasts for 2t iterations. Let L(¥(z) and C{)(z)
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Figure 4.46: Computer flow diagram of the Berlekamp-Massey algorithm.
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be the connection polynomial and the correction polynomial, respectively,
at the ith iteration, [(Y) be the length of the linear-feedback shift register,
79 be the displacement of the correction polynomial from the beginning
of the syndrome sequence (i.e., the location of the oldest symbol of the
polynomial in the sequence), and the discrepancy in the prediction is d(¥.

1. Initially, the values are set as

i=1, 9 =0 1®=9, LOGZ) =1 and CO>)==z.

1) The discrepancy of the prediction is evaluated as

1
d9 =8, +3 LYS; ;.

k=1

2) If the discrepancy is zero, the prediction at the current iteration i is
correct and the correction polynomial is updated by

Ci () = 200 (z) .
The register is left unchanged so that
L(H'l)(z) - L(i)(z), 16+ — 1B 5nd j(i+1) - j(i) )

The register then continues to predict the next symbol and goes back
to step 1 to calculate the discrepancy.

3) However, if the discrepancy is non-zero, the prediction is wrong. The
connection polynomial of the shift register is modified according to
the following expression

L0V (2) = LO(2) — gD W) (2)
and the length of the new register becomes

16+) = max (l“),i _ j(i)) )

(a) If the length of the new register has not increased, i.e., [(i+1) =
1) the last correction polynomial is retained and is updated as

Ct (2) = 209 (2)
and its displacement remains the same,

j(i+1) =0
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i d® L(i)(z) C(")(z) 19
1 a® 1+ 0% z 1
2 0 1+a’z 22 1
3 at 1+ a%z + at2? allz + allz? 2
4 0 1+ a2z +at2? allz? 4 1123 2
5 0 1+a% +atz? o123 + 1zt 2
6 0 1+a% +at2? ollzt + ollz® 2

Table 4.15: Computing the L(z) polynomial of the BCH(15, 5, 3) code using the
Berlekamp-Massey algorithm.

(b) If the length of the new register has increased, i.e., [(+1) > [()
the last connection polynomial is normalised and becomes the
new correction polynomial,

LY9(2)

(41) () —
C (2) == 70

and its displacement is,

FOHD = 5 ()

The new register then predicts the next symbol and repeats step 1 to
calculate the discrepancy of the prediction.

The algorithm is depicted in the form of the computer flow diagram illus-
trated in Figure 4.46. Notice that the calculation of the discrepancy d(?
requires not more than t multiplications for each iteration, and also that
the linear-feedback shift register and the correction polynomial update re-
quire at most 2¢ multiplications per iteration. The procedure iterates 2t
times and therefore the algorithm requires at most (¢ + 2¢)2¢ = 6t multi-
plications. By constrast, the direct matrix inversion method derived from
the Peterson-Gorenstein-Zierler method requires on the order of t* multi-
plications. The low complexity of the Berlekamp-Massey algorithm makes
it preferable to the direct matrix inversion approach suggested by Peterson,
ift > 6.

Let us now consider the previous examples in Section 4.4.5.2 to illus-
trate the procedure of the Berlekamp-Massey algorithm. The first exam-
ple is the triple error correcting BCH(15,5,3) code whose syndromes are
given in Equation 4.111, while the procedures for determining the error-
locator polynomial by the Berlekamp-Massey algorithm are shown in Ta-
ble 4.15. The resulting L(z) polynomial of the BCH(15, 5, 3) code obtained
by the Berlekamp-Massey algorithm can be verified by that of the Peterson
method in Section 4.4.5.2. The second example is the non-binary triple er-
ror correcting RS(15,9,3) code over GF'(16). The procedure is illustrated
in Table 4.16.
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i FIQ) AQI) CO(z) g
1 a’ 1+a’z o8z 1
2 o® 1+ a5z oB2? 1
3 o' 1+ a5z +a’z? alz 4+ abz2? 2
4 all 1+ otz 4+ al222 atz? + ab23 2
5 o? 1+atz 40222 +a823  al3z4 al'?22 + al?23 3
6 a? 1+adz+all22 4023 o'322 4+ al?223 4 al024 3

Table 4.16: Computing the L(z) polynomial of the RS(15,9,3) code using the
Berlekamp-Massey algorithm.

4.4.5.4 Forney Algorithm

The Peterson-Gorenstein-Zierler decoder described in Section 4.4.5.2, pro-
vides a method of decoding BCH codes. The method requires two v by v
matrix inversions which consumes substantial computational power. The
first matrix inversion evaluates the error-locator polynomial, and this can
be circumvented by employing the computationally efficient Berlekamp-
Massey algorithm. The second matrix inversion involves the evaluation of
the error magnitudes, which can be carried out more efficiently using the
Forney algorithm. In this section, we commence by deriving the Forney
algorithm and then illustrate the procedure with an example.

We recall from Equation 4.100 that the error-locator polynomial L(z) is

defined to have zeros at the inverse error positions Pi_1 for:=1,2,...,v,
namely,
v
L(z) = [[a - 2P) = 1= 2R)(1~ 2P) - (1 — 2P,) . (4.113)

i=1

We now define the syndrome polynomial S(z) as
PR ‘
S(2) )82 =Sz + Saz” + - + Spy2® (4.114)
j=1

The coeflicient S; of the polynomial is the syndrome, and from Equa-
tion 4.98 the syndrome polynomial can also be expressed as

2t v
S(2)=>_3 MP} . (4.115)
j=11i=1

We also define the error-evaeluator polynomial E(z) as the product of the
syndrome polynomial S(z) and the error-locator polynomial L(z),

E(z) £ S(z)L(z) (mod z?%) (4.116)
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and its expanded form is given by
E(z) = Ey 12" '+ .-+ E22® + Eyz . (4.117)

Substituting Equation 4.115 and 4.113 into Equation 4.116, yields

2t v

E(z) = ZZMP]Z] H(l —2zP) (mod z%)

Jj=1i=1

= ZM,-PizZ(Piz)j‘l H(1—ZP,) (mod z°)
i=1 i=1

=1
= ZMPz (1-zP) Z(Pz)] YTl -2R) (mod 2*)
7=1 1#4
By extending and simplifying the square bracketed term we get:

E(z) = z”: M;P;z (1 — (Piz)*] H(l —zP) (mod z%)
i=1 I

ZMPzH 1-2zP). (4.118)

1#1

Il

This error-evaluator polynomial has the following values at the inverse error
positions Pl_lz

E(PY = ZMPP ‘T[a-pF'P)
J#i
= MPAPR [Ja-P'P)+--+ M [0 -P'F)
J#t J#l
-+ M, PP [T - P Py)
J#v
= MJJa-P'P). (4.119)

J#l

Using the product rule for differentiation, we evaluate the derivative of the
error-locator polynomial L(z) given by Equation 4.113 as

L'(z) = Z -P,J](1-2P) (4.120)

i=1 J#i
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Sez6 + 5525 + 34:3 + Sazz + 5212 + Syz
Laz? + Loz% + Liz + 1
Sgz° + S5z° + SazT + Saz> + Saz< + Syt
L1Sgz7 + L1S5z® + | L1542% + L1S32? 4+ L189:23 4+ L8522
LoSez® + LoSs=7 4 L3S4z8 + | L2S3z% + LoSgz? + Los 23
L3Sgz% + L3S528 + L35427 + L3S3:% 4+ | L3Spz% 4 Lgs st
Egz° + Eqz® + E3zzS + Ezz° + Ejz

Figure 4.47: Long multiplication of S(z) and L(z).

and at the inverse error position z = P,‘l,

v
Py = =Y RJJa-P'R)
i=1  j#i
= -~ [Ja-P'P)-----R[Ja-P'P)
i#1 J#l
—--- =P, [J0- PPy
j#v
= -rJla-p7'P). (4.121)
i

From Equations 4.119 and 4.121,

EFTYH _ M

B =R (4.122)

Rearranging Equation 4.122, we find the magnitude of the error symbol at
position F; to be,

—E(FT) _ 2{0)

M, = — — = — .
PP (1 -F7'R)

(4.123)

As the error-evaluator polynomial E(z) is defined to be the product
of the error-locator polynomial L(z) and the syndrome polynomial S(z),
the coeflicients of E(z) can be expressed as the product of L; and S;.
Consider the example of a triple error correcting code having a degree-5
error-evaluator polynomial whose coefficients are given in Figure 4.47:

E(z) = Es2® + Eq2" + E32° + E22% + Ep2 (4.124)

Similarly, for a t error correcting code in general, the error-evaluator poly-
nomial E(z) is formulated with coefficients

t
Ej=S;+Y Sj-xLx j=1,...,(2t—1) (4.125)

k=1
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where S; = 0 for j <0.

Let us now illustrate the Forney algorithm by evaluating the error mag-
nitudes of the non-binary triple error correcting RS(15,9,3) code over
GF(16), as previously discussed in Section 4.4.5.2. The syndrome poly-
nomial S(z) is written as

S(z) =a?2® + a®2% + a®2* + a'32% + 0?2 + "2
and the error-locator polynomial L(z) is given by

Liz)=a2 +a''2?2 + a2+ 1.

By using the Equation 4.125, the coefficients of the error-evaluator poly-
nomial E(z) are evaluated as,

E, = S§ =4

E, = S +L;S =a?+aka" =8

E; = S3+LiSz+ LaS1 = a® +a%a!? +al'a” = o

Ey = Si+ LS5+ L8+ L3S =a® +aPal® +alla'? +a’a” =0

Es = Sg+L1Ss+LaS3+ L3Sy =a® +aa® +ala'® +a’al? =0
giving

Ez) =’ +a%2> +a"z.

The error positions are located by using either the Peterson-Gorenstein-
Zierler method described in Section 4.4.5.2 or the Berlekamp-Massey algo-
rithm presented in Section 4.4.5.3, and are

P, = o2, P, =a® and P; =a'
and their corresponding inverse values are
Pi'=a"® Py'=a" and Pjl'=0'.

By using Equation 4.123, the error magnitudes are evaluated using the
Forney algorithm as

M, E(PY _ o?a®® + ol + a’al? o
-BP )(1—-PP ) (1= aPal®)(1 - alial?)

M, = EP;Y _ o?a? + alalt +a’ad” 3
1-PPYH1~-PPY)  (1-a2a”)(1 - altal)

M, - EP7Y . o?a® + ala? +a’al

(1= PP )1-PP Y~ (1-c2a)(1-afal)
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i d@ W (2) DU (2) 1@
1 a’ a’ 0 1
2 a’ a’ 0 1
3 alt a’ a®z 2
4 all o’ +atz aBz? 2
5 a? o’ +atz+al%2? abz+a?2? 3
6 o o' +aPz+a?z?  aP2?+ o272t 3

Table 4.17: Computing the &(z) polynomial of the RS(15,9,3) code using
Berlekamp-Massey algorithm.

The error-evaluator polynomial E(z) can be found from the error-
locator polynomial L(z) by multiplying it by the syndrome polynomial
S(z). Notice however, that a sequence of recursively updated polynomials
E()(z) can be defined to obey the same recursive relationship as L()(z).
In this way, one could use the Berlekamp-Massey algorithm to obtain E(z)
in parallel to L(z). Let us therefore define € by:

E(2) 2 2¢(2) . (4.126)

The Berlekamp-Massey algorithm applied to L(z) is also deployed to obtain
¢(z). The initial value of (®)(2) = 0, and the correction term D(®(z) = —1.
Then, £(z) is updated to

E(i+1)(z) - 5(i)(z) _ d(i)D(i)(z) .
If G+ = () the correction polynomial is updated to
DU+ (z) = 2D (2)
and if 101 > 1) it becomes

D(’H)(z) = z% .
An example of finding the error-evalutor polynomial by the Berlekamp-
Massey algorithm is illustrated with reference to Table 4.17. This is again
an example of the RS(15,9,3) code over GF(16). At the end of 2t =
6 iterations, £(z) is found, and from Equation 4.126 the error-evaluator
polynomial is obtained as

E(z) =a"z+a%2% + a?2% .
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4.4.6 Trellis Decoding for Block Codes

In our quest for decoding algorithms making use of the channel measure-
ment information [50], we will now investigate the performance of trellis
decoding [51, 52] of both binary and non-binary block codes. We com-
mence by considering the trellis construction for binary BCH codes, and
then applying the Viterbi algorithm to decode them. The trellis construc-
tion can easily be extended to non-binary codes. A t error correcting code
is represented by BCH(n, k, t), where k information bits are encoded into
n-bit codewords. The code is defined over GF(2). In the case of systematic
codes, the generator polynomial g(2) = gnp—k2" % + - + g12 + go formu-
lates a codeword by appending (n — k) parity bits b,_x_1,...,b1,bg, to k
information bits.

4.4.6.1 Trellis Construction

To illustrate the trellis construction we commence by considering the ex-
ample of the BCH(15,11,1) code over GF(2). The systematic encoder,
displayed in Figure 4.48, is derived from Figure 4.40, and the trellis di-
agram of this code is shown in Figure 4.49. The generator polynomial,
g(z) = 2* + 2 + 1, produces parity bits bg, by, bz, and b3 which are buffered
in the shift register (SR). The values of the set {bg, b1, b2, b3} represent
the states of the register. The four parity bits result in 2¢ different states
in the SR. The sequential change of states during the process of encoding a
codeword can be catalogued as a particular path through the trellis. There
are 2!! unique paths in the trellis and each path represents a particular
codeword. The trellis has 2!5-!! rows and (15 + 1) columns. The nodes
on the same row represent the same state, whereas the nodes on the same
column illustrate all the possible states a, b, .. ., p with their corresponding
values 0000, 0001, ..., 1111. The state-changes between adjacent columns
in the trellis are marked by the transition vector. In Figure 4.49, the vectors
are drawn either by a solid line or by a dashed line according to whether
the encoder input is a 0 or 1, respectively.

Initially all the parity bits in the SR are set to zero. The number
of encoder states increases as each new information bit is inserted into
the encoder. The symbol signalling instants corresponding to the column
positions in the trellis, shown in Figure 4.49, are indexed by the integer
J. On inserting the first information bit into the encoder, J = 0, and two
different nodes are possible at the next instant. The arrival of the second
information bit when J = 1 causes the number of possible nodes at the
next instant to increase to 22. The number of possible nodes continues to
increase with J until the maximum number 2¢ is reached. This maximum
number of states is reached when J = 4, and from then on the number of
possible states is constant. The state transitions pattern from instant J =i
to J = i + 1, shown in Figure 4.49, repeats for J = 4,5,...,10, until the
last information bit to be encoded has entered the SR at J = 11. At this
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Figure 4.48: Systematic encoder for the BCH(15, 7, 2) code.
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Figure 4.49: Trellis diagram for the binary BCH(15, 11, 1) code.
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moment, the switches SW1 and SW2 are turned to position 2, and the SR
is cleared one parity bit at a time as the bits are removed from the encoder
to leave behind the all-zero state in the SR. The number of possible states
is thus divided by two at every column in the trellis merging towards the
all-zeros state, which is reached after clocking the encoder 12 times.

The trellis for the BCH(15,11,1) code is suitable for maximum likeli-



444 CHAPTER 4. CHANNEL CODING

hood decoding by the Viterbi algorithm [20, 33] in order to improve the
BER performance. A further improvement in performance can be achieved
by using soft-decision decoding.

4.4.6.2 Trellis Decoding

The method of trellis decoding of block codes is similar to Viterbi decoding
of convolutional codes. The block decoder selects the path in the trellis
having the smallest distance from the received word and thereby identifies
the recovered codeword. The distance properties of the code determine its
error correcting capability.

The distance properties of the BCH(15, 7,2) binary block code are de-
rived in a similar way to those of convolutional codes, which suggests that
this code can correct any combination of two bit errors. For convolutional
codes the number of incorrect paths increases exponentially and indefinitely
with the number of columns j in the trellis. However, block codes have a
fixed codeword length, and consequently the trellis is truncated after n
columns. The paths in the trellis initially diverge from, and finally con-
verge to, the all-zero state at the codeword boundaries. All the paths have
the same length of n bits. There is a total number of 2% possible paths in
the trellis and the weight distribution, Wg g, 57, (d), of the BCH(15,7,2)
code was found by computer search through all of these paths as

WBCH1572(d) = 42d° +84d% +49d" + 56d° + 126d° +84d"° + 7d" , (4.127)

giving a total of 42 error bits for all distance-5 paths, 84 for all distance-6
paths, etc. The minimum separable distance, d,,;», between the codewords
is 5 bits. We will represent the total number of information bit errors for
all those paths having a distance d by the coefficient W,. Following the
procedure of Section 4.3.6, the union bound on the post-decoding bit error
probability pe, for binary block codes is

n
Py < Y WaPrep(d) (4.128)
d=dmin

where Prcp(d) is the probability of incorrect decoding, i.e., the probability
that the decoder selects a path at distance d from the correct path. The
value of P;cp{d) is found from Equations 4.35 and 4.36 for hard-decision
decoding, or from Equation 4.45 for soft-decision decoding. Reed-Solomon
codes have a maximum separable distance of (n — k + 1) symbols amongst
codewords. Optimum symbol-by-symbol decoding methods [53,54] that
minimise the symbol error rate result in increased complexity compared
to Viterbi decoding, while their performance is essentially the same. Con-
sequently, we decode using a bit oriented Viterbi algorithm and describe
the properties of the RS code in terms of bit-distance measures. For the
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Figure 4.50: Representation of codewords in coding space.

RS(4,2,1), GF(16) code the weight distribution WRg,,,(d) is found by
computer search to be

WRSui(d) = 14d* +58d° + 86d° + 134d" + 2104° + 218d° + 170d"°
+ 82d'! + 24d'? + 20d'3 + 8d'. (4.129)

The union bound on the post-decoding bit error probability py, for this
code is obtained by substituting Wgg,,, (d) into Equation 4.128.

4.4.7 Block Decoding Theory

In this section we consider the abilities of block codes to combat transmis-
sion errors. As the linear block code is considered here, we may analyse its
behaviour by assuming that a particular codeword is transmitted, say the
all-zero codeword, knowing that our findings are applicable for the trans-
mission of any other codeword. The concept of geometric coding space
is particularly useful for visualising the decoding situation. Figure 4.50
represents the coding space containing (¢™)” words of which (¢™)* are le-
gitimate codewords. If the received word contains < ¢t errors, it lies within
the all-zero codeword sphere and can be corrected. The probability of cor-
rect decoding is represented by the probability of codewords received within
the all-zero codeword’s decoding sphere. However, if the received word has
> t errors, it is uncorrectable and subsequently results in either incorrect
decoding or error detection. In the former case [55], the received word falls
within one of the non-zero codeword decoding spheres and is therefore er-
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roneously decoded to be a legitimate non-zero codeword. The probability
of incorrect decoding is constituted by the probability of codewords being
received in the union of the non-zero codeword spheres. The probability of
error detection is that of codewords being received outside the union of all
the legitimate decoding spheres. Thus we may express the error detection
probability of a codeword as

Pgp=1-Pep — Prcp (4.130)

where Pcp and Prop are the probabilities of correctly decoding and incor-
rectly decoding into another valid codeword, respectively. Considering that
ratio of those uncorrectable error words which are detectable, we express
this relative error detection probability as

Pgp
Pepr=p—Tp—. (4.131)
Observe that for codes with high error correcting capability ¢ the minimum
coding space separation (2t + 1) amongst legitimate codewords is high,
consequently Prcp € 1 and Pgpgr ~ 1.
The block codes considered here are over GF(q™), where ¢ = 2 and
m is the number of bits in a symbol. The m-bit symbols are transmitted
sequentially over a binary channel, which is modelled as an asymmetric
memoryless channel as discussed in Section 4.2.5. The probability of re-
ceiving an error symbol for this channel is given by Equation 4.3 and the
probability of receiving a symbol with i bit errors is expressed by Equa-
tion 4.2. We now derive analytical expressions for the probability of correct
decoding, incorrect decoding, error detection, and subsequently the proba-
bility of post-decoding bit and symbol errors.

4.4.7.1 Probability of Correct Decoding

An (n, k, t) block code defined over GF(¢g™) with minimum distance d,;, =
n—k+1is able to correct ¢ symbol errors. Hence, the probability of correct
decoding Fcp is the probability of receiving an n-symbol word having t or
fewer symbol errors and is given by

t

Pop=3 ( T; ) -1 -p)"T[Q-p)™" " (4.132)

=0
The index 7 is the number of error symbols in a codeword and ranges from
zero to t. There are ( 121 possible error patterns, and [1 — (1 — pb)m]i is
the probability of i symbols being received in error, while [(1 — p,)™]" " is

the probability of (n — ¢) symbols being received correctly. Notice that for
channels having a high SNR, p; is very small and Pop approaches unity.
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4.4.7.2 Probability of Incorrect Decoding

If the received word contains more than ¢ error symbols, it is either de-
coded incorrectly, or an error detection flag is raised after identifying un-
correctable errors in the received word. The probability of incorrect decod-
ing [10] is

n
Picp= Y, Prep(h) (4.133)
h=dmin

where Prcp(h) is the probability of incorrect decoding to a codeword hav-
ing a symbol distance h from the all-zero codeword. In order to determine
the probability of incorrectly decoding to a weight-h codeword, we define
Ny s(h) as the number of weight-g error patterns that are at a distance s
from a particular weight-h codeword. When s <t and h > dp;:,, €ach such
error pattern is decoded incorrectly into the weight-h codeword, as seen in
Figure 4.50. Suppose P(g) is the probability of occurrence of a particular
weight-g error pattern and Aj is the number of weight-h codewords, then
the probability of incorrectly decoding as a weight-h codeword is the sum
of all the probabilities P(g) of weight-g error patterns which lie inside the
decoding sphere of a particular weight-h codeword, that is,

Piep(h) = AnY | D Nys(h)P(g), 2A+1<h<n  (4134)

Clearly, we have to determine Ay, P(g) and N, ;(h) to be able to com-
pute Prcp(h) in Equation 4.134. As we have seen in Equation 4.132, the
probability p, of having exactly g number of erroneous symbols out of the
n symbols of a codeword is given by:

po= (3 )H-Qommpla- e @

All the weight-g error polynomials are equiprobable in the case of memo-
ryless channels, since the errors can occur in any arbitrary position with
the same probability. Also, as expected for any probability:

n
Zpg =1.
g=0

The number of weight-g error patterns is found to be

n

N(g>=<g

) (2™ — 1)9. (4.136)

Whence the probability of a specific weight-g error polynomial P(g) is
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vielded as:

P@) = N5 = (2m1_1)gll—<1—pb)m]y[<1 —po)""70. (4137)

An alternative expression for P(g) is derived as follows. Suppose an
all-zero (n, k,t) codeword is transmitted. The probability of occurrence of
a single error symbol, which we will refer to as producing a weight-1 error
pattern, is

o= ( n ) zr: ( i )pgl (1= pp)™01 (4.138)

The probability of a weight-2 error pattern is:

( ) 2 Z ( ) ( )pil”z (1—py)™ =0+ (4130)

i1=11i2=1

Therefore the probability of having an arbitrary weight-g error pattern is
given as:

v (DEE-EI)(0)- ()

i1=1 1o

p’;1+12+ +lg(1 _pb)mn—(i1+'i2+"‘+ig):| A (4140)

The probability of receiving a particular weight-g error pattern out of the
possible N(g) = ( Z ) - (2™ — 1)9 such patterns is found upon dividing
Dy, by N(g), yielding:

1 m m m
PO - Ty

(2)(2)- ()

(1 _pb)mn—(n+w+---+ig)] ) (4'141)

Having determined P(g) to be used in Equation 4.134 we now evaluate
the number of received words corrupted by a weight-g error pattern, having
a distance s to the weight-h codeword, i.e. Ny (h). First we define e; and
¢; to represent the symbol at the 7th position of the error pattern and the
weight-h codeword, respectively. By observing the values of the symbols
between the error pattern and the codeword, the symbols e; and ¢; can
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have the following relationships,

C; = e = 0
ci = e#0
C = 0, €; ;é 0

C; ;é 0, eiZO
¢ # 0, e#0, ci#e;.

We define [10,56,57] the following new variables.

1. w is the number of symbols when ¢; = e; # 0.

1) z is the number of symbols when ¢; # e; and e; # 0, ¢; # 0.
2) y is the number of symbols when ¢; # 0 and e; = 0.

3) z is the number of symbols when ¢; = 0 and e; # 0.

Furthermore, we know that
1) g is the number of symbols when ¢; # 0.
2) h is the number of symbols when c; # 0.

From the above definitions, the variables obey the following equations:

g = wtzr+z (4.142)
h = wH+z+y (4.143)
= z+y+e (4.144)

Consider now the total number of weight-g error words having a distance
s from the weight-h codeword in terms of w, x, y and z. Observe from

Figure 4.51 that there are ( Z ) ways of ¢; = ¢; # 0 ( h ; w ) ways of
¢ # €, €; # 0 and ¢; # 0 where every e; may take one of (2™ — 2) possible
values, excluding e; # 0 and e; # ¢;; and finally ( n ; h ) ways of being

¢; = 0 and e; # 0, where every e; may take one of (2™ — 1) e; # 0 possible
values. As a result,

R O [ G I N N

w T

(4.145)

To simplify the conditional probability at the left hand side of Equa-

tion 4.145 the expressions of w and z in Equations 4.142, 4.143 and 4.144
are written in terms of h, g, s and z as
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Figure 4.51: Representation of a weight-g error word and a weight-h codeword.

= h-s+2 (4.146)
T = g—h+s—2z (4.147)

and on substituting Equations 4.146 and 4.147 into Equation 4.145 we have

Nouth12) = (4t ) (gonrisa ) ("27)
(2™ — 2)9-hts=2z(gm _ 1)* (4.148)

The value of z is lower and upper limited by h and g. Consider the weight,
h, of the codeword to be greater than g, such as h = n, then z can be as
small as zero. When h < g, the smallest value of z is g — h. Therefore we
define z,,;, to be the minimum value of z,

Zmin Z 0 if h Z g
Zmin 2 g — h if g > h , (4149)
that is,
Zmin = max{0,g — h} . (4.150)

The expression of z can be found from Equations 4.142, 4.143 and 4.144
as7
=9 h+s—=z ’

> (4.151)
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Number of
Weight-h  weight-h codewords

h Ap
18
30
15
15
30
18

1

O OIS,

1
1

Table 4.18: Number of weight-h codewords of the BCH(15, 7, 2) code.

By setting £ = 0, we define z,,,; to be the maximum value of z

—h
Zmaz = [g—gﬁ} , (4.152)

where |(e)] is the lower truncated integer value of (s). By summing over
z, the number of weight-g error patterns at a distance s from the weight-h
codeword is expressed by

Zmazx

Nys(h) = 3 Nys(h|2)

_ zf h s—z n—~h
- vl h—s+z g—h+s—2z z
(2™ — 2)97h¥s=2z gm _1y® (4.153)

4.4.7.2.1 Number of Weight-h Codewords To evaluate Prop(h)
from Equation 4.134 we must compute A, the number of weight-h code-
words. For example, the number of weight-h codewords of the BCH(15,7, 2)
code is tabulated in Table 4.18.

For any maximum distance code, such as a Reed-Solomon code defined
over GF (¢™) with codeword length n and minimum distance d, the weight
distribution A} is given by [4]

=) am- 1)2?—1)1‘( M) sy
=

By substituting P(g), Ny s(h) and Ay from Equations 4.141, 4.153
and 4.154 into Equation 4.134 and then substituting Prcp(h) into Equa-
tion 4.133, we have,
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h=d =0
t h+s Zmasz b .,

gggh—s{[z_—;iﬂ ( h—-s+z ) ( g—h+s-2z )

( n ; h ) (2m _ 2)y—h+s——2z (2m _ l)zj' ﬁ

1= (1= p)™][(L = o)™} (4.155)

Observe that Prcp tends to be zero when the SNR is high as py is approx-
imately zero. Armed with Pop and Pjcp the probabilty of error detection
Pgp is computed using Equation 4.130, while the relative error detection
probability, Peppg is determined using Equation 4.131.

4.4.7.3 Post-decoding Bit and Symbol Error Probabilities

When the received codewords contain more than ¢ symbol errors they are
either known to be incorrect, or they are decoded into another codeword
and the error is unknown. We will now determine the probability of the
symbols and the bits in the regenerated codeword being in error for the
cases when the errors are known and unknown.

When errors are detected, a systematic RS code conveys the information
part of the codeword directly to the decoder output as decoded informa-
tion. Consequently, the post-decoding error probability is equal to the
pre-decoding error probability. Hence the contribution to the respective
bit and symbol error probabilities pyp; and pgp is

pp1 = poPED (4.156)

m
m ; —1
DPsp1 = Z ( . ) pipl (1 - pbpl)m ‘. (4157)

i
=1
For error patterns that are undetectable the received word is decoded as

a weight-h codeword, i.e., it contains h error symbols. The post-decoding
symbol error probability psp2 is given by

1 n
Pop2 = ~ ’;ihPICD(h) (4.158)

where Prcp(h) is given by Equation 4.155. The post-decoding bit error
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probability due to incorrect decoding can be evaluated from psp. as,

Pspz = 1—(1- ppr)m (4.159)
Popz = 1-— emin(1=pap2) (4.160)

Then the total post-decoding symbol error probability ps, and the total
post-decoding bit error probability ps, can be expressed in terms of the
probability of pre-decoding bit errors py, the probability of error detection
Pgp and the probability of incorrect decoding P;cp, namely

Psp = DPspl + Dsp2
=y [( ; )(pbPED)I (l—pbPED)m_l]
i=1
1 T
1S hPien(h) (4.161)
h=d
and
Pop = Dbp1 + Dop2
= pPep+ [1-enm(7x 2 rreoM)] . (4162)

4.4.8 Block Coding Performance

In this section, we investigate the performance of BCH and RS codes op-
erating at approximately half rate, but having different block lengths. The
codes were transmitted via MSK modulation over AWGN or Rayleigh fad-
ing channels, and were decoded by either the hard-decision Berlekamp-
Massey [BM-HD] algorithm, or by the soft-decision trellis decoding [TD-
SD] method. For Rayleigh fading channels, interleaving was introduced at
the transmitter in order to disperse burst errors at the receiver into the
adjacent blocks resulting in an improvement in BER performance. The
theoretical calculations of the probabilities of correct decoding, incorrect
decoding, and relative error detection of each code were obtained from
Equations 4.132, 4.133 and 4.131, respectively. These probabilities were
compared with the results from simulations. Only systematic codes were
used. When an incorrectable codeword was detected by syndromcheck,
the information part of the codeword was passed to the decoder output.
The probabilities of post-decoding symbol and bit errors were examined by
simulation and compared with the theoretical results obtained from Equa-
tions 4.161 and 4.162.
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Figure 4.52: Probability of correct decoding for the BCH(15,7,2) code using
[BM-HD)] decoding over AWGN channel

4.4.8.1 Block Coding Performance via Gaussian Channels

Figure 4.52 and Figure 4.53 illustrate the probabilities of correct decoding
and incorrect decoding, respectively, as a function of Ej/Ny for the short
binary BCH(15,7,2) code decoded using the hard-decision Berlekamp-
Massey algorithm [BM-HD]. Observe that for Ey/Ng in excess of 7dB
Pop ~ 1 and Prop ~ 0. The probabilities of detecting the incorrectable
words calculated from Equation 4.131 were 0.57 for E, /Ny of 2dB, and 0.60
for Ey /Ny of 10dB. Clearly, for practical Ey/Ngy values more than 57 % of
the incorrectable words were detected, and 43 % were incorrectly decoded
into other valid codewords. The comparatively low ability to detect code-
overload is due to the densely packed, low correcting power (¢ = 2) code.
The probability of post-decoding bit errors in Figure 4.54 was similar in its
nature to Prop in Figure 4.53. The probability of incorrect decoding de-
creased to 107 when Ej/Ny exceeded 9.7dB, while the post-decoding bit
error probability was similarly reduced to 107% at E;/No of 9.6dB. This
demonstrated that the post-decoding bit errors were mainly contributed
by incorrect decoding. Although the coding rate of this code was close to
half, a block length of 15 bits allowed only 8 parity bits. The small number
of parity bits meant that the separable distance between codewords was
small, and as a result the transmitted codeword was easily corrupted into
an incorrectable and undetectable word. Thus the small distance code gave
a high percentage of incorrect decoding decisions. Figures 4.52-4.54 also
contain simulation results which were in close agreement to the theoretical
ones.

We now compare the theoretical and simulation results for a number
of non-binary Reed-Solomon codes having different codeword lengths, but
all operating at a coding rate of 1/2. The Berlekamp-Massey hard-decision
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Figure 4.53: Probability of incorrect decoding for the BCH(15, 7, 2) code using

[BM-HD)] decoding over AWGN channel.
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Figure 4.54: Post-decoding BER for the BCH(15, 7,2) code using [BM-HD)] de-

coding over AWGN channel.



456 CHAPTER 4. CHANNEL CODING

X102
o A —— - prereeeerer
< I —
o
o
u
] I
© gsi
X T — — — - Theoretical result
& I Simulation result
C
5 1 ————+ RS(4,2,1) GF(B) (BM-HDI ]
w T ——x RS(12,6,3) GFC16) (BM-HD} 1
s 901 ——— RS(57,29,14) GF(256) {BI-HO]
-D- T P
[=]
<
- 1

83 Trrrerbirrttllirrirs - HHHHEHH SARazans A
3 7 8 9 10 B
(dB)

Figure 4.55: Probability of correct decoding for various RS codes over AWGN
channel.

decoding method was used. Figure 4.55 shows the probability of correct
decoding as a function of E;/Np for the RS(4,2,1) code over GF(8), the
RS(12,6,3) code over GF(16) and the RS(57,29, 14) code over GF(256).
The probability of correct decoding Pep using shorter RS codes was found
to be higher than for the longer codes for E,/Ng values below approxi-
mately 6 dB. This was because the codes with a larger number of bits
per symbol suffered higher symbol error probability, as exemplified ear-
lier in the interleaving section by Figure 4.12. This situation was reversed
for higher E, /Ny values because the longer codes had larger ¢ values, and
therefore were able to correct more errors in a codeword. The simulation
and theoretical results coincided.

Figure 4.56 shows the probability of incorrect decoding Precp as a
function of E3/Ng. The corresponding Prcp values at E,/No of 3dB
for RS(4,2,1) and RS(12,6,3) codes were 0.065 and 0.012, respectively.
Although not displayed in Figure 4.56, the theoretical Prcp value for the
RS(57,29,14) code was 10725, This small P;¢p value was anticipated from
the fact that the designed distances (2t + 1) of RS(4,2,1), RS(12,6, 3), and
RS(57,29,14) codes, are 3, 7, and 29, respectively. The P;cp value was
significantly lower for longer codes because the separable distances between
codewords were much larger. The probability of decoding an incorrectable
word into another valid codeword was reduced as the larger distances re-
stricted the occurrence of the incorrectable words. Again the simulation
and theoretical values coincided.

Another property of RS codes is their capability to detect incorrectable
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Figure 4.56: Probability of incorrect decoding of various RS codes over AWGN
channel.

error patterns, the probability of which is characterised in terms of the
relative error detecting probability Pepgr as defined in Equation 4.131. As
we experienced in the case of the BCH(15,7,2) code, Pgpg was practically
independent of Ep /Ny for a particular code. For the short RS(4,2,1) code,
the average value of Pgpgr was 0.73; for the RS(12,6,3) code it was 0.98;
whereas for the longest code the average Pepr was 1 — 10728, This sug-
gested that the longer code protected by a larger number of parity symbols
for the same coding rate, offered more reliable error detection. This is an
important feature when transmitting computer data.

The post-decoding bit error probability ps, was a function of both Picp
and Pgp (see Equation 4.162). The simulation and theoretical results are
displayed in Figure 4.57 for the three codes. The py, curves exhibited a
cross-over region for E,/Np between 5 dB and 6 dB. Below this region
the bit error rate of the RS(57,29,14) code was the highest as it had a
higher channel symbol error rate than the other two codes, as shown in
Figure 4.12. For E;/Ny in excess of 6 dB the RS(57,29, 14) code had the
best pyp performance as the noise-induced corruption of the transmitted
codeword was restricted for most of the time to the confines of the decoding
sphere of that codeword. As a result, the slope of the curve is much sharper
for the longer codes than for the shorter ones. The same tendency can be
observed in Figure 4.58, where the post-decoding symbol error probability
Dsp is displayed for the same conditions as those in Figure 4.57.
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Figure 4.59: Probability of correct decoding of the BCH(15,7,2) code over
Rayleigh-fading channel.

4.4.8.2 Block Coding Performance via Rayleigh Fading Chan-
nels

In this section, we investigate the performance of block codes transmit-
ted via MSK modulation over Rayleigh fading channels. Figure 4.59 and
Figure 4.60 show the corresponding probabilities of correct and incorrect
decoding as a function of E}, /Ny for the binary BCH(15,7,2) code. With-
out interleaving, burst errors occurred in the mobile channel, overloading
the 2 bits per codeword correcting capability of the code, causing incorrect
decoding. When inter-block bit interleaving IBI/B(24,5) with B = 24 and
N = 5 was introduced, the channel became essentially memoryless. The
burst errors were dispersed to the adjacent blocks, reducing the probabil-
ity of incorrect decoding, and at the same time increasing the probability
of correct decoding compared to the case without interleaving. The the-
oretical calculations were for the memoryless channel and were in a good
agreement with the simulation results. The average probability of detect-
ing the incorrectable words was calculated to be 0.58. This value was close
to that obtained on the AWGN channel. This implies that the Pgpgr de-
pended on the distance separation between codewords, regardless of the
channel error statistics. In Figure 4.61, the probability of post-decoding
bit error py, is shown as a function of E;/Ng. By using interleaving, the
Pup was reduced from 39dB to 25dB at a BER of 1078, this coding gain of
14dB was achieved at a price of 2880 bits of delay.

We now consider the performance of the RS(12, 6, 3) and RS(57,29, 14)
codes. In Figure 4.62, we display the probability of correctly decoding a
codeword as a function of Ey/Ny. When bit or symbol interleaving was
deployed the Pcp was increased for both codes, and the longer the inter-
leaving period the better was the performance. However, a bit interleaving
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period of 2880 bits appeared to be sufficient to randomise the error statistics
of the channel, and yielded a performance very similar to the theoretical
one. For an E) /Ny of 11dB, the probability of correct decoding Pop was
approximately 0.86 for the RS(57,29, 14) code, and 0.92 for the RS(12,6, 3)
code. The longer code performed better for high E,/Np values than the
shorter code, while for low E,/Ny values the situation was reversed.

The probability of incorrect decoding Prcp is displayed in Figure 4.63
for the RS(12, 6, 3) code with inter-block bit interleaving having a period of
2880 bits. The theoretical P;op curve is also displayed for that case when
the interleaving period was infinitely long, representing the performance
for the memoryless channel. For the RS(57,29, 14) code, the Prcp was less
than 10723 for an E, /Ny of 10.5dB, and therefore its performance curve
cannot be shown in Figure 4.63.

The BER performance of the RS(12,6,3) and RS(57,29,14) codes is
compared in Figure 4.64 in terms of their post-decoding bit error proba-
bility with 2880 bits inter-block bit interleaving, as well as with two dif-
ferent symbol interleaving periods. Firstly, we focus our attention on the
RS(12, 6, 3) code, where we observe that even if the bit interleaving period
was 2880 bits long, the BER performance was worse than that of the theo-
retical curve for the memoryless channel. However, if symbol interleaving
was used with the same delay, practically the same BER performance was
achieved as for the memoryless channel. The same tendency was noted
in case of the longer RS(57,29,14) code, where even a shorter symbol in-
terleaving delay of 1368 bits resulted in a higher performance compared to
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Figure 4.63: Probability of incorrect decoding of the RS(12,6,3) code over
Rayleigh-fading channel.

when bit interleaving was used. This observation confirms that the sym-
bol interleaving gives a better performance than bit interleaving with RS
codes. Once again, the BER curves gave a sharper slope for the longer
codes. Similar results were observed in terms of symbol error rates (SER)
as shown in Figure 4.65.

In Figure 4.66 and Figure 4.67, the performance of the RS(12,6, 3),
and the RS(57,29,14) code with various interleaving delays is presented.
The width of the block interleaver was determined by the blocklength.
Consecutive error symbols on the channel were diverted into the adjacent
blocks on deinterleaving. Observe that the performance of the shorter
RS(12,6,3) code hardly improved when the interleaving delay increased
beyond 912 bits, while for the longer RS(57, 29, 14) code 2280 bits was ade-
quate. The longer delay for the longer code was incurred due to the width of
the interleaver. However, as the delays were sufficiently long to randomise
the channel to a memoryless one, the performances depended entirely on
the correcting capabilities of the codes. This is evident by noting that the
RS(57,29,14) code achieved a BER of 108 at E,/N, of 13dB, while for
the RS(12,6, 3) code 17.5dB was necessary.

4.4.8.3 Soft/Hard Decisions via Gaussian Channels

In Figure 4.68, the post-decoding bit error probabilities of the RS(4,2,1)
code over GF(16) and the BCH(15,7,2) code are depicted both for hard-
decision decoding and for soft-decision trellis decoding. The transmis-
sions are over an AWGN channel. For both soft and hard decisions the
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various block codes over AWGN channel.

BCH(15,7,1) code performed better than the RS(4,2,1) code as it cor-
rected any combination of two bit errors. By constrast the RS code coped
only with those bit errors which occurred in the same four bit symbols, as
it can correct only one symbol error in a codeword. By using soft-decision,
an improvement of about 2dB was achieved over the hard-decision in both
codes at a BER of 107%. The trellis decoding made use of the maximum
likelihood method to select the path in the trellis that most resembled the
received codeword. However, this probabilistic decoding did not have error
detection capability, which is a serious disadvantage.

4.4.9 Conclusions on Block Coding

The performance of binary and non-binary block codes has been investi-
gated theoretically, and simulation results have been presented. In the case
of the Rayleigh fading channel, the interleaver selected for block codes is
the block interleaver, with bit interleaving deployed for binary codes and
symbol interleaving for non-binary codes. The block codes are decoded
by either the hard-decision Berlekamp-Massey algorithm, or by the soft-
decision trellis decoding method.

When the Berlekamp-Massey decoding algorithm is deployed, the data
reliability increases with the amount of redundancy introduced into the
codeword. For the same coding rate, longer codes contain a higher number
of parity symbols than the shorter codes and the probability of detecting
incorrectable words is very high. For example, the probability of detecting
the incorrectable errors of the RS(12,6,3) code is 0.98, as compared with
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Ey/No at BER of | Cod.-gain at BER of

10-2 10-° 10-3 10~
No coding 6.8dB 10.5dB 0dB 0dB
RS(4,2,1) GF(8) [BM-HD] 7.2dB | 10.5dB | -0.4dB 0dB
RS(12,6,3) GF(16) [BM-HD] 6.2dB 8.5dB 0.6dB 2.0dB
RS(57,29,14) GF(256) [BM-HD] | 6.1dB 7.2dB 0.7dB 3.3dB
RS(4,2,1) GF(16) |[BM-HD] 7.5dB | 10.4dB | -0.7dB 0.1dB
BCH(15,7,2) GF(2) [BM-HD] 6.5dB 9.7dB 0.3dB 0.8dB
RS(4,2,1) GF(16) [TD-SD] 5.9dB 8.3dB | -0.9dB 2.2dB
BCH(15,7,2) GF(2) [TD-SD] 56dB | 8.0dB | 1.2dB 2.5dB

Table 4.19: Coding gain of block codes over AWGN channel.

the RS(57,29,14) code whose is 1 — 10728, This feature is valuable in
automatic repeat request (ARQ) protocols, especially for computer data
transfer. However, the penalty of using long codes is a large delay which
may not be acceptable for speech transmissions. Also the complexity of
the decoder increases with the amount of redundancy. The number of
multiplications required by the Berlekamp-Massey algorithm (which is at
most 6¢2) increases exponentially with the number of correctable errors.
As a result, the complexity increases with .

When the soft-decision trellis decoding method is used to decode an
(n, k) block code over GF(2™), the number of bits representing the state
of the encoder is equal to (n — k) x m used by the parities in a codeword.
The number of states is therefore 2("=%)*m_ The complexity of the decoder
increases with the number of states. Low complexity codes operate at high
coding rates or they are short codes. In either case, the separation between
the codewords is small, making them weak error correcting codes. Never-
theless, it is the complexity of the decoder that limits the application of
the trellis decoding. If trellis decoding is applied, the soft-decision decoding
achieves a gain of 2dB at BER of 10~ for transmissions over an AWGN
channel.

When the block symbol interleaving has a depth of 9 with a delay of
432 bits suitable for speech transmissions, the RS(12, 6, 3) code over GF(16)
achieves an E; /N, of 14.5dB at a BER of 10~3. Whereas the RS(57, 29, 14)
code over GF(256) operating without interleaving encounters a similar de-
lay of 456 bits, and needs an E,/Ny of 16dB to acquire a BER of 1073,
This suggests that the short codes require less decoder complexity, and
perform slightly better at the target BER of 10~3 than the longer codes,
and therefore might be preferable when speech signals are transmitted.

Table 4.19 and Table 4.20 tabulate the performance of the block codes
for specific BERs when the transmissions are over an AWGN or a Rayleigh
fading channel, respectively.
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E,/No at BER of | Cod.-gain at BER of
10-3 10~6 10-3 10-8

No coding 23.0dB | 52.0dB 0dB 0dB
BCH(15,7,2) [BM-HD]

No interleaving 15bits 22.5dB | 39.0dB 0.5dB 13.0dB

IBI/B(24,5) 2880bits 13.0dB | 25.0dB | 10.0dB 27.0dB
RS(12,6) GF(16) [BM-HD]

No interleaving 48bits 20.5dB | 34.0dB 2.5dB 18.0dB

BI/S(9,12) 432bits 14.5dB | 24.0dB 8.5dB 28.0dB

BI/S(19,12)  912bits 13.0dB | 20.0dB | 10.0dB 32.0dB

BI/S(47,12) 2256bits 12.5dB | 19.0dB | 10.5dB 33.0dB

BI/S(95,12) 4560bits 12.0dB | 17.0dB | 11.0dB 35.0dB
RS(57,29) GF(256) [BM-HD]

No interleaving 456bits 16.0dB | 22.5dB 7.0dB 29.5dB

BI/S(2,57) 912bits 14.0dB | 21.0dB 9.0dB 31.0dB

BI/S(5,57) 2280bits 12.5dB | 15.5dB | 10.5dB 36.5dB

BI/S(10,57) 4560bits 11.5dB | 14.0dB | 11.5dB 38.0dB

BI/S(20,57) 9120bits 11.0dB | 13.0dB | 12.0dB 39.0dB

Table 4.20: Coding gain of block codes over Rayleigh fading channel.

4.5 Concatenated Codes

Concatenated coding was first introduced by Forney [58] to utilise multiple
levels of coding. Figure 4.69 illustrates two levels of coding and two levels
of interleaving to combat the channel’s burst errors. The level of the coding
and interleaving closer to the channel is called the inner layer, whereas the
level outside the inner layer is known as the outer layer. The inner and outer
FEC codes can be convolutional codes or block codes. At the receiving end,
the demodulator may produce either hard or soft decisions. In either case,
these decisions are fed to the inner interleaver. The inner deinterleaver
disperses the channel burst errors into random patterns. If the channel
being considered is Gaussian, the inner interleaving is not required. The
inner FEC decoder is designed to remove the random errors. If the inner
FEC decoder cannot correct the word or erroneously decodes the word, the
decoding errors are bursty in nature and the outer interleaver is used to
disperse the errors into adjacent codewords of the outer code. The outer
FEC decoder then attempts to correct the remaining errors. Essentially
there are two types of concatenated codes, depending on the way the two
layers are amalgamated: nested codes and product codes.

4.5.1 Nested Codes

Suppose the outer code and the inner code are denoted as (N, K,T) and
(n,k,t) respectively. The outer coder encodes K outer symbols into N
outer symbols as shown in Figure 4.70, where each outer symbol consists of
k inner symbols. The inner coder then encodes each outer symbol of k inner
symbols into n inner symbols. If the inner symbol is defined on GF(g), the
outer symbol consisting of k inner symbols is defined on GF(g*). Hence,
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the outer layer is described as the (N, K,T) code over GF(q*), and the
inner layer is the (n, k,t) code over GF(g). The combined layers of coding
accept a sequence of K'k information symbols and produce a sequence of
Nn symbols. An example of a nested code is the single error correcting
shortened RS(5,3,1) code over GF(8) = GF(512) for the inner layer, and
the double error correcting RS(511,507,2) code over GF(83%) for the outer
layer. Both layers of coding jointly form a nested code of (2555,1521) over

GF(8).

In Figure 4.70, the outer coder encodes a row at a time, and the inner
coder encodes a column at a time. If the symbols are transmitted in rows



4.5. CONCATENATED CODES 469

Outer coding

N

K

Inner
coding

()
/

—— e
3

/

/

7
GF(q) GF(q)

Figure 4.71: Structure of product codes.

to the channel, the burst errors corrupt consecutive symbols which are
received and arranged in rows in the Figure. As a consequence, the bursts
of error symbols are distributed over adjacent words of the inner codes. The
dispersion of burst errors is equivalent to interleaving. The inner decoder
corrects the burst errors and outputs NV outer symbols to the outer decoder.
The outer decoder corrects the decoding errors left by the inner layer.

A powerful nested code is formed by using convolutional codes as the
inner layer and Reed-Solomon codes as the outer layer. This is because
a convolutional code can achieve a high performance gain in correcting
random errors. The errors at the convolutional decoder output due to
erroneous decoding tend to be bursts and the concatenated outer Reed-
Solomon code is used to correct them.

4.5.2 Product Codes

Product codes are obtained by encoding a matrix of information symbols
(defined on GF(q)) in two dimensions, namely, in rows and in columns.
If each row is encoded by an (N, K, T) code, and each column is encoded
by an (n,k,t) code, the information matrix with dimensions (k x K) is
encoded to the dimension of (n x N). Figure 4.71 illustrates an example of
a product code by using RS(15,11,2) code over GF(32) for the rows, and
the shortened RS(6,4, 1) code over GF(32) for the columns.

In a mobile radio channel, the signal fading occurs intermittently. Most
of the codewords between fadings have unnecessary protection resulting
in low data throughtput. A method proposed [59] is to use an adaptive
product coding. The information protected with relatively low overhead
error detection codes is transmitted via the chanmnel. If the decoder de-
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tects errors, automatic repeat request (ARQ) is activated and the encoder
transmits more and more redundancy until the decoder is able to correct
the errors. By using this method, the amount of data protection adapts to
the channel condition improving the data throughput. A similar adaptive
coding scheme was proposed in references [60] and [61] as well.

4.6 Comparison of Error Control Codes

Every type of error control code such as convolutional codes, Reed-Solomon
codes and concatenated codes have unique properties. Convolutional codes
have an advantage in correcting random errors, whereas Reed-Solomon
codes are good at correcting both random as well as burst errors and have
reliable error detection capability. Concatenated codes possess high error
correcting capability due to their long blocklengths. It is difficult to select
‘the’ best code for all the different channel conditions and system require-
ments, such as combined coding and interleaving delays, coding rate, data
throughput, data integrity, coder complexity, types of channels, etc. In this
section, we investigate the performance of using different codes for speech
and data signals for transmissions over mobile radio channels. In general,
speech codecs are robust to moderate channel errors, but cannot tolerate
long transmission delays. Hence, for speech signals short coding and inter-
leaving delays, say about 500bits are used, and moderate data protection
is provided. For data transmission, data integrity is vital. The codes used
for data signals must have a high error detection capability. When an in-
correctable word is detected at the receiver, usually the retransmission of
the codeword is necessary. As data transmission does not usually require
realtime processing, coding and interleaving delays of about 2000bits are
long enough to randomise the Rayleigh fading channel’s bursty error statis-
tics even for low vehicular speeds. We have arranged for speech and data
signals that the codecs operate with the same half rate in order to compare
their bit error rate (BER) performance with the same amount of protection.

We experimented with both non-concatenated coding and concatenated
coding of digital speech transmitted via MSK over Rayleigh fading chan-
nels. The BER results are shown in Figure 4.72 and Figure 4.73 respec-
tively. :

For non-concatenated codes, the RS(57,29, 14) code over GF(256) de-
ploying no interleaving had a coding delay of 456 bits. By stacking up nine
RS(12,6,3) codewords defined on GF(16) in the interleaving matrix, the
block symbol interleaver BI/S(9,12) achieved a delay of 432 bits. Both RS
codes were decoded using the hard-decision Berlekamp-Massey algorithm.
We observe from Figure 4.72 that the BER performance curves cross-over
at an Ep/Np of 21dB. Below 21dB, the shorter RS(12,6,3) code had a
better performance than the longer RS(57,29,14) code. The longer code
having a larger symbol field, i.e., 8 bits per symbol for the RS(57,29, 14)



4.6. COMPARISON OF ERROR CONTROL CODES 471

No coding
RS(57,29,14) GF(256) (Br-HDY, BI/SE1,57) 456buts |
RS(12,6,3) 6F(16) (BM-HO1, BI/S(9,12) 432its
CL(2,1,5) R=1/2 tY0-5D1, 1BI/BKB,7) HBbils

Post-decoding BER

S 10 15 20 25 30 35 40 45 50
Eb/No, (dB)

Figure 4.72: Post-decoding BER performance of half-rate non-concatenated
block and convolutional codes for speech transmission over
Rayleigh-fading channel.
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Figure 4.73: Post-decoding BER performance of half-rate concatenated codes
for speech transmission over Rayleigh-fading channel.
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code compared with 4 bits per symbol for the RS(12,6,3) code, suffered a
higher channel symbol error rate that was likely to cause more symbol errors
in a decoded word. This tended to induce incorrect decoding and incor-
rectable errors, resulting in a worse performance. Above 21dB, the longer
RS(57,29, 14) code having more parity symbols in a codeword and better
burst-dispersing properties had a higher correcting capability, and therefore
had a better performance than the shorter RS(12,6,3) code. Inter-block
bit interleaving IBI/B(8,7) of the convolutional code CC(2,1, 5) introduced
448 bits of delay. By using soft-decision Viterbi decoding, the BER perfor-
mance of the CC(2,1,5) code was 3dB to 5dB better than for both the
RS codes for BERs from 1072 to 107%. The soft-decision decoding yielded
a better performance by making use of the channel information, especially
for transmissions over Rayleigh fading channels. For speech codecs able to
tolerate a BER of 1073, the CC(2, 1, 5) code, the RS(12,6,3) code, and the
RS(57,29, 14) code required E; /Ny values of 11.5dB, 14.5dB, and 15.5dB,
respectively. The shorter RS code was better than the longer code for the
speech transmission. The CC code is the best among all three candidates.

Figure 4.73 compares the performance of the concatenated product code
and the nested code. The product code employed RS(15,11,2) code over
GF(32) for the outer coding and RS(6,4,1) over GF(32) for the inner
coding. The code was block interleaved BI/S(6,15) with a delay of 450 bits.
This code achieved a BER of 10~3 at 16.5dB which was 1dB and 2dB
more than that required by the RS(57,29,14) code and the RS(12,6,3)
code, respectively. The inferior performance was mainly due to the weak
correcting code in both dimensions, i.e., double error correcting code in
the rows, and single error correcting codes in the columns. The half-rate
nested code was constructed by concatenating the outer three-quarter rate
RS(48, 36,6) code over GF(256) and the inner two-thirds rate PCC(3,1, 5)
code, and the inter-block bit interleaving IBI/B(8,9) was over 576 bits. The
restricted delay did not allow us to use the outer interleaver. At a BER
of 1073, the required Ej/Np was 13.5dB which was 1dB less than that of
the RS(12,6,3) code. If the constraint length of the inner CC code was
increased from five to seven binary stages, the performance was improved
by 0.5dB. Notice that the improved nested code was still inferior to the
half-rate CC(2,1,5) code by some 1.5dB. The poor performance was due
to the weak inner two-thirds rate CC code at the low E; /Ny values. The
nested code performed better at higher E;/Ng values. As an example, it
achieved a BER of 1076 at 15.5dB, whereas the CC(2,1,5) code required
19.5dB. However, for speech codecs, any further reduction in BER below
1073 is imperceptible. Hence, the CC(2,1,5) is the most effective code
amongst our benchmarkers for speech transmission.

Figure 4.74 and Figure 4.75 illustrate the performance of non-
concatenated codes and concatenated codes, respectively, for the transmis-
sion of data. With a delay of over 2000bits, the channel was randomised
to a near memoryless one, and the codes performed better than those used



4.6. COMPARISON OF ERROR CONTROL CODES 473

Frryyy T T Ll m tm}l T T
——  RS(ST, ?‘3 14) GF(256) tBH-HD 1, B1/5(5,57) 'E?Mb]ts
RS(12,6,3) 6F(16) 1BH-HD1, BI/S(45,12) 2160biLs
(C(2,1,5) R=1/2 {¥0-S01, IBI/B(19,6) 2166bils

Post-decoding BER

5 10 15 20 25 30 35 40 45 S0
EbsNo, (dB)

Figure 4.74: Post-decoding BER performance of half-rate non-concatenated
block and convolutional codes for data transmission over Rayleigh-
fading channel.
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for the speech signals. For data transmission, we measure the performance
of the codes at a BER of 10~%. In Figure 4.74, the RS(57, 29, 14) code and
the RS(12,6,3) code required 15.5dB and 18.5dB, respectively, yielding
gains of 7dB and 8dB compared with their performance for speech data.
However, the CC(2,1,5) code decoded by soft-decision Viterbi algorithm
required an E;/Np of 11.5dB at a BER of 107%. Although the CC(2,1,5)
achieved the best performance, it had no error detection capability, which
is often a serious disadvantage. The RS(57, 29, 14) code detected the incor-
rectable error words with a successful rate of 1 - 1028, a value sufficiently
reliable to invoke retransmission in ARQ systems. Hence, the RS(57, 29, 14)
code was more appropriate for data protection.

In Figure 4.75, the product code constructed by the RS(15,11,2) and
RS(6,4,1) codes again demonstrated lack of correcting power. For the
nested code constructed by the RS(48,36,6) and PCC(3, 1,5) codes, the
E}, /Ny value was 10.5dB at a BER of 1076, If the constraint length of the
PCC(3,1,5) code increased from 5 to 7, a gain of 0.5dB was achieved. The
RS(48, 36, 6) code was used for the outer layer providing a successful error
detection rate of 1 — 10~!3. If the RS(48,36,6) code was replaced by the
RS(240, 180, 30) code, the successful rate was virtually unity. However, this
longer RS code had a higher probability of having an incorrectable error
codeword, and therefore its performance deteriorated at low Ej /Ny values.

The subject of this chapter was the range of forward error correction
codecs employed in wireless communications systems. Our discussions ini-
tially concentrated on various interleaving techniques, which are powerful
in terms of randomising the bursty channel error statistics at the cost of
imposing additional interleaving delay. Hence the interleaver depth in in-
teractive mobile radio speech and video systems must be low. These dis-
cussions were followed by a brief historical perspective on convolutional
coding. The Viterbi algorithm was introduced through a series of worked
examples, before its analytical performance was characterised. The perfor-
mance of a range of coding schemes was summarised in coding gain tables
over both Gaussian and Rayleigh fading channels. The family of block
codes was then invoked, which operate over the mathematical construction
of finite Galois fields. Reed-Solomon and Bose-Chaudhuri-Hocquenghem
codes were introduced with the aid of a range of worked examples and then
treated in depth also analytically. Similarly to the class of convolutional
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codes, they were characterised over both Gaussian and Rayleigh fading
channels in coding gain terms. The chapter concluded with a discourse on
concatenated codes. The next chapter focuses our attention on quaternary
frequency shift keying.
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Chapter

Quaternary Frequency
Shift Keying

I.J. Wassell! and R.Steele?

For the mobile radio system considered in this chapter the system sig-
nalling rates are sufficiently low for the mobile channel to exhibit flat fading,.
The modulated signal bandwidth is therefore less than the channel coher-
ence bandwidth for a significant proportion of the time. Consequently
there is no need to employ relatively expensive and power hungry adaptive
equalisers to counteract the effects of time dispersive and frequency selec-
tive channels. The flat fading experienced by narrowband systems may be
combatted by employing frequency hopping or space diversity. An effective
way of decreasing the channel occupancy of a modulated signal, and to
decrease the probability of intersymbol interference, is to use more than
one bit per symbol. In this chapter we consider quaternary frequency shift
keying where two bits per symbol are transmitted.

5.1 An S900-D Like System

The deployment of multilevel modulation reduces the symbol rate com-
pared to binary modulation and therefore the channel bandwidth can be
decreased. However, a consequence of transmitting more than one bit per
symbol is that the signal power must be commensurately increased for the
same channel noise if the symbol error rate is not to increase. A particular
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advantage accrues if the TDMA multilevel signal has a symbol rate suffi-
ciently low that the mobile radio channel exhibits flat fading rather than
frequency selective fading. Thus by ensuring that the modulation band-
width is less than the coherence bandwidth delay dispersion of the spectral
components in the received signal is avoided and there is no need to employ
equalisers to remove intersymbol interference (ISI). The flat fading can be
combatted by means of diversity techniques. Perhaps the most simple of
all the multilevel modulation methods is quaternary frequency shift keying
(QFSK), and a NB-TDMA system using QFSK has been studied by Ket-
terling, Pfitzmann and Tietgen (1-3]. In their QFSK/TDMA system they
employ narrowband TDMA (NB-TDMA) and accommodate the channel
induced ISI by restricting the number of TDMA channels per carrier to
10 and by employing 4-level FSK, i.e., QFSK. Their system is designed
on the assumption that the time delays of the multipath signals do not
exceed 10 ps and the fade depths are rarely more than 10 dB. The TDMA
rate used is 128 kb/s or 64 k symbols/s, resulting in a symbol length of
15.6 ps, a duration not particularly long compared to the assumed excess
delay spread of 10 us. The system would have a better performance if
the cellular clusters are reduced in size to ensure that the excess delay
spread is significantly less than 10 us, and if the symbol rate is decreased
by arranging for fewer users per carrier. Alternatively higher level FSK
can be used to reduce the symbol rate and thereby reduce the risk of ISI.
However, the channel SNR would then have to be increased. Neverthe-
less the QFSK/NB-TDMA system [1-3] does have the virtue of simplicity.
The systems described in Chapter 6, which are also designed to operate
in large cells, have a better performance than QFSK/NB-TDMA but at
the expense of greater complexity. We may speculate that eventually large
cells will only exist in rural areas and sparsely populated countries. In the
densely populated countries the large cell will be relatively rare, rendering
this simple QFSK/NB-TDMA system adequate for many types of mobile
communications.

Let us consider the QFSK/NB-TDMA system in more detail. The
speech signals are residual excited linear prediction (RELP) encoded at
9.6 kb/s and converted to 11 kb/s by repeating essential and already pro-
tected parts of the information. The TDMA frame lasting 32 ms contains
10 voice band channels and a frame synchronisation word to yield a TDMA
bit rate of 128 kb/s. Each consecutive two bits in the TDMA signal are
formed into a symbol having four possible levels depending on the logi-
cal levels of the two-bits. This baseband waveform is applied to a voltage
controlled oscillator to give the modulated signal. The dotted lines in Fig-
ure 5.1 show the waveforms of three sets of five consecutive arbitrary sym-
bols. The sharp transitions at the symbol boundaries cause the eye pattern
at a receiver with a non-coherent frequency discriminator to be wide open,
but the spectral spillage of the RF modulated signal is unacceptably large.
A compromise for containing the bandwidth of the modulated signal while
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Figure 5.1: Baseband QFSK waveforms.

providing an acceptable eye pattern at the receiver is to filter the symbols
prior to modulation. By this approach the smooth waveforms shown in
Figure 5.1 are obtained.

To generate the smooth transitions the current and previous symbols
address a read-only memory (ROM) containing the 16 possible intersymbol
transitions associated with the 4 possible symbols. These transitions are
displayed in Figure 5.2 for a cosine square function, where 90° of the func-
tion is generated in a symbol period T;. The sub-figures (a), (b), (¢) and
(d) show all the possible transitions from symbols 00, 01, 10 and 11, to the
other symbol values, respectively. The filter action of the cosine squared
shaping reduces the spectral spillage into adjacent RF channels, while pro-
viding an acceptable eye pattern. Figure 5.3 shows all the transitions from
00 (solid lines) and 11 (dotted lines) to all the possible symbols and then
back again over a two symbol period. The corresponding transitions for 10
and 01 are shown in Figure 5.4. The eye pattern shown in Figure 5.5 is
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00 00 00
1 11 1
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Figure 5.2: Baseband QFSK transition waveforms.
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Figure 5.3: Baseband QFSK 00 to 11 transition waveforms.
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Figure 5.5: Baseband QFSK eye diagram.

formulated by overlaying Figures 5.3 and 5.4. Notice that because of the
raised cosine filtering the greatest width of the eye is 0.664 T, instead of
T, which would be available in the absence of filtering.

The smooth symbol waveforms of Figure 5.1 frequency modulate an RF
carrier, and the frequency deviation between adjacent steps in the symbol
levels is set at 33.3 kHz. The highest modulation bandwidth occurs when
the data are ... 0011001100 ... resulting in a peak deviation of +50 kHz
as shown in Figure 5.1, and a modulation signal that is nearly a pure tone
of frequency 1/2T, = as 1/T; = 64 kBd. The resulting line spectrum
of the QFSK signal is displayed in Figure 5.6. Because it is considered
that the adjacent RF carrier power should be attenuated by 70 dB relative
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to the unmodulated carrier, the bandwidth is seen to be 320 kHz. By
acknowledging that the two zeros-two ones periodic sequence is statistically
rare, the bandwidth of the transmitted signal is in reality of the order of
250 kHz. The modulation index is given by [4]

hf = 2des

where f; is the frequency deviation from the carrier. The frequencies near-
est the carrier are located at f. & fi, and the farthest ones at f, + 3f,
corresponding to hy = 0.52. Applying a pseudo random binary sequence
(PRBS) to the modulator results in the power spectrum of Figure 5.7. This
Figure shows a 40 dB down bandwidth of only 240 kHz. To reduce spec-
tral occupancy further one could consider reducing the modulation index,
for example, with Ay = 0.25 the 40 dB bandwidth is now only 160 kHz.
Unfortunately the power efficiency of the modulation scheme (in terms of
bit error rate (BER)) has now been reduced. The carrier spacing recom-
mended in references [1-3] is 320 kHz which gives good adjacent channel
interference protection, while a receiver bandwidth of 250 kHz gives a rea-
sonable compromise between signal distortion and noise band-limitation.

At the receiver, the frequency variations, i.e., the derivative of the phase
of the received signal, are converted into voltage variations to yield the eye
pattern of Figure 5.5. The decision levels to regenerate the symbols are
set at the centre of the eye openings. This eye pattern is drawn for ideal
equipment and transmission channels.

The TDMA channel burst power is 10 Watts, giving approximately
1 Watt mean power for the MS. This power level should accommodate cell
sizes of 10 to 20 km radius. The BS antenna is approximately 150 m, and
the receiver sensitivity is of the order 1.0 uVe,,y at 50 €.

Figure 5.8 shows the basic TDMA structure. The MS to BS transmis-
sions are in the frequency band 890-915 MHz, while the BS 1o MS are from
935-960 MHz. Each duplex band is divided into 100 sub-bands of 250 kHz,
and as each carrier carries 10 traffic channels, the total number of duplex
channels is 1000. For a seven-cell cluster there are 140 radio channels per
cell. A ten frame super-frame is used, where each of its frames contains 10
TDMA traffic channels (TCHs) on a single carrier. A frame synchronisa-
tion word with a frame number is inserted at the beginning of each TDMA
frame. The frame number is of importance as it identifies the position of
the frame in the super-frame. Provided no call connection is established
the MS is able to determine the reception quality of the other nine BSs
in its super-frame, and it can request to be switched to another BS if the
reception is unacceptable.

Each TCH contains 408 bits of which 352 constitute the digital speech.
At the beginning of each time slot or packet is a 12-bit synchronisation
word, followed by a 4-bit frame number. Next comes a 10-bit signalling
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Figure 5.6: Line spectrum of QFSK signal for a ... 0011001100 ... data signal.

word made up of 8 bits of information and two bits for error detection.
It is repeated as an error protection measure after the 352 bits of speech
data have been processed. Because the MSs vary their distances from their
BS as they travel the propagation times of the packets varies. The BS
notes these variations, normalises them on a time basis and adjusts the
synchronisation accordingly. It is able to achieve this by using the last
20 bits in a time-slot for transmission from MS to BS. Because each bit
has a duration of 7.8 us, the maximum propagation delay that can be
accommodated is 20 x 7.8 = 156 us. As the propagation velocity is 3.3
s/km, a distance of 156/3.3 = 47.3 km can be allowed. For BS to MS
transmissions the last 20 bits in the time slot contain system information
for the MS.

In each 10 channel frame, one channel is used as a. common control chan-
nel (CCCH) to convey commands relating to MS registration, roaming, call
set-up, and so forth. The CCCH is shown in Figure 5.8. The CCCH or-
ganisation is dependent on the direction of transmission. For BS to MS
transmission the packet is divided into two identical sub-packets, each con-
sisting of 12 synchronisation bits, followed by 172 information bits, and
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20 BS identification bits. The use of the two sub-packets builds in redun-
dancy to mitigate the effects of channel errors. Alternate packet structures
are used for transmission from MS to BS. During odd-numbered frames
four sub-packets, each having 102 bits are used. The first 12 bits in the
sub-packet relate to synchronisation, the next 56 bits are message bits and
the last 34 bits equalise the propagation delay. These sub-packets are re-
peated as they are used in an ALOHA procedure [5]. The even numbered
CCCH packets contain two sub-packets having 102 bits and one of 204 bits.

We have focused on a particular QFSK system that was a contender for
the pan-European digital cellular mobile radio system. It was not a suc-
cessful candidate because it had to compete with more complex systems
that were more appropriate for large cell sizes. However, the QFSK/NB-
TDMA system has the virtue of relative simplicity, and has applicability in
other situations. We will, therefore, now embark on a closer inspection of
QFSK, determining its theoretical performance in a variety of situations,
leaving the reader to decide on its suitability for his or her application. We
commence by considering the simplest channel, namely an additive white
Gaussian noise (AWGN) channel. Later we will examine the performance
of QFSK transmissions over Rayleigh fading channels.

5.2 QFSK Transmissions Over Gaussian Chan-
nels
The transmitted frequency in QFSK depends on the logical values of the

two-bit symbols. A suitable symbol-to-carrier frequency mapping is speci-
fied in Table 5.1, where the signalling frequencies fg, f1, f2 and f3 are the

Quaternary symbols Transmitted
Natural binary | Gray code | carrier frequency
00 00 fo
01 01 fi
10 11 fo
11 10 fa

Table 5.1: Symbol to carrier frequency mapping for QFSK.

values of the carrier frequency over the two-bit symbol interval. The fre-
quencies are orthogonal and the spacing between adjacent tones is 2f,.
These signalling frequencies, or elements, may be expressed as

si(t) = 2;33 cos(2nfit +¢o) 0<t<T; (5.1)

L

where ¢ is 0, 1, 2 or 3 depending on the logical values of the two bits being
transmitted, E, is the symbol energy, T is the symbol period and ¢g is
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an arbitrary phase which can be set to zero with coherent demodulation.
We will simplify our analysis by assuming square modulating waveforms;
no bandlimiting by the channel; and the absence of intersymbol, adjacent
channel and cochannel interference. Now because the channel contains
additive white Gaussian noise (AWGN) n(t), the signal at the input to the
demodulator at the receiver during the symbol period from 0 to Ty is

r(t) = as;(t) + n(t) (5.2)

where a is an attenuation factor. For a Gaussian channel, a is a constant
for a MS at a given distance from its BS, and for simplicity we will set it to
unity, unless otherwise stated. The AWGN signal may be represented as

n(t) = ny(t) cos2x fit — no(t)sin2x fit (5.3)

where n(t),ns(t) and ng(t) are all zero mean Gaussian random processes
having the same average power level. The quadrature amplitude signals
ny(t) and ng(t) occupy the frequency band from —B/2 to B/2, where B
is the bandwidth of n(t) over positive frequencies. The two-sided PSD of
n;(t) and ng(t) is N,/2.

5.2.1 Demodulation in the Absence of Cochannel
Interference

We will now present expressions for the probability of symbol error as a
function of channel SNR for QFSK transmissions over Gaussian channels.
Coherent demodulation is considered first, followed by non-coherent de-
modulation. In Sections 5.2.2 and 5.2.3 we deal with the effects of cochan-
nel interference.

5.2.1.1 Coherent Demodulation

The QFSK coherent demodulator is shown in Figure 5.9, and an analysis,
following the approach of Clark [6], will now be given. The received signal
r(t) is multiplied by a set of i coherent RF tones, v/2cos2x f;t, to give
m;(t),z = 0,1,2 and 3. The outputs from the four multipliers are

m;(t) ((2E8/Ts)% cos 2w fit + n(t)) V2cos2r f;t

(ES/T,,)% + (Es/Ts)% cos 4w fit + V2n(t) cos 2n fit. (5.4)

"

The final term in Equation 5.4 is the noise component, and from Equa-
tion 5.3 it can be expressed as

(2)7% {ns(t) + ns(t) cosdn fit — nq(t) sindmfit}
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and consequently when m;(t) is low pass filtered it becomes
yi(t) = (Es/Ts)* +u(?) (5.5)

where

u(t) = ny(t)/V2. (5.6)

The signal u(t) is a Gaussian random process with zero mean and a variance
of N,/2 over the frequency band of the baseband signal. Each y;(¢) signal,
1 =0,1,2,3 is integrated to give

Ts
wt) = K [ o
= K(E,/T))* + v (5.7)

where K is the gain of the integrator, and

T,
vi= K /0 u(t)dt (5.8)

is the noise signal at the output of the integrator.

We digress at this stage to observe that the variance of a signal (here
v;) at the output of a linear filter (here an integrator) having a transfer
function G(f) and an input power spectral density (PSD) of N,/2 is

N, [
e I (59)
where o
G(f) = / g(t)e=T2mFtgy (5.10)
and g(t) is the impulse response of the filter. By Parsaval’s theorem
[ iewra= [ fwa (511)
and so
No [,
N = 5> g4(t)dt. (5.12)

We now return to the main discourse, and observe that the integrators in
the coherent demodulator of Figure 5.9 have an impulse response of

K; 0<t<Ts

g(t) = { 0; elsewhere (5.13)
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Integrator Quaternary symbols
outputs
z; 0 1 2 3
zo KVE;Ts + v v vo vo
x) v KVETs +v) v v
2 v2 v2 KVETs + v2 v2
T3 v3 v3 v3 KVE,Ts +v3

Table 5.2: Relationship between the quaternary symbols and the integrator out-
puts.

and therefore from Equation 5.12

N = £V2—°K2Ts (5.14)
is the variance of v;.

The relationship between the quaternary symbols denoted by i =
0,1,2,3 and the corresponding integrator outputs z;(¢) are given in Ta-
ble 5.2. Each of the quaternary symbols is orthogonal in that the trans-
mitted carrier frequency f; causes the ith path in the dernodulator to give
a signal K+/TsE, plus noise, while all the other paths only pass the noise
component. Let us consider the case when the symbol ‘00’ was transmit-
ted using the frequency f,. The signals z,(t),z1(t), z2(t) and z3(t), are
K+T:Es; + v,,v1,v2 and vs, respectively. In order to decide which symbol
was transmitted the z;(¢) signals are compared, the largest x;(t) is selected,
and the bit word associated with it is regenerated.

For an erroneous two-bit symbol to be regenerated one or more of the
z;(t),7 = 1,2,3 must exceed z,(t). The probability that one or more of
these three conditions are satisfied is the union

P, = Pz > x,)U(z2 > o) U (23 > 1,)]
P(z1 > o) + P(z2 > 20) + P23 > 20)
—P[(z1 > o) N (z2 > o)) — Pl(@1 > o) N (3 > )
—P[(z2 > z,) N (23 > z0)]

+P [(I] > Io) N (Iz > ilIo) N (2133 > Il?o)] (515)

and so

P. < P(z1 > o) + P(z2 > z,) + P23 > o) (5.16)

where U and N are the union and intersection of the events. The proba-
bility of a symbol error is, therefore, less than the sum of the individual
probabilities of the three events. However, z;,i = 1,2, 3 are likely to exceed
T, with equal probability, and hence

P(zi>2,) = P(vi>K\/TsEs+vo)
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- P (U > K\/ITE:) (5.17)

where
V=V, + ;. (518)

The v; are Gaussian distributed, and hence v is also a Gaussian variable
with a variance equal to the sum of the variances of v, and v;, namely 2N,
and a mean of zero. Consequently the PDF of v is

2
Plv) = 4;Nea:p (4%\7) . (5.19)

Hence

Pz;>z,) = /oo ! ew—(U—Q—)dv
i o KTE, AnN 14 aN
oo 1 v?
wmE P\ ) ®
aN
TE
s 8 .2
Q (K 5N ) (5-20)
where the @-function is defined by

A1 z?
= —_— —-—— . 2
Q) [\ \/2_7;61'1) ( 3 ) dz (5.21)
From Equations 5.15, 5.16, and 5.20,

T.E,
P, <3Q (K - ) . (5.22)

|
g
3

Substituting K from Equation 5.14 into Equation 5.22 and replacing the
less than sign by an equals sign on the assumption of high signal-to-noise
ratios (SNR), yields

P, =0Q (K T;ﬁs) =@ ( ﬁ—:) (5.23)

where E, /N, is the carrier-to-noise ratio C/N, assuming the receiver band-
width is 1/T5. As we are transmitting two bits per symbol, the energy per
bit is

E,=E,/2 (5.24)
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Figure 5.10: Coherent QFSK demodulation in the presence of AWGN.

giving a probability of symbol error in terms of bit energy as

P.=Q ( 215”) . (5.25)

Observe that P, is also the symbol error rate (SER). The variation of
the probability of symbol error P, as a function of E,/N, is shown in
Figure 5.10. Now there are speech encoders that can operate with near toll
quality performance with a bit error rate (BER) of 10~3. As the BER is
lower than the SER (often it is half), we observe from Figure 5.10 that toll
quality speech is obtainable for E,/N, ratios exceeding 7 dB. If channel
coding is employed, the SER before channel decoding can be of the order
of 1072, necessitating a Ey/N, > 5 dB. Notice that a SER of 1072 can be
achieved for an E,/N, of 12 dB.

5.2.1.2 Non-coherent Demodulation

We now turn our attention to a simpler type of demodulation known as
non-coherent demodulation. Unlike coherent demodulation, there is no
need to accurately acquire the transmitted carrier frequency in order to



496 CHAPTER 5. QUATERNARY FREQUENCY SHIFT KEYING

p(t) v
BPF, - BET
3 xit)
BPF, A ED, -
tit) COMPAR-
Bt ) |ATOR | ReGENERATED
BPF, ED, DATA
%t
pit!
BFF, €D,

Figure 5.11: Non-coherent QFSK demodulator.

demodulate the received signal. Instead the received signal r(t) is filtered
by a bank of bandpass filters (BPFs) whose centre frequencies are those
frequencies f,, fi, f: and f3 that correspond to the frequencies used to
convey the data symbols, see Table 5.1. As the received signal r(t) is
composed of a tone representing a data symbol plus Gaussian noise, the
filtered signals are bandlimited noise signals, except for one filter whose
output is the transmitted tone plus noise. Envelope detection of the filtered
signals ensues to give signals zo, %1, 2 and z3. At a sampling instant these
signals are sampled to give X, X1, X2 and X3 respectively, and the largest
X; is noted. The value of ¢ associated with X; is used to regenerate the
most probable transmitted symbol. The block diagram of the non-coherent
QFSK demodulator is shown in Figure 5.11.

In our analysis we will assume that the bandpass filters have a band-
width B about a centre frequency f;, and that B is the reciprocal of T,.
We will also assume that the signal components are filtered without in-
troducing waveform distortion and that ideal envelope detection occurs.
The probability of a correct symbol detection given that the symbol s, was
transmitted is

P, = P{Xl < Xp, X2 < Xo, X3 < X()‘So sent }

which we may express as

= /_o; /;: /;: /_:[f(z1,zz,2:3Iso)dxldzzdxg]f(xo[so)dxo (5.26)

where the conditional PDF of z, given the transmission of s, is f(z,|s,),
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and the joint PDF of X, X, and X3 may be simplified to

f(z1, 22, 23]80) = f(@1)f(22) f(3). (5.27)

/;zo f(z)dz; (5.28)

is the same for ¢ = 1,2, 3, the probability of the QFSK non-coherent de-
modulator making a correct decision is

Po=Po= Z [ / oo f(z)dz] " faolso)dzo (5.29)

and consequently the probability of making an erroneous decision is
P.=1-P.. (5.30)

To evaluate F., we must find expressions for the PDFs of f(z) and f(z,|s0)-
In order to do this we consider the effect of passing narrowband noise
through an envelope detector. Now the quadrature representation of a
narrowband noise signal n(t) given in Equation 5.3 may be transformed
into an equivalent envelope and phase form

n(t) = R(t) [cos(2m f.t + 6(2)] (5.31)

where the envelope R(t) and the phase 6(t) are given by

R(t) = \/(n1(0))* + (ng (1))’ (5.32)
and .
8(t) = tan~? (:‘58) . (5.33)

To find the PDFs of R(t) and #(t), which we write for convenience as R
and 8, we apply the PDF transform theorem, namely

f(R,0) = f(nr,nQ)l Al (5.34)

where Jj is the Jacobian matrix. As n; and ng are independent Gaussian
random variables, the joint PDF of n; and ng is

1 2
flnr,ng) = 577 ©P (—(n} +nd)/2N);—00 <np,ng <.  (5.35)
Solving for n; and ng in terms of R and # gives a unique solution,

nr = Rcos@ (5.36)
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and
ng = Rsiné. (5.37)
The Jacobian is
dng  Ong
lhl=| &g ong (5.38)
BR 50

and from Equations 5.36 and 5.37,

cosf@ —Rsinf

|h] = sin@ Rcos6

l =R. (5.39)

Substituting |J1], n; and ng from Equations 5.39, 5.36 and 5.37 into Equa-
tions 5.34 and 5.35 yields

- _p2
f(R,0) = TN exp(—R*/2N) (5.40)
where
0<R<™ (5.41)
and
—r<f<. (5.42)
Integrating f(R,#8) over the range of § and R gives the Rayleigh PDF
R 2
f(R) = N exp(—R*/2N) (5.43)

for the envelope R, and the uniform PDF

10) = 5 (5.44)

for the phase 6.

Let us now return to Figure 5.11. If the message symbol transmitted is
‘00, say, the signal z¢(t) is the envelope of the sum of a single tone f; and
Gaussian noise. Signals z),z2, and z3 are the envelopes of band limited
white Gaussian noise. However, we have just shown in Equation 5.43 that
T1,72 and z3 have Rayleigh PDFs. Exchanging R in Equation 5.43 for
z; ; t = 1,2,3, we obtain the PDF of the envelope of the noise signals as

fz:) = ’”N exp [—i] . (5.45)

We are now in a position to evaluate the cube term in Equation 5.29.
Our next objective is to determine f(z,|s,). To do this we consider the
receiver path that is carrying the data symbol ‘00’ in the form of a carrier
frequency f,. Because of the receiver noise, the input to the envelope detec-
tor is a sinusoid plus the additive narrow band noise. From Equations 5.1
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and 5.3 the signal applied to the envelope detector is

V25 cos 27 f,t + np(t) cos 2w fot — ng(t) sin 27 f,t
(\/2_5 + n;(t)) €0s 27 fot — ng(t) sin 27 f,t (5.46)

Po(t)

where for convenience we have set E; /T to S. The envelope of p,(t) is

2
R(t) = \/ (\/25 + n,(t)) +n3(t) (5.47)
and to determine its PDF we apply the following notation,
X1 = V2S +ny(t) (5.48)
and
X2 = nq(t) (5.49)
where x; and x; are independent Gaussian random variables with
E[x1] = V25, E[x2]=0 (5.50)
and
oy, =05, =N. (5.51)
Consequently the joint PDF of x; and x2 can be written as
_ (x1 - v25)* + x3
fayx2) = 5= exp ( SN (5.52)
and the phase of p,(t) is
6(t) = tan~'(x2/x1)- (5.53)

Applying the PDF transformation of Equation 5.34 and the approach of
determining polar PDFs used for receiver channels 1, 2, 3, we have

(r? + 25 — 2v/25R cos 0)) (5.54)

R
f(Rvo)—meXP (— 5N

The PDF of the envelope R is obtained by integrating over all values of 8,

f®) " f(R,0)d8

-n

_ R _(_2s+R)\[1 /" _ [ V2SReost
= NP 2N o J_ P N :
(5.55)
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The second term in Equation 5.55 is the modified Bessel function of the
first kind and zero order defined by

1 T
I,(a) = 5;/ exp(acosu)du

enabling the PDF of R to be written as

2
F(R) = 1—131,, (@NS_R) exp (—R—;&ig) (5.56)

where R > 0. This is the Rician PDF.

As an aside, it is interesting to make the connection with the Rician
PDF of fading signals in radio propagation channels described in Chapter 2.
In the propagation case the Rician PDF of the fading envelope is due to
a strong component (could be a line-of-sight) and a collection of scattered
components whose combination have a Rayleigh envelope. In the QFSK
demodulator, the envelope detector operates on the signal element tone
si(t) and an AWGN signal that has a Rayleigh envelope. The envelopes in
both situations are the same, although the physical situations are radically
different.

We are now able to formulate the conditional PDF f(z,|s,) for the
signal at the output of the envelope detector in the receiver path carrying
the data symbol by merely replacing R in Equation 5.56 by the envelope
signal z,(t), namely

z, V25, 22 428
fzols0) = 551, ( I ) exp (— 5N ) 10 <z, <00. (5.57)

N

Having obtained expressions for the PDFs f(z;) in Equation 5.45 and
f(zo|s0) in Equation 5.57, we now continue with the evaluation of P,. To
determine the cube term in Equation 5.29 we first integrate f(z;) over the
range 0 to x,, namely

To x z? z2
A Nexp <_2_N) dr=1- exp (—'2—1\7) (5.58)
to yield
2\1° &/ 3 . z?
_ ) = —1) ;Lo
[1 exp( 2N)] Jg{)( p )( 1) exp( i3 ) (5.59)

after applying the Binomial theorem. Substituting this result, and f(z,|s,)
from Equation 5.57 into Equation 5.29 yields the probability of making a
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correct symbol regeneration in the non-coherent demodulator as

[ (3)even (o) 5

V2Sz, 2 +2S .
-1, ( N exp (— 5N ) dz,. (5.60)

Reversing the order of the summation and integration gives
P. = & Z ( ) )Y exp(—25/2N)

~/Ooozoexp( L)z )Io(\/;z")dzo- (5.61)

/Oooxoexp( a ;Ji’ )Io (ﬁz°> dz,

N 25

we may express Equation 5.61 as

P. = exp(—25/2N)jZ; ( f ) (1_4:); exp (N(IS+ j)) . (5.63)

Hence the probability of a symbol error becomes

i+l ;
Po=1-P, = Z( )(13] exp(—ji—l-%) (5.64)
as the summation term is unity for j = 0.
Replacing S in Equation 5.64 by E;/T;, and as
N =N,/T, (5.65)
then s 1y ; o
Z ( ) T4 L exp (—}—:—1 ]T:) . (5.66)

Because there are two bits in each symbol the energy per bit is given by
Equation 5.24 enabling us to write the probability of symbol error in terms
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Figure 5.12: Non-coherent QFSK demodulation in the presence of AWGN.

of energy per bit as

3 Es 4E\ 1 3B,
P, = 5 €xXp (—F‘) —exp (_57\/—0> + 7 &XP (_§N¢1> . (5.67)

The variation of P, as a function of E,/N, is shown in Figure 5.12, with
the curve for coherent QFSK included as a bench mark.

5.2.2 Single Cochannel Interferer with Non-coherent
Demodulation

An individual transmitted element of a QFSK signal is given by Equa-
tion 5.1, and therefore the signal from a single cochannel interferer has the

form
cit) =4/ 251 cos(2n fit + @) (5.68)

where Ej is the symbol energy of the interferer, and ¢ is its phase whose
fluctuations are uniformly distributed between zero and 2. Suppose that
each symbol is equally likely to be transmitted, and that the interference
falls into only one demodulation channel at a time. As a consequence
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there are two mutually exclusive possibilities regarding the signal and its
interference, namely, they can either fall into the same, or into different
demodulation channels. An analysis utilising this approach is adopted in
reference [7]. When the interference and desired signal are both trans-
mitting the symbol ’00’, say, the input to the non-coherent demodulator
is

To(t) = 86(t) + co(t) + n(t) (5.69)
as the index ¢ is zero. To ease the nomenclature we let
E,/]T, =S (5.70)
and
Ei|T, =1 (5.71)
so the sum of the desired and interfering signal is
a(t) = V2Scos2nfit + \/2—Icos(27rf¢t + ¢). (5.72)
By re-writing Equation 5.72 as a phasor
a(t) = A(t) cos(2n fit + a(t)) (5.73)
where
—V2T sin¢
a(t) =tan™! | ——"— 5.74
® (\/2S+\f2—1cos¢) (5.74)

is the phase angle and

A(t) = /25 + 21 + 2V25V3T cos ¢ (5.75)

is the envelope, the received signal is again composed of the sum of a sinu-
soidal input and additive noise. As a consequence the PDF of the envelope
of the signal z,(t) at the output of the envelope detector in Figure 5.11
is Rician and is given by Equation 5.57 after exchanging v/2S for A(t),

namely
2 2
faolson8) = 5ot (2020 ) exp (- 225200, (5.76)

The cochannel interference signal ¢, (t) is unable to pass through the BPFs
having centre frequencies f1, fa, fs. Only the noise signal n(t) is filtered
by these BPFs, to give signals whose envelopes have Rayleigh PDFs spec-
ified by Equation 5.45. As a consequence the conditional symbol error
probability can be expressed as

PoolXoyd=1— P(X1 < Xo, X2 < Xo, X3 < Xo : Xo, &) (5.77)
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Following the procedure used in Section 5.2.1, we write Equation 5.77 in
the form

PlXoi0=1- [ { / / / I (w»dw;}f(zosso,qs)dzo (5.78)

i=1

which can be expressed as

PulXonb=1- | ” [ / "1, (z»dxj] faalsoddz,  (5.79)

to yield

FeolXo, 6 = Z( ) (12’:1 exp (_k-tl ' ézzg)) ' (5.80)

The average symbol error probability is determined by substituting for
A(t) and multiplying the above equation by the uniform PDF of ¢ and
integrating over all possible values of ¢ to give

- ger (1)

I, (2(%)% (%)) exp (—](—VS(—:%) . (581)

The probability of an error when the wanted signal and cochannel interfer-
ence are passed by different bandpass filters in the demodulator will now
be determined. The approach we use is similar to that employed in Sec-
tion 5.2.1, and consequently many of the same equations are applicable.
Assuming that the desired signal element has a carrier frequency f,, while
the interfering element has a carrier frequency f, then the envelopes of the
signals at the outputs of envelope detectors ED, and ED; in Figure 5.11
will have Rician PDFs. The envelope detectors ED; and EDj3 respond to
Gaussian noise only and their outputs X2 and X3 have Rayleigh PDFs.
The conditional probability of a symbol error is

Pa|X, =1-P{X) < X,, X2 < X0, X5 < Xo|X,} (5.82)

and so

PalX, = 1_/000 [,;( 2 ) (=1)* exp (—’;ﬁ)} (5.83)
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Figure 5.13: Non-coherent QFSK in the presence of one co-channel interferer.

To x4 VoI z2 421
[/0 ﬁIo N exp{ — 5% dzy| f(zo]s0)dz,.

Substituting for f(z,|s,) from Equation 5.57 and integrating gives

2
Py = 1+ ,;,(‘”"“ ( 2 ) i—i—k-exp(—-k(Z + k)b).
(1~ Qza)t, 204+ i expl- (o + o 2(at) ) )
(5.84)
Where 1 (1+k S 1
o= (m) and b= S AT HEFR (5:85)
and the Marcum @ function is defined as
_ oo t2 +a2
Q(a,b) = /b I,(at) exp (— 5 ) dt. (5.86)

On the assumption that the interfering element is equally likely to have
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any f; ; t =0,1,2,3, the average probability of symbol error is
1 3
P, = ZPeo + ZPel- (587)

The variation of P, as a function of E;/N, for signal-to-interference ratios of
0, 2, 4, 6 and 10 dB are plotted in Figure 5.13. The curve for no cochannel
interference is also displayed as a bench mark. With the exception of
Ey/N, = 0 dB, i.e., the interfering signal power is equal to the wanted
signal power, all the curves exhibit a rapid fall in P, with E,/N,. When
the SIR exceeds 10 dB, E,/N, is always less than 2 dB from the curve for
no cochannel interference for P. > 10~4.

5.2.3 Multiple Cochannel Interferers

Let us assume that there are a large number of interferers and that their
effect is equivalent to an increase in the additive white Gaussian noise
(AWGN) power at the receiver input. As a consequence P. no longer tends
towards zero as the SNR is increased. Instead it approaches an asymptotic
error probability determined by the level of the AWGN that corresponds to
the multiple cochannel interference level. Results obtained by making this
Gaussian noise assumption for the cochannel interference are pessimistic
for small numbers of equal power interferers. However, if the number of
interferers is greater than six, the assumption becomes more realistic.

5.2.3.1 Coherent Demodulation

The probability of symbol error P, for a coherently detected QFSK system
in the absence of cochannel interference is given by Equation 5.25. In order
to express P, in terms of carrier-to-noise power ratio C/N we note that

C = T (5.88)
and
N=N,B (5.89)

where B is the receiver bandwidth. For the situation where
B=1/T, (5.90)

we have the equivalence
(5.91)

2|0
I
Z|&
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Consequently Equation 5.25 becomes,

P.=Q ( %) ) (5.92)

We may model the effects of cochannel interference by adding an equivalent
power C; to the noise power N to give the probability of symbol error as

2C
P.=Q (, /m> . (5.93)

Defining the signal-to-interference power ratio as

a C
SIR = oA (5.94)

and substituting into Equation 5.93 gives

2
Feo=0 (\/ “_—sm)
_ 2E /N,
= Q( /———_HSfREb/No ’ (5.95)

Figure 5.14 shows the graphical representation of Equation 5.102.
Higher values of P. occur at a given Ey/N, compared to those in Fig-
ure 5.13, and the asymptotic nature of P, at high E,/N, is apparent. The
SIR must be above 7 dB to ensure that P, can exceed 10~3 at high channel
SNR values.

5.2.3.2 Non-Coherent Demodulation

The probability of symbol error P. for a non-coherently detected QFSK
system in the absence of cochannel interference is given by Equation 5.67.
For convenience we define

T £ Ey/N, (5.96)
and so we can express the probability of error as
3 4 1 3
P, = 3 exp(—~T) — exp (—ET) + g exp (_ET) . (5.97)

As before we add an equivalent noise power C; to account for the effect of
cochannel interference. Noting the equivalence relation of Equation 5.91
we modify T to yield

C



508 CHAPTER 5. QUATERNARY FREQUENCY SHIFT KEYING

Pe
o

10%

10d8

SIR
4 190 === = wmmm= =
NO CO-CHANNEL SIR
- '6‘ -2 2 [} 10 % 18 22

Eo/No (6B}

Figure 5.14: Coherent QFSK with multiple co-channel interferers.

Using the definition for SIR of Equation 5.94 allows

Eb/No

T= .
1+ (?’}ﬁ) (Eb/No)

The probability of symbol error as a function of channel SNR is displayed
in Figure 5.15. The performance is seen to be worse than for coherent
demodulation, amounting to an order of magnitude in P, when the SIR is

7 dB.

us to write
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Figure 5.15: Non-coherent QFSK with multiple co-channel interferers.

5.3 QFSK Transmission Over Rayleigh Fad-
ing Channels

In this section we derive the symbol error rate performance when QFSK sig-
nals are transmitted over a non-frequency selective, slowly fading Rayleigh
channel. This channel results in multiplicative distortion of the transmit-
ted signal, and slow fading implies that the multiplicative process may be
regarded as constant over at least one symbol period. The fading appears
as a multiplicative factor a on the transmitted signal s;(t), [8,9] and the
received signal becomes

r(t) = as(t) + n(t). {(5.100)

We have already calculated the error probability for various modulation
schemes with a time invariant channel, i.e., a channel where « is a constant,
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which for convenience we set to unity. When «a is no longer a constant we
must include it in our equation for the probability of symbol error. In
Section 5.2 the channel SNR, i.e., the carrier-to-noise ratio C/N, is E;/N,,
but in fading conditions it becomes

2 Es 22E,

=a°— = . .101
'yaNo aNO (5.101)

We compute the symbol error probability when « is a random variable by
averaging P.(v) over the PDF of v, namely f(v): namely

P.= / X (5.102)
0

To obtain the PDF of v we utilise the following transformation

_ da]_ da2
f() = flea) 4|t flaz) & (5.103)
where f(a) is a Rayleigh PDF,
f(@) = = exp(~a? /2a2) (5.104)
o
and the average value of o? is,
E[a?] = 2a2. (5.105)

From Equation 5.101

or = /YN,/E, (5.106)
az = —\/AN,JE, (5.107)

and furthermore,

da1 - 1 1 No
& = 3\3E (5.108)
daz _ 1 1 No
& = T3\ E (5.109)

However, the Rayleigh distribution does not exist for negative values and
therefore from Equations 5.103 - 5.109:

da1

f(V) = f(aa) ralk (5.110)
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Substituting f(a:) and da; /dy from Equations 5.104 and 5.108 into Equa-
tion 5.110 yields

N,
f(y) = %’Eexr){— (5222)} (5.111)

Defining the average channel signal-to-noise ratio as

o, o Es
= == 11
A =207 N (5.112)
gives the PDF of v as
1 Y
fv) = g exp— (K) (5.113)

This function is known as the chi-square probability distribution.

5.3.1 Coherent Demodulation

The probability of symbol error for QFSK with coherent demodulation in
a fading environment becomes with the aid of Equations 5.23 and 5.101

°(\%)
Q (V) (5.114)

and so from Equations 5.113 and 5.114,

il

Pe(v)

) = [T QA g exp(=/0)ir (5115)

Substituting for the @ function gives

P.(A) = %/000 {\/% /; exp [—%Vz] dl/exp(—'y/A)} dy. (5.116)

The inner integral can be evaluated using a series expansion, while P,(A)
is obtained by numerical integration using Simpson’s rule.

5.3.2 Non-Coherent Demodulation

The probability of symbol error for non-coherent demodulation as a func-
tion of the received SNR is given by Equation 5.67 for transmissions over
Gaussian channels. We may rewrite this equation for the Rayleigh fading
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channel as
3 5 2 1 3
P.(y) = 5 €XP (—5) — exp (—§7> + 5 exp (—Z'y) . (5.117)
Substituting P.(y) and f(v) into Equation 5.102 gives
S N 7y [3 Y
P.(A) = K/o exp (——A—) [5 exp(—E)—
2 1 3
€xp <—§7> + 7P (~Z'y>] dvy (5.118)
and upon integrating
3 3 1
P.(A) = - . .
G I Ty e (5.119)

NON-COERENT

COMERENT

1°' e A i i .
0 LY L] © * 2 % a2 »
AVERAGE  SNR (B!

Figure 5.16: QFSK performance for transmissions over a flat Rayleigh fading
channel.
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Curves of P.(A) against average signal-to-noise ratio are given for co-
herent QFSK and non-coherent QFSK in Figure 5.16. When compared
to the curves shown in Figure 5.12 for the Gaussian channel we see the
devastating effect of fading on the performance of the QFSK modulation.
This occurs because even at high average values of channel SNR, a deep
fade means that the received signal is swamped by the channel noise giving
a bit error rate of 0.5 for a short time. Nevertheless, P, values of 1072 can
be achieved for channel SNR values above 30 dB. By deploying channel
coding the reduction in channel SNR for this P, will decrease by 10 dB or
more.

This chapter has examined QFSK for mobile radio systems where the
signalling rates are sufficiently low to ensure that the received signal expe-
riences flat fading rather than frequency selective fading for the majority
of the time. The S900-D system conceived for the conventional large cell
system, has its effective transmission rate (and hence bandwidth) reduced
by the use of multilevel modulation. In this way thé toherence bandwidth
of the channel is not exceeded for a significant proportion of the time.
The S900-D system is shown to be workable in static channels, flat fading
channels and in the presence of co-channel interference when coherently
demodulated. Non-coherent demodulation is not power efficient and its
use with four-level FM modulation requires high signal-to-interference ra-
tios at the receiver to achieve an acceptable performance. We note that
the use of an S900-D like system may be more appropriate in a cordless
telecommunications environment, where its low complexity would be an
advantage.
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Chapter

Partial-response
Modulation

I.J.Wassell! and R.Steele?

6.1 Generalised Phase Modulation

Binary phase shift keying (BPSK) and quaternary phase shift keying
(QPSK) were established by the mid-1960s. During the next decade new
concepts in modulation resulted in the modulating data being shaped to
yield smooth phase transitions in the carrier waveform at symbol bound-
aries. Further, the phase was constrained to change in a continuous fashion.
An important example of this type of modulation is minimum shift key-
ing (MSK) [1] in which the phase changes linearly over a symbol period.
MSK is also called fast FSK {2] (FFSK) as well as continuous phase FSK
(CPFSK) [3] with a modulation index of a 0.5. Its sidelobe spectral energy
relative to non-continuous phase modulation methods, such as QPSK, is
significantly reduced. MSK modulation belongs to the class of continuous
phase modulation (CPM) [4] and as its phase response is shaped over a
symbol period it is referred to as a full response CPM.

As pressure mounted to increase the spectral efficiency of narrow band
radio communications it became necessary to devise methods of reducing
the spectral spillage of the CPM signal into adjacent channels. A basic
technique evolved whereby the phase response to a symbol was spread over

LUniversity of Southampton and Multiple Access Communications Ltd
2University of Southampton and Multiple Access Communications Ltd
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a number of symbol periods. By deliberately introducing intersymbol inter-
ference (ISI) the spectrum of the modulated signal became more compact.
Although the CPM signal could be demodulated in the presence of ISI,
an enhanced performance was achieved by removing ISI at the receiver
by means of equalisation. The equalisation methods employed were essen-
tially derived from those used in high bit rate transmissions over telephone
networks where ISI occurred.

CPM schemes that deliberately introduce ISI are generally known as
partial response modulations as only part of the symbol shaping is over a
symbol period. By increasing the spectral energy in the channel compared
to the out-of-channel energy, the power efficiency is increased. Thus for a
given BER the transmitted power can be reduced. Further, all CPM sys-
tems have constant carrier envelopes enabling non-linear amplifiers to be
used thereby providing a high dc-power-to-RF-power conversion ratio. Ex-
amples of partial response CPM are tamed frequency modulation (TFM),
generalised TFM (GTFM), Gaussian MSK (GMSK) and multi-h CPFSK.

6.1.1 Digital Phase Modulation

Digital phase modulation (DPM) (5,6] is a form of CPM that is well suited
to VLSI implementation. The main distinction between DPM and most
other forms of CPM is that it is essentially a phase modulation technique in
which the shaped symbol pulses are applied directly to a phase modulator.
The demodulation of DPM is easier to implement than with other forms
of CPM which integrate the data signal prior to phase modulation, see
Section 6.1.2.

In DPM the data signal a(t) is applied to the modulator which houses a,
digital phase shaping filter having an impulse response ¢(t). For simplicity
we will consider the data to be binary, although CPM can accommodate
M-ary data symbols. The convolution of a(t) with g(t) yields the phase
signal ¢(t, @), a phase that is dependent on both the data « and time ¢.
This ¢(t, a) signal addresses two ROMs to yield cos ¢(¢,a) and sin ¢(¢, &)
as shown in Figure 6.1. The front-end of the DPM modulator is therefore
completely digital. To produce the modulated signal for radio transmission,
digital-to-analogue conversion (DAC) of both cos ¢(¢, &) and sin ¢(t, ) en-
sues, and after passing through anti-aliasing filters, the resulting analogue
signals modulate the quadrature carriers cos 2 f,t and sin 27 f,t, where f,
is the carrier frequency. The radiated signal is formulated as

3(t,0) Acos¢(t,a) cos 2 ft — Asin ¢(t,a)sin 2r f,t
Acos (27 fot + ¢(t, ) (6.1)

il

il

where the amplitude A4 of §(t, @) is constant, independent of the data. This
constant envelope feature is an advantage when efficient class-C amplifiers
are used. The power in 3(¢,a) is
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Figure 6.1: Block diagram of the bandpass DPM modulator.

& _ 5

2 T
where E, is the energy per bit and T is the duration of a bit. Hence the
bandpass RF signal becomes

(6.2)

i(t,a) = \/ Q—JE:E cos(2m fot + &(t, ) (6.3)
which we may write as
i(t,a) = Re [\/ Z?g exp {j (27 fot + o(t, a))}

= Re[s(t,a)exp(j27 fot)] (6.4)

where s(t, a) is the complex baseband signal

s(t,0) = 1/ 222 exp ot ). (6.5)

The inphase (I) and quadrature (Q) components of s(t,a) are

sr(tya) = 1/ %’1 cos 8(t, @) (6.6)
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2E,
sq(t, @) =4/ Tb sin ¢(t, @) (6.7)
respectively.

The filter impulse response g(¢) spans a number of bit periods and as
a consequence the output ¢(¢,a) consists of partially overlapping pulses.
We allow the filter g(¢) to intentionally introduce intersymbol interference
(ISI) in order to contain the spectral spillage of the transmitted signal
§(t,a) into adjacent channels. As a consequence of the modulator filter
an equaliser is employed at the receiver to remove these ISI effects, even if
the transmission channel is ideal. For a Gaussian channel the design of the
equaliser is a relatively straightforward procedure as we know exactly how
the ISI was introduced. We will see that the task is more daunting in the
presence of the multipath effects experienced in mobile radio channels.

The information carrying phase in Equation 6.3 is

and

[e o]

¢t @) = Y aug(t —iT) (6.8)

i=—o00

where a; = ...a_2, a_1, ap, a1, ... is an infinitely long sequence of
uncorrelated data bits. The phase shaping filter of Figure 6.1 has the
discrete time FIR filter arrangement shown in Figure 6.2. The data are
applied to the filter at a rate 1/T, and the delay D in each stage of the
filter is less than 7. Thus D is the sample period of the filter, and

n=T/D (6.9)

is the oversampling ratio. Accordingly 1/D is the sampling rate of the filter.
We may, therefore, express ¢(¢,a) as a sequence of samples at instants
t = nD, where n is the sampling instant number, namely

¢(n,a) = Z QiGQn—in (6.10)

i=—o0

and {g,} is the weighting sequence of the filter. The duration of the impulse
response of the phase shaping filter is L symbol periods, and hence the
number of filter coefficients is

K =nqL. (6.11)

The restriction on (n — in) is clearly 0 to K — 1.

During each bit period the phase shaping filter is excited by the sampled
value of the bit and  — 1 consecutive zeros. The modulation index is
defined [5] in terms of the maximum possible phase change during one bit
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Figure 6.2: Phase shaping FIR filter

interval T', namely,

hy £ max{g(t + T, ) — p(t, )} /7 . (6.12)

If an impulse sequence ... 0,0,1,0,0,0,0, ... is applied to the filter its out-
put is the filter weighting sequence {g, } whose maximum value is max{gp}.
When the input sequence is ... 0,0,-1,0,0,0,0, ... the minimum value
of the filter output is — max{g,}. However, when the DPM modulator is
transmitting data there are a number of symbols passing through the FIR
filter at any one time, and as a can be either +1 or —1, the value of h,
becomes

hp =2max{g,}/m; n=0,1,..., K-1. (6.13)

The selection of the filter coefficients is critical as it determines both the
power spectrum of the transmitted signal and the BER performance of
the modem. It has been found [5] that raised cosine and similarly shaped
pulses are suitable. Of particular interest is the raised cosine (RC) impulse
response that spans L symbol periods, abbreviated to ‘L-RC’, and defined
by

(1——cos%-’%t) ; O0<t<LT

;  elsewhere (6.14)

n={ 7r
a = { 2
where 3 is a system parameter. The phase shaping filter is generally imple-
mented in a digital form, and the weighting sequence {g,} of this FIR filter
has coefficients [7] that are the samples of ¢(t) weighted by the sampling
period D, namely

gn = Dg(nD). (6.15)

By replacing t by nD in Equation 6.14, and with the aid of Equation 6.9
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Figure 6.3: DPM phase response.

we may express Equation 6.15 as

27

qn = }% [1 — cos L—nn] (6.16)

where the parameter 3 is adjusted to achieve the desired modulation index.
The maximum value of ¢, is 28/Ln and hence

2
max{gn} = E% (6.17)
From Equations 6.13 and 6.17
L
p = E0mhy (6.18)
4
and on substituting 3 into Equation 6.9 gives the weighting sequence
why 27
==2(1-cos>n). 1
qn ) (1 cos n n) (6.19)

Ezample

Consider an FIR impulse response extending over two symbol periods,
with four samples per data bit, i.e., L = 2, n = 4. Figure 6.3 shows the
separate contributions of @_; and a, to ¢(t,a), where a_, and a, are +1
and —1, respectively. We see that a_; and «, generate phase waveforms
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Figure 6.4: DPM FIR filter with the data sequence that yields the response in
Figure 6.3.

having amplitudes ¢, to ¢; originating at the instants when a_; and «,
are applied. The resulting phase waveform over the interval 0 to 4 D, i.e.,
over a one bit period is shown by the dotted line, where it is assumed that
no other bits have activated the filter. From Equation 6.5,

d(n,a) = a_1qni4 + Aoln (6.20)

and for a particular instant, say when n = 2,

?(2,0) = g6 — q2 (6.21)

and Figure 6.4 shows the condition of the FIR filter that yields this ¢(2, c).

6.1.2 Digital Frequency Modulation

We designate forms of CPM where the integration of the phase occurs
before phase modulation as digital frequency modulation (DFM) [8,9]. A
DFM signal can be produced by applying the data sequence {a;} to a filter
having an impulse response g(t) that spreads each data bit over a number
of bit intervals. The resulting signal is multiplied by 2whg, where A is the
DFM modulation index, and applied to a voltage control oscillator (VCO),
see Figure 6.5. The filtered data sequence changes the frequency of the
VCO directly thereby producing DFM.

An alternative approach that is easier to implement is to integrate the
data sequence {a;} prior to filtering, and apply the resultant signal to a
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phase modulator. The arrangement is shown in Figure 6.6, where the phase
signal is

t o)
o(t,a) = 27rhp/ Z a;g(r —iT)dr. (6.22)
X j=—0
The impulse response g(t) is given by
¢
q(t) = / g(T)dr (6.23)
—00
where for a causal system
gt)=0; LT <t <0 (6.24)

and the impulse response g(t) is normalised such that
gt)y=0.5;t > LT . (6.25)

Stylised responses of g(t) and ¢(t) are shown in Figure 6.7.
The phase of the DFM signal in the nth symbol interval can be repre-
sented with the aid of Equations 6.22 and 6.23 as

$(t,a) =2rhp Y ciqt—iT); nT <t < (n+1)T  (6.26)

i=—00

and upon rearranging and employing Equation 6.25,

n n—L
o(t,a) = 27hp Z 0;q(t —iT) + whgp Z a;
i=n—L+1 i=—00
= 0(t,a)+6, (6.27)

where 8(t,a) is the correlative state vector that depends on the L most
recent symbols currently in the filter.

In Figure 6.8 we display the ¢(t) response for successive bits applied
to the filter when L = 2. The second term 8,, in Equation 6.27 is the
accumulated phase of all the previous symbols that have passed through
the filter and it is referred to as the phase state. It is the elimination of this
second term that gives DPM an implementation advantage over DFM, or
over any similar modulation technique such as GMSK [10] or TFM [11].
Minimum Shift Keying Minimum shift keying (MSK) can be produced in a
similar way to off-set quadrature phase shift keying (OQPSK) except that
sinusoidal rather than rectangular shaping of the RF quadrature signal
envelopes is performed. A good description of this approach is given by
Pasupathy [1]. An alternative method, and the one that fits appropriately
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Figure 6.8: Output of filter ¢(¢)in response to a sequence of data, L = 2.
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Figure 6.9: Impulse response g(t) of filter for MSK modulation.
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Figure 6.10: Impulse response g(t) of filter for MSK modulation.
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Figure 6.11: MSK phase tree.

in our discourse, is to simply select g(t) in Figure 6.6 to be

_Jyery ; 0t <T
g(t) = { 0 ;  elsewhere (6.28)

The impulse response ¢(t) is shown in Figure 6.9, and the corresponding
g(t) in Figure 6.10. From Equation 6.26 the linear variation of ¢(t) from 0
to T yields a linear phase transition of 7/2 because hp for MSK is defined
to be a half, i.e., 2rhpa; can take the values £7 and ¢;—;r changes linearly
from 0 to 0.5 during a symbol period.

The phase tree for MSK is displayed in Figure 6.11, where logical ones
and logical zeros are represented by 1 and —1 respectively. When the input
data bit is a logical one the phase increases by 7/2, while it decreases by
/2 when the data is a logical zero. Notice that after two bit periods the
phase tree is fully developed as any phases in excess of 7 wrap around
to Fm /2. Only four possible phases exist enabling us to represent the tree
structure by the trellis arrangement shown in Figure 6.12. If in the tree
diagram a logical 1 increases the phase from = to 37/2, the change in the
trellis is from ~= (as this is identical to +7) to —7 /2, and so forth.

When viewed as a form of frequency modulation the filter g(¢) in Fig-
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Figure 6.12: MSK phase trellis.

ure 6.5 with the impulse response shown in Figure 6.9 implies a step change
in frequency upon receipt of a data bit of opposite polarity. Thus a logical
‘1’ (a; = 1) at the input of the filter in Figure 6.5 will cause the modulated
signal to have a frequency of w,. + wy, where w, is the nominal centre fre-
quency and wy is the frequency deviation. From Figure 6.5 it can be seen
that the frequency deviation of the VCO is given by the expression

wa = 2mhpg(t). (6.29)
For MSK 1
9(t) = 55 (6.30)

over a symbol interval, and hy = 0.5, giving

1 1 T
wqg =27 - 3 o7 = Efb (6.31)

where f, = 1/T is the bit rate. Expressing Equation 6.31 in hertz gives

Ly

Ja )

(6.32)
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So upon receipt of a logical ‘1’ the VCO frequency is increased by f,/4 Hz
from the nominal centre frequency. Similarly upon the receipt of a logical
‘0’ (a; = —1) the VCO frequency is decreased by f/4 Hz from the nominal
centre frequency. Because we have a simple frequency shift keyed system
(albeit without phase discontinuities at bit intervals) it is possible to employ
non-coherent frequency discriminator demodulation, as well as coherent
phase demodulation. The loss in performance incurred by using a frequency
discriminator is balanced by somewhat easier implementation.

Gaussian Minimum Shift Keying: A particular form of DFM where
the impulse response ¢(t) is Gaussian shaped is known as Gaussian mini-
mum shift keying (GMSK) [10] having an impulse response g(t) of

9(t) = 57 [Q( 7B, \/%2) Q<27ert\_'/_e_ig2)] (6.33)

0 < BT £ @
where Q(t) is the Q-function

for

Q) ~/ exp( —72/2)dr (6.34)

By is the bandwidth of a low pass filter having a Gaussian shaped spectrum,
T is the bit period, and
By = BT (6.35)

is the normalised bandwidth. It may be shown [12] that g(¢) is the result
of convolving a non return to zero (NRZ) data stream of unity amplitude
with a Gaussian low pass filter whose impulse response is

2 272 B?
he(t) = ,/%%Bbexp< 7; 2bt2) (6.36)

To give the desired discrete time values of the Gaussian impulse response
Equation 6.33 is multiplied by D and the time variable ¢ is replaced by nD,
where n is an integer. Upon using Equations 6.9 and 6.35, Equation 6.33

becomes
(3-9)-o(Gaam ()] o

_i[Q< 2n
= Vin2

The response g(t) is shown in Figure 6.13 for different By values.
To enable g, to be represented in terms of a power series, the Q-
functions are first replaced by error functions, i.e.,

£ (0/\/5) (6.38)

le
—er
2

RO =

Q) =
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Figure 6.13: Impulse response g(t) for GMSK for different values of By .

enabling us to rewrite Equation 6.37 as

1 / 2 n 1 2 n 1
gn = 4—7} [erf (7( ZT‘IE‘BN (;-’-i)) — erf <7r '€n—23N (;*—2-))] -

(6.39)
The error functions are now expressed by the following series expansion

B 2 o0 (_l)kz2k+l

yielding after simplification

o =c [i(*;,):”“ (D) = (n- g))] (6.41)
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{ 2 Bn
a=2k+1, b=x MT (642)

1
2v/mn
The use of 100 terms in the expansion of Equation 6.41 and quadruple
precision arithmetic are satisfactory for generating g,.

In implementing a GMSK modulator the time impulse response g(t) of
the Gaussian filter must clearly be limited. Specifically, it is symmetrically
truncated to L symbol intervals. When the modulation index for GMSK
is 0.5, the phase state 8, in Equation 6.27 can, like MSK, only assume
four values 0, /2, = and 3x/2. By using hr = 0.5, a GMSK signal
can be demodulated by a parallel coherent minimum shift keying (MSK)
demodulator, and other sub-optimal receivers.

When viewed as a form of frequency modulation the effect of the Gaus-
sian filter with impulse response g(t) is to prevent the instantaneous changes
of frequency inherent in MSK. Consequently, a modulated signal power
spectrum with much lower levels of side-lobe energy than that of MSK
results. The instantaneous frequency changes due to spreading each bit
over more than one bit interval is similar to that of the phase signal in
the DPM modulator. Thus if g(¢) has a duration of 2 bits and a Gaussian
shape, then Figure 6.3 describes the instantaneous frequency of the GMSK
modulator output signal. As the modulator filter bandwidth decreases, the
duration of its impulse response increases. Normalised bandwidths, By,
of 0.5 and 0.3 correspond to impulse response durations of approximately
2 and 3 bits, respectively. Examples of instantaneous frequency variations
are shown in Figure 6.14. It can be seen that as By is decreased,
the number of possible frequency trajectories increases. This means that
a frequency discriminator with simple threshold decisions has significantly
degraded performance in demodulating GMSK .when By is decreased to
0.3 {13]). For By < 0.3, discriminator detection can be employed provided
additional post-discriminator processing is used. The advantage of smaller
normalised filter bandwidths is the reduction in spectral occupancy of the
modulated signal.

Tamed Frequency Modulation: In 1978 de Jager and C B
Dekker {11} proposed a method of frequency modulation that resulted in
the modulated signal having a compact power spectrum without sidelobes.
They called the technique tamed frequency modulation (TFM). In TFM,
the spectral compactness of the transmitted signal is achieved by careful
control of its phase transitions. The premodulation filter g(t) consists of a
cascaded 3-tap transversal filter, and a low pass filter g,(t), see Figure 6.15.

where

and

c= (6.43)

The phase shifts of the modulated carrier over a one bit period are



530 CHAPTER 6. PARTIAL-RESPONSE MODULATION

_;‘_gt
—
F:-————::

Figure 6.14: Instantaneous frequency variations of GMSK.
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Figure 6.15: TFM modulator.

restricted to either 0, £7/4 or +7/2, and are determined by the three
latest consecutive input binary data bits. The frequency shaping function

g(t) is

9(8) = 31006 — T) + 205(8) + go(t + 7)) (6.44)
where
1 [sin () n? f 2sin (5) - 2 cos (1) — (37 sin ()
go(t) ~ T it _ﬂ ("t)a
T

(6.45)

An extension [14] of TFM, called generalised tamed frequency modulation
(GTFM), provides flexibility in selecting g(t). The tap coefficients of the
transversal filter and the roll-off of the low pass filter response can be chosen
to trade increase spectrum spillage into neighbouring bands for lower bit
error rate (BER), and vice versa. Both the GTFM and TFM modulators
can generate their signals by means of look-up tables.

6.1.3 Power Spectra

The spectral spillage of a modulated signal into adjacent channels is of
prime importance in digital cellular mobile radio. Figures 6.16, 6.17 and
6.18 show the spectra of DPM, GMSK and MSK, respectively, for pseudo
random modulating data at a rate of 250 kbit/s and a carrier frequency
of 910 MHz [15]. The DAC in the modulator has 256 levels. The DPM
spectrum of Figure 6.16 is for raised cosine pulse shaping over 3-bit periods
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Figure 6.16: Measured DPM spectrum.
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Figure 6.17: Measured GMSK spectrum.
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Figure 6.18: Measured MSK spectrum.
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Figure 6.19: Stylised power spectral density curves for different types of mod-
ulation signals.
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(3RC), a modulation index h, of 1.08, and 8 samples of the phase per bit
period. The GMSK spectrum of Figure 6.17 is for BT = 0.25, a modulation
index hr of 0.5 and an oversampling ratio of 8. The spectrum of Figure 6.18
is for MSK with a modulation index hpr of 0.5. Stylised spectra for these
modulations, in addition to those of TFM and generalised TFM (GTFM),
are displayed in Figure 6.19. The rectangular shaped impulse response g(t)
used in MSK manifests itself as the sinc-like function with its deep narrow
troughs and broad peaks. The narrow main-lobe and the low side-lobe
levels of GMSK and GTFM are obtained at the expense of considerable ISI,
and this increases the complexity of the equaliser located at the receiver.
DPM introduces less ISI than the other DFM methods, and for a given
excess delay in the mobile radio channel it is able to operate with fewer
states in its Viterbi equaliser compared to GMSK. However, DPM does
have considerable out-of-band energy. Nevertheless when DPM operates in
the presence of co-channel interference this out-of-band energy is not the
limiting factor and is acceptable.

6.1.3.1 Modulated Signal Power Spectral Density Estimation

The PSDs shown in the previous section were obtained from prototype
hardware modulators. Instead of building new hardware each time we wish
to investigate the PSD of the modulated signal, spectral estimation [16]
can be performed instead. To achieve this, pseudo-random data are used
and the baseband in-phase and quadrature signals analyzed on the com-
puter to yield the PSD of the modulated signal. One way of computing
the PSD is to decompose the complex modulator output sequence into k
subsequences, each of M samples. These subsequences are spaced B sam-
ples apart, where B = M /2, as shown in Figure 6.20. Each subsequence
is multiplied by a Hanning window and its FFT computed. Next the pe-
riodogram (normalised magnitude squared) of each FFT is calculated, and
the k periodograms are averaged to give the PSD estimate. To perform
the spectral estimate, an FFT block size of M = 256 is appropriate, and
k = 100 periodograms should be averaged. Theoretical treatments for the
evaluation of the PSD of FM signals are given in references [17-19].

6.1.4 TDMA Format for DPM and DFM Transmis-
sions

Having described the basic principles of DPM and DFM, we now consider
how these modulation methods are arranged for TDMA transmissions. The
speech signal is digitally encoded, and the resulting data stream is chan-
nel coded followed by interleaving. Because the channel data are to be
transmitted via TDMA in a time slot, the channel data are conveyed to
a packetiser. Other vital information, such as a propagation sounding se-
quence and system control information, is also inserted into the packetiser
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Figure 6.20: Spectral estimation process.
SPEECH CHANNEL i
NTERLEAVER PMODULATOR
ENCODER CODER INTE
TDMA
SOUNDING PACKETISER BURST
SIGNAL BUFFER

Figure 6.21: Basic TDMA transmitter for mobile radio.

to yield packets that are forwarded at a constant continuous rate into the

TDMA burst buffer.

The arrangement is shown in Figure 6.21.

For a

mobile station the packet is removed from the buffer at the TDMA rate
during an appropriate time slot. No data are removed from the buffer un-
til a further TDMA frame period has elapsed. By contrast a base station
may continuously provide packets for its numerous mobile stations at the
TDMA rate in every frame slot.
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Figure 6.22: CPM modulator structure.

6.1.5 Hardware Aspects

There are two basic ways to perform digital frequency modulation: ei-
ther direct frequency modulation as shown in Figure 6.5, or via phase
modulation shown in Figure 6.1. The disadvantage of direct frequency
modulation is that it is difficult to keep the centre frequency within the
allowable bounds, while maintaining linearity and constant deviation sen-
sitivity. Consequently a modulator employing this approach must adopt
extra measures, such as closed loop control of the phase, to overcome these
problems [11].

We will now consider DFM modulators employing the phase modula-
tion approach shown in Figure 6.1. A practical realisation is shown in Fig-
ure 6.22. The phase shaping filter having impulse response ¢(t), and the
cos and sin read-only memories (ROMS) are combined into two ROMS,
I(n) and Q(n). Binary data applied to the modulator are used to gener-
ate appropriate addresses for the I(n) and @(n) ROMS whose outputs are
8 bit sample values of cos¢(t,a) and sin ¢(¢, ) respectively. After D/A
conversion and anti-alias low-pass filtering, the resulting I and @ signals
are each applied to a double balanced mixer. The local oscillator output
and a 90° phase shifted version provide the orthogonal signals which drive
the two balanced mixers (shown as multipliers). The outputs from the
mixers form the inputs to a 0° combiner, i.e., an adder, from which the
modulated signal emerges. The major difficulty associated with this type
of modulator is achieving amplitude and phase matching of the signals in
the I and @ paths. Deviation from 90° phase shift in the quadrature split-
ter, deviation from 0° addition in the combiner, or different phase shifts
through the balanced mixers cause the modulated signal to have unwanted
amplitude and phase variations. These distortions in the modulated signal
are compounded if the modulator is followed by stages of non-linear am-
plification. The consequence is that at the receiver the eye pattern of the
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demodulated signal will be severely impaired making clock recovery and
bit regeneration difficult.

Obtaining propriety RF components with the required close tolerances
becomes increasingly difficult as the carrier frequency increases, rendering
operation over a wide frequency band (greater than 200 MHz) in the vicin-
ity of 2 GHz difficult to achieve at the time of writing. For wide-band
operation it may be necessary to perform the modulation at a fixed in-
termediate frequency and up-convert the modulated signal to the required
operating frequency. This approach, however, involves considerable extra
complexity, including additional filtering, mixers and local oscillators, and
may be inappropriate for a hand portable.

Another form of modulator structure is based on a simple PSK mod-
ulator followed by a phase locked loop. However, there are limits on the
usable modulation index and the duration of the filter impulse response
9(t). A description of this type of modulator is provided in reference [4].

6.2 CPM Receivers

The mobile radio communications considered in this section are concerned
with CPM transmissions over channels that may exhibit frequency selective
fading, i.e., the modulated signal bandwidth will be greater than the chan-
nel coherence bandwidth for a significant proportion of the time. However,
we commence our deliberations by considering what form the optimal re-
ceiver takes when the transmissions are over Gaussian channels. This will
lead us to the notion of maximum likelihood sequence detection and then
to the use of the Viterbi algorithm. The use of the Viterbi algorithm to
equalise the effects of inter-symbol interference due to frequency selective
fading will then be addressed.

6.2.1 Optimal Receiver

Let us consider a transmitter having an alphabet of M unique messages
m;,i =1,2,..., M which are transmitted as a signal s;(¢);i = 1,2,...,M
with exact correspondence, over an additive white Gaussian noise (AWGN)
channel to a maximum likelihood (ML) receiver [4,20]. Figure 6.23 shows
the arrangement. The receiver selects from the corrupted received signal
r(t) what it deems to be the most likely transmitted signal s;(t), given
the channel noise is n(t). For convenience it will be assumed all signals in
this subsection are bandpass; however, later sections will draw distinctions
between bandpass and low-pass signals. The receiver achieves this by max-
imising the a posteriori probability P[s;(t)|r(t)]. This procedure gives rise
to the name, maximum a posteriori (MAP) receiver. If no prior knowledge
of the value of 3;(t) is known to the receiver, the MAP process is equivalent
to the ML detection. Such a process provides the minimum probability of
message error when all the transmitted messages are equally probable. As
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Figure 6.23: Maximum likelihood reception.

P[si(t)|r(¢)] is unknown, we express it using the mixed form of Bayes rule

as
‘ _ fRlr@)Isi(@®)]P[si(#)]
P[s,(t)lr(t)] = f[T(t)]

where f[r(t)] is the probability density function (PDF) of 7(¢) and P[s;(t)]
is the probability that s;(¢) was transmitted. As f[r(t)] is independent
of the signal transmitted, the optimum receiver attempts to maximise the
numerator in Equation 6.46. The probabilities P[s;(¢)] are often unknown
to the receiver, and hence the term fg[r(t)|s;(t)] is maximised.

The reason r(t) differs from s;(¢) is due to the channel noise

(6.46)

n(t) = r(t) — si(t) (6.47)

which is statistically independent of s;(t). We wish to express these signals
as a convergent series of so called basis functions [21]. The coefficients
(or weights) applied to these basis functions are components of vectors
existing in a vector space known as the signal space. To show that these
coefficients do indeed lie in a vector space, and that these coefficients allow
the calculation of the maximum likelihood probability requires detailed
mathematical treatment which we do not feel is justified in this text.

In setting up the vector space, we have intimated that a set of basis
functions must be specified, for example

vt ; i =1,2, .., n (6.48)

The inner product of two vectors is defined as

< h(t), g(t) >= / h(t)g* (t)dt (6.49)
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and an orthonormal basis set is one for which

< W) ¥;(t) >={(1) ::j . (6.50)

The range of integration for the inner product is over the range defined for
that vector space. The components in the vector space for a function h(t)
are given by

h; =< h(t),¥;(t) > . (6.51)

To express h(t) in terms of these components we write
n
h(t) =3 h;¥;(t). (6.52)
i=1

We now define a basis set that forms a suitable basis for all the transmitted
messages 8;(t). Thus

N
sit) =D 8 ,(t) (6.53)
j=1

where N is the dimension of the signal space which has a maximum value
equal to the number of transmitted messages. The coefficients are given by

85 =< si(t),‘llj(t) >. (654)
We may also express the noise signal n(t) using the same basis set, i.e.,
N
n(t) =Y n;¥;(t). (6.55)
i=1
Similarly the coefficients are
n; =< n(t), ¥;(t) > . (6.56)

Finally, the received signal r(t) may be expressed as

N
r(t) =Y r;¥;(t). (6.57)
i=1

We note that in terms of signal space components
T = 8;; +nj. (658)

The coefficients {r;} are Gaussian random variables because they are pro-
duced by linear operations on other Gaussian random variables. The mean
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of r; for the ith transmitted message is
E[R;[ss(t)] = El[si; + Nj]
= s+ E[N;]
= 84

= 7. (6.59)

Note that the use of capital letters denote random variables. We now wish
to evaluate the conditional variance of r;,

E[(R; = n)%|s:(Y)] = El[(sij + Nj — 5i;)%]
E[N7]. (6.60)

il

Substituting for N; yields

E(N?] = E[<n(t),¥;(t) >< n(r)¥(r) >]
- E [ / n(8) ¥, (t)dt / n(‘r)\Ilj(‘r)d‘r]
- E [ / / n(t)n(‘r)\Ilj(t)\Ilj(‘r)dtd‘r]
- / / Eln()n(r)]¥, ()%, (r)dtdr
= %//5(t—‘r)\llj(t)\llj('r)dtdr

N,
= ?/\Il?(t)dt

N,
= = (6.61)
where N, /2 is the power spectral density of the Gaussian noise n(t). The
multivariate density function of 71, ro,...,7n conditional on s;(#) is there-
fore
RS R ; £ =LA
1;572,...,TN|S; e ﬂ'No
exp [~ L, (r; = 55)?/ N oo
- (mN,)N/2 (662

From Equation 6.46 we noted that maximising the term fg[r(¢)|s;(¢)] or
equivalently the term ffr;,r2,...,7n]|s;(t)] over all possible messages s;(z)
yields maximum likelihood reception. The conditional density of Equa-
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tion 6.62 depends only upon the term

N

> (rs = si) (6.63)

i=1
It is possible to use Parseval’s identity to show that

N

3 (ry - 5y)? = / (r(t) - s:(8))dt , (6.64)

i=1

which is the square Euclidean distance between the signals r(t) and s;(¢).
Noting the monotonicity of the exponential function, the density function
fr is maximised by choosing s;(t) that is closest to r(t) in terms of Eu-
clidean distance. The maximum likelihood receiver may then be imple-
mented by calculating

/ (r(t) — si(t))* dt = / r2(t)dt + / s}(t)dt - 2 / r(t)s;(t)dt  (6.65)

for each i. We note that the first term is constant with respect to %, hence
the receiver needs to perform only the correlation [ r(t)s;(t)dt and subtract
it from the second term. The second term is the energy of s;(t) and if all
the transmitted messages contain equal energy, then only the correlation
need be formed. The integrals required to evaluate the expression may
be implemented using linear filters. This technique is known as matched
filtering. For DFM and DPM systems, the phase of the transmitted signal
in any particular symbol interval usually depends on previous symbols as
well as on the latest symbol. Consequently an optimum maximum likeli-
hood (ML) receiver must observe many symbol intervals before reaching a
decision on the value of a specific symbol. In theory one must find the most
likely sequence at the receiver corresponding to the whole of the transmit-
ted sequence. This procedure is known as maximum likelihood sequence
detection (MLSD) [3,4] and is complex in terms of implementation and
analysis. However, the Viterbi Algorithm (VA) [20,22] provides a recur-
sive optimal solution to the problem of estimating the sequence of states
in a phase modulated signal. As the transition between phase states cor-
responds to a unique data sequence, the VA also provides MLSD. It will
be shown later that it is the recursive application of the VA that gives the
reduction in complexity required to produce an optimal receiver.

6.2.2 Probability of Symbol Error

The probability of symbol error is directly determined by the distance prop-
erties of the signal space. We will commence by examining the relationship
between signal space and the probability of symbol error. We will then dis-
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Figure 6.24: Signal space probability of error.

cuss factors affecting modulation distance properties. Suppose the signal
s;(t) is transmitted and a maximum likelihood receiver recovers the signal
sk (t) with a probability P.(k;z). This event will only occur if the received
signal r(t) is closer in distance to sg(t) than to s;(t). Consider the signal
space representation of Figure 6.24 where one of the orthogonal signal space
axes is seen to join s;(t) with sg(t). As stated previously, white, zero mean
Gaussian noise will appear on all of the orthogonal axes. The signal space
distance D between the two signals is given by

l18:(2) — sk (D)l
\[ (si(t) — sk(t))* dt. (6.66)

The probability that r(t) lies nearer to si(t) than s;(¢) is the probability
that the first vector space component r; — s;; exceeds D/2. Thus the
probability of wrongly identifying s;(t) is

P.(k;i) = /: \/:_M exp ( ;\’5) du (6.67)

2

D

as r; — s; is Gaussian noise with zero mean and variance N, /2.
To find the probability of detecting any other ‘incorrect’ signal we utilise
the ‘union bound’. This states that the probability of one or more events
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occurring is overbounded by the summation of the individual probabilities.
Consequently the probability of error, given signal s;(t) was sent, is

P.(i) < Y Pe(k,i)
k#i
* 1 u?
< ;/% mexp(—ﬁo) du (6.68)

and the total probability of error is

P, =Y P.(i)P{s:(t) sent }. (6.69)

If all messages are equally likely and if P,.(%), is identical for every i then
P, and P,(i) are identical. Equation 6.68 can also be expressed using Q-
functions to yield

. [Is:(t) — sl
P())< ) Q| ——=="—]- (6.70)
' § ( VaN, )

The concept of signal space will now be applied to phase modulated signals.
Suppose that two signals s;(¢) and sg(t) are different over a duration of N
intervals, where each interval has a duration of T and energy E. The square
Euclidean distance between the signals is from Equation 6.66

NT NT NT
2 = s2 s2 - s;(t)s ) ;
D?= /0 2(4)dt + /0 2 ()t — 2 /0 (D)t (6.71)

The first term is,

NT
/ s2(t)dt
0

NT 2
/o [\/ % cos(w.t + ¢i(t))] dt

- %/ONT [1+ cos2(w.t + ¢;(t))] dt

il

= NE 4 term depending on (wl) . (6.72)

c

The second term in Equation 6.72 can be neglected for systems of interest
here. The energy contributed by the second squared term in Equation 6.71
will also be NE. The cross signal term in Equation 6.71 is,

NT NT
—2/0 si(t)sp(t)dt = %/0 cos(we.t + ¢;(t)) cos(wct + ¢ (t))dt
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_ 2 M cos(2wet + ¢i(t) + dx(t))
T Jo
NT
+2E /0 cos(@i(t) — i (t))dt (6.73)

after expressing this equation in terms of complex exponentials, re-
arranging and changing back to cosine terms. The first term depends
on 1/w, and will be neglected and so the cross-correlation term can be
expressed as

NT
315 / cos Ag(8)dt (6.74)
0
where Ag(t) = ¢i(t) — ¢x(t). Consequently the square Euclidean distance
of Equation 6.71 can be expressed as

) 2F NT
0

or equivalently
) 2F NT
D* = T [1 — cos Ag(¢)]dt. (6.76)
0

For binary systems, E = Ej,, where E, is the energy per bit. With an

M-ary system then,
E

b = Tog, B (6.77)
Thus the square Euclidean distance is now
D? = w/owu — cos Ag(t)]dt. (6.78)
We now define the normalised Euclidean distance function as
P(s:(8), sx(t)) 2 E%M /0 M1 — cos Ag(0)1dr. (6.79)
Thus the square Euclidean distance may be written as
D?* = 2Eyd?(s4(t), sk (t)). (6.80)

Equation 6.70 enables us to express the probability of error P, (i) in terms
of the signal space distance D as follows:

PO <Y 0 (=) (6.81)

k#i
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Substituting for D from Equation 6.80 yields

P(i)<> Q (\/%d(si(t)ﬁk(t))) : (6.82)

k#i

When the ratio of signal energy to noise energy is reasonably high, say in
excess of 10 dB, then one inter-signal distance completely dominates the
expression for P, (7). Indeed we can go further and say that the worst case
combination of s;(t) and sz(t) will eventually dominate the total error
probability P. as the SNR increases. The worst case distance for any
observation interval NV is called the minimum distance d,;,. Consequently
the probability of error may be expressed as

P, =Q (M-ﬁ—bdﬁm) . (6.83)

In practice an upper bound to d2,;, called d%, is easier to evaluate. This

term can be evaluated for both full and partial response systems with ar-
bitrary pulse shapes and modulation indices.

We now consider a practical implementation of the optimal receiver
using the recursive solution provided by the Viterbi algorithm.

6.2.3 Principle of Viterbi Equalisation

In the presence of AWGN, the bandpass signal at the receiver is given by
7(t) = §(t, @) + n(2) (6.84)

where 3(t,a) is the bandpass (signified by a raised tilda ~) transmitted
signal at time ¢ and for data «, and 7(t) is the bandpass AWGN signal.
As demonstrated in Section 6.2.1, the maximum likelihood (ML) receiver
minimises Equation 6.65. The possible received signals 3(¢, &) now depend
on the infinitely long estimated sequence {&}, and accordingly the ML
receiver minimises the function

/ (7(t) - §(t, @) dt (6.85)

with respect to the estimated data sequence {a}, i.e., it minimises the
Euclidean distance.
From Equation 6.65 minimising Equation 6.85 is equivalent to maximis-
ing the correlation
o0
Ca) = / F()3(t, @)dt. (6.86)
-0

It would be possible to construct a receiver based on Equation 6.86 in which
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State | an—1, Qn—2
T, -1, -1
I, -1,1
I, 1,-1
I's 1,1

Table 6.1: State table.

all the possible transmitted sequences are correlated with the received sig-
nal. The sequence & chosen would be that which maximised C(a). How-
ever, even with short bursts this structure becomes unmanageable as the
number of comparisons increases exponentially with sequence length. To
overcome this problem we define [4,20,22]

Co(@) 2 / O 3, a)de (6.87)
and so
Cn(a) = Cn—l(d) + Zn(a) (6.88)

where C,(a) and Z,(a) are referred to as a metric and an incremental
metric, respectively, for a particular @. The incremental metric is given by

(n+1)T
Z.(6) = / s e (6.89)

Thus C,, (&) can be evaluated recursively using Equation 6.88, where Z, (&)
is an incremental metric generated by correlating the received signal with
an estimated signal over the nth symbol interval.

Example

In order to clarify how the optimal receiver works in terms of Equa-
tion 6.88, we will consider a modulator whose output waveform over a
bit interval is dependent on the current and previous two bits, namely a,,,
an_1, and a,_», yielding 23 = 8 possible waveform segments. We may rep-
resent this situation by the state transition diagram shown in Figure 6.25.

Table 6.1 displays the four states that are associated with the values
of an_1, an_2. In both the Figure and the Table, logical 0 and logical
1 data bits are represented by —1 and +1, and by solid and dotted lines,
respectively.

Assuming the system is initially in state I',, and a, = —1, the state is
unchanged, and the modulator generates a waveform segment S,. However,
if a, = 1, the state changes to I's as the new values of a,,_, and a,,_, are
1 and —1. The modulator output is waveform segment S,. Should the
next data bit be another logical 1 the system moves to '3 and the output
waveform is Ss. Any further logical ones applied to the modulator generate
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Figure 6.25: State transition diagram.

waveform segment S as the transitions are from I's back to I's. A logical
0 will cause a transition to '; and S5 to occur, and we note that it is
impossible to move directly from I's to I's.

An alternative representation of the state transition diagram is the trel-
lis diagram of Figure 6.26. The two columns of circles represent the four
states Ig, 'y, [y, T, at instants n — 1 and n, while S;; ¢ = 0, 1,...,7, are
the waveform segments generated by the modulator during a bit period.
Observe that each state is connected to two other states as we are dealing
with binary modulation, and one connection is due to the presence of a
logical 1 and the other with a logical 0 data bit.

Knowing how the transmitter generates the waveform segments S; based
on the present and previous two input data bits, we now consider how the
optimal receiver regenerates the bit sequence in the presence of channel
noise. As we know, the receiver will correlate the received signal waveform
¥ over one bit interval with all the possible known transmitted waveforms
Sy i = 0,1,...,7. Now this cross-correlation process yields the eight in-
cremental metrics Z (&) = Z,; ; 1 = 0,1,...,7, as shown in Figure 6.27.
Although the largest Z,; implies that S; was the most likely transmit-
ted waveform, we refrain from making a decision on a single transmitted
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Figure 6.26: Trellis diagram, where —land--- 1

bit. Instead we compute each of the eight values of C,(&) given by Equa-
tion 6.88 from a knowledge of the four values of C,_;(@) and the eight
values of Z, ;. For example, the two metrics for state I', at instant n are
represented by Cy(an,I';) where o, = £1, and I'; are the states at n — 1,
namely

Cn(_ly Fo) = Cn-—l(ro) + Zno

and
Cn(-1,T1) = Cpea(T1) + Zns.

Only the larger value of these two metrics is retained and designated
Cr(Ty), along with the logical value of a,, namely —1. This procedure
is repeated for each of the four states to yield four metrics that will be
employed in the next bit period.

This recursive process continues for each successive bit interval, namely
the path in the trellis associated with the larger C,, at each state is retained,
and the logical value of the bit is stored along with the other bits associated
with the path leading to that state. At the end of a data sequence we inspect
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Figure 6.27: Trellis diagram showing metrics, where —land--- 1.

the final metrics for each of the four states. The largest metric identifies
the optimum path through the trellis, and the sequence of bits associated
with this path is deemed to be the most probable transmitted one.

Figure 6.28 shows the development of the trellis for the 4-state modem
described above over a ten bit period. The reader should refrain from cal-
culating the numbers shown on the Figure as much data has been omitted
to avoid obfuscation. Starting with an all-zero sequence, the sub-figure for
the first bit period, i.e., when k = 1 shows the effect of a logical 0 and a
logical 1. By k = 3 all the states are in use. The numbers assigned to each
state are in terms of the path having the lowest cumulative metric, as the
computer program that generated these metrics operated on the basis of
minimum FEuclidean distance rather than the equivalent maximum cross-
correlation, see Equation 6.65. Thus at each node, or state, the lowest
Euclidean distance metric and the bit sequence from k£ = 1 to the current
k are stored. For a 10 bit sequence we examine the accumulated Euclidean
distance metrics for each of the four states, and select the lowest, namely
zero in Figure 6.28. Thus we trace the path back from state I's to the be-
ginning of the sequence. When the path is a dotted line a logical 1 occurs,
and when it is a solid line a logical 0 is formed. The regenerated sequence
is seen to be 0000111011, as —1 signifies a logical 0.
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Discussion: We have seen that maximising the cross-correlation (of
Equation 6.87) is equivalent to minimising the Euclidean distance between
the received and transmitted signals. The procedures described in this
section for recovering the data are known as the Viterbi algorithm (VA) [22].
Later we will employ it to equalise the effects of a fading channel, when we
will refer to it as a Viterbi equaliser (VE).

In order to decrease the probability of generating errors in the regener-
ated bit stream, i.e., to avoid selecting the wrong path through the trellis,
v — 1 dummy zero bits are inserted prior to the data in order to initialise
the trellis of the Viterbi equaliser to the all-zero state. This is done in
Figure 6.28. As a consequence all the possible paths to be traced through
the trellis diagram by the Viterbi algorithm can be assumed to originate
from the zero state node. After v — 1 data bits have been received the
full recursion of the algorithm is reached. After processing all the informa-
tion data in a manner previously described, the Viterbi processor receives
v postcursor dummy zero bits, which ensures that the final state can be
assumed to be the zero state. Subsequently the output data sequence for
the whole burst, corresponding to the path with the minimum accumulated
metric and which passes through the zero state terminal mode, is read out.

We have confined our discussions to binary data as that is our concern
in this text. Multilevel modulation can be handled using the VA but at a
considerable increase in complexity. Even with binary data the implemen-
tation of the Viterbi algorithm is not trivial. However, the power of the
algorithm resides in that only 2?~! paths need to be stored, rather than the
vast number of paths associated with a tree structure, and consequently the
hardware complexity required for the VA does not increase with the length
of the data sequence, except for a linear increase in storage requirements.
The number of computations is proportional to the data sequence. These
remarks can be appreciated with reference to Figure 6.28. However, the
situation is radically different if each bit’s influence is associated with more
waveform segments, i.e., if the ISI is deliberately increased to improve the
spectral compactness of the modulated signal. For example, if the output
waveform segment is dependent on a,, ap_1, Gn—2, Ap_3, Qn_q ; ¥ = 3,
the number of states becomes 2°~! = 16, and the number of incremental
metrics increases to 32. The hardware complexity of the Viterbi algorithm
to remove the ISI therefore increases exponentially with v.

Having described the principle of optimum reception of bursts of TDMA
data, we will now commence our description of the regeneration of CPM
data signals transmitted over mobile radio channels. A prerequisite to the
complex baseband signal processing required in the recovery of the data is
the demodulation of the received RF signal, and this topic is now addressed.
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Figure 6.29: RF to baseband conversion.

6.2.4 RF to Baseband Conversion

The NB-TDMA radio frequency (RF) signal conveys the data in bursts
occupying one TDMA slot. The receiver at either a MS or BS tunes to
the appropriate carrier and using a conventional receiver front-end down-
converts the RF signal to the intermediate frequency (IF). Quadrature
demodulation follows, see Figure 6.29, to yield baseband analogue in-phase
and quadrature signals.

Figure 6.30 shows the quadrature demodulator in more detail. The level
of the IF signal is adjusted by the automatic gain control (AGC) signal via
a variable gain amplifier. If the phase off-set between the voltage controlled
oscillator (VCO) signal and the IF signal is zero the demodulation is coher-
ent. Generally it is not necessary to force the phase off-set to zero because
it can be accommodated as a channel imperfection when estimating the
channel impulse response. This estimation procedure is described in Sec-
tion 6.2.5. The low pass filters in Figure 6.30 remove the second harmonic
of the IF at the outputs of the multipliers to leave the quadrature base-
band signals. Thus the action of the quadrature demodulator is to accept
the high frequency bandpass IF signal whose magnitude spectrum is of the
form displayed in Figure 6.31 and to yield a baseband quadrature spectrum
of the type shown in Figure 6.29.

Returning to Figure 6.29, we see that the baseband analogue quadra-
ture signals are analogue-to-digitally converted (ADC). This process can
be viewed as sampling the input signal at a rate

fs =nr/T (6.90)

where 7np is the receiver oversampling ratio, and T is the bit duration.
Typically, nr > 2, thereby ensuring that the degree of spectral aliasing is
tolerable. Each sample is encoded into nbits in the ADC. The value of n is
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Figure 6.30: Quadrature demodulator.

selected to provide sufficient waveform integrity without making excessive
demands on the subsequent digital signal processing. Experiments [15]
have shown that ng values of 2 and 4 are satisfactory for GMSK and DPM
demodulation, respectively.

6.2.5 Baseband Processing

After generating the digital I and @) signals, and assuming slot synchro-
nisation has been achieved, the data in the slot, i.e., the packet, are rate
converted down to one that allows digital signal processing to be performed
within a TDMA frame duration. The data in the packet are separated
into the received baseband sounding signal é(t), and the received baseband
traffic data r(t). The arrangement is shown in Figure 6.32, where the dou-
ble connecting lines represent complex baseband signals, i.e., inphase and
quadrature, and the single lines represent real signals.

The principle of data regeneration is that a channel estimate h*(t) is
formed from &(t), and all the possible baseband signals 3(t) over a one bit
period are convolved with A¥(t) to yield the signal estimates Z(t). The
waveforms of 5(t) over a bit period are all those generated at the transmit-
ter, plus additional ones to allow for multipath propagation, as described
later in this section. The traffic data r(t) are convolved with the ambi-
guity function to allow for imperfect channel estimation and the resulting
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Figure 6.32: Block diagram of the receiver having a Viterbi equaliser.
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signal z(t), along with £(t), enable the incremental metrics required by the
Viterbi algorithm (VA) to be calculated. Viterbi processing is performed,
according to the description given in Section 6.2.3, and the traffic data {&}
are recovered.

As we are now concerned with baseband processing we will redraw Fig-
ure 6.32 entirely at baseband, removing the RF part. Further we will do
the same for the transmitter, and convert the real mobile radio channel to
its complex baseband equivalent as described in Chapter 2. The result-
ing diagram is displayed in Figure 6.33, although system controls are not
shown. We will now commence a detailed description of how the regener-
ated sequence {a&} is produced.

Channel Estimation: In order to obtain an estimate of the chan-
nel impulse response the data corresponding to the sounding sequence are
processed. Let us momentarily digress to consider the case where the base-
band sounding sequence is conveyed over an ideal channel and applied to a
matched filter in the receiver. The resulting filter output signal p(t) is an
approximation to an impulse function. Now suppose we return to reality
and replace the ideal channel with a mobile radio channel. In a baseband
representation, and assuming linearity, we may remove the baseband radio
channel to after the matched filter, and as a consequence the impulse-like
signal at the output of the matched filter is convolved with the channel
impulse response h(t) of the mobile radio channel to give an estimate of
the baseband channel impulse response A'(t). In other words the convolu-
tion of the sounding sequence, the impulse response of the channel and the
matched filter impulse response provide us with a good estimate of h(t).

Let us consider the situation in more detail. The matched filtering of
the received complex baseband sounding signal é(t), a corrupted version of
the transmitted sounding signal c¢(t), provides an estimate of the channel
baseband impulse response, namely

K (t) = é&(t) * p(t). (6.91)

The equivalent low-pass impulse response of the matched filter, p(t) is a
time reversed version of the complex conjugate of the sounding signal, de-
layed to make it causal, i.e.,

p(t) = c*(Tc — t). (6.92)

The duration of ¢(t) is T,, and the raised zero denotes the complex con-
jugate operation. To clarify the operation of the channel estimator, we
initially consider that the channel is noiseless. The baseband sounding
signal at the output of the baseband mobile channel is

é(t) = c(t) * h(t) (6.93)
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and after matched filtering the resulting signal is
R (t) = c°(T. — t) * é(t) * h(t) (6.94)

or
B(t) = p(t) * h(t) (6.95)

where p(t) is known as the ambiguity function [6]. Thus the estimated chan-
nel response h'(t) is the actual response h(t) convolved with the ambiguity
function

p(t) = (T — t) * ¢(t). (6.96)

It should be noted that due to the even symmetry of ¢(t) about its midpoint
(T, —t) =c°(t) (6.97)

so that we can put

c®(t) * c(t)
[er(t) — Jeq(B)] + [ex (t) + jeg(t)]
= c(t) xcr(t) + co(t) * co(t). (6.98)

p(t)

Consequently the ambiguity function is wholly real, which enables simpli-
fied processing to be performed in the receiver.

Channel estimation for both DPM and DFM can be performed using ei-
ther a swept frequency signal (a chirp), or by transmitting a pseudo random
binary sequence (PRBS) via phase (or frequency) modulation.

Chirp Sounding

The instantaneous frequency of the transmitted chirp signal is given by

f@t)=fo+ %t (6.99)

where f, is the nominal centre frequency, A is the sweep parameter and T,
is the chirp duration. The bandpass transmitted chirp signal is

&(t) = cos2n (_fC + %) t (6.100)
which can also be expressed in the form

&(t)

R [expj27r(fc + %)t]

R [exp(j27t?) exp(j2n fct))
R[c(t) exp(j2n fct)] (6.101)

i
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where

exp(j2Xt?)
cos 2At* + j sin 2t (6.102)

c(t)

is the complex baseband representation of the bandpass chirp signal &(t).
If we define the maximum allowable frequency sweep in terms of the bit
rate T, then from Equation 6.99

Y 1

“=a- g (6.103)

where a is the new sweep parameter. Letting
T. =nT, (6.104)

i.e., the chirp duration is an integer number of bit periods, we can write

anm

=~ (6.105)
Substituting for A in Equation 6.102 yields
c(t) = cos (i—%) t? + jsin (%) 2. (6.106)
To express ¢(¢) in discrete time we have
T =D (6.107)
where 7 is the oversampling ratio, and we express time as
t=kD ; k= -o00to oo, (6.108)
to yield
c(k) = cos (i%) k% 4 jsin (%i-j) k2. (6.109)

Due to the symmetry of ¢(t) about its midpoint the ambiguity function is
entirely real as shown in Figure 6.34, where a = 0.5. In order to ensure
that the matched filtering (channel estimation) at the receiver is performed
correctly, a period of zero carrier follows the frequency chirp. This period
should be long enough, e.g. a duration of 6 bits, to accommodate the
largest expected channel delay spread. The channel estimate is produced
by performing matched filtering with a filter whose impulse response is
given by c°(T, —t).

Sequence Sounding: To reduce hardware complexity the channel
estimation process can be facilitated by transmitting a signal which has
undergone phase (or frequency) modulation by a pseudo random binary
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Figure 6.34: Chirp ambiguity function, a=0.5.

code. This code is selected to exhibit good autocorrelation properties, i.e.,
a peaked response with low sidelobes and preferably no imaginary com-
ponents, by means of a computer search. As an example, for both DPM
(3RC) and DFM (GMSK, By = 0.3), 16-bit codewords can be used, and
to ensure accurate channel estimation at the receiver, the first 6 bits of
a codeword can be appended to the end of the codeword and the final
6 bits to the start of the codeword. Thus the final 28-bit channel sounding
preamble can tolerate 6 bits of delay spread before the channel estimate
is corrupted by the following section of the TDMA burst. Suitable code-
words for DPM (3RC) and GMSK (Bx = 0.3) are 1001101011001000 and
1110000111010011, respectively. Their ambiguity functions are shown in
Figures 6.35 and 6.36, respectively. The DPM ambiguity function can be
seen to possess a much narrower main lobe than that of the GMSK am-
biguity function (1 bit duration as opposed to 2 bits). As a consequence
the resolution of the channel estimation will be higher in the DPM case.
This is expected because the bandwidth occupied by the DPM signal is
considerably greater than that of the GMSK signal. The GMSK ambiguity
function also possesses a small imaginary component. However, the imag-
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Figure 6.36: GMSK sequence ambiguity function.

inary component can be neglected without significantly affecting the link
performance.

The ambiguity function p(¢), i.e., the autocorrelation function of the
sounding signal ¢(t), can be made more impulse-like. This can be achieved
in the case of a chirp signal by increasing its frequency sweep, an approach
that is usually unacceptable because of the need to occupy a greater channel
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bandwidth. Figure 6.37 displays the frequency-time characteristics and the
autocorrelation function of a chirp signal for two different frequency sweeps.
By increasing the range of the swept frequency the autocorrelation signal
has a narrower mainlobe and therefore the ability to resolve multipaths is
enhanced. Typically in narrowband TDMA (NB-TDMA) applications, the
width of the mainlobe of p(t) is approximately of two bits duration. In the
case of sequence sounding, increasing the length of the sequence will also
narrow the main lobe of the autocorrelation function

In general terms, chirp soundings have autocorrelation functions with
narrower main lobes than those produced by sequence sounding. However,
the small performance difference between chirp and sequence sounding does
not justify the extra complexity involved in chirp sounding.

Channel Windowing: A Viterbi channel equaliser of a given complex-
ity can only cope with a certain delay spread of signal paths, and therefore
the full h'(¢) cannot be used in the decoding process. Consequently h'(t)
is windowed to give a shortened h'(t), say h¥(t), and it is h*(¢) that is
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generated in the channel estimator shown in Figure 6.33. In addition to
truncation, the window function may involve amplitude weighting of h'(t)
near the edges of the window.

The need to shorten the duration of h'(t) can be illustrated as follows.
Suppose that in the modulator, the duration of one data pulse is spread
over L = 3 bit periods. The corresponding number of states required in
the Viterbi equaliser to remove ISI (when no channel multipath is present)
is 2L~1 and the number of incremental metrics to be calculated is 2%, i.e.,
there are eight possible received waveforms in one bit period. When a
multipath is present each bit is effectively spread over additional bit peri-
ods, and consequently the number of possible received waveforms per bit
period increases beyond eight. To remove the dispersive effects of the mul-
tipath channel as well as the ISI deliberately introduced in the modulator,
the number of states in the Viterbi processor must be increased. Let the
number of states in the Viterbi processor be 2°~!, where v > L. Corre-
spondingly the number of incremental metrics is now 2Y, as there are two
incremental metrics associated with each state. When the sum of the du-
ration L of the modulator filter impulse response and the duration of the
estimated channel response L, is greater than v, full equalisation is not pos-
sible. The receiver is now obliged to operate on a segment of the channel
impulse response which must be selected to maximise the BER perfor-
mance. This arrangement is the so-called reduced-state Viterbi equaliser,
in which none of the estimated waveforms will match exactly the received
waveforms; nevertheless good BER performance can still be achieved.

As we have said, a reduced-state equaliser selects an appropriate seg-
ment of the estimated channel impulse response. The duration of the re-
sponse is limited to Lt bits, where

Lr=v-1L (6.110)

because we can only accommodate Lt bits of h'(t) before we exceed the
number of states in the equaliser. We will call this selection process rect-
angular windowing. A reasonable basis on which to select the appropriate
segment of the estimated channel impulse response h'(%) is to slide the rect-
angular window of length Lt bits over the whole of the estimated response,
calculate the energy contained within the window at each point and then
to identify the window position where the energy is maximum. Hopefully,
the window resides on that part of A'(£) which enables the VE to regenerate
the data with the lowest BER. Thus for a channel estimate of L, bits total
duration and with an oversampling ratio g the energy is calculated at the
ith sample position as

nLr

Ei =Y |kl ; i=0ton(L, — Ly). (6.111)
k=0
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Figure 6.38: Channel windowing of h'(t) to give h™ (t).

Figure 6.38 shows an arbitrary h'(¢), the movement of the sliding window
and the selected segment h*(t).

Estimated Signal Generation: Before the information data in the
packet is processed, an attempt is made to determine the possible signals
that would emanate from a channel having an impulse response h¥(t).
Specifically, all possible v-bit sequences are generated by the local modu-
lator within the Viterbi equaliser (VE). The length, v, of the sequence is
determined by the number of states (2°~!) that can be accommodated in
terms of the acceptable complexity in the Viterbi channel equaliser. Thus a
baseband local modulator is supplied with all the possible combinations of
the v-bit sequence to yield phase estimates, ¢(t). The quadrature estimates
(2E/T)? cos ¢(t) and (2E/T)% sin ¢(t) are computed and it is these terms
that are convolved with the estimated wideband baseband channel impulse
response h* (t) to give the estimates of the possible received waveforms over
a one bit interval. However, in reality all the cos ¢(t) and sin ¢(t) estimates
are stored in a ROM, i.e., the filtering and the trigonometric functions are
reduced to a set of stored numbers, addressed by the possible v-bit data
sequences. Notice in Figure 6.33 that

5(t) = (2E/T)}{cos §(t) + j sin ()] (6.112)

The Role of the Ambiguity Function: From Equation 6.95 the
estimate of the channel impulse response h'(t) is the actual channel impulse
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response h(t) convolved with p(t). Further, h'(t) is windowed to give h*(¢).
Consequently the estimated signals in the receiver will be based on h*(¢),
not on the unknown h(t). During the reception of information, as distinct
from the sounding sequence ¢(t), the received signal is

r(t) = s(t) * h(t), (6.113)

where s(t) is the information signal. The receiver estimates that the re-
ceived signals are

(1) (t) * h¥ (t)
(t) * (w(t)h'(2))

5(t) * w(t)(h(t) * p(t))

(&)(h(t) * p(t)) * 5(t)

w(t)(p(t) * h(t) * 3(t)) (6.114)

W W

Il
g

where 5(t) is the local modulator output, and w(t) is the windowing func-
tion applied to the estimated channel h'(t), see Figure 6.38. In order to
obtain the closest match between the received and estimated signals, r(t)
in Equation 6.113 is convolved with w(t)p(t). Consequently we can write
the baseband received signal as
z(t) r(t) * (w(t)p(t))
h(t) * s(t) * w(t)p(t)
w(t)p(t) * h(t) * s(t). (6.115)

M

The use of the weighted ambiguity function allows better gain matching

between the received signal z(¢) and the estimated signals Z(¢) compared

to that achieved using p(t) directly. We will call the weighted ambiguity

function w(t)p(t) = pw(t) and because p(t) is entirely real we may write
x(t) [r1(t) + jr()] * pu(t)

r1(t) * pu(t) + o (t) * pu(t)

zr(t) + jro(t) (6.116)

Il

where z;(t) and 2¢(t) are the inphase and quadrature components of the
baseband signal. We may write the quadrature received baseband compo-
nents explicitly in the presence of additive channel noise as

z(t) = %[hz(t) *31(2) = hQ(t) * s@ (1)) * pu(t) +ni(t) * pu(t) (6.117)
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and

ra(t) = | 2 {ha(t) * sq(t) + ha(t) = 51(1)] # pu(t) +n(®) xpult) (6118)

where h;(t) and hg(t) and n;(t) and ng(t) are the complex components of
h(t) and the additive baseband channel noise n(t), respectively.

Notice that although we have ignored the effect of channel noise in pro-
ducing the channel estimate, we have included noise in the above equations.
This may be justified by considering the high energy of the sounding se-
quence compared with the energy per bit. The difference means that the
effective SNR of the channel estimate is much higher (approximately 12 dB
greater for a 14-bit preamble) than that experienced during data reception.
Consequently when the SNR becomes too low to ensure reasonable channel
estimation, the data are unusable anyway.

Incremental Metric Calculator: Initially, as an aid to understand-
ing, we will dispense with quadrature representation, and consider real
partial response baseband signals enabling us to express the received signal
as

z(t) = a(t) * g(t) * h(t) * py(t) (6.119)

where a(t) is a sequence of impulses representing the data vector at the
transmitter, g(t) is the impulse response of the modulator filter, and h(t)
is the channel impulse response. We will also ignore the effects of channel
noise. Similarly, the estimated signal sequences from the local modula-
tor in the receiver after convolution with the estimated windowed channel
response are given by

Z(t) = a(t) x q(t) x K™ (t) (6.120)

where A% (t) in this case is a truncated channel estimate obtained by ap-
plying a rectangular window to h'(t).

To generate these signal sequences over each bit period we feed all the
possible v-bit patterns @_,4; ..., @,, into a local baseband modulator filter
and convolve its output with the truncated channel estimate h%(t), see
Figure 6.39. Let us represent the combined effect of the modulator filter and
the estimated windowed channel by a network having an impulse response

d(t) = q(t) » h®(2) (6.121)

such that Z(t) is the convolution of the data sequence &(t) with d(t) as
shown in Figure 6.39.

The estimated, locally generated baseband waveforms Z(t) are seen to
be dependent on the number of data bits v, the modulator filter impulse
response ¢(t), and the windowed estimated channel impulse response h¥(t).
However, in generating the digital representation of the received signal z(t)
it is necessary to sample at a rate 7y times the bit rate in order to prevent
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Figure 6.39: Locally generated signal estimates.

excessive aliasing.

Consider the case where 7g = 2 and v = 5. The estimates Z(t) are
formulated using five bits, namely G_4,&_3,&_2,&_) and @g. As ng = 2,
there are two samples per bit, achieved by introducing a zero between the
& values. Figure 6.40 shows an arbitrary response d(t) together with its
sampled values dp, d, .. .,dy. Also displayed is the transversal arrangement
of the network having the weighting sequence {d,,} showing the data during
the first sampling interval. The output of this transversal filter is seen to
be

ZTyo = Qodo + G_1dy + G_2ds + @_3dg + G_4ds. (6.122)

In the next sampling interval the data are shifted one delay stage to the
right, and a zero is arranged to follow ag to yield

Tyy = aody + @&_1d3 + a_ods + a_3d; + a_ady. (6123)

As v = b, there are 32 possible received values of £, 0 and #,,, i-e., u =
0,1,..31 and these are used in the computation of the incremental metrics
employed in the Viterbi Algorithm (VA).

At the first sampling instant of the kth bit the estimated signals Z,,
are subtracted from the received signal z, and the results squared to give
the Euclidean distances (zx, — T4,)?. At the second sampling instant the
distances (zx; — T,1)? are formed. Notice that the second subscript of =
and 7 signifies the first or second sampling instant during a bit period. The
incremental metrics for a one bit interval are therefore

Muk = (Tko = Fuo)® + (Th1 — Zu1)®; uw =0 to 31. (6.124)
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Figure 6.40: An example of how the estimated signals are formed.
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Figure 6.41: Incremental metric formation.
For general values of 775 and v this equation becomes
nr—1
Mk = 3 (T — Fu)’; w=0,1,...,2" ~ L. (6.125)
=0

Having formed the 32 incremental metrics they are applied to the Viterbi
processor in Figure 6.41, and the new metrics for each state are estab-
lished according to the description given in Section 6.2.3. At the next bit
interval, k + 1, the inputs are zx410 and ziy1,;. However, the Z,, and
Zya;u = 0,1,...,31, do not change as they are constant for the TDMA
burst. They will only change when an updated windowed estimate of the
channel impulse response is formulated, and that does not occur until the
next packet is received. Observe that the samples applied to the incre-
mental metric calculators are essentially sampled values of the analogue
waveform segments z(¢) and Z(¢), and that the Viterbi processor favours
the minimum values of the incremental metrics, as the Euclidean distance
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rather than the correlation criterion is used.

Having described how the Viterbi equalisation operates with real sig-
nals, we now address our actual problem where the 7/Q network furnishes
us with inphase and quadrature signals. If x; and zgk; represent the in-
phase and quadrature components of the received signal at the ith sample
of the kth bit interval, and Zr,; and g, are the corresponding values for
the locally generated signal estimates, u = 0,1,...,2% — 1, then the square
of the Euclidean distance is

(Trki — Trui)® + (Tori — Tqui)® (6.126)

As i ranges from 0 to ng — 1, the incremental metric becomes the sum of
the square of the Euclidean distances at each sampling instant during a bit
period; namely

nr—1
Myk = Z {(zrki ~ E1ui)® + (TQri — TQui)’}u = 0,1,...2" = 1. (6.127)
=0

6.2.6 Viterbi Equalisation of Digital Phase Modula-
tion

Having described the basic principles of baseband processing we now con-

sider the specific case of Viterbi equalisation of DPM signals [5,6]. From

Chapter 2 it is shown that for DPM the local modulator complex baseband
output signal at the receiver is

3(t) =expj [deq(t —pT) (6.128)
P

where to avoid cluttering the text we have set the amplitude (2E/T)%
to unity and ¢ to zero. The discrete time version of 3(t) derived from
Equation 6.128 is

3(n,a) = exp j l:zdan—me] (6.129)
14

and as Z(n, @) is the convolution of 5(n, @) with h*(n), see Equation 6.114,
we will write Z(n) as

Foi = Z h¥ ,.expj Z OpQn-pna | ;u=0,1,...,2" -1
n=i—nrLT p= %l‘l_L
(6.130)
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where [-] and |-| denote the nearest integers above and below -, respec-
tively, ¢ is the index of the sample during a per bit period and u is the
incremental metric index. The limits of the first summation ensure that
h" is limited to the range O to nr L, where Lt is given by Equation 6.110.
The coefficients in the modulator filter span the range from ¢, to ggz-1,
as shown in Chapter 3, and hence the limits on the second summation.

We are interested in all the possible samples , ; of the estimated re-
ceived waveforms in a one bit interval. Firstly we will reconsider the earlier
example given in Section 6.2.5, but with ng = 1. In this example the es-
timated channel response is truncated to a duration equivalent to Ly = 2
bits. With v = 5, L = 3, the valid modulator filter coefficients are g,
1, g2 and the truncated channel response is h?, h}{, h¥. The estimated
received signals for a 5-bit sequence &_4 to &g are, upon substituting into
Equation 6.130,

i n
Zui Z hi . expj[ Z &p‘In—p:l
P

n=i—Lp =n—2

i
3 B, expil@n_2a2 + Gno1@r + Gngo).  (6.131)

n=i—2

Now i is zero as g = 1, and thus we can write
ZTuo = hYexpjl@-4g2 +a-3q +a-2qo]
+hy exp jl@_3q2 + a_2q1 + @_14o)
+h6” exp j[&-ggg +a_1q + doQo]. (6132)

Conceptually the process of producing samples of the estimated received
waveforms can be viewed as the local modulator and channel model being
cycled through all of the 32 possible 5-bit sequences every bit period.

To ensure a good performance the oversampling ratio ng should be at
least 2, which means that the receiver must produce %, ;,i = 0,1; and
u = 0,1,...31 each bit period. For this case we can write the ith sample

i (" /]
Zui= Y h¥,expj > apgn-2p (6.133)
n=i—d p={241]-3

where the valid modulator filter coefficients are g, to gy,1-1, i€, g, tO gs;
the truncated channel response is ¥ to h¥, and i can be 0 or 1. The two
samples are therefore given by

Zuo = hiexpjla_aqs + a_sq2 + a_2qo)
+hy exp j[@-aqs + a-393 + G_2q1]
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+h12” expj[&_3Q4 + a_2q92 + &_1q0]
+hY exp jlG_3g5 + G_2q3 + G_1q1]
+h¥ exp jl@a—2g4 + @—1g2 + @oQo) (6.134)

and

Fu = hiexpjla-ags + a-3gs + a-—2q:]

+h3 exp j[a_3q4 + G_2q2 + &-1q0]

+h3 exp jla_3qs + a_2q3 + a-1q1]

+hy exp jla_2q4 + G192 + Qoqo}

+hg exp jla_a2qs5 + @&-1g3 + aoq ). (6.135)

The set of signal estimates are complex quantities so we can write
ZTyi = Trui + jTQui foru=0to31; and i =0, 1. (6.136)

The incremental metrics for the Viterbi demodulator are given by the Eu-
clidian distances between the received signal and the estimated signals over
a one bit period and are from Equation 6.127:

Myk = [(-TIko - jluo)2 + (kao - -'EQuo)2]
+(@re1 = Z1a)? + (zokm — TQu1)?) (6.137)

where z;i; and zgx; are the inphase and quadrature components of the
complex baseband received signal during the kth bit. The set of signal
estimates Z,; is only updated once per burst, although it is used once per
bit period in order to evaluate the set of incremental metrics.

Non-rectangular Weighting Functions: In order for the receiver to
handle long multipath delays, the truncation length (L7) of the estimated
channel impulse response must be of the order of the maximum expected
excess delay. From Equation 6.130, increasing Lt requires more bits in
{ax} to produce each signal estimate Z,;, and each additional bit in {ax}
doubles the number of states in the Viterbi equaliser and hence the hard-
ware complexity. An alternative is to employ a non-rectangular weighted
truncation of the channel estimate.

To illustrate the concept, consider an example where ng = 1, L =
3, v = 5, and where the estimated channel impulse response is truncated
to a length of (v + 1) bits. As stated earlier, 2V~! is the number of states
in the demodulator. Modifying Equation 6.130 by setting i =0 as g = 1,
and n ranges from 0 to v + 1 as there are v + 2 samples in the estimated
channel impulse response, the signal estimates are

0 n
Fuo = Z h¥, expj Z ApGn—p (6.138)
n=—(v+1) p=n+1-L
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Figure 6.42: Deterministic and stochastic sets.

and on expanding,

Tuo = hgexpjla_sqz+ & 7q) + a_sqo)

+hg exp jlG-7g2 + G—6q1 + @_5q0]

+hy exp jla_6q2 + G_5q1 + G_490]

+hy exp jla-s5q2 + G_4q1 + G_3q0)

+hy exp jla—4q2 + G-3q1 + G_2q0)

+hy exp jlG-3g2 + a—2q1 + @-19o]

+hg exp jla_292 + @_191 + aoqo]- (6.139)

It can be seen that the sampled values of the signal estimates depend on
a_g to @p- A rectangular window would require the Viterbi processor to
have 28 states. However, as we are limited to 16 states we can only choose
a subset of five consecutive @’s to generate the sampled values of the signal
estimates. It seems reasonable from consideration of symmetry, and also
to use the longest possible impulse response, that &_» to d@_g be selected
as the ‘deterministic’ state subset and &g, @-,, @—7, @-s be designated
as the ‘stochastic’ subset, as shown in Figure 6.42. The elements in this
‘stochastic’ subset may have the values of +1 with equal probability. One
way to generate the sampled value of the signal estimate Z,, for a given
deterministic set is to produce sampled values of the signal estimates for all
possible combinations of the stochastic subset and take their average value.
Thus to compute Z,, in Equation 6.139 for a particular deterministic set of
&_2, G._3..., 0_g, we consider all 16 combinations of &g, &_;, &_7, a_s,
to give 16 values of Z,,. The value of Z,, adopted for the metric is the
average of these 16 values of Z,,, namely X,,.

This procedure is time consuming and it is possible to produce the same
effect by weighting the estimated channel response. For example, consider
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evaluating the average value of the final term in Equation 6.139, namely,
hg exp jla_2q2 + a—1q1 + @ogo)- (6.140)

This term has two stochastic elements &y and &_;, and its average value
on expanding the four possible combinations is,

(hg'/4) exp j(@292)lexp j(go + q1) +exp j(q1 — qo) +
exp j(—q1 + go) + exp j(—q1 — go)]
= (hg'/4)exp j(a292)(exp jgo + exp j(—go))
(expjq1 + expj(—q1))
(hg'/4) exp j(G2q2)4 cos go cos q)
h¥w) exp ja_2qz (6.141)

where the superscript zero implies ¢ = 0. Thus it can be appreciated that
multiplying h¥ by a weighting factor

wY = cosq) COS g, (6.142)

is equivalent to averaging when &p and @..; are allowed their possible £1
values.

The above procedure is repeated for the other terms in Equation 6.139
having elements in the stochastic set. Notice that the middle four terms
in Equation 6.139 will produce weights of unity as they contain none of
the stochastic set &g, &—;, @7, @.g. The sampled values of the signal
estimates in Equation 6.139 may be expressed as

0 n
Xuo = Z hlgnwgn exp j [ Z dPQn—P] (6143)
p

n=—6 =n—-2

where p is from —2 to —6 as the stochastic elements have already been
taken into consideration in terms of the weights.

The sampled values of the signal estimates produced in this manner will
now no longer exactly match any of the possible received signals and as a
result, static BER performance will suffer. The advantage of this scheme
is that it enables tolerable performance to be achieved over a much larger
range of excess delay for a given receiver complexity.

When the oversampling ratio ng is increased from unity a different
weighting function is required for each sampling instant i. However, this
approach is impractical, and so an average of the weighting factors over a
one bit interval,

132
Wo=—) w; (6.144)

n
R 2o
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is performed and W, replaces w in Equation 6.143.

For explanatory purposes we consider a slightly different situation where
the system parameters are L = 3, v = 3 and g = 4. The Viterbi equaliser
has 4 states, and the estimated channel response has nr(v + 1) + 1 =
17 samples. The deterministic subset has elements a.,, @._3 and @4
and the stochastic sub-set elements are &op, &.;, @_5 and a_g. From
Equations 6.130 and 6.138 the signal estimates are given by

% I_" /"7R.I
Tui= 9, hP,expj > GpGn-pna (6.145)
n=i—(v+1)nr p=|-y;-;_l.|_L

upon changing the summation limit n = i — nrLt to ¢ — (v + 1)ng. The
index ¢ goes from 0 to ng — 1. When i =0,

Zui = h§expjla_aqgs +a—1q4 + &ogo] + - ..

hisexpjla-6gs + @-5qa + a_4qo) (6.146)

and similar expressions are obtained for sampling instants ¢ = 1, 2 and 3.
The weighting factor w? associated with the first term in Equation 6.143
is due to the stochastic subset elements @_;, @p, and can be shown to be

WY = COS g, COS g4. (6.147)
Similarly the weighting factor for the final term in Equation 6.143 is
wig = COS g4 COS gs. (6.148)

When there are no stochastic elements within a term in Equation 6.146
the weight function is unity. Sets of weights {w?} are also produced at the
other sampling instants of i = 1, 2 and 3. By employing Equation 6.146 the
weighting factors for each of the estimated channel samples are generated.
These weights are given in Table 6.2, where for convenience Q(-) means
cos g(-). Clearly to evaluate the average weight, W,,, the sum of the terms
in each row of Table 6.2 must be divided by 7z as in Equation 6.144. Thus
when g = 4, then

3
1 i
W, = Zan. (6.149)

=0

The weight function for this example of 3RC DPM having h, = 1 is
plotted in Figure 6.43. Computer simulations indicate that when v = 3 the
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[n] wf wy, wy w3
01 QQs + @Q1Qs + Qs + Qs3Qr
1 Qs + QoQ:s + Q1Qs + Q20Qs
2 Q2 + Qs + Qo@Qs + Q1 Qs
3 O + Q- + Qs + Qo Q4
4 Qo + G + Q2 + Q3
5 1 + Qo + 1 + Q2
6 1 + 1 + Qo + o5
7 1 + 1 + 1 + Qo
8 1 + 1 + 1 + 1
9 Q1 + 1 + 1 + 1

10 Q1o + Qu + 1 + 1

11 Qg + Q10 + Qu + 1
12 Qs + Qo + Qo + Qn
131 Qu @7 + Qs + Qs + Q1o
14| Q@ + Qu@r + Qs + Qo
15 Q@5 + QioQs + QuQ7r + Qs
16| Qs Q4 + QoQs + Q@ + Qu Q7

Table 6.2: Values of w,, for n =0 to 16.
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receiver can handle up to two bit periods excess path delay when weighting
is used. With rectangular weighting, all the available states are required to
remove ISI introduced by the modulator, and negligible excess delay can
be accommodated. As a 16-state Viterbi equaliser is often used in practice,
we also present in Figure 6.43 the weighting window for v = 5.

The optimum position of the weighted window is found by an approach
similar to that described in Section 6.2.5 for the rectangular window. The
energy values used to locate the position of the window are computed ac-
cording to

nr(v+1)
Ei= Y Wh4* fori=0, ton(L,— (v+1)) (6.150)
k=0

where L, is the duration of the estimated channel impulse response in bit
periods prior to windowing. The positioning of the centre of the window
is where the value of ¢ that results in the largest value of E; resides.

This method of producing a so-called reduced state VE is not the only
possible approach. References [23] - [26] show other schemes which attempt
to approximate the received signal set using fewer states.

6.2.7 Viterbi Equalisation of GMSK Signals

The use of a frequency modulation scheme (in this case GMSK) [9, 15] re-
quires the Viterbi processor to have extra states compared to DPM. These
extra states are a consequence of the p possible values of the phase state
term §,. Considering the situation at the modulator, we note that DPM
requires 2! states while p2% states are required when frequency modu-
lation is used. The integer p is related to the modulation index by

hy = 2k/p (6.151)

where k and p are integers and h is rational [8]. The phase states 6, have
values
0, € {0, 2n/p, 2.2x/p...(p— 1)2n/p} (6.152)

and each trellis state is now defined by a phase state 8, and one of 2L~
possible a sequences {ap_1,an_2...an_y+1}. For GMSK we have hy =
0.5, k = 1, p = 4 and so from Equation 6.152 there are four phase states
with values 0, /2, = and 3=/2.

Consider the case of GMSK, hy = 0.5 and L = v = 3 (i.e,, an ideal
channel) whose trellis diagram is shown in Figure 6.44. The four phase
states, 0,7/2,  and 37 /2 are shown, as are the bits defining the correlative
state vector at time instants n—1 and n. Figure 6.45 shows the relationship
between the correlative state vector and the phase state at time instants n
and n 4+ 1. With the arrival of the latest bit, a,, 41, it may be observed that
an_2 is no longer part of the correlative state vector and contributes a value
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Figure 6.45: Relationship between the correlative state vector and phase state.

of either 5 or St to the previous value of the phase state 6,. Some of the

transitions within the trellis are shown for explanatory purposes. Consider

phase state 7/2 and correlative state a,,—; = —1,a,_2 = —1. If the latest
bit a, = 1, then the new correlative state becomes a, = 1,an,_; = —1;
alternatively, if a,, = —1, the correlative state is a,, = —1,a,_1 = —1.

The new phase state is determined by bit a,_2. It is the oldest correlative
state bit and so with the arrival of the latest bit a,,, it will now contribute
a constant value of phase (£7/2) to the phase state vector, depending on
whether its value is £1. Returning to our example transitions, both of
them will end up in phase state 0, because a,_» = —1, i.e., a subtraction
of 7/2 from the current phase state. These transitions are labelled 1 in
Figure 6.44. Further example transitions, this time with a,_2 = 1 are
labelled 2 in Figure 6.44. In this case the transitions end in phase state 7.

It can be appreciated from Figure 6.44 that the trellis structure for
GMSK is four times more complicated than that required for DPM with
an equivalent value of L.

The Viterbi Equaliser structure for GMSK is very similar to that pro-
posed for DPM. To generate the estimated received signals at the receiver,
we must convolve all the possible local modulator outputs with the esti-
mated channel impulse response h*(¢). The signal estimates will be used
to generate p2¥ incremental metrics per received bit by calculating the Eu-
clidean distances in a similar manner to that employed for DPM. Once
the Viterbi algorithm has been applied recursively at each bit interval over
the whole of the received TDMA burst, the path through the trellis with
the smallest total metric is chosen as the most likely path, and the data
sequence associated with it is regenerated.

One way to simplify the Viterbi equalisation of GMSK is to remove the
effects of the additional phase states by tracking the phase states at each
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Figure 6.46: Demonstration of double errors in GMSK.

trellis node. The equaliser stores the present phase state at each trellis
node to allow the signal estimates corresponding to the appropriate phase
state to be chosen during the next bit interval. After updating each trellis
node by storing the new cumulative metric and the updated information
sequence, the latest phase state is also recorded for use in the following
recursion. With only the additional complexity needed to store the phase
state at each node in the trellis, the number of equaliser states for GMSK
can be reduced to that required for a similar DPM scheme.

A characteristic of the Viterbi equalisation (VE) of GMSK is that single
bit errors do not occur. Either double or multiples of double errors occur.
The production of double errors can be demonstrated by considering the
simple trellis of Figure 6.46 which has one correlative state and four phase
states. The path corresponding to the transmission of an all logical zero
(—1) sequence is shown, along with a diverging erroneous path occurring
at instant ¢. It can be seen that two logical ones will be generated before
the erroneous path rejoins the correct path at instant i + 3. Also shown
in Figure 6.46 is another erroneous path, again diverging from the correct
path at instant ;. We will now investigate the effect of allowing only one
error to occur. Consequently a path giving a logical 1 output is chosen for
the transition from instant i to i+ 1, and a path giving logical 0 outputs for
the remainder of the burst. It can be seen that the correct and erroneous
paths will never converge and so it is not possible for single burst errors to
occur in GMSK.
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No errors Two errors
Input Delayed TX Error | Delay Output | Delay Output
input TX | output output

1 0 1 1 0 1 0 1
1 1 0 0 1 1 1 1
1 1 0 0 1 1 1 1
0 1 1 1 1 0 1 0
1 0 1 0* 0 1 0 0~
1 1 0 1 1 1 0 1
1 1 0 0 1 1 1 1
1 1 0 0 1 1 1 1
0 1 1 1 1 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Table 6.3: Differential coding and decoding.

An improvement in BER can be achieved if the double errors are con-
verted to single errors. This can be achieved by differential encoding the
data stream prior to the GMSK modulator, and differential decoding af-
ter the VE. The effect is demonstrated in Table 6.3, which shows various
serial bit streams associated with a differential encoder/decoder pair of Fig-
ure 6.47. The first column shows the input bit stream, and the delayed bit
stream is shown in the second column. The delay element is initialised to
a logical ‘0’. The differential encoder output is given in the third column.
When this bit stream is not corrupted, then the differentially decoded bit
stream shown in column six is identical to the input bit stream. If we now
introduce two errors into the transmitted bit stream TX as shown in col-
umn 4, and proceed to decode it as before, then there is only one bit in
error when we compare the decoder output shown in column eight, with
the encoder input. Note that bits in error are denoted * in Table 6.3. Con-
sequently double bit errors are converted into single bit errors by adopting
differential data encoding.

6.2.8 Simulation of DPM Transmissions

We now present simulation results for the transmission of data over radio
channels via DPM. In our simulations the bandpass system elements were
replaced by their complex baseband equivalents. Our experiments were
conducted using 13448 data bits, and as a consequence the experiments are
valid for BERs down to the order of 10~3. The TDMA burst format is
shown in Figure 6.48 for chirp sounding, and in Figure 6.49 for sequence
sounding. The DPM had a 3-RC phase pulse shape and A, = 1.0. Four
times oversampling was used in both the modulator and the VE. A reduced
16-state VE was employed during all the simulations. No channel coding
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Figure 6.48: Format of the data packet using chirp sounding.

was used.

6.2.8.1 DPM Transmissions over an AWGN Channel

If we assume there is a single propagation path between a static transmitter
and static receiver, then the received signal does not experience fading or
Doppler phenomena. The only sources of impairment are the transmitter
and receiver filters (which for the purpose of the simulation we assumed
introduced no band limiting of the signal) and the system noise, which
we modelled as additive white Gaussian noise (AWGN). To simulate the
AWGN channel we made use of the complex baseband representation of
narrowband noise, adding sample values of zero-mean independent Gaus-
sian processes to the in-phase and quadrature complex baseband signals.
By manipulating the variance of the Gaussian sources we determined the
BER as a function of carrier to noise (C'/N) ratio, or alternatively E,/N,,
where F, is the energy per bit and N, the one sided noise power spectral
density (PSD). The relationship between C/N and E, /N, is simply

c B 1

N = Tm (6.153)
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Figure 6.49: Format of the data packet using sequence sounding.
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Figure 6.50: BER Performance of DPM in an AWGN channel.
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E, 1
= 6.154
N, BT ( )
where B is the receiver bandwidth and T is the bit duration. It was con-
venient to introduce a parameter a that specified the relationship between
B and T', namely

1
= — 1
B=a ( T) (6.155)
giving
Ey C
— =a=. 1
N, ay (6.156)

In order to calibrate the system, the carrier power was measured. Its
value remained constant for DPM because of its constant envelope property.
Next the Gaussian noise generators were set to give a PDF with variance
N. Finally, knowledge of the transmitted DPM signal bandwidth gave the
parameter a = 3. Figure 6.50 shows the simulated system’s BER as a
function of Ey/N,.

The theoretical determination of BER as a function of E,/N, is a diffi-
cult problem. One approach [4] is to utilise a bound based on the minimum
free distance of the transmitted signal set. For 3RC DPM, h,, = 1, the value
of dmin = 3 [5] and at high values of Ey/N, the probability of bit error
may be approximated by

P.~Q (, /d?m.n%’-) . (6.157)

This theoretical result is also plotted in Figure 6.50 for comparison. The
simulation curve is roughly 1 dB poorer in performance than that given by
theory.

6.2.8.2 DPM Transmissions over Non-Frequency Selective Ray-
leigh and Rician Channels

The frequency non-selective Rayleigh fading channel is modelled by multi-
plying the transmitted signal envelope by an attenuation factor a, chosen
from a Rayleigh PDF, and shifting the phase angle of the received signal by
an angle 4 that can have values in the range (0—2w) with equal probability.
For ease of simulation, the fading parameters were held constant for the
duration of one TDMA burst, thereby providing slightly optimistic results.

The BER as a function of Ej, /N, is shown in Figure 6.51 for different val-
ues of the Rician parameter K in dB, along with the results for the AWGN
situation which we use as a bench marker. The BER performance was very
much worse for the Rayleigh fading channel (K = —o0dB) compared to
that for the AWGN channel (K = +o0c0dB). This was because even when
Ey/N, had a high value, the received signal was on occasions in a deep
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Figure 6.51: BER performance of DPM in frequency non-selective Rayleigh and
Rician channels.

fade, enabling the noise to induce errors. The Rayleigh channel is the most
severe type of non-frequency selective fading channel. A study of propa-
gation in microcells [27] revealed that in the majority of cases a dominant
path exists between the transmitter and the receiver. The PDF of the fad-
ing envelope is Rician in this situation. To model a Rician channel a direct
path, concurrent in time with the Rayleigh fading path, was added to the
channel model. The Rician parameter K is the ratio of power in the dom-
inant path to the power in the Rayleigh fading path. Figure 6.51 presents
a family of Rician BER curves for which the AWGN channel and Rayleigh
channel appear as special cases. Inclusion of a direct path, even for
K = 0 dB, caused a substantial improvement in performance, some 10 dB
reduction in channel SNR compared to a Rayleigh fading channel at a BER
of 1072, The improvement continued with increasing K, and at K=14 dB
the performance approached that of the AWGN channel. Reference [28]
suggests that a Rician channel with K > 13 dB behaves predominantly
like an AWGN channel, an observation substantiated by this simulation.
A Rayleigh fading channel was produced when the direct path was over-
whelmed by the Rayleigh fading component [29]. It cannot be over-stressed
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Figure 6.52: Typical complex impulse response of a frequency selective two-ray
static channel.

that by opting for microcellular structures, rather than large conventional
cells, the PDFs of the received signal envelopes become Rician and may
have high values of K, yielding significant gains in system performance.

6.2.8.3 DPM Transmissions over Frequency Selective Two-Ray
Static Channels

This channel gives an insight into VE performance over a non-time-varying
frequency selective channel. The channel was modelled as a complex base-
band finite impulse response (FIR) filter, having complex coefficients at
delay intervals given by the reciprocal of the system sampling frequency.
Only two of the tap coefficients were non-zero, giving rise to the two-ray
channel. A typical complex impulse response where the delay between the
two equal amplitude rays was eight sampling intervals (i.e., 2 bits with four
times oversampling) is shown in Figure 6.52. This complex response was
resolved into its inphase and quadrature components and complex base-
band convolution performed. Figure 6.53 shows the BER as a function of
delay between the paths at an Ey /N, of 5 dB. The degradation in BER as
a result of the frequency selective channel is evident.

6.2.8.4 DPM Transmissions over Frequency Selective Two-Ray
Fading Channels

The mobile radio channel is dynamic in nature and as a consequence its
impulse response varies with time. When there is no direct path between
the transmitter and receiver, the amplitude distributions on each channel
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Figure 6.53: BER performance of DPM in a frequency selective two-ray static
channel.

path (or ray) have Rayleigh statistics. Where a direct path existed, as may
be the case in a microcell, or in air-to-ground radio communications, then
it was assumed that only one of the paths experienced Rayleigh fading;
produced as a result of many scatterers. For ease of simulation the channel
impulse response was assumed to be constant during a TDMA burst.
Consider the situation where both paths possessed equal average power
and experienced independent Rayleigh fading. Figure 6.54 shows the BER
as a function of path delay separation when E,/N, = 16.5 dB. The value
of Ey/N, was chosen to ensure that with zero path separation (i.e., the two
paths coalesced into one path), the BER was of the order of 10~2. For path
separations in the range from one to four bit periods, the BER improved
by an order of magnitude compared with that achieved with zero path
separation. This indicates that the VE uses the delayed path to provide
a form of diversity. When the delay spread was less than one bit period
the VE was unable to resolve the paths and so no improvement resulted.
From Figure 6.54 it is clear that the reduced 16-state VE can cope with
delay spreads of up to four bit periods duration. Delay spreads in excess
of four bit periods caused the equalizer performance to degrade seriously
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Figure 6.54: BER performance of DPM in a frequency selective two-ray
Rayleigh fading channel.

and the saturated BER was much worse than that achieved with zero path
separation. With four bit periods of path separation, the Viterbi equaliser
could not accommodate both paths within its impulse response window. In
the situation where one path dominated and the impulse response window
was selected to accommodate it, then the interference caused by the second
path lying outside the window was not removed. The result was a higher
error rate than if both paths had been accommodated within the impulse
response window.

The second part of this experiment involved only one of the two paths
experiencing Rayleigh amplitude fluctuations. Figure 6.55 shows the BER
as a function of path separation for values of K = 0 dB, 8 dB and 14 dB
respectively. Again the values of Ey /N, in each case were chosen to ensure
a BER of 1072 for zero path separation. When K = 0 dB, the results were
similar to those produced when both paths experienced Rayleigh variations
(see Figure 6.54), except for a small improvement in the saturated BER.
The results for K = 8 dB were more interesting because the saturated BER
was now only marginally inferior to that measured at zero path separation.
It appears that the diffuse path was sufficiently large to provide diversity
gain in the one to four bit duration path separation region, but not large
enough to cause significant problems at greater path separations. With
K = 14 dB the channel was virtually AWGN and in this situation the VE
could not improve the BER. Notice that as the channels go from Rayleigh,
to Rician to virtually Gaussian, the required Ey/N, to achieve a BER of
10~2 at zero separation decreased from 16.5 dB to 4.6 dB. In practice, the
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Figure 6.55: BER performance of DPM in a frequency selective two-ray Rician
fading channel.

channel impulse response will not remain constant over the duration of a
burst and consequently the channel estimates used in the VE will not be as
accurate towards the end of a burst. However, the simulation results will
not be changed dramatically, except in the rare cases where the channel is
changing rapidly (i.e., significant Doppler phenomena).

6.2.9 Simulations of GMSK Transmissions

Initially we simulated the VE for GMSK (Bnx=0.3, hy=0.5) with a trellis
where all four phase states were explicitly represented. This meant the
VE possessed 4 x 16 = 64 states. The BER performance of the VE was
evaluated over both static AWGN channels and Rayleigh fading channels.
Next, we incorporated phase state memory into the simulation of the VE,
reducing the number of states in the VE by a quarter of the previous
value. Simulations showed that the BER performances of the equalisers
were identical. This result was significant because a factor of four reduction
in complexity gave no performance penalty.

6.2.9.1 GMSK Transmissions over an AWGN Channel

The simulations were similar to those with DPM, except that the band-
width parameter a was reduced to 1.5 in order to account for the reduced
spectral occupancy of GMSK. The BER as a function of E,/N, is shown
in Figure 6.56. At a BER of 1073 there was a degredation of about 1.5 dB
in AWGN performance using GMSK (By = 0.3) as compared to DPM
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Figure 6.56: BER performance of GMSK in an AWGN channel.

(3RC). This was expected because GMSK (By = 0.3, hs = 0.5) had a free
distance dy of two compared with three for DPM (3RC, k, = 1.0) [4].

6.2.9.2 GMSK Transmissions over Frequency Selective Rayleigh
Fading Channels

The BER performance of the GMSK Viterbi equaliser for frequency selec-
tive Rayleigh fading channels is shown in Figure 6.57 for E,/N, = 15
dB. The frequency selective channel had two independent equal power
paths each with Rayleigh distributed amplitudes and phases uniformly dis-
tributed between 0 and 27. The curve in Figure 6.57 is similar for DPM,
see Figure 6.54. Again in the delay range from half a bit to four bits, there
was a substantial improvement in BER performance due to multipath di-
versity. For delays in excess of four bits, the windowed estimated channel
impulse response formed within the VE could no longer accommodate both
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Figure 6.57: BER performance of GMSK in a frequency selective two-ray
Rayleigh fading channel.

paths and consequently BER performance was seriously degraded.

6.2.9.3 Comment

We have described how moderately wideband systems known as NB-TDMA
employing Viterbi equalisation and either DPM or DFM modulation are
suitable for use with dispersive mobile radio channels. There is scope
for employing sophisticated reduced state equalisers which can cope with
greater excess path delays, without needing additional states. Further re-
finements include adaption of the equaliser within the TDMA burst, and
the use of non-linear decision feedback equalisers (DFE). The DFE poten-
tially has a performance similar to that achieved by Viterbi equalisation,
but with a considerable reduction in the processing load. The reduction
in complexity and power consumption gained in using a DFE would be
valuable for hand-held portables.
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* *

The focus of this chapter was on partial response modulation, where
intentional inter-symbol interference is introduced in order to enhance the
spectral efficiency of the modem. A prominent representative of this class
of modems is Gaussian-filtered Minimum Shift Keying, which can be shown
to possess the most compact spectrum possible. However, due to the inter-
symbol interference the modulated signal can only be demodulated with the
aid of a channel equaliser. In many implementations of the GSM system
a Viterbi equaliser is used, which was detailed in this chapter. Our next
chapter is focuses on frequency hopping, which is a powerful means of
mitigating the effects of fading in wireless systems.
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Chapter

Frequency Hopping

D.G. Appleby!, and Y.F. Ko?

7.1 Introduction

In this chapter we will consider frequency hopping in the context of nar-
rowband mixed time and frequency division multiple access (TD/FDMA)
for digital cellular mobile radio systems. In the type of system under con-
sideration, such as for example the GSM Pan-European system, traffic
channels are designated as combinations of time slot position and carrier
frequency. However, the cellular multiple access protocol is based primarily
on frequency division multiplexing (FDM), since the orthogonal sets of ra-
dio channels, needed to avoid cochannel interference between neighbouring
cells, are obtained by assigning distinct sets of frequencies to all the cells in
a reuse cluster, as in a pure FDMA system. Employing time division mul-
tiplexing (TDM) as well as FDM results in increased transmission symbol
rates and fewer more widely spaced carrier frequencies are required in a
given allocated band, which leads to less stringent transceiver design spec-
ifications on selectivity and frequency drift. In addition, higher spectral
efficiency is possible with TDM, because of the greater precision achievable
with digital switching technology. Narrowband operation is broadly de-
fined by the provision that the transmitted symbol duration in most urban
situations should be much greater than the delay spread caused by multi-
path propagation. This is widely regarded as a desirable condition, since
it avoids the necessity for complex equalisation techniques to remove the
severe intersymbol interference which would otherwise occur. Firstly we

1 University of Southampton
2University of Southampton
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must differentiate between ‘slow’ and ‘fast’ frequency hopping techniques.
In the former case, which is of primary interest here, the hop rate is much
less than the information symbol rate and thus many symbols are sent
on the same carrier frequency during each hop, maintaining narrowband
transmission conditions within each hop, provided of course that the sym-
bol modulation bandwidth does not exceed the coherence bandwidth. On
the other hand fast frequency hopping, in which the hop rate is equal to,
or often greater than, the symbol rate, has been advocated for mobile ra-
dio [1] because of its spread spectrum properties. It can thus be classified as
a wideband code division multiple access (CDMA) technique and so suffers
many of the disadvantages of such techniques, in particular, implementation
would be more difficult because of the requirement for very fast frequency
synthesisers. Slow frequency hopping multiple access (SFHMA), using
code division multiplexing as the main multiple access mechanism has been
the subject of considerable research effort in recent years [2—4] leading to
a viable system design, the SFH900 [5], which was a very strong contender
for the GSM Pan-European digital mobile radio network. Not only does
SFHMA provide inherent frequency diversity, but it has the property of
randomising cochannel interference, referred to as ‘interferer diversity’ [5],
which allows error correction coding to be applied effectively to correct
errors caused by interference as well as signal fading. Slow frequency hop-
ping without CDMA has also been proposed for use in various narrowband
TDMA systems [6,7], including the GSM Pan-European system, often as an
optional ‘add-on’ feature. In all these applications it is only the frequency
diversity advantage of frequency hopping which is being exploited to avoid
the problem of stationary or slowly moving mobile stations being subjected
to prolonged deep fades. In the following section we discuss the principles
and the characteristics of SFHMA and then in Section 7.3 an exemplary
SFHMA system based on the SFH900 proposal [5,8] is described in detail.
Sections 7.4 and 7.5 are devoted to analyses of the error rate performance
of the SFHMA system in AWGN and in cochannel interference respectively.
Estimates of spectral efficiency of the system are presented in Section 7.6
followed by a summary of the main conclusions drawn.

7.2 Principles of Slow Frequency Hopping
Multiple Access

In this section we shall describe three multiple access techniques based on
SFH. Possible reuse cellular structures which may be employed for SFHMA
systems are discussed in Section 7.2.2, followed by a study of the factors
that affect propagation in Section 7.2.3.
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7.2.1 SFHMA Protocols

Three code division multiple access techniques employing SFH with pseudo
random sequences have been defined in [2], they are namely, orthogonal,
random, and mixed;

Orthogonal: orthogonal hopping sequences of length N can be as-
signed to active users within a cell to which N hop frequencies have been
allocated to ensure that during any hop only one user can transmit on a
particular frequency. In neighbouring cells orthogonality of transmissions
is attained by allocating distinct sets of frequencies, as in FDMA. A given
set of hop frequencies and sequences can be reused in cells which are at or
beyond the reuse distance. This protocol assumes complete synchronisation
of sequences so that any users with the same sequence of hop frequencies
will experience continuous cochannel interference on every hop and thus
the situation is the same as for FDMA, except for the inherent frequency
diversity.

Random: each active user is assigned a unique hop sequence which is
uncorrelated with, but not necessarily orthogonal to, all other sequences.
The constraint of low cross correlation of hopping sequences is less stringent
than that of orthogonality and thus allows a much larger set of sequences
to be selected. Cochannel interference will occur in this case, but it will be
caused by a different subset of the other active users on each hop and in
consequence the interference intensity will be subjected to random hop-to-
hop variations. This behaviour, which is known as ‘interferer diversity’, is
an important feature of frequency hopping, since it spreads the interference
effects evenly, on average, over all the available frequencies. It also enables
the effects to be counteracted by powerful error correction coding. Reuse
cellular structures are not necessary.

Mixed: as in the orthogonal protocol, a set of N orthogonal sequences
of the N available hop frequencies is assigned to each cell, but in this case
the sets of sequences assigned to reuse cells operating with the same fre-
quencies are distinct and are selected to ensure that any two sequences from
different cells are uncorrelated. Thus cochannel interference is caused only
by transmissions in reuse cells, and in addition, its effects are mitigated by
interferer diversity, as in the random protocol. It is assumed that a pair of
uncorrelated sequences of length N hop to the same frequency in only one
of the N hops.

Frequency diversity is the only advantage of the orthogonal protocol,
whereas the random protocol has the additional important advantage of
interferer diversity and was the preferred SFHMA protocol in early inves-
tigations [2]. However, later studies [5,8] of SFHMA system design have
opted for the mixed protocol, because when used in conjunction with frac-
tional reuse structures, as described in the following subsection, it offers
more freedom for system design optimisation and hence may be expected to
yield higher spectral efficiency. Therefore in the remainder of this chapter
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Base station

Figure 7.1: Three-colour cellular frequency reuse structure.

we shall consider only the mixed protocol.

7.2.2 Reuse Cellular Structures

The basic form of the reuse structure proposed for SFHMA systems [5,8] is
the three-colour cluster, as shown in Figure 7.1, where the colours, indicated
by the letters A, B and C, represent distinct sets of N frequencies assigned
to the three cells. Also shown in the diagram is the collocated corner base
station configuration, with directional antennas pointing into the respective
cells, which is favoured primarily because of the obvious economies in the
number of base station sites required and in the connections to the fixed
cable network. Some authors refer to this configuration as a single sectored
cell, but we prefer to describe it as a cluster of three separate cells.
Choosing a reference cell with colour A, then all other cells marked A4 in
Figure 7.1 are full reuse cells using the same frequencies. It is assumed that
it is possible to assign uncorrelated sets of hopping sequences to all the reuse
cells near enough to produce significant levels of cochannel interference. An
active user in the reference cell will experience interference from an active
user in a reuse cell on only one of each sequence of N hops, when both
transceivers are tuned to the same frequency. Each additional active user
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S hade

Frequency group | A1 A2 A3 A4 A5 A6 AT

f1 * * *

f2 * * *

3 * * *

f4 * * *

5 * *

f6 * *

f7 * * *

Table 7.1: Shade allocation scheme for a 21/3 cellular frequency reuse structure.

in the same or another reuse cell will cause similar frequency collisions, but
on a different frequency in the reference user’s sequence. The dependence
on the number of active users in reuse cells can be expressed in terms of the
proportion of the hop sequence occupied by frequency collisions per active
user. This quantity is known as the frequency collision rate and for the
basic three-colour cluster under consideration it has the value of 1/N.

Fractional reuse structures, which offer greater flexibility for design
trade-offs, are obtained by dividing each colour into M overlapping sub-
sets of L groups of frequencies, which henceforth we will refer to as ‘shades’
of that colour (Verhulst uses the term ‘pseudo-colour’ in [5]). The resulting
reuse cluster contains 3M cells arranged as M sub-clusters of size 3, each
using a different shade of the 3 colours and centred on a common base
station site. This is termed a 3M/L fractional structure, where L/ M is the
fraction of the N frequencies making up a colour, which is contained in
each shade. As an example take M=7 and L=3, giving a 21/3 structure as
shown in Figure 7.2. A shade allocation scheme for colour A is presented in
Table 7.1 which indicates that the fractional overlap of hop frequencies is
1/3. Other schemes can be obtained from the one shown by interchanging
pairs of rows in the allocation matrix.

Figure 7.3 shows the positions of both full and partial reuse cells for
colour A, i.e., the potential sources of cochannel interference, out to the first
ring of full reuse cells. For full reuse cells, as in the case of the three-colour
cluster, the frequency collision rate is simply the inverse of the sequence
length,ie. M/LN = 7/3N. However, for partial reuse cells we must allow
for the fact that, because of the incomplete frequency overlap, certain pairs
of sequences will produce no collisions, with a probability equal to the
fractional overlap, k. Thus a general expression for the frequency collision
rate, y, in this case is given by:

7k
V=3x (7.1)
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Base station

Figure 7.2: 21/3 cellular frequency reuse structure.

where k can have the following values:

k=0 - for cells of different colour
k =1/3 - for cells of the same colour but different shade, i.e. partial reuse
k=1 - for cells of the same colour and shade, i.e. full reuse

For comparison, consider a second example in which we make M = 4
and L = 3, giving a 12/3 reuse structure as shown in Figure 7.4. One
possible shade allocation matrix is presented in Table 7.2. Figure 7.5 shows
the reuse cells for this case, for which k¥ = 2/3 in cells with partial frequency
reuse. The frequency collision rate now becomes

_ 4k

Yy=3x% (7.2)
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Partial reuse cells Full reuse cells Reference cell Base station
1 1string : 2nd ring 11string
k=1/3 k=1/3 k=1

Figure 7.3: Frequency reuse cells in a 21/3 structure.

S lhade
Frequency group | A1 A2 A3 A4
f1 * * *
2 * *
3 *
fa *

Table 7.2: Shade allocation scheme for a 12/3 cellular frequency reuse structure.
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Type of ¥

reuse cell | 21/3 12/3
Partial 7/9N  8/9N
Full 7/3N 4/3N

Table 7.3: Frequency collision rates of partial and full frequency reuse cells.

Base station

Figure 7.4: 12/3 cellular frequency reuse structure.

Values of y for both structures are given in Table 7.3.

7.2.3 Propagation Factors

In this section we will discuss briefly a set of factors which can be used
to characterise the radio channel for studies of the SFHMA system [5,
8]. More detailed treatments of propagation characteristics are presented
in Chapters 1 and 2. For our purpose here it is convenient to assume a
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Figure 7.5: Frequency reuse cells in a 12/3 structure.

narrowband model for multipath distortion, even though in the system to
be considered the normal narrowband criterion that the symbol duration
should be much greater than the delay spread is not always satisfied.

Using the narrowband model, the power levels of both the wanted signal
and interfering signals can be estimated as the product of three principal
factors:

e mean received level A;
¢ shadowing attenuation B;
e multipath fading F;.

A; is deterministic and may include factors such as antenna radiation
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patterns, transmitter power control and receiver adjacent channel rejection,
in addition to the mean path loss, which, based on the usual simplified
model, can be assumed to be proportional to d~%, where d is the distance
from the relevant transmitter and o is the propagation exponent, which
depends on the environment. For all the calculations reported here o has
been taken as 3.5.

B; depends on large scale variations in the locations of the transmitter
and receiver relative to the respective local topographies, and in practice it
is unpredictable. Thus this factor is usually taken to be a random variable
with lognormal distribution having a mean value of 0 dB and a standard
deviation in the range 6 to 8 dB for typical urban environments. For normal
vehicle speeds B; may be assumed to be constant in frequency over a few
MHz and in time over a few hundred ms.

F; represents the rapid and severe fluctuations in signal level experi-
enced on a radio link with a moving vehicle, often referred to as fast fading.
These fluctuations are caused by the changes in relative phases between the
multipath components due to small scale variations in vehicle location (of
the order of half the wavelength). It can usually be assumed, especially
in medium to large cells, that the resulting signal envelope has a Rayleigh
amplitude distribution and a negative exponential pdf of power. Thus a
negative exponential pdf with a mean of unity is appropriate for this factor.
If the spacing of consecutive hop frequencies is greater than the coherence
bandwidth (of the order of a few hundred kHz) and if the transmission
duration during each hop is less than the coherence time (of the order of a
few ms) then the F; can be assumed to be constant during each hop and
to be statistically independent from hop to hop.

Interfering signals are characterised by a fourth factor E;, which is a
discrete random variable having two values 0 and 1 with a Bernoulli distri-
bution, representing the effective on/off status of the interference source.
This factor accounts for the random nature of frequency collisions inherent
in the mixed SFHMA protocol.

An important aspect in evaluating the effects of these propagation fac-
tors is the rate at which they are likely to change. A factor can be broadly
categorised as ‘fast’ if it changes independently from hop to hop, as noted
in the case of the fading factor, F;. On the other hand a factor which re-
mains highly correlated over many hop periods can be categorised as ‘slow’.
For the wanted signal the factors A, and B, are slow, but for interfering
signals all the A; and B; are fast in the mobile-base direction, i.e. uplink,
because of the changes in the locations of sources of interference from hop
to hop, although they are slow in the other direction. F; and E; are always
fast.

The value zero for the index ¢ refers to conditions relevant to the wanted
signal within the reference cell and non-zero values refer to interfering sig-
nals from other cells. Hence the received carrier-to-interference ratio (CIR)
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is given by: ABF
0+0+ 0
A= (7.3)
ZAz'BiFiEi

i=1

7.3 Description of an SFHMA System

The system described in this section is closely related to the SFH900 system
proposed by the French collaboration LCT and Sagatel [5,8], as a candidate
for the GSM Pan-European digital mobile radio system.

7.3.1 Multiple Access Protocol

A mixed SFHMA cellular protocol is assumed, in which, as explained in
Sub section 7.2.1, strictly orthogonal hopping sequences are used for CDMA
within each cell, but in neighbouring reuse cells different uncorrelated sets
of sequences are deployed. Thus there will be no interference between users
within a cell since in any time slot only one user should be transmitting
on any given carrier frequency. Contention with immediate neighbour cells
is prevented by using orthogonal sets of hopping frequencies. Interference
from further cells within the main reuse cluster, in which partial overlap
of frequency sets is allowed, is reduced because of interferer diversity, i.e.,
on each hop there is a new subset of possible interferers with statistically
independent propagation characteristics.

7.3.2 Time Division Multiplexing

The hop duration of 4 ms is divided into 3 time slots, each 1.23 ms long,
separated by guard times of 100 us. These slots are used in sequence
for transmission, reception and frequency switching. The users in a cell
are divided into 3 approximately equal subsets which use the 3 possible
phases of this sequence. Apart from other advantages in simplifying the
design of the transceivers, this feature allows the number of FH channels
in a cell to be trebled for a given set of FH sequences and also results in
further randomisation of the interference generated by transmissions from
the mobile stations.

We consider that the slot duration is short enough to justify the as-
sumption that the transmission channel impulse response is static during
each hop, even for fast vehicles.

7.3.3 Modulation and Equalisation

Binary GMSK modulation with a normalised premodulation filter band-
width B;T = 0.3 is assumed, together with quasi-coherent demodulation
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Figure 7.6: Concatenated RS channel coding.

using a Viterbi Algorithm equalisation technique to counteract intersym-
bol interference caused by the pre-modulation Gaussian LPF and multipath
distortion. Reference should be made to Chapter 6, for further details of
GMSK modulation and Viterbi equalisation.

Transmission of an 8-bit training pattern during each slot enables the
demodulator to derive the complex baseband impulse response of the trans-
mission channel and also to determine the carrier phase. Hence there is no
need for a phase-locked loop, but the carrier frequency error must be limited
to less than about 30 Hz to ensure that there is negligible degradation due
to the consequent phase drift during the slot. Adequate frequency control
is achieved by measurements on the unmodulated carrier transmissions on
certain hops assigned to the Master Channel (see Section 7.3.5 below) or
alternatively by sending two training patterns during each data hop (at 1/4
and 3/4 of the slot duration) so that the phase difference can be estimated.

7.3.4 Speech and Channel Coding

A 16 kbit/s speech encoder is used with three levels of protection against
digital errors. An important feature of the system under consideration is
the highly redundant forward error correction (FEC) channel coding to en-
able correction of long error bursts extending over complete hops caused
by fading or frequency collisions. The overall average code rate is 1/3 on
speech traffic channels, which is achieved by concatenating two shortened
Reed-Solomon (RS) codes. Figure 7.6 shows the cascaded arrangement of
the two coders and two decoders. The inner code is a (30,20) RS code
with 8-bit symbols which codes a data block of length 160 bits to b