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Foreword

With the explosive growth of wireless communication devices, and their importance in all aspects of our daily lives, there is a growing need to develop portable and higher data rate components. Antennas play a central and critical role in this area. Not surprising, the need for small antennas and radio frequency (RF) front-ends, without compromising performance, has emerged as a key driver in marketing and realizing next generation devices. Concurrently, the defense sector is interested in smaller, multifunctional and wider bandwidth antennas to serve as front ends to a variety of communication systems, including software radio and radar. This was a neglected area for several years as industry was focusing on compact low noise circuits, and low bit error modulation techniques. However, as noted in a 2006 RF & Microwaves Magazine (www.mwrf.com) article, nearly 50% of a system-on-chip is occupied by the RF front-end. It goes without saying that the research community has stepped up to introduce many innovations aimed at replacing the larger legacy antennas currently in use. Also, novel computational techniques were introduced to address the analytical and design challenges associated with the intricate geometrical details of antennas and their feed structures. Indeed, over the past decade, new antenna design concepts and approaches were introduced from many authors across the international community.

Several books recently have been published on small, wideband, conformal, and multifunctional antennas as well as on phased arrays. By their nature, these books cover a narrower subject at more depth. This book has taken a broader approach aimed at covering recent innovations on many aspects of antenna development. It has assembled a collection of chapters from leading experts that expose the reader to most subjects relating to novel antenna concepts and techniques introduced over the past decade. These chapters cover an impressive array of topics, including Ultra-Wideband Antennas and Arrays, Smart Antennas, Metamaterial Antennas, Artificial Magnetic Conductors and High Impedance Surfaces for low profile structures, Vivaldi Antenna Arrays, Antennas for Medical and Biological Applications, Optimization Methods and Reconfigurable Antennas, Leaky-Wave Antennas, and Plasma Antennas. The book also includes a chapter on Numerical Methods for Antenna Modeling that covers all popular analysis methods, including domain decomposition approaches. Such a collection of topics in a single book was very much needed, and is a very welcome addition. It will serve the antenna and electromagnetics community for many years.

—John L. Volakis
Chope Chair Professor
The Ohio State University
Preface

Having been involved in antennas for nearly 30 years I have seen many developments in antenna design and performance. Occasionally innovative antennas emerge, but often new antennas are simply variations on tried and true antennas such as loops, dipoles, traveling wave, patches, spirals, bowties, reflectors, and horns. The excellent classic textbooks still continue to serve as a guide for many modern antenna designs. Also, many of the new antenna books faithfully repeat material from the classic books with an occasional parenthetical mention of new innovations. Many modern commercial-off-the-shelf (COTS) antennas are based upon classic antenna concepts, which trace their roots all the way back to the days of Heinrich Hertz, Alexander Popov, and Guglielmo Marconi in the late 1800s. These very first antenna innovators were obviously at the “frontier” of development in their day. In retrospect, it is amazing to see how these scientists conceived their clever antennas without the benefit of prior examples. Thus, it is no surprise that antennas in common use today, such as dipoles, loops, and reflectors, still owe their legacy to concepts dating back hundreds of years. However, we should also open our minds to innovative and new approaches, which may not have their roots in Hertzian, Popovian, or Marconian thinking.

I often hear customers complain that antennas are either too big, too narrow band, or have too little gain. The incessant call and demand is for small form factor antennas with extreme bandwidth and gain. In an attempt to satisfy this demand, often the modern antenna designer returns to the tried and true antennas of the past and tries to squeeze out a few more dB here and a few more Hertz there. There is something to be said for thinking outside of the “antenna box.” I am reminded of a quote by Claude Bernard that says: “It is what we think we know already that often prevents us from learning.”

Sometimes in order to become innovative in antenna design, we must let go of the concepts and recipes we already know in order to make room for new perspectives. While showing appreciation and respect for traditional designs, we need to loosen our tether to the past in order to have fresh insights.

That being said, there has been an emergence of modern innovations that have forged new ground. These modern designs are truly at the frontier of antennas and, with some effort, can be found in recent journal articles or interspersed with traditional antennas in some modern antenna textbooks. Rather than forcing the antenna engineer to forage for the latest innovations, it seemed imperative to provide a new and unique book that exclusively highlights modern innovations. Therefore, I humbly present to
you the *Frontiers in Antennas: Next Generation Design & Engineering* reference book. This text deals primarily with frontier antenna designs and frontier numerical methods under current development. Many of the concepts presented have emerged within the last few years and are still in a rapid state of development.

Within these pages, the reader will enjoy learning the progress made on Ultra-Wideband Antenna Arrays using fractal, polyfractal, and aperiodic geometries; Smart Antennas using evolutionary signal processing methods; the latest developments in Vivaldi Antenna Arrays; effective media models applied to Artificial Magnetic Conductors/High-Impedance Surfaces; novel developments in Metamaterial Antennas; Biological Antenna Design Methods using genetic algorithms; contact and parasitic methods applied to Reconfigurable Antennas; Antennas in Medicine: Ingestible Capsule Antennas using conformal meandered antennas; enhanced efficiency Leaky-Wave Antennas; Plasma Antennas which can electrically appear and disappear; and, lastly, Numerical Methods in Antenna Modeling using time, frequency, and conformal domain decomposition methods.

—Frank B. Gross
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1.1 Introduction

Antenna arrays are commonly employed in the design of apertures for modern radar and high performance communication systems. Array architectures provide many benefits, most notably their high gain and agile beam steering capabilities. There are a wide variety of lattices that can be used to construct an antenna array, but the most common are lattices of the periodic variety, where all elements are spaced an equal distance apart. Periodic arrays have many advantages such as their relatively low average sidelobe levels and predictable performance, but have the drawback of limited bandwidth performance, especially when the antenna must cover a wide scan volume. This bandwidth limitation is due to the appearance of grating lobes, spurious beams of radiation equal to the intensity of the main beam of the array. The appearance of grating lobes in an antenna array is analogous to the effect of aliasing in a digital system. The elements of the array essentially sample the aperture area at discrete intervals and, if the spacing between elements becomes sufficiently large, grating lobes appear. Grating lobes can cause difficulties in radio frequency systems such as radar, telemetry, and communications. In radar, they can cause false detection readings from directions when an object lies in the path of a grating lobe [1]. Grating lobes can also cause antenna input impedance variations due to mutual coupling [2]. For emerging ultra-wideband (UWB) communications systems and multifrequency radars, elements within a periodic array must be located no greater than $0.5\lambda_{\text{min}}$ to $1.0\lambda_{\text{min}}$ apart in order to avoid grating lobes. Hence, for a periodic array to be able to cover any range of bandwidth and scan, the elements of the array must be placed close together (in terms of electrical spacing at the lowest frequencies). These dense arrays must be designed in an environment where strong mutual coupling effects exist between elements. This mutual coupling can significantly degrade the performance at lower operating frequencies and cause scan blindness [3].
In addition, the costs associated with developing a dense antenna array can be substantial considering the number of elements needed to fill the aperture, the costs of the hardware associated with each antenna element, and the steps required to integrate the hardware on a grid. Ultimately, the performance of a dense antenna array depends primarily on the design and mutual coupling performance of the radiating element [4]–[7].

An alternative methodology that has been used to improve the bandwidth performance of an antenna array involves using aperiodic element configurations to break the periodicity of the lattice. The simplest of these approaches involves creating an array lattice from a random distribution. While these arrays typically have more consistent performance over a wider range of frequencies, the peak sidelobe levels are generally much higher than those of periodic arrays, limiting their utility and creating de facto grating lobes at high enough frequencies. In addition, strong levels of mutual coupling can exist in even purely random arrays because most designs tend to be quite dense and there is a statistical likelihood that some elements will be placed electrically close together. These problems make random arrays impractical for most applications.

In addition to random arrays, there have been multiple attempts to develop improved aperiodic lattice design methodologies [8]–[12]. Some of these methodologies are capable of not only improving bandwidth performance but also reducing the number of elements. These sparse arrays can be advantageous for many applications because the effects of mutual coupling can be minimized between elements. In addition, the cost of the array can be reduced because fewer elements are needed to radiate over a given aperture. The resulting designs have been shown to exhibit relatively low sidelobe levels over a larger average interelement spacing than periodic arrays. More recent approaches have gone a step further, creating quasi-random array layouts that incorporate both periodic and random geometric properties in their designs [13], [14]. However, since the problem of designing wideband sparse arrays is not intuitive and lacks a closed form solution, these efforts have not been successful at producing practical UWB solutions.

The goal of this chapter is to introduce several aperiodic design methodologies that combine robust global optimization techniques with geometric constructs such as self-similar fractals and inflatable tilings, where a small number of parameters can be used to describe a complicated structure. These more recent methods have been used to generate various aperiodic and UWB array designs. The various techniques offer different benefits in terms of performance, geometry (i.e. linear array versus planar array layouts), and customizability. The arrays that these methods are capable of generating exhibit no grating lobes and very low sidelobe levels over extremely large frequency bandwidths, typically on the order of 20:1 and even as large as 80:1. Detailed descriptions of the aperiodic array representation techniques are provided, along with several example UWB array designs obtained using each method. In addition, the performance of several selected UWB array layouts with realistic radiating elements based on full-wave simulations is presented, along with the experimentally verified results for several smaller aperiodic array prototypes.

1.1.1 Grating Lobes in Periodic Arrays

Grating lobes appear in linear and square lattice periodic arrays, illustrated in Fig. 1-1, when the distance between elements exceeds that predicted by (1-1), where \( \theta_0 \) is the beam steering angle from broadside and \( \lambda \) is the wavelength of operation [3]. The array factor for an arbitrary array of \( N \) uniformly excited elements in the \( xy \)-plane is given in (1-2), where \( \beta \) is the free-space wavenumber \( (2\pi/\lambda) \) and \( (x, y) \) represents the position of
the \( n \)th element in the \( z = 0 \) plane. For example, the array factor of a 10-element linear array oriented along the \( x \)-axis is shown plotted in Fig. 1-2 for two different element spacings (i.e. \( d = 0.5\lambda \) and \( d = 2\lambda \)), illustrating the appearance of grating lobes with larger element spacings. Similar array factors and grating lobe properties result from the square-lattice array and triangular lattice array, which are shown in Fig. 1-3. It is well-known that positioning the elements in a triangular lattice instead of a rectangular lattice allows slightly larger element spacings before grating lobes first appear [16].

\[
d_{\text{max}} = \frac{\lambda}{1 + \sin \theta_0} \quad (1-1)
\]

\[
AF(\varphi, \theta) = \sum_{n=1}^{N} e^{j(\beta_{1n} \sin \theta \cos \varphi + \beta_{2n} \sin \theta \sin \varphi) + j(n-1)\pi d_{\text{max}} \sin \theta} \quad (1-2)
\]

Figure 1-1  Array geometries for a (a) linear periodic array, (b) rectangular periodic array, and (c) triangular (regular hexagonal) periodic array.

Figure 1-2  The array factor of a linear, uniformly excited, 10-element periodic array at an element spacing of 0.5 wavelengths (left) and 2.0 wavelengths (right) for \( \varphi = 0^\circ \). Grating lobes first appear at an element spacing of 1.0 wavelength when the array is unsteered. Additional elements in the periodic array reduce the lobe widths and increase the number of sidelobes, but do not move the grating lobe locations or significantly change peak sidelobe amplitudes (approximately –13.2 dB relative to the main beam).
It follows from Figs. 1-2 and 1-3 that, although periodic designs offer low sidelobe levels in the intended frequency range of operation, their relatively narrow bandwidth can be a major limiting factor, especially for UWB applications. In fact, if the array design requires, for example, electronic beam steering up to $\pm 60^\circ$ from broadside, a linear or square-lattice periodic array requires a very constricting maximum element spacing of 0.54\(\lambda\) (as predicted by (1-1)) before grating lobes appear. With a typical minimum element spacing of 0.5\(\lambda\), this leads to a narrow frequency bandwidth of 1.07:1, likely allowing only a single frequency of operation for the array.
1.1.2 Dense Wideband Antenna Arrays

When designing an antenna array to operate over a wide bandwidth and over a large scan volume, the conventional approach is to use a lattice where the elements are placed close together in terms of electrical spacing. Because of this, the mutual coupling between the individual radiating elements becomes significant and must be factored into the design of the array. The most robust and effective way to design a dense array is to treat the radiating elements as if they were in an infinite array environment [4], [5]. Radiating elements are typically modeled using some type of full-wave computational electromagnetics software package; however, the boundary conditions of the model are assumed to be periodic. In this manner the fields on one side of the model are set to be equal to the fields on the other, plus some phase offset that is associated with the scan of the array. Effective dense UWB array designs include the connected array and the Vivaldi array [6], [7]. An illustration of a linear Vivaldi array is shown in Fig. 1-4. Note how the currents are shared between individual apertures, leading to the high levels of mutual coupling in the array.

However, there are some difficulties associated with the design of these dense arrays. First of all, since the array elements are designed to function in an infinite array environment, the elements near the edges of the constructed finite array do not function as expected. The active S-parameter match of these edge elements can be significantly degraded compared to the interior elements, which can cause issues in the performance of the array. In addition, the active S-parameter match of the radiating elements can also vary significantly with frequency and scan angle. For these reasons extra hardware is often required to protect each radiating element site. Finally, the costs of integrating the associated power, control, and protection hardware at each antenna site can be extremely high. Not only are there many elements in a dense array to fill a required aperture size, the hardware must be necessarily packaged to fit in a small area.

When deciding between using a dense array and a sparse array architecture to build an UWB system, one must consider the advantages and disadvantages of each. First, the dense array radiation pattern has many of the same properties as a periodic array, which has higher peak sidelobes along the lattice grid but also has lower average sidelobe levels overall. On the other hand, the optimized sparse array typically has an almost uniform sidelobe level with lower peak sidelobes. In addition, the power per element must be
higher in a sparse array, because there are fewer elements. However, the hardware costs for a dense array can be significantly more expensive than the sparse array because there are more elements and it must accommodate the mutual coupling effects of the neighboring elements. The bandwidth achievable by these two types of arrays can be ultra-wide (>10:1) [4]; however, it is difficult to compare them since the challenges and solutions offered by each are very different. The bandwidth of a dense array is dependent on the system as a whole, because all of the elements are essentially connected; however, the bandwidth of a sparse array can theoretically be extremely large and is limited only by which antenna element is employed in the final design. This fact, along with the extra area provided per element, allows for the integration of different antenna technology and interleaving of antenna arrays [73]. Table 1-1 illustrates the trade-offs between these two array technologies. Depending on the application, one array technology may be more appropriate than the other.

### 1.1.3 Early Aperiodic Design Methods

Since the early 1960s, when it was first discovered that placing antenna elements in an aperiodic layout can yield radiation patterns devoid of grating lobes, many array design techniques have been proposed that attempt to provide array thinning with no grating lobes and low sidelobe levels [8]–[12]. Arrays with randomly located elements have become popular as a way to avoid grating lobes over wide bandwidths, but they are often plagued with high peak sidelobe levels [8], [17]–[20]. These arrays are usually uniformly excited when the main beam is steered to broadside since this is the easiest method for practical implementations.

Early designs using mathematically-determined element locations were presented in [21], although the small number of elements considered in these arrays significantly limited their performance. Modifications to basic array layouts such as the planar ring array yielded modest bandwidths in [22], where space-tapering of uniformly excited, isotropic elements was used to emulate a specific aperture amplitude distribution. Space-tapering, covered in detail in [23], was introduced as a method for enlarging an array aperture without requiring an unrealistically large number of antenna elements (which a periodic array would require), as well as reducing the sidelobe level of the arrays.

<table>
<thead>
<tr>
<th>Property</th>
<th>Dense Array</th>
<th>Sparse Array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance of the Antenna Match</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Average Sidelobe Levels</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Peak Sidelobe Levels</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>Hardware Density</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Power Per Element</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Aperture Size Needed</td>
<td>Small</td>
<td>Large</td>
</tr>
<tr>
<td>Number of Elements for an Aperture</td>
<td>Many</td>
<td>Few</td>
</tr>
<tr>
<td>Coupling</td>
<td>Strong</td>
<td>Weak</td>
</tr>
<tr>
<td>Achievable Bandwidth</td>
<td>&gt;10:1</td>
<td>&gt;10:1</td>
</tr>
</tbody>
</table>

**Table 1-1** Trade-Offs Between Dense and Sparse UWB Antenna Arrays
The tapering introduces aperiodicity into the array layout, which suppresses the grating lobes observed in Fig. 1-3. Increased array bandwidth was occasionally a design goal of space-tapering, but most often a byproduct of attempting to create large, thinned arrays with low sidelobe levels [24], [25].

More recently, new and potentially transformative approaches such as the fractal-random array began to appear in the literature. Unlike deterministic fractal arrays, fractal-random arrays are not restricted to the repetitive application of a single generator (see Section 1.2.1.1) and are therefore able to retain the beneficial aspects of both deterministic and random arrays. The random application of random generators leads to arrays with large bandwidths and moderate sidelobe levels [13]–[15]. Although the sidelobe levels associated with fractal-random arrays were too high for many practical applications, their introduction set the stage for the development of some very powerful UWB array design techniques, which will be covered in the following section. With the introduction of fractal and fractal-random arrays, the underlying concepts of array representation began to emerge.

Array representation is the combination of a relatively small set of parameters with a mathematical construct (such as fractals) to define complex linear, planar, or volumetric array layouts. The following sections illustrate the usefulness of (and often prerequisite) array representation techniques for designing UWB antenna arrays.

This chapter will focus on providing an overview of new design methodologies for sparse UWB array architectures. The chapter will begin by discussing the foundations of multiband and UWB array design techniques. In addition, the mathematical foundations used to describe these complicated geometries and the optimization toolkits employed to synthesize sparse arrays are described. After that, the specific methodologies and techniques behind the construction of sparse arrays are discussed in detail. Finally, several linear and planar UWB sparse array design examples are presented, including experimental (measured) results for a sparse linear UWB array prototype.

1.2 Foundations of Multiband and UWB Array Design

Because of the performance limitations of early aperiodic array designs, the most recent UWB antenna array design methodologies often employ some form of optimization in combination with an array representation technique to determine the best element positions for obtaining very large bandwidths and low sidelobe levels. Some of the first optimized aperiodic array designs used only a few elements due to limitations in the optimization strategy and simulation tools such as those reported in [26], where elements in a linear periodic array were perturbed by a genetic algorithm (GA). Since the variable position of each element is mapped to a corresponding GA parameter, optimization of a large array can quickly overwhelm the algorithm, therefore limiting the design size. These arrays typically possessed small bandwidths and, although the focus was mainly on reducing grating lobes and sidelobes during scanning (along with a controlled input impedance), beam steering is analogous to an increase in bandwidth.

There has been a great deal of investigation into ways of exploiting geometrical and mathematical concepts to design array layouts that contain inherent aperiodicity. As mentioned before, random arrays are inherently aperiodic, but leave little control to the array designer for obtaining better performance. The fractal-random arrays
are an excellent starting point for UWB array design, since some type of user control can be implemented in the form of fractal generator selection and structure. Background on fractal theory will be provided here as it applies to the design of fractal-random, fractal multiband, and polyfractal antenna arrays. Other forms of aperiodic array representations are also discussed as alternatives for linear arrays or for the design of planar arrays. Lastly, a brief overview of the optimization strategies that are employed for the determination of UWB array layouts is given as it is a crucial part of all of the aforementioned design methods.

1.2.1 Fractal Theory and Its Applications to Antenna Array Design
Fractal theory is a relatively new field of mathematics that has revolutionized the way scientists view the natural world. Derived from the Latin word meaning to break apart, the term *fractal* was originally coined by Mandelbrot [27] to describe a family of complex shapes that possess an inherent self-similarity or self-affinity in their geometrical structure. These intricate iterative geometrical oddities first troubled the minds of mathematicians around the turn of the twentieth century, where fractals were used to visualize the concept of the limit in calculus. What particularly confounded the mathematicians is that when they carried the limit to infinity properties of these objects such as arc length would also go to infinity, yet the object would remain bounded by a given area. However, it was only during the mid 1970s that a classification was assigned to these objects and the full significance of fractal theory began to come to light: Fractal objects appear over and over throughout nature and are the product of simple stochastic mechanisms at work in the natural world. Fractal patterns often represent the most efficient solutions to achieving a goal, whether it be draining water from a basin or delivering blood throughout the human body. These objects have also been used to describe the structures of ferns and trees, the erosion of mountains and coastlines, and the clustering of stars in a galaxy [28]. For these reasons, it is desirable to utilize the power of fractal geometry to describe the layout of antenna arrays. This section outlines several methods that are employed to construct fractal-based array geometries. In addition, this section also introduces a generalization of fractal geometry, called polyfractal geometry. Finally, a discussion is included about ways the self-similar properties of fractal and polyfractal arrays can be exploited to create rapid beamforming algorithms, which can be applied to improve the overall speed of fractal-based array optimizations.

1.2.1.1 Iterated Function Systems
Iterated Function Systems (IFS) are powerful mathematical toolsets that are used to construct a broad spectrum of fractal geometries [28], [29]. These IFS are constructed from a finite set of contraction mappings, each based on an affine linear transformation performed in the Euclidean plane [29]. The most general representation of an affine linear transformation, \( \omega \), consists of six real parameters \((a, b, c, d, e, f)\) and is defined as

\[
\begin{bmatrix}
  x' \\
  y'
\end{bmatrix}
= \omega
\begin{bmatrix}
  x \\
  y
\end{bmatrix}
= \begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix}
\begin{bmatrix}
  x \\
  y
\end{bmatrix}
+ \begin{bmatrix}
  e \\
  f
\end{bmatrix}
\]  

(1-3)

or equivalently as

\[
\omega^n(x, y) = (a^n x + b^n y + e_n, c^n x + d^n y + f_n).
\]  

(1-4)
The parameters of the IFS are often expressed using the compact notation

\[
\begin{pmatrix}
  a_n & b_n & e_n \\
  c_n & d_n & f_n
\end{pmatrix}
\]  

where coordinates \( x \) and \( y \) represent a point belonging to an initial object and coordinates \( x' \) and \( y' \) represent a point belonging to the transformed object. This general transformation can be used to scale, rotate, shear, reflect, and translate any arbitrary object. The parameters \( a_n, b_n, c_n, \) and \( d_n \) control rotation and scaling while \( e_n \) and \( f_n \) control linear translation. Consider a set of \( N \) affine linear transformations, \( \omega_1, \omega_2, \ldots, \omega_N \). This set of transformations forms an IFS that can be used to construct a fractal of stage \( \ell + 1 \) from a fractal of stage \( \ell \)

\[
F_{\ell+1} = W(F_\ell) = \bigcup_{n=1}^{N} \omega_n(F_\ell)
\]  

where \( W \) is known as the Hutchinson operator \[28\] and \( F_\ell \) is the fractal of stage \( \ell \). The pattern produced by the Hutchinson operator is referred to as the generator of the fractal structure. If each transformation reduces the size of the previous object, then the Hutchinson operator can be applied an infinite number of times to generate the final fractal geometry, \( F_\infty \). For example, if set \( F_0 \) represents the initial geometry, then this iterative process would yield a sequence of Hutchinson operators that converge upon the final fractal geometry \( F_\infty \).

If the IFS is truncated at a finite number of stages \( L \), then the object generated is said to be a prefractal image, which is often described as a fractal of stage \( L \).

The IFS procedure for generating an inverted Sierpinski gasket is demonstrated in Fig. 1-5. In this case, the initial, stage-0 fractal, \( F_0 \), is an inverted equilateral triangle. Three affine linear transformations, defined in Table 1-2, are applied to \( F_0 \) and combined using equation (1-6) to create the stage-1 fractal, \( F_1 \). These affine linear transformations are then applied and combined again to create the stage-2 fractal, \( F_2 \). Higher-order versions of the inverted Sierpinski gasket are generated by simply repeating the iterative process until the desired resolution is achieved. This sequence of curves eventually converges to the actual inverted Sierpinski gasket fractal (illustrated in Fig. 1-6) as the number of iterations approaches infinity.

<table>
<thead>
<tr>
<th>( w )</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( e )</th>
<th>( f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>( \sqrt{3}/4 )</td>
</tr>
<tr>
<td>2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>1/2</td>
<td>( \sqrt{3}/4 )</td>
</tr>
<tr>
<td>3</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>1/4</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 1-2** IFS Code for Generating an Inverted Sierpinski Gasket
Finally, an IFS process is illustrated in Fig. 1-7 for the construction of a stage four triadic Cantor linear array. The IFS operates on the individual antenna elements, which in this example are represented by the points of the Cantor set. The final array is scaled such that the minimum spacing between points is equal to $\lambda/2$.

### 1.2.1.2 Polyfractal Iterated Function Systems

The IFS approach is the most common method used to construct deterministic fractal geometries; however, deterministic fractals may not resemble natural objects very closely because of their perfect symmetry and order. On the other hand, random fractals more closely resemble natural objects because their geometries are often created using purely stochastic means. However, these objects are difficult to work with, especially in the context of optimization, because their structures cannot be recreated with exact precision. In an effort to bridge the gap between deterministic and random fractals, a specialized type of fractal-random tree, was developed. This new construct combines together properties of both deterministic and random fractal geometries [14], [15]. An example of a deterministic fractal tree is shown in Fig. 1-8a. A ternary (three-branch) generator is used for the first three stages of growth. Alternatively, a fractal-random tree is constructed from multiple deterministic generators selected in random order to form the
tree structure. An example of this structure is illustrated in Fig. 1-8b for a tree of three stages constructed from one two-branch and one three-branch generator. However, because randomness is still incorporated into the construction of fractal-random geometries, it is not possible to exactly reconstruct them. Therefore, a more generalized expansion of deterministic fractal-based geometry is introduced, called polyfractal geometry.

In order to construct a polyfractal, the IFS technique introduced in Section 1.2.1.1 must be expanded to handle multiple generators. Polyfractal arrays are constructed from multiple generators, 1, 2, ..., M, each of which has a corresponding Hutchinson operator $W_1, W_2, ..., W_M$. Each Hutchinson operator $W_n$ in turn contains $N_n$ affine linear transformations, $w_{n,1}, w_{n,2}, ..., w_{n,N_n}$. In addition to this expansion of the Hutchinson operator, a parameter called the connection factor, $k_{n,r}$, is associated with each affine linear transformation. This parameter is an integer value ranging from 1 to $M$, the number of generators used to construct the polyfractal array. In this generalized IFS approach, a Hutchinson operator, $W'_{n'}$, is used to construct a stage $i+1$ polyfractal from

![Figure 1-7](image_url) Construction of a triadic Cantor linear array and associated IFS code

![Figure 1-8](image_url) Examples of (a) deterministic fractal tree and (b) fractal-random tree
the set of possible stage $\ell$ polyfractals, $F_\ell$. Each affine linear transformation, $a_{m,n}$, can only be performed on stage $\ell$ polyfractals, where the generator applied at stage $\ell$ matches the connection factor, $\kappa_{m,n}$. Because the connection factors dictate how the affine linear transformations are applied, only one unique polyfractal geometry can be associated with each Hutchinson operator. Therefore, the set of stage $\ell$ polyfractals, $F_\ell$, can be expressed by the following notation:

$$F_\ell = \{F_{\ell,1}, F_{\ell,2}, \ldots, F_{\ell,M}\}$$

(1-8)

where the first subscript defines the level of the polyfractal and the second subscript defines the generator employed at that level. Therefore, a polyfractal of stage $\ell+1$ constructed by generator $m$ can be represented by

$$F_{\ell+1,m} = W_m(F_{\ell,1}, F_{\ell,2}, \ldots, F_{\ell,M}) = \bigcup_{n=1}^{N_m} w_{m,n}(F_{\ell,\kappa_{m,n}})$$

(1-9)

As another example to demonstrate how the modified IFS procedure operates, a polyfractal example based on the inverted Sierpinski gasket is discussed. In this example, two generators are used to construct two inter-related polyfractal geometries. One of these generators consists of three transformations and is based on the inverted Sierpinski gasket generator. The second consists of four transformations and creates a complete triangle pattern. In addition, each of these affine linear transformations has an associated connection factor that specifies to which of the interrelated polyfractal geometries the transformation is applied. The parameters for each of these transformations and the associated connection factors are listed in Table 1-3. In addition, a visual representation of these transformations and their associated connection factors are illustrated in Fig. 1-8. Similar to the process used to construct a deterministic fractal, these generators are applied to an initial geometry $F_0$ and combined using (1-9) to create the set of stage-$1$ polyfractal geometries, $F_{1,1}$ and $F_{1,2}$. Geometry $F_{1,1}$ is created by generator 1 and geometry $F_{1,2}$ is created by generator 2. Next, the generators are applied to the set of stage-$1$ polyfractals, where the transformations associated with a connection factor of 1 operate on $F_{1,1}$ and transformations associated with a connection factor of 2 operate on $F_{1,2}$.

<table>
<thead>
<tr>
<th>(w)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
<th>(\kappa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>$\sqrt{3}/4$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>1/2</td>
<td>$\sqrt{3}/4$</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>1/4</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>$-1/2$</td>
<td>1/4</td>
<td>$\sqrt{3}/2$</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1-3** IFS Code and Associated Connection Factors for Sierpinski-Based Polyfractal Geometries
This process can be continued iteratively until the desired resolution is achieved. When the number of iterations approaches infinity, the final set of polyfractal geometries, illustrated in Fig. 1-10, is achieved.

### 1.2.1.3 Fractal Beamforming

One of the principle advantages of utilizing fractal and polyfractal array geometries is that recursive beamforming algorithms can be used to evaluate array performance very quickly. This can allow an optimization to either converge much faster or examine much larger array layouts. In order to take advantage of the self-similar properties of fractals, the affine linear transformations employed to construct the array must be described using the fractal similitude $\omega$, such that

$$
\begin{pmatrix}
    x' \\
    y'
\end{pmatrix} = \omega \begin{pmatrix}
    x \\
    y
\end{pmatrix} = \begin{pmatrix}
    s_f \cos(\phi_n + \psi_n) & -s_f \sin(\phi_n + \psi_n) \\
    s_f \sin(\phi_n + \psi_n) & s_f \cos(\phi_n + \psi_n)
\end{pmatrix} \begin{pmatrix}
    x \\
    y
\end{pmatrix} + \begin{pmatrix}
    r_n \cos \phi_n \\
    r_n \sin \phi_n
\end{pmatrix}
$$

(1-10)
This similitude is constructed using three local parameters, $r_n$, $\phi_n$, $\psi_n$, and one scale parameter $s_j$ (in polyfractal geometries, the subscript $n$ is replaced with the subscript $n, m$). In this way, each fractal and polyfractal subarray is identical. Therefore, it follows that the radiation patterns of each of these subarrays are identical.

Many fractal array recursive beamforming algorithms are based on the pattern multiplication approach. The radiation pattern of a stage $\ell$ fractal array is equal to the product of the radiation pattern of a stage $\ell-1$ fractal subarray and the array factor of the appropriately scaled fractal generator. In other words, the stage $\ell$ fractal array can be thought of as an array of stage $\ell-1$ fractal subarrays. In order to perform pattern multiplication, not only must all subarray radiation patterns be identical, they must also be oriented in the same direction. Therefore, the sum of $\phi_n$ and $\psi_n$ is required to be equal to a multiple of $2\pi$, making the axes of symmetry of the subarrays parallel.

The equation for a recursive beamforming algorithm based on pattern multiplication can be written as

$$FR_{\ell}^L(\theta, \phi) = FR_{\ell-1}^L(\theta, \phi) \sum_{n=1}^{N} \exp \left[ k \left( s_j (s_j)^{\ell-1} r_j \right) \sin \theta \cos(\phi - \phi_n) \right]$$

where $k$ is the free-space wavenumber and $s_j$ is a global scale parameter used to ensure minimum spacing between elements. Assuming isotropic sources as the initial subarray radiation pattern, the final stage $L$ fractal array factor can be written in a similar manner as has been done in [30]:

$$AF_{\ell}^L(\theta, \phi) = \prod_{\ell=1}^{L} \sum_{n=1}^{N} \exp \left[ k S s_j \sin \theta \cos(\phi - \phi_n) \right]$$

where $\delta = 1/s_j$ and $S = s_j (s_j)^{\ell-1}$. Typically, the values of $r_n$ are scaled such that $S$ can be set equal to one.

The unique scaling procedure and connection factor based construction allow the rapid recursive beamforming algorithms associated with fractal arrays to be generalized to handle polyfractal arrays. The fractal array recursive beamforming operation discussed above requires all subarrays to have the same radiation pattern and be oriented in the same direction. In that way, pattern multiplication can be employed. In the more general polyfractal array, there are multiple types of subarrays that do not necessarily point in the same direction. Therefore these subarray patterns cannot be factored out of the summation and the resulting expression for the stage $\ell$, generator $m$ subarray pattern is given by

$$FR_{\ell}^m(\theta, \phi) = \sum_{n=1}^{N} \left[ FR_{\ell-1}^{m-1, n}(\theta, \phi - \phi_n, \psi_n) \right] \times \exp \left[ k \left( s_j (s_j)^{\ell-1} r_n \right) \sin \theta \cos(\phi - \phi_n) \right]$$

This subarray radiation pattern is based on the set of stage $\ell-1$ fractal subarray patterns. The final radiation pattern can be determined by using isotropic sources for the initial subarray radiation patterns and recursively applying the expression until the stage $L$ radiation pattern is obtained. Figure 1-11 illustrates this process for an example based on a two-generator (three-branch and four-branch) polyfractal array. One of the main
advantages of the recursive beamforming approaches associated with fractal and polyfractal arrays is that they can be exploited to considerably speed up the convergence of the GA. This allows the possibility of optimizing much larger arrays than those that have previously been achievable using other approaches.

1.2.1.4 Multiband Fractal Arrays
The self-similar properties of fractals have been utilized in antenna array design to develop multiband radiation pattern synthesis techniques [13], [15], [31]–[37]. An approach was first introduced in [31] for synthesizing Weierstrass fractal radiation patterns based on a family of nonuniformly spaced self-scalable linear arrays of discrete elements, which are called Weierstrass arrays. In addition, a Fourier-Weierstrass fractal radiation pattern synthesis technique was presented in [31] for continuous line sources. The radiation properties of concentric circular arrays that incorporate Weierstrass and Cantor fractals into their design have been considered in [32] and [13], respectively. Properties of Weierstrass fractals were first employed in [33] to develop a multiband array synthesis technique. Application of fractal concepts to the design of multiband Koch arrays as well as low sidelobe Cantor arrays are discussed in [34]. In [36], a novel fractal-inspired design methodology was introduced for reconfigurable multiband linear and planar arrays. A special class of atomic functions was later studied in [37] and shown to provide additional design flexibility for multiband (reconfigurable) fractal arrays. A more comprehensive overview of the theory and design techniques for fractal arrays can be found in [15], [35].

In this section, we focus on the radiation pattern synthesis technique for designing reconfigurable multiband arrays that was first considered in [36]. This technique is based on a generalization of the conventional Fourier series synthesis approach and
achieves the desired multiband performance by utilizing radiation patterns that exhibit self-similar fractal properties. Suppose we consider a series of $P$ self-scalable linear arrays, each with a total of $2N + 1$ elements oriented along the $z$-axis and centered about the origin, such that the total number of elements in the composite array would be $P(2N + 1)$. Furthermore, if we assume that the current amplitude distribution on each of the $P$ subarrays is symmetric (i.e., $I_n = I_{-n}$), then the array factor may be expressed in the following form [36]:

$$AF_N^P(w) = C_P I_0 + 2 \sum_{n=1}^{N} I_n W_n^P(w)$$  \hspace{1cm} (1-14)$$

where

$$W_n^P(w) = \sum_{p=1}^{P} \left( \frac{1}{y^s} \right)^{p-1} \cos \left[ nk ds^{p-1} (w - w_0) \right]$$  \hspace{1cm} (1-15)$$

$$C_P = \frac{1 - \left( \frac{1}{y^s} \right)^P}{1 - \left( \frac{1}{y^s} \right)}$$  \hspace{1cm} (1-16)$$

$$I_n = \left( \frac{2d}{\lambda} \right)^2 \int_0^{\pi} f(w) \cos \left[ n \pi \left( \frac{2d}{\lambda} \right) w \right] dw$$  \hspace{1cm} (1-17)$$

The remaining parameters are defined as $w = \cos \theta$, where $\theta$ is measured from the $z$-axis, $w_0 = \cos \theta_0$, where $\theta_0$ represents the desired position angle of the main beam, $s$ is the scaling or similarity factor, $\gamma$ is an additional current amplitude scaling parameter, and $f(w)$ is a desired generating or window function with the property that $f(-w) = f(w)$. Note that for the special case when $P = 1$, expression (1-14) reduces to

$$AF_N^1(w) = I_0 + 2 \sum_{n=1}^{N} I_n \cos [nk d (w - w_0)]$$  \hspace{1cm} (1-18)$$

which represents the array factor for a conventional linear array comprised of $2N + 1$ elements spaced a uniform distance $d$ apart with a nonuniform symmetrical (i.e., $I_n = I_{-n}$) current amplitude excitation. If $N \to \infty$ then (1-18) represents a Fourier series on the interval $-\frac{\pi}{2d} < w < \frac{\pi}{2d}$ such that

$$I_n = \left( \frac{2d}{\lambda} \right)^2 \int_0^{\pi} AF^1(w) \cos \left[ n \pi \left( \frac{2d}{\lambda} \right) w \right] dw$$  \hspace{1cm} (1-19)$$

where

$$\lim_{N \to \infty} AF_N^1(w) = AF^1(w) = I_0 + 2 \sum_{n=1}^{\infty} I_n \cos [nk d (w - w_0)]$$  \hspace{1cm} (1-20)$$

The array factor expression given in (1-14), which results from a superposition of self-scalable linear arrays, can be related to the radiation properties of Fourier-Weierstrass
arrays provided that \( \frac{1}{2} < \gamma \), \( \frac{1}{2} \leq \alpha \leq 1 \), \( \frac{1}{2} \leq \beta \)<ref>. Under these conditions, it can be shown that \( \psi_n(w) \) represent bandlimited Weierstrass functions. The fractal dimension \( D \) associated with these Weierstrass functions as \( P \to \infty \) is given by

\[
D = 1 - \frac{\ln(\gamma)}{\ln(s)}
\]  

(1-21)

If we consider an array with a doubly infinite number of stages, then it can be shown that \[ AP (\alpha w) = a \beta A (w) \]  

(1-22)

where

\[
AF(w) = \lim_{P \to \infty} AF_P(w)
\]

(1-23)

\[
AF_P(w) = \left[ 1 - \frac{1}{(1/y^s)} \right] \sum_{p=-P}^{P} \sum_{n=0}^{\infty} e_n I_n \cos \left[ nk_d s^{p-1} w \right]
\]

(1-24)

\[
e_n = \begin{cases} 1, & n = 0 \\ 2, & n > 0 \end{cases}
\]

(1-25)

\[
k_1 = \frac{2\pi}{\lambda_1}
\]

(1-26)

\[
d = a\lambda_1 \quad (a \text{ is a dimensionless parameter})
\]

(1-27)

\[
\alpha = \frac{\lambda_1}{\lambda_m} = \frac{f_m}{f_1} = \left( \frac{1}{s} \right)^{m-1} \quad f > 1 \text{ and } m = 1, 2, \ldots
\]

(1-28)

\[
\beta = \left( \frac{1}{y} \right)^{m-1} \quad \text{and} \quad \gamma > \frac{1}{s}
\]

(1-29)

and where \( f_1 \) represents the base-band design frequency of the array. Based on (1-22) it follows that this array will exhibit multiband behavior when operated at the discrete set of frequencies defined by the relationship given in (1-28). We note that this multiband property holds for infinite arrays, but rapidly degrades once the arrays are truncated. In order to compensate for these truncation effects, a novel reconfigurable band-switching technique was proposed in [36].

The multiband radiation pattern synthesis technique developed thus far for linear arrays can be readily extended to include planar array configurations. Suppose that we have a sequence of self-scalable planar arrays that lie in the xy-plane and are centered about the origin, then the composite far-field radiation pattern may be expressed in the form

\[
AF_N^P(u, v) = \sum_{p=1}^{P} \sum_{n=1}^{N} e_n I_{p\alpha n} \cos \left[ mk ds^{p-1}(u - u_0) \right] \]

\[
\times \cos \left[ mk ds^{p-1}(v - v_0) \right]
\]

(1-30)
where

\[
I_{pnn} = \left( \frac{1}{\gamma_s} \right)^{p-1} \quad I_{mn} = \left( \frac{1}{\gamma_s} \right)^{p-1} \quad I_m I_n
\]  
(1-31)

\[
I_q = \left( \frac{kd}{\pi} \right) \int_0^{\pi} f(w) \cos \{ qk \, dw \} \, dw \quad \text{for} \quad q = m \quad \text{or} \quad n
\]  
(1-32)

\[
u = \sin \theta \cos \phi
\]  
(1-33)

\[
u = \sin \theta \sin \phi
\]  
(1-34)

\[
u_0 = \sin \theta_0 \cos \phi_0
\]  
(1-35)

\[
u_0 = \sin \theta_0 \sin \phi_0
\]  
(1-36)

This synthesis procedure yields planar arrays with nonperiodic element layouts that produce two-dimensional (2D) self-similar (fractal) radiation patterns, which are based on scaled and translated versions of a specified generating function $f(w)$. Several examples of useful generating or window functions $f(w)$ are provided in Table 1-4, along with the corresponding expressions for the Fourier cosine series coefficients $I_q$ evaluated using (1-32) [36], [37]. These window functions can be employed to synthesize massively thinned multiband arrays with dramatically reduced element counts and, as a consequence, much smaller aperture sizes.

### 1.2.2 Aperiodic Tiling Theory

We start this section by giving some basic definitions regarding tiles and tilings. In general, a tiling is a partition of space into a countable number of tiles in such a way that every point in space belongs to at least one tile, and in the case that a point belongs to more than one tile, it must be on the boundary of those tiles. Put in mathematical notation, a tiling $\Xi$ of the space $E^d$ is a countable set of tiles [38]

\[
\Xi = \{ T_1, T_2, \ldots \}
\]  
(1-37)

such that the union of all the tiles is $E^d$ ($d$ denotes the dimension of the space) and the intersection of the interiors of any two tiles is the empty set. The above definition does not put any restriction on the shapes of the tiles, or the number of possible shapes. However, since we are studying tiles for their applications to antenna arrays, we limit our attention to those tilings whose tiles are copies of a finite set of shapes. The elements of this finite set of shapes are known as prototiles. As a very basic example consider the tiling of the 2D plane ($E^2$) by identical squares whose side is unity. In such a case the tiling is defined by only one prototile, namely a unit square. The 2D plane can also be tiled by a chessboard pattern. In this case the tiling is defined by two prototiles: one black square and one white square. Tilings can be either periodic or aperiodic. In order to establish periodicity in $E^d$, we must be able to find $d$ basis vectors $u_1, u_2, \ldots, u_d$ such that

\[
T(p) = T \left( p + m_1 u_1 + m_2 u_2 + \cdots + m_d u_d \right) \quad m_1, m_2, \ldots, m_d = 0, \pm 1, \pm 2, \ldots
\]  
(1-38)

In the preceding equation, $p$ denotes the location of a point in $E^d$ and $T(p)$ denotes the prototiles in that location. For our first example (tiling of the plane with unit squares) assuming that our plane is the $xy$-plane, by inspection we can see that for $u_1 = \hat{x}$ and
### Table 1-4: Some Useful Window Functions and the Coefficients for Their Associated Fourier Cosine Series

<table>
<thead>
<tr>
<th>Window Function $f(w)$</th>
<th>Fourier Series Coefficients $I_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackman Window</td>
<td>$a_0 \left{ \begin{array}{l} 1 - a_1 \cos \left[ \frac{2\pi \left( w - \frac{\Delta}{2} \right)}{\Delta} \right] \quad -\frac{\Delta}{2} \leq w \leq \frac{\Delta}{2} \ \frac{4\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} - a_1 \cos \left[ \frac{6\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} \right] \ 0. \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + \pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} - 2\pi \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + 3\pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td>Blackman-Harris Window</td>
<td>$a_0 \left{ \begin{array}{l} 1 - a_1 \cos \left[ \frac{2\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} \right] + \frac{a_0}{a_1} \cos \left[ \frac{4\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} \right] \ \frac{6\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} - a_1 \cos \left[ \frac{6\pi \left( w + \frac{\Delta}{2} \right)}{\Delta} \right] \ 0. \end{array} \right.$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + \pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} - 2\pi \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + 3\pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td>Kaiser-Bessel Window</td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} \frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + \pi}{2} \right] \ \frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + \pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta}{2} - 2\pi \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta}{2} - 2\pi \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
<tr>
<td></td>
<td>$a_0 \left{ \begin{array}{l} -\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_1 \Delta + 3\pi}{2} \right] \ -\frac{\Delta}{2} \sin \left[ \frac{q_2 \Delta + 3\pi}{2} \right] \end{array} \right. + \frac{a_0}{a_1}$</td>
</tr>
</tbody>
</table>

where $\alpha \in \mathbb{R}$

| Kravchenko Window No. 1 | $\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \prod \frac{\sin \left[ \frac{q_0 \Delta(n + 1)}{2} \right]}{n + 1}$ |
| Kravchenko Window No. 2  | $\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \prod \frac{\sin \left[ \frac{q_0 \Delta a}{2} \right]}{a^2}$ |
| Kravchenko Window No. 3  | $\frac{\Delta}{2} \sin \left[ \frac{q_0 \Delta}{2} \right] \prod \frac{\sin \left[ \frac{q_0 \Delta}{2} \right]}{a^2}$ |

Table 1-4: Some Useful Window Functions and the Coefficients for Their Associated Fourier Cosine Series.
\[ \mathbf{u}_1 = \hat{y}, \text{ we can establish the periodicity of the tiling. Similarly, for the second example} \]

the periodicity can be established for \( \mathbf{u}_1' = 2\hat{x} \) and \( \mathbf{u}_2' = 2\hat{y} \). It is worth mentioning that the set of basis vectors will not be unique. A periodic tiling is said to have translational symmetry. An example of a periodic tiling with two prototiles and its basis vectors is shown in Fig. 1-12. As mentioned earlier, the set of basis vectors is not unique. For the tiling in Fig. 1-12, two sets of basis vectors are shown.

In general any quadrilateral can form a periodic tiling of the plane. This is true for convex as well as concave quadrilaterals. Tilings can also be generated in an iterative process from fractals. These tilings are referred to as \textit{fractiles}. A well-known example is the fudgeflake fractile [27]. Individual tilings are generated in an iterative process starting with a regular hexagon. The first six steps of the iteration process are shown in Fig. 1-13. At any iteration level, the resulting fractile can be used to periodically tile the plane. An example of tiling the plane with the sixth iteration of the fudgeflake fractile is shown in Fig. 1-14 [39]. Antenna array design approaches that employ fractals have been considered in [40]–[45]. Tilings can also be applied to curved surfaces. Figure 1-15 shows three different aperiodic tilings of a sphere using various sets of prototiles.

For an aperiodic tiling, the basis vectors \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_d \) that will satisfy the above periodicity condition do not exist. Figure 1-16 shows the pattern of an aperiodic tiling known as the Amman tiling, discovered by Robert Amman in 1977 [39]. Over the past 50 years, several sets of aperiodic tilings have been discovered. Probably the best known aperiodic tiling is the Penrose tiling discovered by Sir Roger Penrose in 1974 [46], [47] (Fig. 1-17). The tiling is built from only two prototiles. Once the prototiles are known, there are several ways to generate the tiling. Perhaps the most intuitive way is placing tiles next to each other according to specific matching rules, which are meant to preserve the aperiodicity of the tiling. The shortfall of this method is the fact that

---

**Figure 1-12** An example of a periodic tiling generated by two prototiles A and B. Two sets of basis vectors are displayed.

**Figure 1-13** First six iterations of the fudgeflake fractile
the tiling might be generated to a point at which no additional tiles can be added via matching rules.

A more systematic approach, which lends itself better to programming, is the use of an iterative inflation process [39], [48], [49]. This process is also known as stone inflation. Stone inflation specifies how each tile is first expanded by a given factor and then subdivided into smaller tiles. Figure 1-18 shows the two prototiles of the Penrose tiling. Figure 1-19 shows an illustration of the iterative inflation process. It is interesting to note that the number of tiles grows according to the Fibonacci sequence \(1 \rightarrow 2 \rightarrow 3 \rightarrow 5 \rightarrow 8 \rightarrow \ldots\).

Penrose tilings are not the only known aperiodic tilings of the plane. Some of the more well-known aperiodic tilings include chair, pinwheel, sphinx, and Danzer...
tilings [38], [39]. Danzer tilings in particular are of interest for antenna array applications. The Danzer tiling is comprised of three prototiles. Similar to a Penrose tiling, starting with the prototiles, the tiling can be generated by either placing the prototiles next to each other according to matching rules or by stone inflation. The prototiles of the Danzer aperiodic set are shown in Fig. 1-20. Figure 1-21 shows the iterative process applied to the third Danzer prototile in Fig. 1-20.

Figure 1-22 shows another type of aperiodic tiling known as the pinwheel tiling. The pinwheel tiling was proposed by John Conway and Charles Radin [50]. One interesting feature of this tiling is that it is comprised of only one prototile. Similar to the Penrose and the Danzer tiling, the pinwheel tiling can be generated using the substitution and inflation rules as demonstrated in Fig. 1-22.
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**Figure 1-18** Prototiles of the Penrose tiling \( \theta = \pi/5 \) and \( \tau = \frac{\sqrt{5} - 1}{2} \) (From T. G. Spence, and D.H. Werner, ©IEEE 2008, [59])

**Figure 1-19** Iterative stone inflation of Penrose prototiles

**Figure 1-20** Prototiles of the Danzer tiling \( \theta = \gamma \) (From T. G. Spence, and D.H. Werner, ©IEEE 2008, [59])

**Figure 1-21** Inflation and substitution applied to Danzer prototile type III
The concept of aperiodic tilings can be further extended into three dimensions in order to generate volumetric aperiodic tilings. In 1989, Danzer discovered a set of four prototiles that can aperiodically tile the Euclidean three-dimensional (3D) space [51]. This tiling is composed of four prototiles in the shape of tetrahedrons and their mirror images. The four Danzer prototiles (A, B, C, K) are shown in Fig. 1-23. The values for the edges are given in Table 1-5, where, $\tau = \left(1 + \sqrt{5}\right)/2$, $a = \left(\sqrt{10 + 2\sqrt{5}}\right)/4$, and $b = \sqrt{3}/2$.

Once the prototiles are known, the tiling can be generated using the inflate-and-subdivide approach. Danzer derived the subdivision rules for this tiling [52]. The same rules are expressed in [53], but in a more precise manner using linear transformations and group theory. The subdivision rules act upon an initial tile and divide the tile into a number of different tiles all of which are in a scale of $\tau^{-1}$ to one of the prototiles in Table 1-5. Thus after each subdivision, the tiling has to be scaled by $\tau$. Figure 1-24 shows two iterations of the subdivision rules, starting with prototile A.

1.2.3 Optimization Techniques

One of the key aspects of the more recent high-performance UWB antenna array design methodologies is the incorporation of a robust global optimization strategy to improve
the performance of the final array designs [55]-[59]. The goal of the optimization strategy is to find the best set of design input parameters that define an array, which satisfies one or more UWB conditions. The UWB array design procedure, outlined in Fig. 1-25 is usually an iterative method based on the genetic algorithm (GA) [60]-[63], particle swarm (PS) [64]-[67], or some other global optimization technique.

The aforementioned algorithms operate by creating a group of parameter sets called a population, where each set is referred to as a population member. Each population member, by way of the array representation technique, defines a specific solution or aperiodic array design. At every algorithm iteration (also called a generation), the population is evaluated such that each population member has an accompanying fitness value or fitness vector in the case of multiobjective optimization. Subsequently, the algorithm uses knowledge of the population parameters and fitness (and possibly knowledge of past iterations) to form a new population. This process repeats until a suitable solution (acceptable UWB array design) is found, the algorithm converges (little fitness improvement is made in many iterations), or time is expired. A simplified schematic of the genetic algorithm optimization process is given in Fig. 1-26.

The most significant difference between single-objective and multiobjective optimization strategies is the sorting and selection method. Single-objective is fairly straightforward; the best members which are ranked according to fitness prevail. This can be done with a tournament selection method, for example, where random population pairs are formed and the best member of each pair is passed on for crossover and mutation. With multiobjective fitness vectors, the selection process involves finding the set of nondominated solutions in the Pareto frontier [68]-[72], that is, a solution where no
other solution has better fitness for all of the objectives. An example Pareto frontier with the dominated and nondominated solutions highlighted is given in Fig. 1-27. At the end of an optimization, the user selects one of the nondominated solutions as the final design, where a trade-off must be made between two or more goals.

For almost all of the algorithms, there are several evolutionary constants that must be specified, which determine their behavior. For example, the mutation rate of the genetic algorithm determines how many new and different population members are formed at each generation. Too large a mutation rate and the algorithm has trouble converging to good solutions, while at too small a rate the algorithm can converge quickly on unacceptable solutions. Careful selection of these constants must be heeded to obtain good algorithm performance. In addition to these evolutionary constants, other values such as the population size must be determined before beginning an optimization.
Generally, larger populations are used for more difficult problems. Because of the use of populations, most algorithms are well suited to parallelization, where multiple population members can be simultaneously evaluated on multiple computer processors. For very difficult design problems, i.e., arrays with thousands of elements, the use of parallel evaluation is usually recommended to obtain an acceptable solution in a reasonable amount of time. Once configured correctly, these optimization tools provide a powerful mechanism for obtaining UWB array designs.

### 1.3 Modern UWB Array Design Techniques

In this section, several state-of-the-art UWB array design methodologies are introduced and specific application examples are provided for each technique. In addition to simply obtaining the best sidelobe level at a certain bandwidth, some designs require that more than one goal be achieved. For instance, with the multiobjective polyfractal design, multiple bandwidth goals can be targeted, giving the user a trade-off curve (Pareto front) from which to select an appropriate design after the optimization has been completed. With the raised-power series (RPS) design technique, the optimization is restricted to a specific number of elements, rather than specifying a range of elements or implementing this decision into the fitness function as is done in the case of polyfractal arrays. The polyfractal, RPS, and aperiodic tiling methods will be explained here, giving insight into which methods are best for various applications.

#### 1.3.1 Polyfractal Arrays

Polyfractal arrays were developed from a class of quasi-random arrays called fractal-random arrays [14], [55]–[57]. These structures, briefly introduced in Section 1.2.1.2, are used to generate array geometries that lie somewhere between completely ordered (i.e., periodic) and completely disordered (i.e., random). The primary advantage of this approach is that it yields sparse arrays that possess relatively low sidelobe levels, which are typically associated with periodic arrays, but over a range of bandwidths that are comparable to random arrays. Hence, fractal-random arrays bridge the gap between periodic and random arrays both structurally and functionally.

However, there is a significant shortcoming in fractal-random array theory that prevents it from being employed in conjunction with any kind of optimization technique. There is no reliable way to accurately recreate fractal-random geometries from a set of constructing parameters. Therefore, an effort was recently undertaken to identify a representative subset of fractal-random arrays that can be recreated deterministically in a repeatable manner. These arrays, called polyfractal arrays, perform similarly to fractal-random arrays yet their geometries can be described with fewer parameters and their specific recursive properties can be exploited in rapid beamforming algorithms. General construction techniques for polyfractals are discussed in Section 1.2.1.2, while specification of polyfractal arrays and associated rapid beamforming techniques are discussed in Section 1.2.1.3. It is the combination of the relatively small set of design parameters and available rapid beamforming algorithms that makes polyfractal arrays ideal candidates for optimization. These properties significantly speed up optimization convergence and as a result allow the study of much larger array sizes.

While polyfractal arrays are well suited for optimization, they offer even more advantages when specialized operators are tailored to handle their unique data structures. One of the most powerful operators available to polyfractal arrays stimulates
the evolution process when it appears to reach premature convergence. This operator, called *generator autopolyploldization*, divides each polyfractal generator into two identical parts \([73]–[76]\). Connection factors originally used to select the parent generator are now uniformly divided to select between the two new generators. This way the arrays have the exact same geometry; however, they are described using twice the number of parameters. Figure 1-28 illustrates how generator autopolyploldization can be used to convert a fractal (stage-1 polyfractal) array into a stage-2 polyfractal array. In this way, generator autopolyploldization adds new flexibility to the optimization procedure while carrying along the information obtained in previous levels of the optimization.

The combination of polyfractal geometry and generator autopolyploldization can be used to create a design methodology that progressively evolves simple solutions first and ends with a final, nearly random, optimized design. The optimization begins with a periodic array that has \(N_L\) number of elements. This kind of periodic array can be described as a fractal array that has \(N\) number of transforms in the Hutchinson operator and \(L\) number of stages in the fractal geometry. This provides a starting point where the optimization is used to create simple solutions consisting of a small number of generators. The limited number of parameters restricts the initial antenna geometries to a small area of the search space; however, the time required to evaluate the performance of each antenna is very small. When the optimization can no longer take advantage of this reduced data set and premature convergence is reached, a generator autopolyploldization process is initiated to expand the number of generators. This process expands the search space at the cost of increasing the evaluation time required per array. However, these more complex designs are initially based on the simpler designs found prior to autopolyploldization, giving us a good starting point for the next level of optimization. Finally, the optimization ends after the array is described by many different generators and the design goals are met. Conceivably this can be when the set of applied generators is so large that no generator is selected more than once.

![Figure 1-28](image.png)  
*Figure 1-28* Illustration of how generator autopolyploldization converts (a) a fractal (stage-1 polyfractal) array into (b) a stage-2 polyfractal array
At this point the polyfractal methodology is used to describe a completely random array. Yet because the polyfractal convention for truly random arrays is cumbersome, the optimization is usually stopped when the disorder of the polyfractal array reaches a sufficiently high enough level. Figure 1-29 illustrates how the optimization procedure progresses and how the array geometry relates to periodic, random, fractal, and polyfractal arrays along the way.

### 1.3.2 Arrays Based on Raised-Power Series Representations

The concept of the raised-power series (RPS) array design [58] arose after the observation that linear arrays with wide bandwidths and low sidelobe levels tend to have a higher density of elements in the middle of the array with the density tapering off toward the ends. In an attempt to mimic this behavior naturally, the simple array geometry descriptor in (1-39) was created for 2N + 1 element arrays. By controlling the r-parameter, the array adjusts element locations as shown in Fig. 1-30, allowing for various density tapering behavior. The scaling constant in (1-40) is required to maintain a specific minimum element spacing ($d_{\text{min}}$) for different values of r. For $r = 1$, the array remains periodic. Normally the range of r is limited to approximately between 0.8 and 1.2 to avoid extremely sparse arrays (especially with large N), which can be undesirable for many applications.

\[
x_n = \text{sign}(n) \frac{\zeta d_{\text{min}}}{n |n| r} \quad \text{for} \quad |n| \leq N
\]

\[
\zeta(r,N) = \begin{cases} 
\left[ N' - (N - 1) \right]^{1/r} & r < 1, N \geq 1 \\
1 & r \geq 1
\end{cases}
\]
The array factors for the layouts in Fig. 1-30 are shown in Fig. 1-31. The grating lobes of the periodic array \((r = 1.0)\) are readily apparent, whereas with \(r \neq 1\), the aperiodic configurations exhibit no grating lobes. Although the bandwidth of these small arrays is limited, a dramatic enhancement is seen as the size of the array is increased. For example, a 101-element RPS array \((N = 50)\) with \(r = 0.81\) is shown in Fig. 1-32 over an extended bandwidth (up to \(10 f_0\)). The array exhibits a peak sidelobe level of about \(-9.4 \text{ dB}\) from \(f_0\) to \(62 f_0\) while only increasing to \(-8.6 \text{ dB}\) at \(62 f_0\).

Although this design exhibits no grating lobes and a relatively stable peak sidelobe level across a very large bandwidth, even greater performance and design flexibility can be achieved by tailoring the layout of the array using an optimization algorithm. However, in its current form the RPS design technique can only be adjusted through the parameters \(N\) and \(r\). To allow for increased customizability, a subarray technique is implemented, where each element in a relatively small RPS array is replaced with...
another RPS array, as illustrated in Fig. 1-33. For the two-stage array, the new element locations are given in (1-41) with the corresponding array factor defined in (1-42).

\[ x_{m,n} = \text{sign}(n) d_{\text{min}} | \pi | n + \text{sign}(m) d_{\text{global}} | m \]  

\[ AF(\theta) = \sum_{m=-N_{\text{global}}}^{N_{\text{global}}} \left( \sum_{n=-N_y}^{N_y} e^{j2\pi n \sin \theta} \right) \]  

In addition to the local minimum element spacing \(d_{\text{min}}\), a global subarray spacing must be specified to avoid overlapping subarrays. This must be selected according to the size of the subarrays, which varies depending on the number of elements per subarray and allowable range of \(r\). The subarray sizes, ranges of \(r\), and global minimum subarray spacing are selected prior to the optimization of a design. More than two stages can be implemented with the same considerations used for creating two-stage designs. Generally, the number of elements in each subarray, the number of subarrays, and the global and local minimum spacings are all fixed. The task of the optimizer is to determine a set of \(r\) values that yield the lowest possible peak sidelobe level.

1.3.3 Arrays Based on Aperiodic Tilings

1.3.3.1 Planar 2D Arrays

Converting an aperiodic tiling to an antenna array layout is a straightforward procedure. As it was first presented in [77], the process involves replacing an aperiodic tiling with
a set of points that are located at the vertices of the tiling. The locations of these points correspond to the locations of the elements that comprise the antenna array. In [77] the radiation properties of several different categories of aperiodic tiling arrays were investigated and found to possess features similar to their associated optical diffraction patterns. Moreover, arrays generated using tilings that possess continuous, diffused diffraction patterns were shown to exhibit relatively wide bandwidths over which grating lobes were suppressed.

In the generation of a practical antenna array layout, the tiling array must be scaled and truncated to meet a desired minimum element spacing requirement and aperture size. In order to provide for a straightforward comparison, all of the planar aperiodic tiling arrays that are to be presented follow the same basic scaling and truncation process. Each aperiodic tiling is scaled to have a minimum spacing of at least 0.5λ at a frequency $f_0$ (with corresponding wavelength $\lambda$) between array elements. The tiling is then truncated such that it fits within a circular aperture with a maximum extent of 12λ at the lowest intended operating frequency. Any tile that has at least one vertex outside of the circular aperture is eliminated from the tiling. The vertices of the remaining tiles constitute the locations of the elements of the truncated aperiodic array. All of the arrays are orientated such that they lie in the $xy$-plane and their elements are assumed to be ideal isotropic sources with equal amplitude excitations.

A representative portion of a Penrose aperiodic tiling [39] and its corresponding array layout are shown in Fig. 1-34a. The aperture of the Penrose tiling array is seen to be relatively sparse when compared to a periodic array with the same minimum element spacing. The 1381-element Penrose tiling array has approximately 23% fewer elements than its periodic counterpart, which requires 1793 elements to populate the same circular aperture. A plot of their sidelobe performance versus frequency is shown in Fig. 1-35. Radiation pattern plots of the arrays at $f_0$, $2f_0$, and $3f_0$ are shown in Figs. 1-36, 1-37, and 1-38, respectively. The Penrose tiling array is seen to have a larger bandwidth than the periodic array, extending up to $f = 2.4f_0$. Some of the relevant geometrical and radiation properties of the two arrays are listed in Table 1-6 and Table 1-7, respectively.

One of the obvious tradeoffs in the aperiodic layout is a reduction in directivity.

Figure 1-34 Examples of antenna array configurations that were obtained via (a) a Penrose tiling and (b) a Danzer tiling. The antenna element positions are shown as black dots located at the vertices of the tiles. (From T. G. Spence and D. H. Werner, © IEEE 2008, [59].)
A portion of a Danzer aperiodic tiling and its associated antenna array distribution are shown in Fig. 1-34b. The 811-element Danzer array contains significantly fewer elements than the Penrose and periodic arrays; it has approximately 55% fewer elements than the 1793-element periodic array. A plot of the sidelobe performance of the Danzer tiling array and the periodic array is shown in Fig. 1-39. The Danzer array is seen to have the same 2:1 bandwidth as the periodic array, although its sidelobe level within this bandwidth is 4 dB higher. However, it has an extremely wide bandwidth that is void of grating lobes. Contrast this with the conventional periodic array, where grating lobes first appear at a minimum element spacing of 1 λ. It is noted, however, that even

<table>
<thead>
<tr>
<th>Array Configuration</th>
<th>Number of Elements</th>
<th>$d_{\text{avg}}$</th>
<th>$d_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penrose</td>
<td>1381</td>
<td>0.526λ</td>
<td>0.818λ</td>
</tr>
<tr>
<td>Danzer</td>
<td>811</td>
<td>0.525λ</td>
<td>1.123λ</td>
</tr>
<tr>
<td>Periodic</td>
<td>1793</td>
<td>0.5λ</td>
<td>0.5λ</td>
</tr>
</tbody>
</table>

**Table 1.6** Geometrical Properties of the planar aperiodic Tiling Antenna Array Examples. The average minimum nearest neighbor spacing and maximum nearest neighbor spacing correspond to operation at $f_0$ with a minimum element spacing of 0.5λ.

<table>
<thead>
<tr>
<th>Array Configuration</th>
<th>Peak SLL</th>
<th>$-3$ dB Beamwidth</th>
<th>Directivity</th>
<th>Bandwidth Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penrose</td>
<td>-17.49 dB</td>
<td>2.44°</td>
<td>33.4 dB</td>
<td>2.4:1</td>
</tr>
<tr>
<td>Danzer</td>
<td>-17.28 dB</td>
<td>2.45°</td>
<td>28.6 dB</td>
<td>2:1</td>
</tr>
<tr>
<td>Periodic</td>
<td>-17.41 dB</td>
<td>2.46°</td>
<td>34.4 dB</td>
<td>2:1</td>
</tr>
</tbody>
</table>

**Table 1.7** Radiation Properties of the planar aperiodic Tiling Antenna Array Examples. The sidelobe level, half-power beamwidth, and directivity values correspond to operation at $f_0$ with a minimum element spacing 0.5λ. The bandwidth ratio denotes the ratio of the approximate upper frequency bound of the operating band (SLL < -10 dB) of the array to the lower frequency bound, $f_0$.

A portion of a Danzer aperiodic tiling and its associated antenna array distribution are shown in Fig. 1-34b. The 811-element Danzer array contains significantly fewer elements than the Penrose and periodic arrays; it has approximately 55% fewer elements than the 1793-element periodic array. A plot of the sidelobe performance of the Danzer tiling array and the periodic array is shown in Fig. 1-39. The Danzer array is seen to have the same 2:1 bandwidth as the periodic array, although its sidelobe level within this bandwidth is 4 dB higher. However, it has an extremely wide bandwidth that is void of grating lobes. Contrast this with the conventional periodic array, where grating lobes first appear at a minimum element spacing of 1λ. It is noted, however, that even

![Sidelobe level performance of the Penrose tiling array and a conventional square-lattice periodic array](image)
Figure 1-36  Radiation pattern cuts at (a) $\varphi = 0^\circ$ and (b) $\varphi = 90^\circ$ for the 811-element Danzer tiling array, 1391-element Penrose tiling array, and 1793-element periodic array at $f = f_0$.

Figure 1-37  Radiation pattern cuts at (a) $\varphi = 0^\circ$ and (b) $\varphi = 90^\circ$ for the 811-element Danzer tiling array, 1391-element Penrose tiling array, and 1793-element periodic array at $f = 2f_0$.

Figure 1-38  Radiation pattern cuts at (a) $\varphi = 0^\circ$ and (b) $\varphi = 90^\circ$ for the 811-element Danzer tiling array, 1391-element Penrose tiling array, and 1793-element periodic array at $f = 3f_0$. 
though the Danzer tiling array is void of grating lobes over a very wide bandwidth, its peak sidelobe levels are still relatively high (i.e., greater than $-10 \text{ dB}$). Geometrical and radiation properties of the array are listed in Tables 1-6 and 1-7, respectively.

The characteristics of the presented examples are indicative of what would be observed in arrays based on other comparable portions of the tilings, and for the most part, aperiodic tiling arrays in general. In other words, various portions of a tiling tend to generate array layouts with comparable geometrical and performance characteristics. For instance, negligible variations would be observed in the sidelobe level performance of the Danzer array if it had been generated from another portion of the tiling. Similar observations regarding this property of aperiodic tiling arrays were made in [77]. It is worth noting that this property has a propensity to only be associated with moderate to large size arrays since significant variations may be seen among various small tiling arrays.

In their native form, arrays based on the lattices of aperiodic tilings are not well suited for wideband applications, primarily due to their relatively high sidelobes. In addition, the arrays are tied to a particular tiling geometry, which greatly limits their design flexibility. They do however possess some desirable attributes such as grating lobe suppression over a wide bandwidth and the ability to efficiently distribute highly sparse elements across an array aperture. Investigations into these attributes led to the development of a robust design technique that is based on exploiting the geometrical construction properties of aperiodic tilings in the generation of UWB array distributions. Coined recursive-perturbation, this design technique was first discussed in [59]. It employs a simple modification to the basic inflation process whereby additional element locations are efficiently added and controlled through an iterative process: recursive-perturbation. It starts off by placing a point within the boundary of each prototile of an aperiodic set. The locations of these points are preserved within each prototile as a tiling is generated via the inflation process. The result of this process is the formation of an aperiodic tiling that contains an additional point within each of its constituent tiles. Converting this to an array lattice yields elements at the vertices of the tiling as well as an element at each additional perturbation point location. The layout of this tiling array can be readily scaled to obtain a desired minimum element spacing and then truncated to fit within a desired aperture size.

![Sidelobe level performance of a standard Danzer array and a conventional periodic array](image)

Figure 1-39 Sidelobe level performance of a standard Danzer array and a conventional periodic array.
An example of this process applied to the Danzer aperiodic set is illustrated in Fig. 1-40. An additional point is randomly placed within the boundary of each of the three Danzer prototiles (Fig. 1-40a). An iteration of the inflation process is applied to one of the Danzer prototiles (Fig. 1-40b). Note that by observing the matching conditions of the tiles it should be apparent that the location of the point within each tile is preserved as the inflation process is applied. This is also the case for higher stages of the inflation process (See Fig. 1-40c). An example of a truncated portion of a Danzer tiling and its corresponding perturbation point locations is shown in Fig. 1-41. From this figure it is easily seen that the perturbed tiling array is also aperiodic.
One of the unique features of this design technique lies in its ability to generate arbitrarily large aperiodic array lattices based on only a small set of parameters. Moreover, adjustments to these parameters lead to very diverse array configurations. This results from the way that the iterative inflation process efficiently distributes perturbation elements throughout a tiling. Their iterative construction means that an adjustment to the location of a single perturbation element has an impact on the location of many elements in the overall array. Accordingly, adjustment of a few perturbation locations leads to a variety of array layouts with a range of radiation characteristics. Since they are based on large aperiodic tilings, the resulting arrays can also take on a number of different aperture shapes and sizes, depending on design specifications. More traditional array perturbation approaches do not come close to offering all of these desirable features [26].

The recursive-perturbation scheme is not limited to the method presented thus far. One extension of the basic scheme involves increasing the number of perturbation elements that are added to each prototile. This simple modification allows for more variation in the geometry of the perturbed arrays while still permitting them to be designed using a small set of design parameters. An illustration of applying double-point perturbations to the Danzer aperiodic set is shown in Fig. 1-42. Two points are randomly added to each Danzer prototile (Fig. 1-42a). The locations of these points are preserved within each tile during the first (Fig. 1-42b) and second (Fig. 1-42c) stages of the inflation process. Figure 1-43 shows a representative portion of a perturbed tiling array that was generated using these double-point perturbation locations.

Tilings generated via the inflation process possess a hierarchical structure that is akin to the scalable features associated with fractals. This type of structure is naturally modular in that a large tiling can be subdivided into several smaller tilings, which in turn can be subdivided further. From an antenna array viewpoint, modular structures...
can often be utilized to provide simplified construction as well as a convenient subarray architecture [35], [40]. By judicious selection of a portion of an aperiodic tiling, the potential exists for a highly modular array design that is comprised of a collection of several identical subarrays. And if care is taken, modularity can be preserved in designs that are generated using the tiling perturbation technique.

1.3.3.2 Volumetric 3D Arrays

In the case of volumetric aperiodic tiling arrays, the conversion from a tiling to antenna array follows the same basic process that was outlined for planar tiling arrays. Once the arrays are generated, in order to steer the main beam in a given direction, the excitation current phases of the elements must be set according to

\[
\beta_n = -kr_n \left[ \sin \theta_n \sin \theta_r \cos (\varphi_n - \varphi_r) + \cos \theta_n \cos \theta_r \right]
\]  

(1-43)

where \(k\) is the wavenumber, \(r_n\), \(\theta_n\), and \(\varphi_n\) are the spherical coordinates of the \(n\)th element, and \(\theta_r\) and \(\varphi_r\) correspond to the direction of the main beam.

Similar to the planar aperiodic arrays, the radiation patterns of the volumetric aperiodic arrays do not develop any grating lobes when the minimum element spacing is increased beyond one wavelength. To compare the performance of the Danzer aperiodic volumetric array with a uniform periodic array, we consider a 3D spherical distribution of elements with a radius and minimum spacing of 5\(\lambda\), and 0.5\(\lambda\), respectively. The resulting periodic array has 4169 elements. The aperiodic array is considerably thinned and has 575 elements. The radiation pattern for the periodic and aperiodic arrays with main beam steered to \(\theta_r = 0\) and \(\varphi_r = 0\) at frequency \(f = f_0\) are shown in Figs. 1-44a and 1-44b, respectively. As can be seen from the plots, even with a minimum element spacing of 0.5\(\lambda\), the periodic array has a grating lobe, whereas the aperiodic array has no grating lobes and a peak sidelobe level of roughly −13 dB.
Figure 1-45 shows the radiation pattern of the same arrays with \( f = 5f_0 \), which corresponds to a minimum element spacing of 2.5\( \lambda \). A pattern cut for both arrays corresponding to \( \phi = 0^\circ \) is shown in Fig. 1-46. As can be seen, the radiation pattern of the periodic array displays several grating lobes, whereas the aperiodic array still maintains fairly low sidelobe levels with a single main beam. A similar perturbation method can be applied to these volumetric arrays to further suppress the sidelobe levels and improve the bandwidth properties.
1.4 UWB Array Design Examples

The previous sections discussed various design techniques for generating wideband and UWB array distributions. They covered aperiodic linear and planar array distributions as well as techniques for 3D volumetric array design. This section presents several examples that will highlight the capabilities of the aforementioned UWB array design techniques. In particular, designs will be presented for relatively small arrays of 32 elements up to arrays with large element counts of nearly 2,000. The main objective of these designs is to eliminate grating lobes and to achieve sidelobe suppression (usually $-10$ dB or better) over a prescribed bandwidth. Nevertheless, some of the proposed techniques have been used to optimize designs that meet this objective in addition to other useful array attributes, such as thinning distributions (percentage of thinned elements in a given aperture), targeting a particular directivity, and targeting a particular half-power beamwidth.

1.4.1 Linear and Planar Polyfractal Array Examples

In this section, several examples of linear and planar UWB polyfractal arrays are presented. All of the examples were designed using a Pareto-based multiobjective optimization with the goal of tailoring operation at two widely spaced frequencies. As will be shown, in many cases very wide bandwidths of suppressed sidelobes are attained even though the design process only focused on optimizing performance at two frequencies within the lower range of the operating bandwidth. The designs that will be shown assume the arrays are comprised of isotropic radiators with uniform amplitude excitations. Moreover, all of the designs targeted broadside operation, though the potential for excellent beam steering capabilities naturally results from the very wide bandwidths of the designs.

![Figure 1-46](image)

Cut of array factor for the 3D (a) periodic array and (b) aperiodic array at $\phi = 0^\circ$ and $f = 5f_0$. 

---

**Figure 1-46**

Cut of array factor for the 3D (a) periodic array and (b) aperiodic array at $\phi = 0^\circ$ and $f = 5f_0$. 

---
The first example that is shown is based on simultaneously minimizing the peak sidelobes of a 32-element linear polyfractal array for operation corresponding to minimum element spacings of $0.5\lambda$ and $2\lambda$ (i.e., for two different widely separated operating frequencies $f_0$ and $4f_0$). The optimization of the array was based on an initial population consisting of a pool of randomly perturbed two-generator polyfractal arrays derived from a 32-element periodic array. The optimization process was carried out through 600 generations, with generator autopolyploidizations stimulating the evolution of the design by doubling the number of generators at generations 150, 300, and 450. Figure 1-47 illustrates the evolution of the Pareto front over the 600 generations considered in this design.

The Pareto front from the final generation of the optimization is illustrated in Fig. 1-48. This front consists of many different polyfractal array solutions, each possessing 32 elements. As shown in this figure, the population members along the Pareto front present various trade-offs in the design objectives. The two Pareto front

![Figure 1-47 Evolution of the Pareto front over time. The final Pareto front consists of solutions possessing 32 elements. The black rings around the plot indicate the occurrence of an autopolyploidization process at generations 150, 300, and 450.](image-url)
members that appeared to possess the best balance in the design objectives are denoted in the figure. One of the selected designs (array A) has the best sidelobe performance at $f = 4f_c$. The other (array B) has a slightly higher sidelobe level at $f = 4f_c$ but a significantly lower level at $f = f_c$. The performance properties of these two arrays are summarized in Table 1-8. A comparison of the sidelobe performance of these designs, along with that of a 32-element periodic array, is shown in Fig. 1-49. In Section 1.5.3, the 32-element polyfractal designs will be further examined through experimental verification.

Even though the design of the polyfractal arrays only focused on optimizing performance at the frequencies of $f_c$ and $4f_c$, the resulting designs possess a very wide bandwidth with no grating lobes and suppressed sidelobes. This desirable feature is also noted for a number of the examples that will be presented in the remainder of this section. Since evaluating arrays at a large minimum element spacing (higher frequency) requires more time than a smaller element spacing, this can be useful for obtaining very wide bandwidth arrays in a relatively short amount of time.

The methodology used to create the relatively small 32-element polyfractal arrays can be easily applied to the design of arrays with much higher element counts. For instance, the following example involves designing an UWB polyfractal array with nearly 2000 elements. The design objective was similar to that of the preceding example: sidelobes are to be minimized at minimum element spacings of $0.5\lambda$ and $3\lambda$ (i.e., for operating frequencies $f_c$ and $6f_c$). In this case the initial population consisted of a pool of randomly perturbed two-generator polyfractal arrays derived from a 2401-element periodic array. The design was evolved over 500 generations, with generator autopolyploidizations doubling the number of generators at generations 82 and 221. Figure 1-50 illustrates the evolution of the Pareto front throughout the optimization.

### Table 1-8 Performance Properties for the 32-Element GA Optimized Linear Arrays

<table>
<thead>
<tr>
<th>Array</th>
<th>Minimum Spacing</th>
<th>$f/f_c$</th>
<th>Average Spacing</th>
<th>Peak Sidelobe $–3$ dB</th>
<th>Beamwidth</th>
<th>Directivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array A</td>
<td>$0.5\lambda$</td>
<td>1</td>
<td>$0.80\lambda$</td>
<td>$–13.70$ dB</td>
<td>$1.28^\circ$</td>
<td>$15.69$ dB</td>
</tr>
<tr>
<td></td>
<td>$2.0\lambda$</td>
<td>4</td>
<td>$3.19\lambda$</td>
<td>$–10.02$ dB</td>
<td>$0.32^\circ$</td>
<td>$15.07$ dB</td>
</tr>
<tr>
<td>Array B</td>
<td>$0.5\lambda$</td>
<td>1</td>
<td>$0.68\lambda$</td>
<td>$–17.65$ dB</td>
<td>$1.54^\circ$</td>
<td>$16.01$ dB</td>
</tr>
<tr>
<td></td>
<td>$2.0\lambda$</td>
<td>4</td>
<td>$2.74\lambda$</td>
<td>$–9.52$ dB</td>
<td>$0.39^\circ$</td>
<td>$15.00$ dB</td>
</tr>
</tbody>
</table>

Figure 1-48

Final Pareto front (where SLL is the peak sidelobe level) of the 32-element polyfractal array optimization with chosen members highlighted [79]
Figure 1-49  Sidelobe level performance of the 32-element polyfractal arrays (designs A and B) and a 32-element periodic array. The array elements are uniformly excited and assumed to be isotropic radiators.

Figure 1-50  Evolution of the Pareto front over time. The final Pareto front consists of solutions possessing between 1958 and 1960 elements. The black rings around the plot indicate the occurrence of an autopolyploidization process at generations 82 and 221 [80].
The final Pareto front of the optimization is shown in Fig. 1-51. This front consists of polyfractal array solutions possessing between 1959 and 1960 elements. The sidelobe performance of these solutions ranges from approximately –22.6 dB to –22.2 dB at $f = f_0$ and –21.7 to –20.9 dB at $f = 6f_0$. One of the solutions was chosen from within this range for further consideration. The layout and performance characteristics of the array are shown in Fig. 1-52 and Table 1-9, respectively. A plot of its peak sidelobe level versus minimum spacing and base frequency in Fig. 1-53 clearly illustrates its UWB performance. The array is seen to maintain sidelobes below –19.3 dB over more than a 40:1 bandwidth (corresponding to a minimum element spacing of 20λ) when steered to broadside, and below –17.8 dB when the array is steered up to 60° from broadside. For comparison purposes, the sidelobe performance of a 2401-element periodic array is also shown in Fig. 1-53. An example array factor of the 1959-element, optimized polyfractal design operating at $14f_0$ and steered 30 degrees from broadside is shown in Fig. 1-54. The optimized polyfractal array is seen to outperform the periodic array in terms of sidelobe level over its relatively narrow operating bandwidth.

The concept of polyfractals can also be extended to planar antenna arrays. The following example is created in a similar manner as the linear polyfractal arrays discussed earlier; however, its generators must be specified over two-dimensional space using 3D fractal trees. In this example, the fitness goals minimize the peak sidelobe levels of the

<table>
<thead>
<tr>
<th>Minimum Spacing</th>
<th>$t/t_0$</th>
<th>Average Spacing</th>
<th>Peak SLL</th>
<th>$-3$ dB Beamwidth</th>
<th>Directivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5λ</td>
<td>1</td>
<td>0.98λ</td>
<td>–22.61 dB</td>
<td>0.0191°</td>
<td>33.65 dB</td>
</tr>
<tr>
<td>3.0λ</td>
<td>6</td>
<td>5.86λ</td>
<td>–21.35 dB</td>
<td>0.0031°</td>
<td>32.86 dB</td>
</tr>
</tbody>
</table>

*Table 1-9* Performance Properties for a 1959-Element GA Optimized Linear Array
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array for minimum element spacings of 0.5λ and 2λ (i.e., for operating frequencies \(f_0\) and 4\(f_0\)). The initial population consists of a pool of randomly perturbed single-generator polyfractal arrays derived from an initial 343-element planar array that is based on a triangular lattice with an aperture bounded by the shape of a Koch-snowflake [41]. The optimized design was evolved through 200 generations, with a generator autopolyplodization doubling the number of generators after 86 generations. Figure 1-55 illustrates the evolution of the Pareto front over these 200 generations.

Again, one solution is chosen from the Pareto front for further consideration. This selected solution has 343-elements and a peak sidelobe level of -15.7 dB and -13.9 dB for operation corresponding to minimum element spacings of 0.5λ and 2λ, respectively. The layout of the array is shown in Fig. 1-56. The aperture of this array is similar to that of the array used to seed the optimization. However, there is noticeable deviation from a triangular lattice in its interior layout. The performance characteristics of the array are

![Figure 1-53](image1)

**Figure 1-53** Sidelobe level performance of the optimized 1959-element polyfractal array and a comparable periodic linear array over a range of frequencies and element spacings. The solid lines correspond to broadside operation while the dashed lines represent the operation of an array steered 60° from broadside. The polyfractal array was optimized for broadside operation at \(f = f_0\) and 6\(f_0\) (corresponding to element spacings of 0.5λ and 3λ) [80].

![Figure 1-54](image2)

**Figure 1-54** The radiation pattern of the 1959-element optimized polyfractal array operating at a frequency of 14\(f_0\) steered to -30°. This array possesses a peak sidelobe level of -19.28 dB. The right side of the figure illustrates the entire radiation pattern while the left side of the figure shows more detail in the region of the main beam at -30°.
Figure 1-55: Evolution of the Pareto front over time. The final Pareto front consists of solutions possessing between 319 and 343 elements. The black ring around the plot indicates the occurrence of an autopolyplidization process at generation 86.

Figure 1-56: Antenna layout for a 343-element GA optimized planar polyfractal array.
summarized in Table 1-10 and a plot of its sidelobe performance versus minimum spacing and base frequency is shown in Fig. 1-57. The array is seen to maintain an ultra-wide bandwidth with no grating lobes and excellent sidelobe suppression up to operation of at least a minimum element spacing of 20\(\lambda\) (corresponding to a bandwidth of at least 40:1), even when steered up to 60° from broadside. For comparison purposes its performance is shown along with that of a 400-element square-lattice periodic array (with a square aperture). Example array factors of the optimized design operating at 4\(f_0\) and 12\(f_0\) are shown in Fig. 1-58.

### 1.4.2 Linear RPS Array Design Examples

This section presents several examples of linear RPS arrays designed for UWB performance [58]. Examples will be shown for two- and three-stage RPS arrays, which range in size from 55 elements to slightly more than 1,000 elements. As will be shown, and as expected, the largest bandwidth and greatest sidelobe suppression comes about from larger RPS arrays. The goal of all the presented examples was to minimize the peak sidelobe level over a 20:1 bandwidth. This was accomplished by minimizing the sidelobe level at a frequency of 20\(f_0\) where the minimum element spacing is restricted to be equal to 10\(\lambda\). The array design was carried out using a genetic algorithm. All of the arrays are assumed to be comprised of uniformly excited, isotropic elements.

<table>
<thead>
<tr>
<th>Minimum Spacing</th>
<th>(f/f_0)</th>
<th>Average Area per Element</th>
<th>Peak SLL</th>
<th>(-3, \text{dB Beamwidth})</th>
<th>Directivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5\lambda)</td>
<td>1</td>
<td>0.92(\lambda^2)</td>
<td>-15.68 dB</td>
<td>2.62°</td>
<td>2.63°</td>
</tr>
<tr>
<td>(2.0\lambda)</td>
<td>4</td>
<td>3.68(\lambda^2)</td>
<td>-13.89 dB</td>
<td>0.65°</td>
<td>0.65°</td>
</tr>
</tbody>
</table>

**Table 1-10 Performance Properties for a 343-Element GA Optimized Planar Polyfractal Array**

![Sidelobe level performance for the optimized 343-element polyfractal array over a range of bandwidth compared to the performance of a periodic planar array. The solid lines correspond to broadside operation while the dashed lines represent the operation of an array steered 60° from broadside. The polyfractal array is optimized at broadside for simultaneous operation at two frequencies corresponding to minimum element spacings of 0.5\(\lambda\) and 2\(\lambda\) (i.e., \(f_0\) and 4\(f_0\)).](image-url)
The first example is a relatively small two-stage design, with five subarrays of 11 elements each. Like the example in Fig. 1-33, this design required six parameters for complete array representation. The global subarray parameter was limited to $0.8 \leq r \leq 1.2$ and each subarray parameter was limited to the range of $0.75 \leq r \leq 1.16$. A genetic algorithm was used to find the best set of parameters that results in the lowest peak relative sidelobe level at $d_{\text{min}} = 10\lambda$. A population of 120 members was selected and permitted to run for 500 generations (60k total array evaluations). The optimization performance of the GA for this design problem is shown in Fig. 1-59. The array layout of the best design is shown in Fig. 1-60, with the array factors at $d_{\text{min}} = 0.5\lambda$ and $10\lambda$ shown in Figs. 1-61 and 1-62, respectively. The performance of the array over an extended bandwidth is given in Fig. 1-72.

The same optimization process was carried out for three additional RPS array designs. They are based on a larger number of elements and a greater number of subarrays.

Figure 1-58  Radiation pattern for the 343-element planar polyfractal array operating at frequencies of $4f_0$ and $12f_0$. At these frequencies this array possesses a peak sidelobe level of $-13.9$ dB and $-13.6$ dB, respectively, without the occurrence of grating lobes.
Figure 1-59 Evolution of the best performing array throughout the genetic algorithm evolution of the two-stage 55-element RPS array. The final optimized design has a peak sidelobe level of −9.58 dB at a minimum element spacing of 10λ (f = 20f).

Figure 1-60 Element locations for the optimized, two-stage 55-element RPS array. Note that the grouping effect of the subarray method is easily identified in the array layout.

Figure 1-61 Normalized array factor of the optimized, two-stage 55-element RPS array at a minimum element spacing of 0.5λ. At this element spacing the array has a peak sidelobe level of −13.5 dB. This level is lower than that of a comparable linear periodic array.

Figure 1-62 Normalized array factor of the optimized, two-stage, RPS array of 55 elements at d_{min} = 10λ. The array exhibits no grating lobes and maintains good sidelobe level suppression up to a 20:1 frequency bandwidth. The peak sidelobe level of the array is −9.58 dB.
In addition, some of the examples are based on increasing the number of stages in the array. It will be shown that their performance far exceeds that of the first example. In each case the array bandwidth exceeds 80:1. The performance characteristics of all of the designs in this section are summarized in Table 1-11.

The first example in this set is a two-stage RPS design based on 21 subarrays of 21 elements each, with a total size of 441 elements. Its architecture contains 22 parameters that are to be optimized by the genetic algorithm: its global \( r \)-parameter is limited to the range of \( 0.8 \leq r \leq 1.2 \) and its local \( r \)-parameters for the 21 subarrays are limited to \( 0.71 \leq r \leq 1.14 \). The global subarray spacing was specified to be \( d_{\text{global}} = 14.955 \lambda \), which leaves enough room for a spacing of \( 0.5 \lambda \) between neighboring subarrays at the lowest intended operating frequency. The layout of the optimized array is shown in Fig. 1-63. This array has a peak sidelobe level below \(-15\) dB at the targeted design frequency of \( 20f_0 \) and it maintains a level below \(-14\) dB over at least an 80:1 bandwidth. Cuts of its radiation pattern are shown in Figures 1-64 and 1-65 for operation corresponding to a minimum element spacing of \( 0.5 \lambda \) and \( 10 \lambda \), respectively. A plot of its sidelobe performance versus element spacing and frequency is shown in Fig. 1-72.

![Figure 1-63](image-url) Element locations of the 441-element, optimized, two-stage RPS array

![Figure 1-64](image-url) Normalized array factor of the 441-element, optimized, two-stage RPS array at a minimum element spacing of \( 0.5 \lambda \) \( (f = f_0) \). The peak sidelobe level of the array is \(-15.0\) dB.

![Figure 1-65](image-url) Normalized array factor of the 441-element, optimized, two-stage RPS array at a minimum element spacing of \( 10 \lambda \) \( (f = 20f_0) \). The peak sidelobe level of the array is \(-15.0\) dB.
Table 1-11 Properties of the Four Optimized RPS Example Arrays

<table>
<thead>
<tr>
<th>Array Elements</th>
<th>Average Spacing</th>
<th>Peak SLL</th>
<th>Beamwidth</th>
<th>Directivity</th>
<th>Average Spacing</th>
<th>Peak SLL</th>
<th>Beamwidth</th>
<th>Directivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>0.68λ</td>
<td>-13.51 dB</td>
<td>1.33°</td>
<td>18.1 dB</td>
<td>13.5λ</td>
<td>-9.58 dB</td>
<td>0.067°</td>
<td>17.4 dB</td>
</tr>
<tr>
<td>441</td>
<td>0.83λ</td>
<td>-15.00 dB</td>
<td>0.14°</td>
<td>27.2 dB</td>
<td>16.6λ</td>
<td>-15.00 dB</td>
<td>0.0070°</td>
<td>26.4 dB</td>
</tr>
<tr>
<td>425</td>
<td>0.87λ</td>
<td>-15.23 dB</td>
<td>0.14°</td>
<td>26.9 dB</td>
<td>17.4λ</td>
<td>-15.19 dB</td>
<td>0.0068°</td>
<td>26.3 dB</td>
</tr>
<tr>
<td>1085</td>
<td>0.99λ</td>
<td>-16.08 dB</td>
<td>0.047°</td>
<td>31.1 dB</td>
<td>19.9λ</td>
<td>-16.08 dB</td>
<td>0.0024°</td>
<td>30.3 dB</td>
</tr>
</tbody>
</table>

\[ d_{\text{min}} = 0.5\lambda (f = f_0) \quad \text{and} \quad d_{\text{min}} = 10\lambda (f = 20f_0) \]
Next, a three-stage array was designed using nearly the same number of elements as the previous two-stage design. Here, a 5 by 5 by 17 (425 total) element array was optimized, requiring 31 parameters for full representation. All of the controlling $r$-parameters were limited to the range of $0.71 \leq r \leq 1.14$. The optimization required 300 generations with a population size of 120 members to reach a peak relative sidelobe level of $-15.2$ dB at a minimum element spacing of $10\lambda$. The element locations of the optimized design are shown in Fig. 1-66. The array factors of the optimized design at $0.5\lambda$ and $10\lambda$ minimum element spacing are shown in Figs. 1-67 and 1-68, respectively. The performance of the array over an extended bandwidth is shown in Fig. 1-72.

The final example is an even larger three-stage RPS array. It is based on a 5 by 7 by 31 RPS configuration (1085 elements in total). This array possesses 41 parameters that can be used to control its overall layout. Once again, all of the controlling $r$-parameters were limited to a range of $0.71 \leq r \leq 1.14$. The optimization of this RPS array resulted in the layout shown in Fig. 1-69. A plot of its sidelobe performance versus minimum element spacing and frequency is shown in Fig. 1-72. At the targeted design frequency.
the array has a peak sidelobe level of $-16$ dB. This level is maintained over at least an
80:1 bandwidth. In terms of sidelobe suppression its performance far surpasses that of
the smaller polyfractal array designs and the baseline linear periodic array. Representative
cuts of the array factor for the optimized array are shown in Figs. 1-70 and 1-71 for
minimum element spacings of $0.5\lambda$ and $10\lambda$, respectively.

### 1.4.3 Planar Array Examples Based on Aperiodic Tilings

This section will demonstrate the effectiveness of the recursive-perturbation design
technique for aperiodic tiling arrays through the presentation of a few design examples.
The first is based on applying single-point perturbations to a Danzer aperiodic tiling.
As an extension of this, the second example applies double-point perturbations to the
same tiling, resulting in greater design control and bandwidth enhancement. Finally, an
example will be shown for an array designed using a dynamic perturbation scheme.
that permits the number of perturbations points to vary per prototile. This modification led to a design with more than a 60:1 bandwidth with no grating lobes and suppressed sidelobes.

All of the presented designs were restricted to have the same general aperture shape and size. This was fixed to match the designs shown in Fig. 1-34. However, since the array distributions are simply based on truncated portions of a very large tiling, designs with alternate aperture shapes and sizes could readily be generated to meet specific requirements. For instance, it is a simple process to convert the presented designs to fit within an alternate aperture such as a circle, ellipse, or some other more complicated 2D shape. Similar to other arrays presented in this chapter, the arrays in this section were designed to have a minimum element spacing of \( \frac{\lambda}{2} \) at the lowest intended operating frequency, \( f_0 \) (with associated wavelength \( \lambda \)). This spacing was chosen for convenience. It will be shown that the large bandwidth of an UWB lattice permits flexibility in the spacing at the lowest operating frequency. All of the design results presented here assume that the arrays are comprised of uniformly excited isotropic radiators.

The first example involves a perturbed Danzer tiling array that was designed for maximum sidelobe suppression at \( f = 10f_0 \), corresponding to a minimum element spacing of 5\( \lambda \). This example utilizes a single-point perturbation within each of the three Danzer prototiles. This accounts for a total of six design parameters (x,y coordinates for each perturbation point). A GA was used to determine the optimal set of perturbation locations subject to the design objective. A standard, unperturbed Danzer tiling array (see Fig. 1-34b) and a square-lattice periodic array were used as a baseline for comparison with the perturbed array. Their sidelobe level performance versus frequency is shown in Fig. 1-74. At \( f = 10f_0 \) the Danzer tiling array has a sidelobe level of –2.2 dB and the periodic array has a peak lobe level of 0 dB due to the numerous grating lobes in its radiation pattern.
The GA optimization resulted in an array design, (shown in Fig. 1-73) with excellent sidelobe suppression over an ultra-wide bandwidth. At $f = 10f_0$ the sidelobe level was reduced from $-2.2$ dB to $-10.05$ dB and the upper bound on the bandwidth of the array was extended from $f = 2f_0$ to $f = 10.5f_0$. This corresponds to a bandwidth enhancement from 2:1, in the case of the standard Danzer array, to 10.5:1 for the perturbed design. Figure 1-74 provides a plot of the sidelobe level performance of the optimized design as well as that of the standard Danzer array and the periodic array. In terms of sidelobe suppression, the perturbed design is seen to outperform the standard Danzer array over nearly the entire domain of the plot. A representative cut of its radiation pattern at the optimized frequency is shown in Fig. 1-75 and some of the geometrical and radiation characteristics of the array are listed in Table 1-12.

**Figure 1-73**  
Element distribution of the 811-element, single-point perturbed Danzer aperiodic tiling array that was designed for operation at $f = 10f_0$ (From T. G. Spence and D. H. Werner, © IEEE 2008, [59])

**Figure 1-74**  
Sidelobe level performance of the 811-element, single-point perturbed Danzer aperiodic tiling array, an unperturbed 811-element Danzer aperiodic tiling array, and a 1,793-element square-lattice periodic array. All of the arrays fit within a circular aperture with a radius of $12\lambda$ (with a minimum element spacing of $0.5\lambda$ at the lowest intended operating frequency).
The goal of this example was to suppress sidelobes at the upper bound of a targeted bandwidth. This ensures that the sidelobes at all lower frequencies will be equal to or less than that of the upper bound. While this objective is well suited for achieving wideband performance, it does not place any consideration on the specific degree of sidelobe suppression at lower operating frequencies. In this case the array is seen to have a relatively steady sidelobe level over a majority of its bandwidth; from $f = 2.5f_0$ up to the upper bound of $f = 10.4f_0$ there is approximately a decibel of deviation in its sidelobe level (see Fig. 1-74). Incorporating an additional sampling frequency into the design process provides the potential for tailored sidelobe suppression over specific regions in the bandwidth of an array. In the case of aperiodic tiling arrays, this dual-frequency approach combined with the flexibility of the perturbation technique allows for significant improvements in the sidelobe suppression at lower frequencies of UWB designs.

<table>
<thead>
<tr>
<th>Array Type</th>
<th>Bandwidth</th>
<th>Peak SLL @ Bandwidth</th>
<th>Directivity</th>
<th>$\angle -3 \text{ dB}$</th>
<th>$d_{\text{avg}}$</th>
<th>$d_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>811-Element Single Point Perturbed Danzer</td>
<td>10.4:1</td>
<td>-10.05 dB</td>
<td>31.26 dB</td>
<td>2.43°</td>
<td>0.57$\lambda$</td>
<td>1.17$\lambda$</td>
</tr>
<tr>
<td>678-Element Dual Point Perturbed Danzer</td>
<td>22.7:1</td>
<td>-11.13 dB</td>
<td>30.6 dB</td>
<td>2.44°</td>
<td>0.63$\lambda$</td>
<td>1.28$\lambda$</td>
</tr>
<tr>
<td>518-Element Three and Four Point Perturbed Danzer</td>
<td>63:1</td>
<td>-10.77 dB</td>
<td>27.16 dB</td>
<td>2.32°</td>
<td>0.68$\lambda$</td>
<td>1.65$\lambda$</td>
</tr>
</tbody>
</table>

Table 1.12 Characteristics of the Optimized Examples of Perturbed Danzer Aperiodic Tiling Arrays. The last four columns correspond to operation at $d_{\text{min}} = 0.5\lambda (f = f_0)$. 

Figure 1.75 Radiation pattern cut at $f = 10f_0$ for the single-point perturbed Danzer aperiodic tiling array. The right side of the figure shows the array factor as a function of theta plotted from $-90^\circ$ to $+90^\circ$, and the left side of the figure shows a detailed view of the array factor near the main beam. (From T. G. Spence and D. H. Werner, © IEEE 2008. [59].)
The dual-frequency approach was applied to a double-point perturbed Danzer tiling array. With two points per prototile, the design of this array has a total of 12 parameters; this is twice the number of the single-point example, but it is still more than manageable for an optimizer. The selected optimizer for this example was a Pareto GA based on the nondominated sorting genetic algorithm (NSGA) [68]–[72]. The design goal for this example was to suppress sidelobes at two frequencies, an upper bound frequency as well as an intermediate frequency. The upper bound and intermediate frequencies were selected to be \(5f_0\) and \(2.5f_0\), respectively. It was expected that designing at these frequencies would most likely generate an array with considerable sidelobe suppression up to \(f = 2.5f_0\) and then a secondary region of sidelobe suppression from \(f = 2.5f_0\) up to at least \(5f_0\). Additionally, as seen in some of the other examples in this chapter, a beneficial side effect of the optimization process is that designs can sometimes have additional sidelobe suppression well past the targeted upper bound frequency.

One of the selected designs from the Pareto front will be examined in detail. Its layout is shown in Fig. 1-76 and a plot of its sidelobe performance is shown in Fig. 1-77. The array offers sidelobe suppression of \(-16.9\) dB and \(-13.2\) dB at the targeted intermediate and upper frequencies, respectively. In accordance with the design objectives, the array has very good sidelobe performance up to \(f = 5f_0\), with excellent suppression from \(f = f_0\) to \(f = 2.5f_0\). Moreover, the array exhibits strong sidelobe suppression (below \(-11\) dB) well past the upper bound target of \(f = 5f_0\), up to \(22.7f_0\). Its bandwidth and sidelobe suppression far exceed those of the standard aperiodic tiling arrays and comparable periodic-lattice arrays. The occurrence of significant bandwidth enhancement past the intended design frequencies was also observed for a recursive-perturbation design presented in [59].

A slightly more dynamic perturbation scheme is one in which the optimizer first determines the number of perturbation points for each prototile and then optimizes the location of those points. Applying this method, different prototiles can have a different number of perturbation points, which adds a degree of freedom and can lead to better results compared to the case where a fixed number of perturbation points are assigned to each prototile. Intuitively this seems like a better perturbation scheme, since
oftentimes the area associated with each prototile is different. In such cases we can set the maximum and minimum number of perturbation points for each prototile and let the genetic algorithm select the appropriate number.

An example array that was obtained using this method is shown in Fig. 1-78. For this example the minimum and maximum number of perturbation points for each prototile was set to zero and five, respectively. Thus, in each design there are a total of 33 optimization variables (three variables that correspond to the number of perturbation points for each prototile and 30 variables that correspond to a maximum of five perturbation points per prototile for three prototiles with two variables per prototile). One point that is important to note here is that even though the number of perturbation points
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**Figure 1-77** Sidelobe level performance of the 678-element, double-point perturbed Danzer aperiodic tiling array, an unperturbed 811-element Danzer aperiodic tiling array, and a 1,793-element square-lattice periodic array. All of the arrays fit within a circular aperture with a radius of 12\( \lambda \) (with a minimum element spacing of 0.5\( \lambda \) at the lowest intended operating frequency).
points for each prototile can be less than the maximum number allowed, in the process used here we have incorporated the maximum number of variables in each chromosome for the genetic algorithm. When the number of perturbation points is less than the maximum, the additional values are simply disregarded.

The goal of this design was to maximize sidelobe suppression at $f = 30f_0$. The resulting array has 518 elements with three perturbation points for the first and second prototiles and four perturbation points for the third prototile. Some of the salient properties of this array are summarized in Table 1.12. A plot of its sidelobe suppression performance is shown in Fig. 1.79. A significant sidelobe suppression effect exits far beyond the targeted optimization frequency resulting in a very large operating bandwidth of 63:1.

1.4.4 Volumetric Array Based on a 3D Aperiodic Tiling

An additional degree of complexity comes into play when designing 3D volumetric arrays for wideband performance. Mathematically it can be shown that, for planar arrays, the peak sidelobe level is a nondecreasing function of frequency. This concept is fairly straightforward to prove, and can be visually illustrated as in Fig. 1.32. Assuming that we have a planar array in $xy$-plane and the array factor has been calculated at a given frequency, then the array factor at any lower frequency can be extracted from this array factor. Let $AF(\theta, \phi, f)$ denote the array factor of a planar array evaluated at frequency $f$, and $AF(\theta, \phi, f/m)$ be the array factor evaluated at frequency $(f/m)$ for $m > 1$, then the following relationship holds between the two array factors:

$$AF\left(\theta, \phi, \frac{f}{m}\right) = AF\left(\sin^{-1}\left(\frac{\sin\theta}{m}\right), \phi, f\right)$$

Thus, for a planar array, if we meet a certain sidelobe level performance at a given frequency, the peak sidelobe level at all lower frequencies will be at least as good. However, the same cannot be said for a general volumetric array. Therefore, in order to design UWB 3D arrays, one must target different values of frequencies in the required
bandwidth. For instance, assume an array is to be designed to have a peak sidelobe level less than $r$ (dB) at $N$ different frequencies. In such a case, the following cost function can be defined as

$$F = \sum_{n=1}^{N} \text{ramp}(\text{PSLL}(f_n), r)$$

(1-45)

where

$$\text{ramp}(x, a) = \begin{cases} 
0 & x < a \\
 x - a & x \geq a 
\end{cases}$$

(1-46)

and $\text{PSLL}(f)$ is the peak sidelobe level of the array evaluated at a frequency $f$. The cost function can be minimized using the array perturbation methods described in Section 1.3.3, where the elements are perturbed inside the base tetrahedrons shown in Fig. 1-23 rather than the triangles in Fig. 1-20.

As an example, we consider designing an array with a bandwidth of $30f_0$, where $f_0$ is the operating frequency corresponding to half-wavelength minimum spacing between the elements. Using 20 equally spaced frequency points and a $-10$ dB peak sidelobe level goal, the following cost function is realized:

$$F = \sum_{i=1}^{N=20} \text{ramp}(\text{PSLL}(f_i), -10) \quad f_1, f_2, \ldots, f_{20} \in [f_0, 30f_0]$$

(1-47)

From the definition of the ramp function, the cost function has a minimum of zero, which can be used as the stopping criteria for the optimization method. Using the variable-point optimization method introduced in Section 1.4.3 with the prototiles in Fig. 1-23, a design with 720 elements is created. The optimized prototiles A and K have no perturbation elements, however, prototiles B and C have three and five perturbation elements, respectively. The optimized geometry of the array is shown in Fig. 1-80 and the properties of the design are summarized in Table 1-13.

Figure 1-81 shows the sidelobe performance of the optimized array over a wide frequency range. It can be seen from the plot that the sidelobe behavior of volumetric arrays is more complicated than planar arrays in the sense that the peak sidelobe level

![Figure 1-80](image-url)
at one frequency has no bearing on the peak sidelobe level at another frequency. While this property can make obtaining UWB volumetric arrays more cumbersome, for certain applications it might be desirable. For example, consider designing an array with low sidelobe levels over two frequency bands that are separated by a large bandwidth. Using linear or planar arrays would make this task very challenging and, depending on the size of the separation band, it might require a large number of antenna elements. However, using aperiodic volumetric arrays, this can be accomplished much more simply and with a much smaller number of antenna elements.

### 1.5 Full-Wave and Experimental Verification of UWB Designs

The analysis in the preceding sections was based on the assumption that the arrays are comprised of isotropic radiators. This type of idealized analysis is useful for analyzing array factor patterns and for determining characteristics such as bandwidth, directivity, half-power beamwidth, etc. However, it lacks the ability to accurately predict and account for interactions among neighboring elements in an actual array environment. These interactions can impact a number of different aspects of an array, including driving-point impedances and radiation patterns.
One of the typical approaches for taking these interactions into account in a large linear or planar periodic array is to assume the array is of infinite extent, model an element of the array, and then use its characteristics to infer properties of the overall finite array. Various commercial software packages can readily handle this type of model. Alternatively, instead of using an infinite array model, an element at the center of the array could be modeled in the presence of a large number of neighboring elements to take into account mutual coupling. Its characteristics would then be used to infer the properties of the full array. The accuracy of both of these approaches can usually be improved by making corrections for elements near the edges of the array.

Extending these modeling approaches to aperiodic arrays is not straightforward due to the variety of element spacings that might make up their element distribution. Predicting and accounting for this in a linear aperiodic array might be feasible \[81\]–\[88\], however, it is significantly more difficult when factoring in the variety of element positions that might be present in a planar aperiodic array. There are different approaches available for handling this type of problem. For example, one approach involves modeling a moderately sized portion of an aperiodic array, and then inferring properties of the overall array based on the behavior of the subarray portion. Alternatively, the use of a simple radiator model might be sufficient to analyze the full array, while still garnering adequate information about how a particular lattice might be impacted by inter-element interactions.

The remainder of this chapter looks at using full-wave models to analyze several of the wideband aperiodic array distributions presented in Section 1.4. In addition, experimental data will be shown for two of the arrays. All of the examples in this section utilize a basic narrowband radiator in the full-wave model. This reduces the complexity of the model while still allowing the array to be analyzed over a range of frequencies. This can carried out by fixing the element spacing and scaling the dimensions of the element according to the operating frequency, or by fixing the dimensions of the element and scaling the spacing between elements to simulate a change in frequency. Either approach will provide insight into the coupling behavior of the aperiodic lattices under consideration. Both approaches will be implemented in this section.

1.5.1 Full-Wave Simulation of a Moderately Sized Optimized RPS Array

The 425-element, three-stage, ultra-wideband RPS array from Section 1.4 was selected for a more detailed full-wave analysis. The analysis was based on a method-of-moments formulation, which utilized a simple wire dipole as the radiator. The software utilized in the analysis was capable of accounting for the entire array in the model. At a very basic level, the full-wave model provides verification of the array factor formulation used in Section 1.4. Moreover, it can be used to investigate the effects of mutual coupling on the elements and the overall radiation pattern of the array. The full-wave model was analyzed at a set of frequencies across the bandwidth of the array to observe its wideband performance. At each frequency the length of the dipoles was scaled accordingly while the physical locations of the elements remained fixed, effectively emulating an UWB element.

As a somewhat arbitrary selection, a minimum operating frequency of 300 MHz was chosen corresponding to a wavelength of one meter. This gives the array a minimum element spacing of \(0.5\lambda\), or 0.5 meters. This yielded a design with the fixed element locations shown in Fig. 1-82. Dipole elements are arranged in a parallel fashion as
illustrated in Fig. 1-82, allowing direct comparison of the simulated radiation patterns with the computed isotropic array factors in the plane normal to the dipoles. For the simulation at 300 MHz, dipole lengths of 48.3 cm were used with source impedances of $75\Omega$. In isolation, a single dipole has a VSWR of 1.14:1. In the array environment, the dipole sources experience the standing wave ratios shown in Fig. 1-83. At this relatively close element spacing, some of the dipoles possess a VSWR of greater than 2:1 due to mutual coupling. Despite the effects of mutual coupling, the radiation pattern of the array remains in fairly good agreement with the computed isotropic array factor as shown in Fig. 1-84.

Next, the array was simulated at a minimum element spacing of $2\lambda$, a region where grating lobes would appear in a periodic array. At the operating frequency of 1.2 GHz, a dipole length of 12.1 cm was selected, yielding an isolated VSWR of 1.24:1. Since the dipoles are all now at a greater electrical distance from each other, the mean VSWR of the elements improves as shown in Fig. 1-85. Again, there is good agreement with the simulated radiation pattern and the computed array factor in Fig. 1-86. Lastly, the array

![Figure 1-82](image1)

**Figure 1-82** Physical element locations for the 425-element array. Dipole lengths are not to scale. (From M. D. Gregory, and D. H. Werner, © IEEE 2010, [58].)

![Figure 1-83](image2)

**Figure 1-83** VSWR of the dipole antennas in the 425-element, UWB RPS array at an operating frequency of 300 MHz ($d_{\text{min}} = 0.5\lambda$) (From M. D. Gregory, and D. H. Werner, © IEEE 2010, [58])

![Figure 1-84](image3)

**Figure 1-84** Comparison of the patterns from the full-wave analysis and an array factor formulation for the 425-element, UWB RPS array at an operating frequency of 300 MHz ($d_{\text{min}} = 0.5\lambda$) (From M. D. Gregory, and D. H. Werner, © IEEE 2010, [58])
was simulated at a minimum element spacing of 10λ. At 20f₀, an operating frequency of 6 GHz, and a dipole length of 2.42 cm, the isolated element VSWR is 1.18:1. The array VSWR is shown in Fig. 1-87 and the radiation pattern given in Fig. 1-88. As expected, the VSWR improves again due to an even greater electrical distance between elements. Because of this, the radiation pattern is in even better agreement with the computed isotropic array factor.

In Figs. 1-84, 1-86, and 1-88, the sidelobe levels of both the full-wave simulated and theoretical patterns remain very low, even over the 20:1 frequency bandwidth. A performance summary of the array at the three frequencies is given in Table 1-14. Similar simulations were performed with a 425-element periodic array and are included for comparison. Not only does the optimized aperiodic array avoid grating lobes, but also the associated impedance issues, especially at element spacings that are multiples of 1λ with the periodic array.
1.5.2 Full-Wave Simulation of a Planar Optimized Aperiodic Tiling Array

In [90], selected portions of an UWB planar Danzer antenna array were analyzed using the method-of-moments [89]. The main objective of the analysis was to investigate the impact of mutual coupling on a highly sparse aperiodic tiling lattice. The particular element selected for the full-wave analysis was a basic linearly polarized rectangular patch antenna. Though narrowband, this type of element is adequate for performing a basic investigation of mutual coupling effects. The patch element was designed for 1 GHz. This is assumed to correspond to the lowest intended operating frequency of the array, where the minimum element spacing is $\lambda/2$ (15 cm). Alternate frequencies were investigated by simply scaling the element locations in the array. The analyzed arrays were comprised of 40-element portions from the full 678-element array discussed in Section 1.4.3. An illustration of one of the 40-element patch arrays is shown in Fig. 1-89.

The baselines for comparison for the full-wave analysis are radiation patterns calculated through pattern multiplication of a full-wave simulation of a single antenna element (in isolation) with the array factor of the 40-element array. The variations
<table>
<thead>
<tr>
<th>Type</th>
<th>$d_{mn}$</th>
<th>Frequency</th>
<th>Dipole Length</th>
<th>Isolated VSWR</th>
<th>Array Mean VSWR</th>
<th>Array Peak VSWR</th>
<th>Theoretical Peak SLL</th>
<th>Simulated Peak SLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dipole</td>
<td>$\lambda/2$</td>
<td>300 MHz</td>
<td>48.3 cm</td>
<td>1.14:1</td>
<td>1.77:1</td>
<td>2.50:1</td>
<td>-15.23 dB</td>
<td>-15.11 dB</td>
</tr>
<tr>
<td>RPS</td>
<td>$2\lambda$</td>
<td>1.2 GHz</td>
<td>12.1 cm</td>
<td>1.24:1</td>
<td>1.33:1</td>
<td>1.95:1</td>
<td>-15.20 dB</td>
<td>-14.76 dB</td>
</tr>
<tr>
<td></td>
<td>$10\lambda$</td>
<td>6.0 GHz</td>
<td>2.42 cm</td>
<td>1.18:1</td>
<td>1.19:1</td>
<td>1.29:1</td>
<td>-15.20 dB</td>
<td>-15.10 dB</td>
</tr>
<tr>
<td>Periodic</td>
<td>$\lambda/2$</td>
<td>300 MHz</td>
<td>48.3 cm</td>
<td>1.14:1</td>
<td>1.72:1</td>
<td>1.94:1</td>
<td>0 dB</td>
<td>0 dB</td>
</tr>
<tr>
<td></td>
<td>$2\lambda$</td>
<td>1.2 GHz</td>
<td>12.1 cm</td>
<td>1.24:1</td>
<td>3.14:1</td>
<td>3.33:1</td>
<td>0 dB</td>
<td>0 dB</td>
</tr>
<tr>
<td></td>
<td>$10\lambda$</td>
<td>6.0 GHz</td>
<td>2.42 cm</td>
<td>1.18:1</td>
<td>1.37:1</td>
<td>1.39:1</td>
<td>0 dB</td>
<td>0 dB</td>
</tr>
</tbody>
</table>

**Table 1-14** Comparison of the Full-Wave Analysis and Array Factor Formulation. The 425-element, UWB, RPS array, and that of a 425-element periodic array. The dipole elements use 75Ω source impedances and all elements are uniformly excited with the main beam steered to broadside.
between the full-wave analysis data and this “idealized” case will illustrate the impact that the array environment has on the radiation characteristics of the microstrip patch array. In addition to pattern comparisons, the driving-point impedance of each patch element was calculated for the full-wave model and compared with that of the single-patch in isolation.

E- and H-plane radiation pattern cuts of a patch array (Fig. 1-89) with a broadside-directed main beam and a steered main beam are shown in Figs. 1-90 and 1-91, respectively. In each case excellent agreement was observed between the full-wave analysis and pattern multiplication data. Even while steering along the direction of maximum coupling for the patch elements (along the E-plane of the patch) there was minimal deviation between the two pattern models. This agreement gives an indication that the radiation characteristics of the patch antennas are relatively unaffected by the presence of neighboring elements in this sparse array environment. While the radiation characteristics are minimally affected, coupling among radiating elements is seen to

Figure 1-90  Radiation pattern cuts along (a) $\phi = 0^\circ$ (H-plane of the microstrip patch elements) and (b) $\phi = 90^\circ$ (E-plane of the microstrip patch elements) for a 40-element portion of the 678-element Danzer tiling array with $d_{\text{min}} = \lambda/2$ at $f = 1$ GHz and its main beam directed to broadside.

Figure 1-91  Radiation pattern cuts along the beam steering direction with the main beam directed to (a) $\phi = 0^\circ$, $\theta = 30^\circ$ and (b) $\phi = 90^\circ$, $\theta = 30^\circ$ for a 40-element portion of the 678-element Danzer tiling array with $d_{\text{min}} = \lambda/2$ at $f = 1$ GHz.
impact the driving-point impedances during beam steering. For instance, in some cases the real part of the driving-point impedance drops to nearly zero ohms for array elements while steering 30° off broadside. However, the effects on the driving-point impedances were observed to lessen with only a slight increase in the minimum element spacing of the array [90]. Restricting operations to larger spacings, such as 0.75λ, might be a limiting factor for conventional periodic arrays but it has considerably less of an impact on perturbed aperiodic tiling arrays due to their relatively wide bandwidths.

1.5.3 Experimental Verification of Two Linear Polyfractal Arrays

Measured data was taken for the two 32-element polyfractal arrays (designs A and B) discussed in Section 1.4.1. Following the approaches of the previous two sections, the arrays were fabricated based on narrowband radiators, specifically microstrip patch antennas. The aim of the effort was to build two separate arrays for each design: one array built for operation with a minimum element spacing of 0.5λ (f = f₀) and the other for operation at a spacing of 2λ (f = 4f₀). The use of the narrowband elements and two separate arrays (for each polyfractal design) simplified the design and construction of the radiating elements and feed structure. Due to limitations of the available test facilities and standard printed circuit board sizes, the design frequencies were selected to be 5 GHz and 20 GHz, and the array fabrication was divided into four subarray boards for each array. Each subarray board had its own corporate feed network leading down to a single SMA connector. Each subarray was tested individually and the resulting patterns were combined to form the total 32-element array. The subarray boards were designed based on 0.254 mm thick Rogers RT/Duroid 5880. The design and layout of the boards was carried out using a method-of-moments software package [91].

The board layouts for the two 32-element polyfractal arrays are shown in Fig. 1-92. The features shown form the top copper layer of the fabricated PCB, while a solid copper bottom layer forms the ground plane. H-plane cuts of the radiation pattern for the four subarrays of array A are shown in Fig. 1-93 for dᵣ = 0.5λ and in Fig. 1-94 for dᵣ = 2λ. Pattern multiplication was then used to generate the pattern of the full array at each frequency. The resulting patterns for array A and array B are shown in Fig. 1-95 through Fig. 1-98.
**Figure 1-93** Normalized radiation patterns at 5 GHz ($d_{\text{min}} = 0.5\lambda$) for subarrays 1 (a) through 4 (d) of the 32-element polyfractal array A.

**Figure 1-94** Normalized radiation patterns at 20 GHz ($d_{\text{min}} = 2.0\lambda$) for subarrays 1 (a) through 4 (d) of the 32-element polyfractal array A.
Figure 1-95  Total radiation patterns for the polyfractal array A at 5 GHz ($d_{min} = 0.5\lambda$)

Figure 1-96  Total radiation patterns for the polyfractal array A at 20 GHz ($d_{min} = 2\lambda$)

Figure 1-97  Total radiation patterns for the polyfractal array B at 5 GHz ($d_{min} = 0.5\lambda$)
Excellent agreement is noted at 5 GHz between the full-wave analysis and the measured data for the full array. At this frequency there is negligible difference between the peak sidelobe level of the modeled and measured data for array B, and the difference is 1 dB for array A. At 20 GHz there is also good agreement. The difference between modeled and measured results for both arrays is approximately 1.3 dB. The performance of the arrays is summarized in Table 1-15. It is interesting to point out the need to accurately model the arrays as individual subarrays in order to match the test configuration. For the “Simulated Full Array,” the feed branch leading to the four subarrays was incorporated into the full-wave model. As can be seen in Figs. 1-95 through 1-98, this long length of transmission line has a significant impact on the radiation pattern of the array. Overall there was very good agreement between the theory and measurements for the 32-element polyfractal arrays. Images of the fabricated subarray panels are shown in Fig. 1-99, where the relatively large microstrip transmission line sections can easily be observed.

Table 1-15 Performance of the Two Example Polyfractal Designs at Both Operating Frequencies

<table>
<thead>
<tr>
<th>Array</th>
<th>$d_{min}$</th>
<th>Frequency</th>
<th>Measured Subarray Peak SLL</th>
<th>Simulated Subarray Peak SLL</th>
<th>Simulated Full Array Peak SLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.5$\lambda$</td>
<td>5.0 GHz</td>
<td>-16.3 dB</td>
<td>-17.4 dB</td>
<td>-14.3 dB</td>
</tr>
<tr>
<td>A</td>
<td>2.0$\lambda$</td>
<td>20 GHz</td>
<td>-5.39 dB</td>
<td>-6.77 dB</td>
<td>-7.11 dB</td>
</tr>
<tr>
<td>B</td>
<td>0.5$\lambda$</td>
<td>5.0 GHz</td>
<td>-14.75 dB</td>
<td>-14.79 dB</td>
<td>-14.34 dB</td>
</tr>
<tr>
<td>B</td>
<td>2.0$\lambda$</td>
<td>20 GHz</td>
<td>-3.58 dB</td>
<td>-4.88 dB</td>
<td>-7.24 dB</td>
</tr>
</tbody>
</table>
Figure 1-99 Photos of the example polyfractal design A subarrays for (a) 5 GHz and (b) 20 GHz (From M. D. Gregory, et al., © IEEE 2010, [78])
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2.1 Introduction

Smart antenna systems provide spatial separation between multiple emitters, reduce interference through cancellation, and increase resistance to multipath interference. Smart antenna systems are an important component of

- Cellular Telephone Systems
- Satellite Communications
- Wireless LANs
- Radar
- Remote Sensing
- Direction Finding Systems
- Radio Astronomy

The development of smart antenna systems was a natural progression of the early research into phased array techniques, which by the early 1950s was well understood. Early work into sensor array technology as well as mechanical and electronic scanning array technology was motivated by radar and direction finding systems. This work ultimately lead to adaptive arrays capable of responding to changes in the environment. Adaptive processing is the fundamental principle of a smart antenna system. The first “adaptive array” was the retrodirective array developed by Van Atta, which automatically reflected an incoming signal back to the source without a priori knowledge of its location. In 1959, Howells developed the sidelobe canceller as a countermeasure for radar jammers. The sidelobe canceller consists of an array composed of an omnidirectional antenna, and directive antenna. Desired signals are received by the mainlobe of the directional antenna whereas interferers such as jammers are assumed to enter the sidelobes. The gain of the omnidirectional antenna is the same as the peak sidelobe of the directional antenna. The weighted signal of the directional antenna is subtracted from the omnidirectional antenna effectively cancelling the interferer. Subsequently, Appelbaum developed the theory to control Howell’s adaptive array. Independent of this work, Widrow developed a similar technique using the least mean square algorithm to adapt
the array output to minimize mean square error with a desired signal. Subsequently, research has been conducted over the years to improve the convergence speed of the adaptive array as well as removing the need for a priori knowledge of the desired signal. Alternative to adaptive systems, direction-of-arrival estimation has also been an important component of smart antenna systems. Radio direction finding techniques are as old as radio itself with the first work performed by Heinrich Hertz in 1888. These techniques played an important role in early radar systems where it was necessary to direct the array’s beampattern at a given direction. Modern systems have replaced conventional analog smart antenna systems with digital hardware and software capable of processing immense amounts of data in near real-time.

Smart antenna research has been active for over fifty years. Over this time, practical use of smart antennas has been limited mainly due to the cost and complexity of systems both physically and computationally. Modern computing systems have alleviated many of these concerns, and as a result smart antennas and adaptive processing have become a fundamental component of wireless communications in the twenty-first century. The resurgence of smart antenna research is directly attributed to its ability to improve channel capacities in wireless communications. The ubiquity of cellular telephones has motivated cellular providers and the industry to develop techniques for alleviating the effects of interference through clever multiple access schemes that exploit the diversity of time, frequency, and code amongst multiple users.

The rapid increase in the demand for cell phones, limited frequency reuse, and tower allocation, along with the inability to increase the bandwidth of existing systems or assign new frequencies in an already crowded electromagnetic spectrum, lead to problems with multiple access interference that needed to be addressed. Smart antennas have the ability to leverage the spatial separation between mobile users within a cell thereby introducing another degree of freedom for increasing capacity, extending range, and minimizing interference. Smart antennas shape the radiation pattern of the base station antenna array to manage the amount of power radiated toward mobile users while simultaneously limiting radiation toward unpopulated areas. The inherent mobility associated with cell phone use requires that the areas of heavy use be tracked as users traverse the cell to aid in efficiently radiating power from the base station over space and time to maintain quality of service. Implementing a smart antenna at the base station incorporates both spatial diversity and a signal processing component for meeting these demands. Unlike directional antennas that are used to divide a cell into smaller sectors of coverage, a smart antenna can perform this sectorization adaptively while collecting feedback from the environment.

Overall, smart antenna technology has become widespread and has grown rapidly over the last twenty years. The growth and popularity of smart antennas can be directly attributed to the increase in cell phone use across the globe. With CPU sizes shrinking and processing power increasing, the mobility and speed of smart antennas will continue to grow. The frontier in smart antennas is developing adaptive signal processing techniques to effectively and efficiently beamsteer the array radiation pattern dynamically over time. These techniques will take advantage of the gains in processing power by digesting more information about the surrounding environment to help effect performance. Smart antennas will, in essence, become more “environmentally aware” by analyzing real-world environmental data in near real-time. This will allow the smart antenna to better deal with the nonstationary nature of real-world RF environments, which traditional statistical models cannot account for. As such,
this chapter addresses the use of adaptive processing techniques using stochastic, population-based techniques such as Genetic Algorithms, Particle Swarm Optimization, and the Cross Entropy Method that can optimize mixed-variable problems of varying constraints, which traditional algorithms simply cannot do. Additionally, this chapter discusses advances in incoherent wideband direction of arrival techniques for wireless communications, which is motivated by the even higher data rates afforded cellular subscribers due to emerging WCDMA, WLAN, WIMAX, and LTE wireless standards. Finally, this chapter addresses how the wealth of information publicly available about the surrounding environment can be collected and incorporated into the signal processing component of a smart antenna system.

2.2 Background on Smart Antennas

The traditional function of a smart antenna is to control the proportion of power directed toward a given location in space both dynamically and intelligently with feedback from the surrounding environment to improve and regulate this proportion for efficient allocation over time. Collecting feedback from the environment over time is what makes the antenna “smart.” In response to these observations the antenna is able to counteract, compensate, and correct for any dynamic changes in the environment that may reduce performance and efficiency. Controlling the proportion of radiated power at a given location in space is commonly referred to as beamforming.

2.2.1 Beamforming

Beamforming is accomplished by exploiting the spatial diversity among multiple antenna elements in an array. This is illustrated in Fig. 2-1a. Two spatially separated antenna elements intercept a narrowband signal originating from a location in the far field of the array at an angle $\theta$ with respect to the array axis. This incident signal is of the form $x(t) = s(t)e^{j\omega t}$, where $s(t)$ is the transmitted signal. The signal observed at element 1 is delayed by $\tau$ with respect to element 2 thus the signal at the first element is of the form $x_1(t - \tau) \approx s(t - \tau)e^{j\omega t}$. If the bandwidth of $s(t)$ is less than $1/\tau$ then $s(t - \tau) \approx s(t)$. Therefore, $x_1(t - \tau) \approx (t)e^{j\omega t} = s(t)e^{j\omega t}$ where $s(t) = s(t)e^{j\omega t}$. The term $e^{j\omega t}$ represents a phase shift of $-\omega \tau$ for the signal at element 1 with respect to element 2.
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where \( \omega = \omega_0 + \frac{v}{c} = \omega_0 \cos \theta / c = 2\pi d \cos \theta / \lambda \). Phase shifts between any two array elements can be computed in three dimensions following the above process. The response of an \( N \) element array due to a collection of \( M \) signal angles is referred to as the array manifold \( A(\theta) \), which is expressed in matrix form as

\[
A(\theta) = [a(\theta_1), a(\theta_2), \ldots, a(\theta_M)]
\]

The columns \( a(\theta_m) \) are called steering vectors and represent the \( N \) element array response to an angle \( \theta_m \), where \( a(\theta_m) = \exp(-j2\pi dn \cos \theta_m / \lambda) \). A well-defined array manifold is a fundamental component of many beamforming and direction finding algorithms.

In combination, the individual signals of an \( N \) element array interfere with each other either constructively or destructively depending upon the value of radian frequency \( \omega \), angle of arrival \( \theta \), and element separation \( d \) between elements. Beamforming is performed by introducing amplitude and phase perturbations to the output of each antenna port before combining to alter how these received waves interfere naturally. This is illustrated in Fig. 2-1b. The amplitude and phase fluctuations applied to each antenna element are referred to as weights and are of the form \( w_n = a_n e^{j\delta_n} \) where \( a_n \) is an amplitude scale factor and \( \delta_n \) is a phase shift for a given element. Mathematically, the beamformer output \( y(t) \) is expressed as,

\[
y(t) = w^H x(t) = w^H (A(\theta)s(t) + n(t))
\]

where \( w \) is an \( N \times 1 \) vector, \( H \) is the conjugate transpose operator for the weight vector and \( n(t) \) is an additive noise component. The choice of weights determines which directions receive maximum radiation and which directions received no radiation or nulls. Figure 2-2 illustrates an example array pattern beamsteered to 60° for a 10-element linear array with a uniform element spacing of \( d = 0.5\lambda \). Here, the x-axis is plotted in \( u \)-space where \( u = \cos(\theta) \). Representing the array factor in \( u \)-space samples the far-out sidelobes better than the original definition expressed in polar form.
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Figure 2-2 Example of beamformed array response for \( N = 10 \) linear array with element spacing \( d = 0.5\lambda \). Pattern is beamformed to \( u_0 = 0.5 \) or 60°. ( ) Original (→) Beamformed
The system architecture formed from the combination of antenna array, weights, and combiner is referred to as a beamforming network. Beamforming networks can be analog or digital in nature. Analog beamforming networks are constructed from passive components such as phase shifters, transmission lines, lenses, waveguides, microwave printed circuits, power dividers/combiners, and hybrid junctions. In combination, these elements act to manipulate the amplitude and phase between elements of the array. A typical example of an analog beamformer is the Butler matrix. The Butler matrix is designed to produce multiple spot beams that point at different fixed angles. Figure 2-3a illustrates a four-element Butler matrix. It consists of several phase shifters and quadrature hybrid junctions for creating the fixed beams. The number of antenna elements determines the angular direction of the fixed beam mainlobe which is evenly distributed around θ = 0°. For a spacing d = λ/2, the beams are equally spaced over a span of 180°. Modern Butler matrices can be implemented on printed circuits boards and are an effective means for developing fixed beams for narrowband applications.

---

**Figure 2-3** (a) Butler Matrix and switched beams and (b) Rotman Lens and instantaneous currents for excited beamport [1]. (Courtesy J. Dong, et. al © ACES 2009)
Another popular analog beamformer is the Rotman lens shown in Fig. 2-3b. The Rotman lens is different from the Butler matrix in that it is constructed from a parallel-plate structure usually formed as a strip-line conductor. When a given port is excited the true time delay for the EM wave to propagate across the parallel-plate region determines the arrival phase and amplitude at the output ports that are fed to the array elements. This is illustrated by the instantaneous current distribution in Fig. 2-3b. Exciting different ports changes the observed amplitude and phase at each output of the array. As a result, the total array pattern interferes differently between each excited beam port, resulting in multiple spot beams at different angular directions similar to that of the Butler matrix. The Rotman lens is a desirable beamforming network for many applications due to its ease of construction, low cost, and light weight.

In digital beamforming networks the received signal at each element is sampled then downconverted to baseband and output as I/Q data streams. These I/Q data streams represent the digitized amplitude and phase of the incident signal at each element over time. These digitized signals are forwarded to a signal processing engine made up of computers, field-programmable gate arrays, and graphical processing units where the processes of phase shifting, amplitude scaling, and element combining are carried out in software. The ultimate benefit in implementing a digital beamformer is its flexibility. A single array can form, steer, and shape multiple beams simultaneously toward multiple directions unlike the analog beamformer which has only a few fixed beams from which to choose. Any number of signal processing techniques and algorithms can be used to carry out beamforming on the digitized signals. A typical adaptive array configuration is shown in Fig. 2-4. Here, an error signal $e(k)$ is the input to the beamforming algorithm created from a combination of the array output $y(k)$ and some known signal feature $s(k)$. The beamforming algorithm updates the weights and performs iteratively to form the beamformed output. A typical beamforming algorithm for this configuration is Widrow’s least mean squares (LMS) algorithm [2]. The LMS algorithm

![Diagram of beamforming algorithm](image-url)
is a gradient-based iterative optimization algorithm based on the steepest descent method. The weight update equation for the LMS algorithm is given by

$$w(k+1) = w(k) + \mu e(k) x(k) \tag{2-3}$$

where $e(k) = s(k) - y(k) = s(k) - w^H x(k)$ is the error signal, $\mu$ is the step-size parameter.

The LMS algorithm iteratively solves for the array weights. The convergence of the algorithm is guided by the choice of step-size parameter. A small step-size parameter slows the speed of the algorithm.

As an example, the LMS algorithm was employed to adaptively steer the array pattern of an $N = 8$ uniform linear array with spacing $d = 0.5\lambda$. Incident upon the array are two signals, one of the form $\cos(\omega t)$ where $\omega = 2\pi f$ for $f = 2$ kHz and the other a random sequence whose values were sampled from a Gaussian distribution of zero mean and unit variance. The desired signal to beamform toward is defined as $s(k) = \cos(\omega t)$ where $k = nt$ for $t = 10$ $\mu$s and 100 samples. The desired signal is incident upon the array at an angle of 30$^\circ$ whereas the random Gaussian sequence is considered as the interferer to be nulled with an arrival angle of $-60^\circ$. Additionally, additive white Gaussian noise is present with an SNR of 10 dB and the step-size parameter of the LMS algorithm was set to 0.02. Each sample $k$ of the array output $y(k)$ is fed to the LMS algorithm for determining the adapted weights using (2-3). The results of the simulation are shown in Fig. 2-5.

Figure 2-5a illustrates the beamformed array pattern. Clearly, the mainlobe has been shifted to point at the desired signal arriving at 30$^\circ$ and a null of $-20$ dB has been placed toward the interferer at $-60^\circ$. Figure 2-5b shows the mean square error between the desired signal and the array output as a function of iteration or sample number. The error settles to a value oscillating about 1e-3 after about 30 iterations. Figure 2-5c depicts the desired signal and the array output overlapped to show the convergence of the array output as the array pattern is beamsteered toward the desired signal. After approximately 30 iterations the array output and desired signal are indistinguishable. Essentially, the LMS algorithm has improved the SNR of the received signal and removed the contribution of the interfering signal to the array output.

### 2.2.2 Direction-of-Arrival Estimation Techniques

The fundamental operation of smart antennas relies on a well-defined sense of what direction to focus the array response toward. How these directions and the resulting weights are computed has been a topic of research for over 60 years. If the angle of interest $q_o$ is known a priori then one can compute a normalized weight vector where $w^H w = 1$ such that the beamformer gain is maximized in that direction and valued at unity. Given that $y(t) = w^H A(\theta)$ the weight vector that produces $y(t) = 1$ at $\theta$ is $w = a(\theta)^H (a^H(\theta) a(\theta))^{-1}$ such that $y(t) = w^H a(\theta) = a^H(\theta) a(\theta) (a^H(\theta) a(\theta))^{-1} = 1$. To simultaneously beamform toward multiple directions of interest with the above equation one solves $w^H A(\theta) = u$ by inverting $A(\theta)$ to yield $w^H = u A(\theta)^{-1}$. Here $u$ is a row vector of constants representing the desired beamformer output at that angle. In order to invert $A(\theta)$ it is required that the number of elements in the array equal the number of directions. If the number of elements is less than the number of directions then a pseudo-inverse of $A(\theta)$ can be performed,

$$A^H (A A^H + \sigma^2 I)^{-1} \tag{2-4}$$

where a small value $\sigma^2$ is added to the diagonals of $A A^H$ to prevent the inversion of the matrix product from being singular.
The above methods are applicable only if the desired beamforming direction is known a priori. For many situations this is not the case and the direction of arrival needs to be estimated. Direction-of-arrival estimation algorithms have many different forms. Typically, they can be classified into two categories: (1) Peak-search methods, (2) Search-free methods. Popular peak-search methods are correlation-based or based on eigen-decomposition. Examples of correlation-based methods include Bartlett’s method or Capon’s minimum variance distortionless response. The Multiple Signal
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Classification (MUSIC) estimate is an example of an eigen-decomposition based method. Popular search-free methods include Root-Music and ESPRIT. The reader is referred to [3], [4] for a more thorough treatment on the subject.

Most of these methods rely on two components for computing the direction-of-arrival: (1) A well defined array manifold and (2) A good estimate of the covariance matrix of the array response. Typically, the array manifold undergoes a calibration procedure to measure the array steering vectors for a given direction-of-arrival. The covariance matrix, $R$ is formed from the complex response of each port in the array. The covariance matrix is an $N \times K$ matrix defined as $R = x \cdot x^H / K$, where $x$ is as defined in (2-2) and $K$ represents the number of samples. This value can be averaged over several sample blocks of size $K$ to help reduce the effects of noise on the covariance estimate; however, one must be careful that noise is stationary and ergodic over the duration of the block size.

In correlation-based methods, the estimated covariance matrix $R$ constructed from the measured array response $x$ is correlated against the calibrated array response $a(\theta)$ to produce a correlation coefficient over all angles of interest $\theta$, resulting in a correlation surface. The direction-of-arrival is then attributed to the peak of the correlation surface. An example correlation surface is shown in Fig. 2-6. Here, the Bartlett method was used and is defined as

$$C(\theta) = \frac{1}{\text{tr}(R)} \frac{a(\theta)^H R a(\theta)}{a(\theta)^H a(\theta)}$$  (2-5)

Interpolating the peak of the correlation slice is done to accurately capture the fractional value of the direction-of-arrival. The broad line along the diagonal represents the width of the mainlobe of the correlation surface indicating regions of high correlation corresponding to the direction of arrival. Brighter regions on either side of the diagonal represent sidelobes in the estimate, which could result in false estimates of the direction of arrival. Figure 2-6b shows a slice through the correlation surface in Fig. 2-6a along the $x$-axis for a $y$-axis value of 29°. The noise present in the system is evident due to the jagged nature of consecutive $x$-axis slices. This results in some uncertainty in the true
location of the direction-of-arrival. As such, a Monte Carlo simulation is performed and the rms error is computed for each direction-of-arrival.

Eigen-decomposition methods typically have much higher resolution than their correlation-based counterparts and as a result are often referred to as super-resolution techniques. The most popular eigen-based method is Schmidt’s MUSIC estimate. In MUSIC, an eigenvalue decomposition is performed on the covariance matrix $\mathbf{R}$ and two orthogonal subspaces are created, one for the signal and another for the noise. The basic principle is to extract the eigenvectors associated with the smallest eigenvalues which correspond to the noise subspace. The noise subspace is orthogonal to the array steering vectors at a given direction-of-arrival and thus are in the null-space of the noise subspace. A projection of the steering vectors onto the noise subspace,

$$\mathbf{a}(\theta) = \mathbf{E}_n \mathbf{a}(\theta)$$

results in a value of zero. Placing this expression in the denominator creates sharp peaks at the direction-of-arrival.

Often it is undesirable to perform a peak search and interpolation to find the direction-of-arrival. As a result, search-free methods have been developed. Two popular examples of search-free methods include Root-MUSIC and ESPRIT (Estimation of Signal Parameters via Rotational Invariance Technique). In Root-MUSIC, the peak search of the original MUSIC estimate is replaced by solving for the roots of a polynomial. Generally this method results in more accurate estimates of the direction-of-arrival; however, the original MUSIC estimate can be applied to any array geometry, whereas the Root-MUSIC algorithm is applied only to uniform linear arrays. ESPRIT constrains the array geometry by requiring arrays comprised of two identical sub-arrays of the same orientation. Extensions of Root-MUSIC and ESPRIT to more general array geometries have been developed such as UCA Root-MUSIC and UCA ESPRIT for uniform circular arrays, the Rank Reduction Estimator (RARE) [5], generalized ESPRIT [6], and Fourier-Domain Root MUSIC [7].

The remaining materials presented in this chapter are extensions of the principles discussed in this introduction and represent frontiers in smart antenna signal processing. The two fundamental components of smart antennas, namely adaptive signal processing and direction-of-arrival estimation, are addressed. Section 2.3 focuses on the use of stochastic, population based algorithms such as Genetic Algorithms, Particle Swarm Optimization, and the Cross Entropy Method for performing adaptive beamforming and nulling. Section 2.4 presents material about new direction-of-arrival techniques for wideband signal processing, and finally Section 2.5 introduces concepts for knowledge-aided smart antennas, which use information collected from the surrounding environment to help guide the smart antenna.

### 2.3 Evolutionary Signal Processing for Smart Antennas

Evolutionary signal processing refers to algorithms with multiple agents (such as particles, chromosomes, probability density functions) that interact intelligently with one another, but operate autonomously and progress in a cooperative fashion toward the solution of a complex problem. The implementation of evolutionary signal processing algorithms in smart antenna systems is the focus of this section. Considered here are evolutionary optimization algorithms based on the growth of a population and guided by stochastic principles toward a solution. There exist many algorithms that fit this definition, but special attention is paid to two types of algorithms. First those centered around the evolutionary, biological, and cognitive processes of nature and secondly those whose population samples are derived from an evolving probability distribution.
Examples of algorithms based on the evolutionary, biological, and cognitive processes of nature are

- **Genetic Algorithms (GA)** Developed by John Holland in the 1960s and 1970s, it is an algorithm based on Charles Darwin’s theory of natural selection and biological evolution.

- **Particle Swarm Optimization (PSO)** Developed by James Kennedy and Russell Eberhart in 1995, it is based on the cognitive behavior between individuals in a swarm. For example, such swarms could be schools of fish or flocks of birds.

- **Ant Colony Optimization (ACO)** Developed by Marco Dorigo in 1992, it is based on how ants forage for food through their interaction with pheromones and scent chemicals to help promote the optimum path to the food source for others to follow.

- **Simulated Annealing (SA)** Based on the annealing process of materials.

- **Harmony Search (HS)** Based on the aim of musicians to search for a harmonious state.

- **Bees Algorithm (BA)** Based on the behavior of honey bees and pollination.

- **Firefly Algorithm (FA)** Based on the communication role of bioluminescent interaction between fireflies while mating.

- **Bacterial Foraging Algorithms** [8] Inspired by the foraging behavior of Escherichia (E.) coli bacteria in the human intestine.

The algorithms described above all have the same basic structure, but differ slightly in their implementation, which affects convergence speed and solution accuracy.

Specific attention will be given primarily to Genetic Algorithms and Particle Swarm Optimization due to their overwhelming popularity, hybridization, and improvements thereon. Algorithms whose population samples are derived from an evolving probability distribution include

- **Markov Chain Monte Carlo (MCMC)** Sampling from a probability distribution is accomplished by constructing a Markov Chain. The state of the chain is updated from one iteration to the next until an equilibrium state is met, which represents the optimal probability distribution.

- **Cross Entropy Method (CEM)** The parameters of a probability distribution are updated by minimizing cross-entropy or Kullback-Leibler divergence between two probability distributions.

Specific attention will be given to the Cross Entropy Method, which has been shown to be a powerful optimization technique for finding solutions of rare-event processes as well as optimizing multietremal, multiobjective functions. A key feature of the CEM is that it is based on the updating of a parameterized probability distribution, which carries information about the current best solutions from one iteration to the next. All subsequent optimization is carried out on the probability distributions that define each variable in the solution space and not on the individual solutions in the population such as is done in Genetic Algorithms and Particle Swarm Optimization.

The application of population-based stochastic algorithms for solving electromagnetic optimization problems has been a popular area of research for the last 15 years. In particular, literature published on the application of GA, PSO, and variants thereof to
the array pattern synthesis problem is extensive; however, much of the work cannot be
directly applied to adaptive signal processing due to the associated fitness functions
used for performing pattern synthesis. The frontier in smart antennas is in the imple-
mentation of these algorithms for adaptive updating of weights in place of the more
conventional methods based on convex/quadratic/nonlinear programming, least
squares, or gradient-descent subject to available real-world feedback from the array
output. Pioneering literature has been published on this subject by Randy Haupt of
Penn State, but its application has been somewhat limited in part due to the perception
that stochastic algorithms are slow to converge and cost too much to compute com-
pared to conventional methods and therefore are not suitable for incorporation into
adaptive systems such as smart antennas. Another fear is that the optimization objec-
tive, say for example SINR maximization in a cellular network, will change too quickly
as mobile users traverse the cell and the algorithms do not have the capability to detect
nor adapt to these changes since the algorithms are still trying to solve for the original
objective. Advancements in computational speed and memory loading can alleviate
some of this, but for the most part the algorithms need to be constrained and modified
for application in smart antennas. Researchers have introduced modified algorithms with
improved convergence speeds and objective function interjections to address changing
objectives. This section highlights these improvements for the algorithms detailed above
as well as demonstrates some simple examples and provides a cursory comparison.

The advantages of population-based stochastic algorithms include the following
characteristics:

- Optimization with a mixture of discrete and continuous variables. Discrete
  optimization can be the result of encoding the continuous variables. Mixtures
  can contain binary values, integers, etc.
- A wide area of the feasible region is searched by generating a population of
  candidate solutions, and then the algorithm converges toward a local
  neighborhood of the global optimum solution.
- By using a population of candidate solutions, parallel processing on multiple
  platforms is possible.
- Multieextremal, multiobjective, multivariable optimization problems can be
  solved without the use of derivative information.
- It is possible to avoid trappings of local extrema.
- Nonlinear fitness functions can be used which are not applicable to conventional
  algorithms.
- One does not need to be an expert on the physics of the antenna array nor of the
  surrounding environment in order to exploit it.

In general, population–based stochastic algorithms can be summarized by a two-
step iterative procedure:

1. First, a population of candidate solutions is sampled from a random variable,
   which closely models the structure of the problem and constrained to a feasible
   region of interest.

2. Second, the sampling of the population is updated using a subset of the current
   best solutions to ensure those samples appear in subsequent iterations and
   contribute to the generation of future solutions.
In the first step, a number of candidate solutions are sampled from a random variable and compiled to form a population \( X \), which is a matrix whose columns represent a single sample set of a variable for optimization and whose rows are the collection of sample set variables for a single candidate solution. For example, say we have \( N = 2 \) variables, \( y \) and \( z \), for optimization. A population size of \( M \) is chosen, so the population \( X \) is represented as,

\[
X = \begin{bmatrix} y(1) & z(1) \\ y(2) & z(2) \\ \vdots \\ y(M) & z(M) \end{bmatrix}
\]  

(2-6)

Given some deterministic scoring function \( S(X) \) each row in the population \( X \) is evaluated. If the scoring function is of the form \( S(x) = y + z \), then \( X \) is scored as

\[
S(X) = S[y \ z] = \begin{bmatrix} S(y(1), z(1)) \\ S(y(2), z(2)) \\ \vdots \\ S(y(M), z(M)) \end{bmatrix} = \begin{bmatrix} y(1) + z(1) \\ y(2) + z(2) \\ \vdots \\ y(M) + z(M) \end{bmatrix}
\]  

(2-7)

Each of the rows of \( S(X) \) is evaluated as to its fitness to an overall objective, depending on whether the objective is to maximize or minimize the population’s response to the scoring function. A subset of the best performing candidates is then used to generate the new population in the next iteration. In the cases of Genetic Algorithms and Particle Swarm Optimization this is done by performing operations on the candidates in the population, whereas with the Cross Entropy Method each column is represented by a probability distribution and the best candidates are used to update the estimate of this probability distribution.

2.3.1 Description of Algorithms

2.3.1.1 The Genetic Algorithm

The Genetic Algorithm (GA) was developed by John Holland in the 1960s and 1970s. It is based on Charles Darwin’s theory of natural selection and biological evolution. The application of the genetic algorithm to electromagnetic optimization problems and in particular to pattern synthesis problems has been an active area of research since the 1990s. Randy Haupt of Penn State University’s Applied Research Lab has been at the forefront of this research. His work and others is nicely summarized in his book entitled *Genetic Algorithms in Electromagnetics* published by Wiley [9].

The fundamental principle of Genetic Algorithms involves encoding optimization variables into strings called chromosomes. A collection of chromosomes form a population. The fitness of these chromosomes to some objective function is computed and new candidate solutions, called offspring, are created through genetic operators called crossover and mutation. Crossover is performed between pairs of chromosomes in the population, called parents, in which genetic information is exchanged in order to produce offspring of a new generation. Crossover seeks to propagate the chromosomes of parents with high fitness into the future to ensure improvement of solutions in subsequent iterations.

Mutation introduces random changes into the population. Mutation ensures that the population is not entirely uniform as the algorithm approaches a solution and allows
the algorithm to continue to search for better results. The rate of mutation is often very low and the primary mechanism for improving the overall fitness is crossover. The strategies for choosing which parents and how many perform crossover have a big impact on the success of the algorithm.

There are two main strategies, namely roulette wheel and tournament selection. In roulette wheel, each chromosome is assigned a probability based on its rank in the population. Rank can be determined by either its position in the population or by its fitness to the objective function. The probability of a given chromosome being chosen for mating is based on this rank. Higher ranks receive higher probabilities of selection. The probability of selection is reduced as the size of the mating pool is increased, however. Random numbers are drawn from a uniform distribution and compared to the probabilities assigned to each parent to form the mating combinations. This process is continued until a certain percentage of the population has been replaced with new offspring. In tournament selection, several chromosomes are selected randomly and formed into a group. The chromosome with the lowest cost is chosen as a parent. The tournament is continued until all offspring have been created.

Typically, the elements of the chromosomes are binary in nature, but modern genetic algorithms can account for mixed-integer chromosomes as well [13]. The mixture of integers, real and binary variables, is performed within the objective function so that the structure of the algorithm remains unchanged. Encoding variables into binary representations increases the dimension of the problem. The population size, selection of mates, and mutation rate are the biggest factors influencing the convergence rate of the algorithm. If the population size is too small, then there is a risk of the population going extinct since the population fails to evolve. Using the most elite chromosomes for reproducing ensures the most fit individuals will be carried to the next generation, but too few will result in stagnation. Mutation of a single variable is not enough to search the space efficiently. Multiple mutations are more effective, but if there are too many mutations the algorithm will not converge. A summary of the selection parameters is given in [9]. Therein, the author cites the work of DeJong [11] and Grefenstette [12]. The result of their combined work determined that best results were achieved with a population size of 20 to 30, a crossover rate of 75 to 95% of the population, with mutation occurring about 1% of the time. It is intuitive that early on in the evolution process a large number of mutations helps to explore the solution space; however, over time this value should be decreased to allow crossover to take over. The algorithm is halted once the fitness of the population is below some threshold, the algorithm has stalled due to uniformity from successive crossovers, or a maximum number of evaluations has been reached.

In summary, the genetic algorithm can be summarized by the following steps:

1. Generate population
   a. A population of candidate solutions or chromosomes is constructed from random samples of a probability distribution.

2. Create mating pool, perform selection and reproduce offspring
   a. Encode chromosomes of population into binary strings.
   b. Evaluate fitness of the population and rank.
   c. Draw probabilities for parents to determine selection for reproduction.
   d. Reproduce offspring through crossover.
3. Perform mutation
   a. Draw a random number from a uniform distribution. If this random number exceeds some threshold, then perform mutation. Otherwise, the population remains unchanged.
4. Set \( t = t+1 \) and repeat steps 1 through 3 until the stopping criterion is satisfied.

2.3.1.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) [10] was developed by James Kennedy and Russell Eberhart in 1995. It is based on the intelligent interactions between individuals in a swarm to achieve an objective. Examples of such swarms are schools of fish or flocks of birds. The swarm acts cooperatively to achieve this objective; however, individual components of the swarm (called particles) behave independently and are influenced by their social interactions with one another. The composite trajectory of an individual agent in the swarm has deterministic and stochastic components. The deterministic motion is governed by the global trajectory of the swarm, but the individual maintains freedom to wander locally at random. Its rate of change in a given direction is influenced by its neighbors as well as the swarm as a whole. It has memory of its best positions as well as knowledge of the best positions of all particles within the swarm. Over time, the particles of the swarm discover improvements upon the objective and share these discoveries with all other particles in the swarm, first locally and then propagated globally.

Consider an individual particle with a 1x\( N \) position vector \( x^t \) and velocity vector \( v^t \) at time \( t \). This particle searches through a feasible region of possible solutions for the optimum position \( g^* \) while remembering its previous best positions \( p \). The future velocity of the particle \( v^{t+1} \) on its way to \( g^* \) is formed by perturbing its current velocity by the distance between its best known position \( p^t \) and current position \( x^t \). This is represented as \( v^{t+1} = v^t + c_1 \cdot r_1 \cdot (p^t - x^t) \), where \( c_1 \) is a positive constant influencing the acceleration to the new position and where \( r_1 \) is a vector of uniformly distributed random perturbations in the range [0,1] to encourage wandering. The new position is then computed as \( x^{t+1} = x^t + v^{t+1} \). The particle compares this new position to its current best \( p \) and replaces \( p \) with \( x^{t+1} \) if it results in an improved fitness to the objective. This particle is a component of the swarm and is subject to influence from its neighbors as well as the rest of the swarm.

The swarm’s knowledge of its global best position \( g \) influences individual particles by adjusting \( v^{t+1} \) by \( c_2 \cdot r_2 \cdot (g - x) \), where \( c_2 \) is a positive constant and \( r_2 \) is a vector of uniformly distributed random values in the range [0,1]. Neighbors of particles exert influence through the term \( c_3 \cdot r_3 \cdot (b - x) \) where \( b \) is the best known position of its \( K \) nearest neighbors. Neighbors can be defined in terms of their Euclidean distance in the search space, fitness to the objective function or location in \( X \). Typical values for \( c_1, c_2 \) are chosen equal to 2 whereas \( c_3 \) is chosen equal to 1. Together, the total update of the velocity and position of each particle is performed as

\[
\begin{align*}
v^{t+1} &= v^t + c_1 \cdot r_1 \cdot (p^t - x^t) + c_2 \cdot r_2 \cdot (g - x^t) + c_3 \cdot r_3 \cdot (b - x^t) \\
x^{t+1} &= x^t + v^{t+1}
\end{align*}
\] (2-8)

The velocity updates for the entire swarm of \( M \) particles with size \( N \) is represented by the \( M \times N \) matrices \( V \) and \( X \) whose rows are formed from (1-8). In general, the swarm is collectively influenced by the global best position and individually influenced by
their memory of previous best positions and those of its nearest neighbors. The influence of neighbors is sometimes omitted to improve convergence, and influence is exerted only by the global best position of the swarm. As the swarm converges to the optimum solution \( x = g \). Typically, this is not achieved, rather the particles of the swarm converge to a local neighborhood of the optimum solution and continue to search until forced to stop. This can cause the velocities to explode unless they are limited in some way. Typically, a bound is placed on the maximum velocity the algorithm can achieve. This limits the search area of the algorithm and prevents explosion of velocity values. Additionally, an inertial weight can be added to velocities, which forces the particles to slow down as they get close to the optimum solution and search only in a small area. In summary, the two typical methods for constraining velocities are,

1. Bounds on velocity
   
   If \( v_{nt} > v_{\text{max}} \) then set \( v_{nt} = v_{\text{max}} \)
   
   If \( v_{nt} < -v_{\text{max}} \) then set \( v_{nt} = -v_{\text{max}} \)

2. Inertial weighting
   
   \[
   v^{t+1} = \omega \cdot v^t + c_1 \cdot r_1 \cdot (p - x^t) + c_2 \cdot r_2 \cdot (g - x^t) + c_3 \cdot r_3 \cdot (b - x^t)
   \]

where \( \omega \) is a positive constant less than one or a function that decreases over time. In summary, the PSO algorithm can be summarized by the following steps.

1. Initialize Parameters:
   
   a. \( M \times N \) matrices \( V^0 \) and \( X^0 \) for the velocities and locations of the swarm particles. The elements of \( X^0 \) are sampled from a uniform distribution in the range \([a, b]\) where \(-\infty < a, b < \infty\). Initial velocities are set equal to zero.
   
   b. \( M \times N \) matrices for the global best \( G \) and local best \( P \) positions of the swarm. The rows of \( G \) are set to \( \text{arg min}_x f(x^0) \) where \( x^0 \) is the best performing particle in \( X \). The elements of \( P \) are set equal to \( X^0 \).
   
   c. \( M \times 1 \) objective function \( f(P) \) and the scalar \( f(G) \).
   
   d. Set iteration counter \( t = 1 \).

2. Generate the \( M \times N \) matrices \( R_1 \) and \( R_2 \) whose elements are sampled from a uniform distribution in the range \([0, 1]\).

3. Update the particle velocities by
   
   \[
   V^{t+1} = \omega \cdot V^t + c_1 \cdot R_1 \cdot (P - X^t) + c_2 \cdot R_2 \cdot (G - X^t)
   \]
   
   where multiplications are performed element-wise.

4. Update the particle positions by
   
   \[
   X^{t+1} = X^t + V^{t+1}
   \]

5. If \( f(X^{t+1}) < f(P) \), update local best positions \( P \) with \( X^{t+1} \).

6. If \( f(X^{t+1}) < f(G) \), update the rows of the global best positions \( G \) with \( x^{t+1} \), where \( x^{t+1} \) is the best performer in \( X^{t+1} \).

7. Set \( t = t+1 \) and repeat steps 2 through 6 until the stopping criterion is satisfied.
The general formulation of PSO presented above is typically performed on continuous variables. For discrete problems of binary variables, a slight modification is introduced. The velocities of \( v \) are evaluated to form a probability threshold \( s(v) \) chosen as the sigmoid function from neural networks 

\[
s(v) = \frac{1}{1 + \exp(-v)}
\]  

(2-9)

The vector \( s(v) \) is used to decide whether the elements of \( x \) are assigned values of 1 or 0. The decision is made by drawing a vector of random numbers \( \rho \) from a uniform distribution in the range \([0,1]\). If an element of \( \rho \) is less than its corresponding element in \( s(v) \) then its corresponding element in \( x \) is assigned a 1, else it is assigned a 0.

### 2.3.1.3 Cross Entropy Method

The Cross Entropy Method (CEM) is a general stochastic optimization technique based on a fundamental principle of information theory called cross entropy (or Kullback-Leibler divergence) [14], [15]. CEM was first introduced in 1997 by Reuven Y. Rubinstein of the Technion, Israel Institute of Technology as an adaptive importance sampling for estimating probabilities of rare events [16] and was extended soon thereafter to include both combinatorial and continuous optimization [17]. The CEM has successfully optimized a wide variety of traditionally hard test problems including the max-cut problem, traveling salesman, quadratic assignment problem, and n-queen. Additionally, the CEM has been applied to antenna pattern synthesis, queueing models for telecommunication systems, DNA sequence alignment, scheduling, vehicle routing, learning Tetris, direction of arrival estimation, speeding up the Backpropagation algorithm, updating pheromones in ant colony optimization, blind multiuser detection, optimizing MIMO capacity, and many others [18]–[31]. There exist several good resources for those interested in learning more about the, CE Method [32]–[35].

To illustrate how the Cross Entropy (CE) procedure is implemented assume for the time being that the score \( S(x) \) is to be maximized over all states \( x \in X \), where \( x = [x_1, \ldots, x_M]^T \) is a vector of candidate solutions defined on the feasible set \( X \). The global maximum of \( S(x) \) is represented by

\[
S(x') = \gamma' = \max_{x \in X} S(x)
\]  

(2-10)

The probability that the score function \( S(x) \) evaluated at a particular state \( x \) is close to \( \gamma' \) is classified as a rare event. This probability can be determined from an associated stochastic problem (ASP),

\[
P_\gamma(S(x) \geq \gamma) = E_\gamma[I_{S(x) \geq \gamma}]
\]  

(2-11)

where \( P_\gamma \) is the probability measure that the score is greater than some value \( \gamma \) close to \( \gamma' \). \( x \) is the random variable produced by a probability distribution function \( f(\cdot, \nu) \). \( E_\gamma \) is the expectation operator and \( I_{\{\cdot\}} \) is a set of indices where \( S(x) \) is greater than or equal to \( \gamma \).

Calculating the right hand side of (2-11) is a nontrivial problem and can be estimated using a log-likelihood estimator with parameter \( \nu \),

\[
\hat{\nu}' = \arg \max_\nu \frac{1}{M} \sum_{i=1}^M I_{\{S(x_i) \geq \gamma\}} \ln f(x_i, \nu)
\]  

(2-12)

where \( x_i \) is generated from \( f(\cdot, \nu) \), \( M \) is the number of samples where \( S(x) > \gamma \) and \( M_i \leq M \).
As γ becomes close to γ', most of the probability mass is close to x' and is an approximate solution to (2-10). One important requirement is that as γ becomes close to γ' that \( P_v(S(x) \geq \gamma) \) is not too small, otherwise the algorithm will result in a suboptimal solution. So, there is a tradeoff between γ being arbitrarily close to γ' while maintaining accuracy in the estimate of v.

The CE method efficiently solves this estimation problem by adaptively updating the estimate of the optimal density \( f(\cdot, v^*) \), thus creating a sequence of pairs \( \{ \gamma(t), v(t) \} \) at each iteration \( t \) in an iterative procedure, which converges quickly to an arbitrarily small neighborhood of the optimal pair \( \{ \gamma^*, v^* \} \).

The iterative CE procedure for estimating \( \{ \gamma^*, v^* \} \) is given by

1. **Initialize parameters:** Set initial parameter \( \gamma(0) \), choose a small value \( r \), set population size \( M \), smoothing constant \( a \), and set iteration counter \( t = 1 \).

2. **Update \( \gamma(t) \):**
   Given \( \gamma(t-1) \), let \( \gamma(t) \) be the \((1-r)\)th quantile of \( S(x) \) satisfying
   \[
   P_{\gamma(t-1)}(S(x) \geq \gamma(t)) \geq r
   \]
   \[
   P_{\gamma(t-1)}(S(x) \leq \gamma(t)) \geq 1 - r
   \]
   with \( x \) sampled from \( f(\cdot, \gamma(t-1)) \). Then, the estimate of \( \gamma(t) \) is computed as
   \[
   \gamma(t) = S_{(1-r)M}
   \]
   where \( \lceil \cdot \rceil \) rounds \((1-r)M\) toward infinity.

3. **Update \( v(t) \):**
   Given \( \gamma(t-1) \), determine \( \gamma(t) \) by solving the CE program
   \[
   \hat{v}(t) = \max_{\theta} -\frac{1}{M} \sum_{i=1}^{M} \ln f(x_i, \gamma(t)) \ln f(x_i, \theta)
   \]
   \[
   \text{subject to } f(x_i, \gamma(t)) \geq f(x_i, \theta)
   \]
   \[
   \text{for } i = 1, \ldots, M
   \]

4. **Optional step** (Smooth update of \( \gamma(t) \)):
   To decrease the probability of the CE procedure converging too quickly to a suboptimal solution, a smoothed update of \( \gamma(t) \) can be computed.
   \[
   \gamma(t) = \alpha \gamma(t) + (1 - \alpha) \gamma(t-1)
   \]
   where \( \gamma(t) \) is the estimate of the parameter vector computed with (2-16), \( \gamma(t-1) \) is the parameter estimate from the previous iteration and \( \alpha \) (for \( 0 < \alpha \leq 1 \)) is a constant smoothing coefficient. By setting \( \alpha = 1 \), the update will not be smoothed.

5. Set \( t = t + 1 \) and repeat steps 2 through to 4 until the stopping criterion is satisfied.

What ultimately is produced is a family of pdfs \( f(\cdot, \gamma(t)), f(\cdot, \gamma(t)), f(\cdot, \gamma(t)), \ldots, f(\cdot, v^*) \) which are directed by \( \gamma(0), \gamma(1), \gamma(2), \ldots, \gamma^* \) toward the neighborhood of the optimal density function \( f(\cdot, v) \). The pdf \( f(\cdot, \gamma(t)) \) acts to carry information about the best samples from one iteration to the next. The CE parameter update of (2-16) ensures that there is
an increase in the probability that these best samples will appear in subsequent iterations. At the end of a run as $\hat{\gamma} \uparrow \gamma^*$, the majority of the samples in $x$ will be identical and trivially so to are the values in $S(x)$.

The initial choice of $\hat{\nu}(0)$ is arbitrary given that the choice of $\nu$ is sufficiently small and $K$ is sufficiently large so that $P_S(S(x) \geq \gamma)$ does not vanish in the neighborhood of the optimal solution. This vanishing means the pdf degenerates too quickly to one with unit mass, thus freezing the algorithm in a suboptimal solution.

The preceding procedure was characteristic of a one-dimensional problem. It can be easily extended to multiple dimensions by considering a population of candidate solutions $X = [x_1, \ldots, x_N]$ with $x_i = [x_{i,1}, \ldots, x_{i,M}]$. The pdf parameter is extended to a row vector $v = [v_1, \ldots, v_N]$, which is then used to independently sample the columns of matrix $X$ and consequently (2-16) is calculated along the columns of $X$.

Although the CEM was presented as a maximization problem, it is easily adapted to minimization problems by setting $\hat{\gamma}(t) = S_{(\text{opt})}$ and updating the parameter vector with those samples $x_i$ where $S(x_i) \leq \hat{\gamma}$. The difference between discrete and continuous optimization with CE is simply the choice of pdf used to fill the candidate population. The most typical choice of pdf for continuous optimization is the Gaussian (or Normal) distribution, where $f(x)$ is represented by the mean $\mu$ and variance $\sigma^2$ of the distribution. Other popular choices include the shifted exponential distribution, double-sided exponential, and beta distribution. Many other continuous distributions are reasonable, although distributions from the natural exponential family (NEF) are typically chosen since convergence to a unit mass can be guaranteed and the CE program of (2-16) can be solved analytically. The update equations that satisfy (2-12) for continuous optimization are

$$\hat{\mu} = \frac{\sum_{i=1}^{M} I_i x_i}{\sum_{i=1}^{M} I_i}, \quad \hat{\sigma}^2 = \frac{\sum_{i=1}^{M} I_i (x_i - \hat{\mu})^2}{\sum_{i=1}^{M} I_i}$$

(2-18)

which are simply just the sample mean and sample variance of those elite samples, $I$ where the objective function $S(x) \geq \gamma$. The worst performing elite sample is then used as the threshold parameter $\gamma(t+1)$ for (2-15) in the next iteration. The result presented in (2-18) is one of the simplest, most intuitive, and versatile CE parameter estimates available. In this case, as $\hat{\nu}(0)$ becomes close to $\gamma$ the samples in the population will become identical, thus the variance of the sample population will begin to decrease toward zero resulting in a Gaussian pdf having unit mass about the sample mean of the population. The final location of $\hat{\gamma}$ will be represented by this final mean, i.e. $\hat{x}^{*} = \hat{\mu}$ as $\hat{\sigma}^2 \rightarrow 0$.

The CEM is modified for combinatorial optimization problems by choosing a density function that is binary in nature. The most popular choice is the Bernoulli distribution, Ber($p$) with success probability $p$ represented by the pdf,

$$f(x; p) = p^x (1-p)^{1-x}, \quad x \in [0,1]$$

(2-19)

where $f(x; p)$ equals $p$ when $x = 1$ and $1 - p$ when $x = 0$. The update equations that satisfy (2-12) for combinatorial optimization are

---
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An exact mathematical derivation of the convergence properties of the CEM for continuous optimization is still an open problem; however, from experience the convergence properties of the continuous form CEM appear similar to its combinatorial counterpart, but better behaved. The convergence of the combinatorial form of CE has been studied extensively and a good treatment of the theory begins with a simplified form based on parameter update by the single best performer in the population [32], [44]. More generally, the convergence properties of combinatorial optimization problems based on parameter update by the best $\lceil \rho k \rceil$ performers in the population were derived in [36]. The results presented were specific to problems with unique optimal solutions where the candidate population is evaluated by a deterministic scoring function. The main conclusion is that when using a constant smoothing parameter (as is most commonly implemented), convergence of the CEM to the optimal solution is represented by

1. The sampling distribution converging with probability 1 to a unit mass located at some random candidate $x^{(i)} \in X$
   And, the probability of locating the optimal solution being made arbitrarily close to one (at the cost of a slow convergence speed).

2. This is accomplished by selecting a sufficiently small value of smoothing constant, $\alpha$. It is suggested that guaranteeing the location of the unique optimal solution with probability 1 can only be achieved by using smoothing coefficients, which decrease with increasing time. Examples of such smoothing sequences are

$$a^{(i)} = \frac{1}{M^t (t+1)^{\beta}} \cdot \frac{1}{(t+1) \log(t+1)^{\beta}}, \beta > 1$$

(2-21)

When choosing a smoothing constant there is a trade-off between speed of convergence and achieving the optimal solution with high probability. Regardless, the sampling distribution will always converge to a unit mass at some candidate $x^{(i)} \in X$ when using a smoothing constant. Generally, the speed of convergence experienced using constant smoothing parameters is generally faster than decreasing smoothing schemes. Also, for the last two smoothing techniques of (2-21) location of the optimal solution may be guaranteed with probability 1, but convergence to a unit mass with probability 1 is not. It is not known if a smoothing technique exists where both the sampling population converges to a unit mass with probability 1 and the optimal solution is located with probability 1. The authors of [36] suggest that from their experience convergence of the sampling population to a unit mass with probability one and locating the optimal solution with probability 1 are mutually exclusive events.

### 2.3.2 Adaptive Beamforming and Nulling in Smart Antennas

Adaptive beamforming and nulling of different sources is one of the primary functions of a smart antenna in order to improve the signal-to-interference-noise (SINR) ratio of the array output. Synthesizing nulls at specific direction-of-arrivals using GA, FSO, and
CE have been studied extensively in the literature; however, many of the techniques employed cannot be directly applied to the adaptive nulling of a smart antenna due to incomplete knowledge of the direction-of-arrival of the different interferers. Adaptive processing relies on feedback from the array output to alter the array weights in order to improve some feature of the array output. Typically, the SINR of the array output is the objective to optimize. This can be performed by measuring the output power of the array in response to desired signals and interferers incident upon the array. Additionally, the mean square error between the array output and some reference feature of the desired signal can be minimized as was done in Fig. 2-6.

First, consider the scenario where SINR is improved by adaptively nulling interferers by measuring the output power of the array. This is the basis for the work performed by Haupt in [37]. The problem is formulated as follows. An $N$-element uniform linear array with spacing $d$ has incident upon it a desired signal whose angle of arrival to the array axis falls within the mainlobe of the array pattern. At directions of arrival outside the mainlobe, several interferers are also incident upon the array. The goal is to determine the optimum array weights to improve the SINR of the array output by placing nulls in the directions of the interferers by measuring the output power of the array. The array under consideration is shown in Fig. 2-7. The array contains an even number of antenna elements and the weights are applied symmetrically about the middle of the array, except that there is an odd-shift in the phase weights $\delta_n = -\delta_{N/2}$ to perform nulling [38]. The general form of the weighted array factor for this linear array is given by

$$AF(\theta) = \frac{1}{N} \sum_{n=1}^{N} w_n e^{j(n-1)d \cos \theta}, \text{ where } w_n = \alpha_n e^{j \delta_n}$$  \hspace{1cm} (2-22)

![Figure 2-7](image-url) Uniform linear array for adaptive nulling
Since the array is symmetric, (2-22) can be expressed as

\[
AF(\theta) = \frac{2}{N} \sum_{n=1}^{N/2} \alpha_n \cos((n-0.5)d \cos \theta + \delta_n)
\]  

(2-23)

Here, we will consider phase-only nulling \((\alpha_n = 1)\), thus there are only \(N/2\) variables to optimize.

The total output power of the array for \(P\) sources is expressed as

\[
Power = 20\log_{10} \left( \sum_{i=1}^{P} s_i EP(\theta) |AF(\theta)| \right)
\]  

(2-24)

where \(s_i\) is the signal strength of source \(i\) and \(EP(\theta)\) is the individual pattern of an antenna in the array. Here, \(EP(\theta)\) is set equal to one, which corresponds to omnidirectional antenna patterns in the \(\theta\)-plane. Additionally, the source power of the desired signal is also 1 or 0 dB, thus (2-24) can be simplified to

\[
Power = 20\log_{10} \left( \sum_{i=1}^{N} |EP(\theta)| |AF(\theta)| \right)
\]  

(2-25)

where \(N\) is the number of interferers. As a result, by choosing phase weights that minimize the output power of the array, the interfering signals will be suppressed and the SINR of the array will be improved.

This scenario is applicable when you know the direction of the desired signal a priori, but the directions of the interferers are not known. This is a problem often encountered in radar and jamming. For example, the radar mainlobe is pointed at the horizon to detect incoming aircraft, while jammers outside the mainlobe try to flood the receiver front end with high power noise interference. This scenario is also applicable to cellular communications scenarios where the base station has a specific direction to point its mainlobe to sectorize a geographical area, while simultaneously reducing interference from co-channel sources outside the mainlobe.

In order to compare GA, PSO, and CEM, the parameters shown in Table 2-1 are specified for the array, sources, and interferers.

The settings of each algorithm are summarized in Table 2-2.

<table>
<thead>
<tr>
<th>Table 2-1</th>
<th>Parameters for Adaptive Nulling Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Sources</td>
<td>1</td>
</tr>
<tr>
<td>Number of Interferers</td>
<td>2</td>
</tr>
<tr>
<td>Source Power</td>
<td>0 dB</td>
</tr>
<tr>
<td>Interferer Power</td>
<td>30 dB</td>
</tr>
<tr>
<td>Source DOA</td>
<td>0°</td>
</tr>
<tr>
<td>Interferer DOA</td>
<td>28°, 51°</td>
</tr>
<tr>
<td>Number of Elements</td>
<td>40</td>
</tr>
<tr>
<td>Element Spacing</td>
<td>0.5λ</td>
</tr>
</tbody>
</table>
First, the continuous forms of the algorithms for minimizing the output power of the array defined by (2-25) will be demonstrated and compared. A typical result of the optimized array pattern is shown in Fig. 2-8. The nulls at the angular locations of the two interferers are distinct and quite deep. In reality, this null depth would not be observed due to effects of mutual coupling between antenna elements and noise in the environment, which were not considered.

The optimization process was halted when the number of population generations exceeded 500 or if the array output power dipped below $-100$ dB. Typical convergence plots of the best and mean population scores for the algorithms are given in Fig. 2-9. The convergence nature displayed by GA and PSO is illustrative of what is typically encountered in the literature. The best overall score for the population is stored until a new value is found and replaces the old score. The mean overall scores for these populations are quite different from each other, however. For GA, the choice of selecting four chromosomes for the mating pool and replacing all remaining chromosomes in the population tends to keep the population mean close to the global best. The mutation rate is high at a value of 0.15, so this accounts for the fluctuations in the population mean. With these choices, GA is allowed to wander the space around the global best solution in search of better solutions without diverging wildly.

**Table 2-2** Algorithm Settings for Adaptive Nulling Scenario

<table>
<thead>
<tr>
<th>Genetic Algorithm</th>
<th>Particle Swarm</th>
<th>Cross Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Roulette, $c_1, c_2$</td>
<td>$c_1, c_2$</td>
</tr>
<tr>
<td>Cross-over</td>
<td>Single-point, $w_0$</td>
<td>Inertial weight, $w_0$</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.15</td>
<td>$</td>
</tr>
<tr>
<td>Mating Pool</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2-8** Example optimized array pattern for adaptive nulling of interferers arriving at 28° ($u = 0.8829$) and 51° ($u = 0.6293$)
In the case of PSO, the mean population tends to track the global best in trajectory but remains a comfortable distance away from the global best. This demonstrates that the parameter choices for PSO are too searching about the local area of the global best in search of better solutions. Figure 2-10 depicts the particle velocities for the phase weights over the number of population generations. From this figure, the effects of inertial weighting and velocity thresholds are evident. Early on, the particle velocities
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**Figure 2-9** Convergence curves of best and mean population scores for a typical run of (a) Genetic Algorithm, (b) Particle Swarm Optimization, and (c) Cross Entropy Method

![Figure 2-10](image2)

**Figure 2-10** Convergence curves of particle velocity for the phase weights
fluctuate and are dampened by the velocity threshold. After a few generations the inertial weight begins to exert influence and the algorithm quickly converges as the search area of the algorithm shrinks. This results in a small number of generations to achieve a very good solution.

In the case of CE, one can see that the trajectories of the best and mean population scores in Fig. 2-9 are linear. Given that the score function of (2-25) is a function of \( \log_{10}(\cdot) \), this linear nature reveals the exponential rate of convergence for which the CEM is known for. In Fig. 2-11, the mean and variance of the Gaussian probability density functions for the phase weights are plotted for each generation. One can see that as the variance shrinks to a small value, the mean settle to a constant value, which is the final solution. This is evidence of the CEM converging to a probability distribution of unit mass in which the solution is in an arbitrarily small neighborhood of the global best solution. It is clear from this example run that PSO is the best performer in terms of speed, but CE reaches a comparable score function not to far thereafter, whereas GA requires more generations to converge to an inferior value. Overall, all three algorithms can produce reasonable values for the phase weights to successfully and efficiently perform nulling.

Since the algorithms are stochastic in nature, it is necessary to perform a Monte Carlo simulation for a number of iterations to reveal any tendencies of the algorithms. As such, 100 independent trials of the above example were conducted and the best population score of the final generation was recorded as well as the total number of generations for convergence. The results of these trials are shown in Fig. 2-12. It is evident that performance of the GA could not satisfy the strict convergence criteria set for the example. What is interesting are the results of trials for PSO and CE. For CE, it is
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apparent that the algorithm consistently converges to an arbitrarily small neighborhood of the best solution. In the case of PSO, the spread in global best solution is similar to CE, but the spread of the number of generations is much larger. This is an obvious conclusion given that PSO is not guaranteed to locate the best solution in a finite amount of time, whereas with CE if the reduction in variance is slow enough, then the global best will be located in an infinite amount of time. This is an attractive quality of CE. The predictable nature of its convergence makes it robust for performing adaptive processing given time constraints. One can be confident that a good solution will consistently be found for a fixed amount of time given proper parameterization.

There exist several extensions to this problem left to be considered; however, this will be left for future consideration. One could anticipate that similar results could be achieved. Also, the parameterization for each algorithm was chosen to be a compromise between algorithm speed and performance. The preceding results are not meant to be a concrete comparison between the algorithms, but more illustrative of the tendencies of the algorithms when considering their implementation in smart antennas. Additionally, there are several extensions to these algorithms, that one can apply to improve speed and performance especially when the desired users and interferers are in motion, which is discussed in the next section.

2.3.3 Extensions to Algorithms for Smart Antenna Implementation

The typical environment in which a modern smart antenna is to operate is a mobile one. The desired users and interfering sources are not necessarily stationary, but are dynamic and in constant motion within the field of view of the array. As a result, the overall

Figure 2.12 Results of Monte Carlo simulation for adaptive nulling scenario for (a) Genetic Algorithm, (b) Particle Swarm, and (c) Cross Entropy
optimization objective changes as a function of time. If the algorithm cannot track user motion, then the optimization procedure will fail. Algorithms such as GA, PSO, and CE have no method for detecting a change in objective and are still influenced by past estimates. If the user’s motion is sufficiently slow, a small change in the objective results and the algorithms are self-correcting. The new solutions will converge over time to the new objective and the solutions will intersect this new goal. Consider the previous example to illustrate this point. Say for example that an interferer is in motion and that initially he is stationary, but then begins to move. The output power of the array in this case will begin to increase as the angle of incidence of the interferer with respect to the array axis begins to climb up a sidelobe of the array pattern. If over a period a time the increase in array output power is significant enough to warrant a change, then a new goal can be set. So, depending upon the objective, a threshold can be set that will alert the algorithms to the new goal. The question becomes how do the algorithms break from their current track without requiring a total restart? This is the topic of this section.

2.3.3.1 Particle Swarm Optimization
Fundamentally, PSO is designed to continuously search the solution space for an infinite amount of time. The value of maximum velocity sets boundaries on the distance a particle can traverse over a given iteration. If velocity thresholding is performed and inertial weighting is removed, then the particle velocity will continue to oscillate and search for new solutions in a local neighborhood of its current position influenced by its current personal best. If the movement of the goal is such that it moves too far from the swarm to effectively track the new goal, then the algorithm will not return values greater than its personal best and stagnation will occur. A solution to this problem was proposed in [39]. Therein, the authors propose that if the movement in the goal is large, then the algorithm should replace the personal best positions $P$ with the current position $X$, thus “forgetting” their experiences to that point. This conclusion differs from a total restart in that the particles have retained the profits of their previous experience, but can redefine their relationship to the new goal starting from that point. This is a very novel extension to PSO to solve this problem.

2.3.3.2 Cross Entropy Method
The Cross Entropy Method benefits from a fast rate of convergence, which is governed by both the constant smoothing parameter $\alpha$ and the sample selection parameter $\rho$; however, more so by the smoothing parameter. The variance reduction mechanism inherent in CE is comparable to the cooling of temperature in Simulated Annealing. In Simulated Annealing, if the temperature cools too fast, then the algorithm becomes stuck in a suboptimal solution; whereas, if temperature is cooled too slowly, then the algorithm takes long to converge to a solution. The same holds true for the variance of the Guassian pdf in CE. Additionally, it is necessary to prevent this variance from dropping below some specified threshold so that a meaningful change in the mean of the Gaussian pdf is preserved. As a result, two mechanisms can be introduced to improve performance in dynamic environments. The first is to put a lower bound on the achievable variance for the Gaussian distribution, so that if the variance violates this threshold, then it is set to the threshold. The second method is to perform variance injection [40]. The idea is to “inject” an additional variance into the sampling distribution late in the optimization procedure to prevent the distribution from shrinking too quickly and depositing the majority of the probability mass about a suboptimal solution. This technique requires some finesse because injecting a large variance into the distribution is
not desirable for fear of leapng away from the neighborhood of the optimal solution. The key is to inject enough variance such that the separation between the best and mean score is significant.

2.4 Wideband Direction-of-Arrival Estimation

Adaptive processing of wideband signals has been an active area of research in radar for quite some time. In the case of smart antennas for wireless communications much of the research has been focused on processing of narrowband communications signals where the bandwidth of the signal $s(t)$ is less than $1/\tau$, where $\tau$ is the time delay from one array element to another. As a result, $s(t - \tau) \approx s(t)$ for all elements in the array and the associated phase shift between elements is constant over the bandwidth and the array response can be approximated at a single frequency, $f$. With the demand for increased data rates in wireless communications pushing providers to increase bandwidth allocation for individual channels, this approximation will not continue to hold. Smart antenna systems for future wireless communication systems such as WCDMA, WLAN, WIMAX, and LTE must account for this increase in bandwidth. The smart antenna community can rely on the pioneering research of the radar community to bridge this gap. The frontier in smart antennas here is its extension to wideband signal processing in order to accommodate increased data rates in future wireless communications as well as improve performance by exploiting frequency diversity for direction-of-arrival estimation and beamforming.

Many techniques exist for wideband array processing, but the overwhelming majority of methods involve decomposing the wideband signals in multiple narrowband signals with different frequencies using the discrete Fourier transform (DFT). As such, the wideband signal is of the form

$$s(t - \tau) \leftrightarrow S(f)e^{-j2\pi f\tau}$$

(2-26)

The narrowband steering vector $a(\theta)$ of [2-1] is now a function of both frequency and angle

$$a(f, \theta) = \begin{bmatrix} e^{-j2\pi f\cos\theta} & \cdots & e^{-j2\pi (N-1)\cos\theta} \end{bmatrix}^T$$

(2-27)

where $v = d/c$ is the speed of the incident wave, $c$ is the speed of light and $d$ is the spacing between elements.

The outputs of the array $x(t)$ are now given by

$$x(t) = \int X(f)e^{j2\pi f(-f/c)t}df$$

(2-28)

where $X(f)$ is the DFT of $x(t)$ given by

$$X(f) = A(f, \theta)S(f) + N(f)$$

(2-29)

and $A(f, \theta)$ is the array manifold whose columns are formed from (2-27):

$$A(f, \theta) = \begin{bmatrix} a(f, \theta_1) & \cdots & a(f, \theta_M) \end{bmatrix}$$

(2-30)

In general, wideband direction-of-arrival estimation is performed by segmenting the array output $x(t)$ into a series of snapshots of length $K$, where the time between snapshots is such that the signal amplitudes $S(f)$ decorrelate over time. Each snapshot is then
transformed into the frequency domain using a fast Fourier transform (FFT) of length \( N_f \). Most direction-of-arrival methods rely on two components for computing the direction-of-arrival: (1) A well defined array manifold, and (2) A good estimate of the covariance matrix of the array response. The covariance matrix for a given frequency \( f_i \) of a wideband signal is computed as \( \mathbf{R}(f_i) = \mathbb{E}[\mathbf{X}(f_i)\mathbf{X}(f_i)^H] \), where \( \mathbb{E}[\cdot] \) denotes expectation and \( H \) is the conjugate transpose of \( \mathbf{X}(f_i) \). The covariance matrix for a given frequency bin is typically approximated using the sample covariance matrix estimate over \( K \) snapshots, so given a single frequency \( f_i \) and \( K \) snapshots, the sample covariance matrix is given by

\[
\hat{\mathbf{R}}(f_i) = \frac{1}{K} \sum_{k=0}^{K-1} \mathbf{x}_k(f_i) \mathbf{x}_k(f_i)^H
\]  

(2-31)

With this estimate of the covariance matrix, wideband correlation or eigendecomposition based direction-of-arrival estimators can be constructed by performing narrowband estimates for each frequency bin. These wideband estimators are divided into two classes called incoherent and coherent methods. Incoherent methods use the narrowband techniques to form an estimate of the direction-of-arrival independently for each frequency bin and then average the estimates over all frequency bins incoherently to compute the direction estimate. Coherent methods aim to align or focus the signal space of (2-31) for all frequency bins into a single reference frequency bin through transformations called focusing matrices.

Much of the early work in wideband direction-of-arrival estimation by the radar community concentrated on coherent methods, since they typically operated in low SNR environments and coherent processing is more robust to the effects of noise and interference than incoherent methods. Coherent methods require focusing matrices \( T(f_i) \) to align the array data vector to a reference frequency \( f_c \), such that

\[
T(f_i)\mathbf{A}(f_i, \theta) = \mathbf{A}(f_c, \theta)
\]  

(2-32)

which results in \( N_f \) focusing matrices applied to the array data vector,

\[
T(f_i)\mathbf{X}(f_i) = \mathbf{A}(f_c, \theta)S(f_i)T(f_i)N(f_i), \text{ for } i = 1, \ldots, N_f
\]  

(2-33)

and the focused and frequency averaged covariance matrix is given by

\[
\mathbf{R} = \sum_{i=1}^{N_f} \mathbb{E}\left[T(f_i)\mathbf{X}(f_i)(T(f_i)\mathbf{X}(f_i)^H)^H\right]
\]

\[
= \sum_{i=1}^{N_f} T(f_i)\mathbb{E}[\mathbf{X}(f_i)\mathbf{X}(f_i)^H]^H\mathbf{T}(f_i)^H\]  

(2-34)

By using the focused estimate of the covariance matrix in (2-34) any narrowband estimator can be applied. Many of the traditional coherent methods require initial estimates of the direction-of-arrival in order to construct the focusing matrices, which is a disadvantage for practical implementations. This motivated researchers to consider improvements to incoherent methods as well as develop focusing matrices where an initial direction estimate was not required. This section will focus on advancements in incoherent methods for estimating the direction-of-arrival.

As stated previously, early research into wideband direction-of-arrival estimation by the radar community concentrated on coherent methods since they were operating in environments with a low SNR. For wireless communication applications, the operating
conditions are much more favorable. As such, this has motivated researchers to develop robust incoherent methods in moderate SNR environments.

The most fundamental incoherent methods simply compute an estimate of the direction-of-arrival for a specific frequency bin using a narrowband technique and then average these estimates over all frequency bins. For example, if the sample covariance matrix at each frequency bin is divided into its signal and noise subspaces, then MUSIC can be applied to each frequency and summed incoherently

\[
\hat{\theta} = \arg \min_{\theta} \sum_{i=1}^{N_s} (a(f_i, \theta))^H W_i W_i^H a(f_i, \theta) \quad (2-35)
\]

The direction estimate is given by the minimum values in the pseudospectrum \( P(\theta) \), which is created by evaluating (2-35) for a range of angles \( \theta \). An example pseudospectrum is plotted in Fig. 2-13 for block (or snapshot) sizes of length 1 and 100, respectively. Here, two wideband zero mean Gaussian random sequences with SNR of 20 dB are incident upon a 10-element linear array at angles of 30° and 50°. The array elements were uniformly spaced at \( \lambda/2 \) of the highest frequency. Each block of data used to estimate the covariance matrix contained 256 frequency bins. It is evident that averaging blocks of data improves the estimate of the covariance matrix and thus the direction estimate.

Incoherent methods work well in favorable conditions with high SNR and sources that are sufficiently separated from one another. In low SNR conditions, or when the noise is inconsistent across frequencies bins, the estimate will be degraded. Recent research into incoherent direction-of-arrival estimation has been focused on tests of orthogonality, which was initially proposed by S.Y. Yoon in his PhD thesis at Georgia Tech [41]. Tests of orthogonality attempt to integrate information from all frequency bins prior to forming estimates of the direction-of-arrival. This helps to combat some of the weaknesses of the traditional methods described above. Yoon’s initial work presented the Test of
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**Figure 2-13** Example of Incoherent MUSIC wideband DOA estimation. The accuracy of the direction estimates between 1 or 100 blocks of data is evident.
Orthogonality of Projected Subspaces (TOPS). Subsequent work by others has been performed to overcome some deficiencies in TOPS. This includes an improvement to the estimation accuracy of TOPS [42] and the Test of Orthogonality of Frequency Subspaces (TOFS) [43].

2.4.1 Test of Orthogonality of Projected Subspaces (TOPS)

In incoherent methods using tests of orthogonality, direction estimates are obtained by measuring the orthogonal relationship between signal and noise subspaces for all frequency bins. The advantages of these methods are that they do not require focusing matrices like their coherent counterparts and are thus unbiased for higher SNR and are more robust than traditional incoherent methods for lower SNR conditions. TOPS tends to perform well in moderate SNR environments, whereas coherent methods are still the best at low SNR. TOPS also performs better than the incoherent MUSIC method described previously. The overall performance of TOPS lies somewhere between coherent and fully incoherent methods.

The basic premise of TOPS is based on a test of orthogonality between the signal and noise subspaces of the estimated covariance matrices for all frequency bins. In TOPS the test of orthogonality is performed on a matrix $\mathbf{D}(\hat{\theta})$ of size $P \times (\mathbb{N}_f-1)(\mathbb{N}-P)$, where $P$ is the number of source directions to estimate, $N_f$ is the number of frequency bins and $N$ is the number of elements in the array. Assuming that $2P < N$ and $N_f > P$, $\mathbf{D}(\hat{\theta})$ is constructed as follows:

$$
\mathbf{D}(\hat{\theta}) = \left[ \mathbf{U}_{ij}^W \mathbf{W}_i \mathbf{U}_{ij}^W \mathbf{W}_2 \cdots \mathbf{U}_{ij}^W \mathbf{W}_{\mathbb{N}_f-1} \right] \tag{2-36}
$$

where $W_i$ is the noise subspace corresponding to the $i$th frequency bin $f_i$ and the matrices $\mathbf{U}_{ij}(\hat{\theta})$ of size $(N \times P)$ represent the signal subspaces given by

$$
\mathbf{U}_{ij}(\hat{\theta}) = \Phi(\Delta f_i) \mathbf{F}_i, \text{ for } i = 1, 2, \ldots, \mathbb{N}_f-1. \tag{2-37}
$$

$\mathbf{F}_i$ is the signal subspace estimate of a single reference frequency bin at frequency $f_i$, and $\Phi(\Delta f_i)$ is a unitary transformation matrix of the form

$$
\Phi(\Delta f_i) = \begin{bmatrix}
\cos^2(\Delta f_i) \cos \theta & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \cos^2(\Delta f_i) \cos \theta
\end{bmatrix} \tag{2-38}
$$

where the $n$th diagonal is of the form $\exp(2\pi i (f_i - f_0) \cos \theta)$, and $\Delta f_i = f_i - f_0$. This transformation matrix attempts to use the signal subspace of a single reference frequency over all frequencies when comparing the orthogonality between the signal and noise subspaces. Often, to reduce error terms in the estimate of $\mathbf{D}(\hat{\theta})$ subspace projections $\mathbf{P}_i(\hat{\theta})$ are performed on $\mathbf{U}_{ij}(\hat{\theta})$ to project onto the nullspace of $\mathbf{a}(f_i, \hat{\theta})$. Thus, $\mathbf{U}_{ij}(\hat{\theta})$ is replaced by

$$
\mathbf{U}_{ij}(\hat{\theta}) = \mathbf{P}_i(\hat{\theta}) \mathbf{U}_{ij}(\hat{\theta}), \text{ where } \mathbf{P}_i(\hat{\theta}) = \mathbf{I} - \mathbf{a}(\hat{\theta}) \mathbf{a}^H(\hat{\theta}) \left[ \mathbf{a}^H(\hat{\theta}) \mathbf{a}(\hat{\theta}) \right]^{-1}. \tag{2-39}
$$

Like the incoherent method previously noted, a pseudospectrum is created by evaluating (2-36) over a range of angles $\theta$. If the given source direction and angle estimate are equal, $\theta = \hat{\theta}$, then the matrix $\mathbf{D}(\hat{\theta})$ loses its rank and becomes rank deficient. If $\mathbf{D}(\hat{\theta})$ is rank deficient, then $\hat{\theta}$ is the direction-of-arrival. If $\mathbf{D}(\hat{\theta})$ remains full rank for some estimate $\hat{\theta}$, then the estimate is not a direction-of-arrival. In reality, the matrix $\mathbf{D}(\hat{\theta})$ is
rarely rank deficient, so to estimate this deficiency for a given signal estimate the condition number of the matrix is evaluated using the singular value decomposition of $D(\hat{\theta})$ expecting that, if the estimate $\hat{\theta}$ corresponds to a direction-of-arrival, then the condition number will be high and the minimum singular value of $D(\hat{\theta})$ will approach zero. The pseudospectrum for $D(\hat{\theta})$ can then be created from

$$P(\theta) = \frac{1}{\sigma_{\min}(\theta)}$$  \hspace{1cm} (2-40)$$

where, $\sigma_{\min}$ is the smallest singular value of $D(\hat{\theta})$. The estimated directions-of-arrival are then the peaks in the pseudospectrum of (2-40).

In summary, the TOPS direction-of-arrival method is implemented as follows:

1. Divide the array outputs into $K$ blocks.
2. Compute the $N_f$-point FFT of the $K$ blocks.
3. Estimate the sample covariance matrix $R(f)$ for each frequency bin using (2-31).
4. For a single reference frequency $f_0$, compute the signal subspace from the sample covariance matrix $R(f_0)$.
5. Compute the noise subspaces $W_i$ for all remaining frequency bins from $R(f_i)$.
6. Generate $D(q)$ using \[ \text{and} \] $\text{and}$ for a range of angles $q$.
7. For each angle $\theta$, perform the singular value decomposition of $D(\hat{\theta})$ and compute $\hat{\theta}$.
8. Estimate $\hat{\theta} = \text{arg max}_{\theta} \frac{1}{\sigma_{\min}(\theta)}$.

An example pseudospectrum for TOPS is shown in Fig. 2-14. Here, the lowest frequency bin was used to estimate the signal subspace. Two uncorrelated zero mean Gaussian random sequences were incident upon a linear array of 10 elements at angles of 88° and 92°, respectively. The elements were uniformly spaced at $\lambda/2$ of the highest frequency. The signals were decomposed into 256 frequency bins and estimates of the sample covariance matrix were made using 100 blocks.
It is apparent from the result of Fig. 2-15, that there is one flaw with the TOPS estimate and that is the presence of false peaks at 82° and 97°. The presence of these false peaks is dependent upon the frequency used to estimate the signal subspace. As a result, these false peaks can become more or less pronounced. Obviously, the choice of \( f_0 \) is very important to the final estimate. Motivated by this flaw, the Test of Orthogonality of Frequency Subspaces was developed.

### 2.4.2 Test of Orthogonality of Frequency Subspaces (TOFS)

In the Test of Orthogonality of Frequency Subspaces (TOFS), the matrix \( D(\theta) \) is derived from the original incoherent MUSIC method of [2-35] where

\[
\hat{\theta} = \arg \min_{\theta} \sum_{i=1}^{N_f} a(f_i, \theta) W_i^H a(f_i, \theta).
\]

If there are no errors in the noise subspace \( W_i \) and \( \theta \) is a direction of arrival then,

\[
a(f_i, \theta)^H W_i W_i^H a(f_i, \theta) = 0 \tag{2-41}
\]

And the following will be the zero vector at \( \theta \)

\[
D(\theta) = [a(f_1, \theta)^H W_1 W_1^H a(f_1, \theta), a(f_2, \theta)^H W_2 W_2^H a(f_2, \theta), \ldots, a(f_{N_f}, \theta)^H W_{N_f} W_{N_f}^H a(f_{N_f}, \theta)]^H
\]

Again, the condition number of (2-42) is computed using the singular value decomposition of \( D(\theta) \). The pseudospectrum of (2-40) is computed and the direction is estimated by finding the peaks of the pseudospectrum. The above example was repeated for the TOFS estimator and the result is displayed in Fig. 2-14 for comparison. Most noticeable is the absence of false peaks that appeared in the pseudospectrum of TOPS.

### 2.4.3 Improvements to TOPS

An improvement to TOPS was proposed in [42]. In the proposed method, the signal subspace is still estimated from a single frequency and transformed; however, the test
of orthogonality on the matrix $D(\theta)$ is based on the square of the product of signal and noise subspaces as follows:

$$D(\theta) = \left[ U_1^H W_1 U_1^H U_2^H W_2 U_2^H \cdots U_N^H W_N U_N^H \right]$$

In this case, the orthogonality of the signal and noise subspaces of all frequencies and angles is tested in both the rows and columns, whereas in TOPS only the rows degenerate to zero. To illustrate the improvement, the same example as above was again performed and the pseudospectrums compared in Fig. 2-16.

Figure 2-17 below illustrates the performance of the test of orthogonality methods versus SNR for the two source examples presented in Fig. 2-15 – Fig. 2-17. Plotted is the
sum of the root mean square (RMS) errors of the two sources for varying SNR. It is clear from the results that TOFS is the best performer since it utilizes the entire signal subspace when estimating the direction-of-arrivals. The performance of the improved TOPS (iTOPS) method is slightly better than TOPS at lower SNR, but converges toward TOPS at higher SNR. All tests of orthogonality methods perform better than incoherent MUSIC because of the improved integration of frequency information from the test.

### 2.5 Knowledge Aided Smart Antennas

There exists a wealth of knowledge for public consumption to improve the design and operation of smart antennas deployed to dynamic environments. With improvements in computer performance, it is now more realistic to augment current smart antenna implementations to incorporate this a priori knowledge to make them more environmentally aware. In particular, it is advantageous to collect physical and electromagnetic information about the environment over a wide area to characterize the nonstationary processes of real-world propagation channels. Such physical information may include data on the surrounding terrain, buildings, trees, and roads. This information can be fed to propagation models and ray-tracing engines to predict the path loss and multipath that the smart antenna must compensate for. Electromagnetic sources of information include those of radio interference sites such as cellular base stations, television transmitters, AM/FM radio towers, WIFI hotspots, satellites, and soon. Additional electromagnetic sources of information include the effects of mutual coupling among individual antenna elements as well as other objects in the near-field of the smart antenna on the resulting antenna pattern once deployed. These interactions can be measured physically in an anechoic chamber or at an outdoor range using either full or scale models of the antenna and environment. They can also be predicted in software using computational electromagnetic techniques.

Incorporation of a priori knowledge into the design of antenna systems has been an active area of research. Specific applications include remote sensing systems such as radar to mitigate nonstationary clutter and multipath through space-time adaptive processing (STAP). This type of radar is often referred to as knowledge-aided radar or cognitive radar. The Defense Advanced Research Projects Agency (DARPA) has been active in this research area with their Knowledge-Aided Sensor Signal Processing [45] (KASSPER) and Multipath Exploitation Radar [46] (MER) programs. In this section, the concept of knowledge-aided smart antennas is presented.

#### 2.5.1 Terrain Information

Terrain information can be collected in a number of different ways. Digital elevation models (DEMs) are one source of terrain information that is freely and widely available to the public.

##### 2.5.1.1 Digital Terrain Elevation Data

Digital Terrain Elevation Data (DTED) sets are a product of the National Geospatial Intelligence Agency (NGA). Data is provided in a raster structure of 3D data points formed from a uniformly spaced \( x, y \) grid of latitude and longitude values whose \( z \)-coordinate value represents terrain elevation and is expressed in feet or meters from mean sea level. There are varying degrees of resolution for DTED data sets called levels. DTED level 0 has a resolution of 1 km, is widely available for most points on the earth, is made accessible to the public free of charge courtesy of the NGA website [47].
Successive resolution levels such as DTED 1 and 2 have resolutions of 100 m and 30 m, respectively. Their distribution is limited and in some cases is restricted to only the Department of Defense (DoD), U.S. DoD contractors, and U.S. Government agencies that support DoD functions. Example plots of DTED levels 0 and 1 are provided in Fig. 2-18. These results were plotted using the MATLAB programming environment and the function `mapreader.m` from the MATLAB Central File Exchange.

### 2.5.1.2 Shuttle Radar Topography Mission Data

Shuttle Radar Topography Mission (SRTM) elevation data [48] is a product of an international effort between the NGA, NASA’s Jet Propulsion Laboratory, and the German and Italian Space Agencies. SRTM data is considered to be the most comprehensive and highest resolution terrain elevation data of the Earth available. SRTM elevation data was collected over an 11-day period in 2000 by the Space Shuttle Endeavor using two
synthetic aperture radars at C and X-band to acquire interferometric radar data, which was then processed into elevation data at resolutions of 1, 3, and 30 arc sec (or 30, 90, and 900 meter). These are similar in resolution to DTED-2, DTED-1, and GTOP30. Elevation is expressed in meters and referenced to the WGS-84 EGM96 geoid. The raw data files can be accessed by ftp via http://dds.cr.usgs.gov/srtm/. Two versions of the SRTM dataset are available with version 2.1 being the most recent version (also known as the “finished” version) that has been edited by the NGA to correct for errors, fill in data voids, and improve representations of coastline and other water boundaries. The elevation data is arranged into tiles that cover one degree in both latitude and longitude. The file names for the data are referenced to the southwest corner of the tile. As an example, given the file name “N38077W.hgt,” the tile covers from N38 to N39 in latitude and W77 to W78 in longitude. Within the files the elevation data is composed of 16-bit signed integers collected in a raster. The order of the bits is Motorola (“big-endian”) with the most significant bit first. Missing data is flagged with a value of −32,768, although version 2.1 aims to fill most of the missing data. Overall, SRTM elevation data is accurate, provides topographical data for nearly all of the earth’s surface, and is easily accessible at resolutions that exceed those publicly available from DTED. This makes SRTM the go-to elevation data set for most applications. Of particular interest to this write-up is SRTM’s use in the Signal Propagation, Loss, and Terrain analysis tool (SPLAT!) developed by MIT for predicting path loss over irregular terrain using the Longley-Rice model. The use of SRTM elevation data in SPLAT! Will be covered later on in this section.

2.5.1.3 LiDAR

Light Detection and Ranging (LiDAR) is a remote sensing technology similar to RADAR (radio detection and ranging) except it operates at optical frequencies instead of radio. Laser pulses are transmitted toward a target and are scattered back to the source. The round–trip time delay between the transmission from the source and reception of the scattered return can be measured and range information is extracted. The laser used has a very narrow beam, and the small wavelengths of optical frequencies make LiDAR ideal for resolving small physical features that would otherwise be difficult for systems like RADAR. The collection of multiple range measurements defines a three-dimensional grid of range points called a point cloud, which can be used to accurately map a geographic region. These point clouds can be processed to remove unwanted features in the environment. Applications of LiDAR include accurate digital terrain elevation models where buildings, trees, etc. have been removed, accurate mapping of an area for planning purposes; damage assessment after natural disasters such as was done following the earthquake in Haiti; and 3D reconstruction of reflecting facets for RF propagation prediction. An example reconstruction of a 3D urban environment is illustrated in Fig. 2-19.

LiDAR data can be very valuable when developing a propagation model for a given environment. By reconstructing a 3D environment in terms of the reflecting facets in view, such as with buildings, ray tracing can be performed to predict the availability of line-of-sight and multipath over a given track. This information is a source of a priori knowledge for a smart antenna. The ray tracing can be performed on a graphical processing unit to provide real-time feedback while tracking mobile users in an urban environment. The use of LiDAR data as an input to propagation models is limited largely due to the expense of collecting the data and the availability of data for public consumption.
The distribution process for LiDAR data is not as mature as DTED or SRTM. It is collected piecemeal from different sources and no one agency is responsible for the collection, processing, and distribution of the data in the same way that digital elevation models are. However, the USGS has created the Center for LiDAR Information and Knowledge (CLICK) at http://lidar.cr.usgs.gov/ as a place to download and share LiDAR point cloud data publicly. The center’s mission is to converge toward a national LiDAR database and “facilitate data access, user coordination and education of LiDAR remote sensing for scientific needs.” The center’s website has a bulletin board for users to share data through posting requests or uploading their own. It also has a collection of links to references about LiDAR and associated data. Additionally, the website www.lidardata.com has over 1 million sq-km of high resolution LiDAR data for purchase. A common format for saving point cloud data is the LAS format. Generally, this contains the raw data collected by the LiDAR, which includes the $x$, $y$, $z$ coordinates of a given point, and the intensity of the return, as well as multiple returns (i.e., first and last returns). LiDAR data sets can be large and need quite a bit of processing to produce a format that is easy to work with. A useful set of tools for manipulating .las data is LAStools developed by Martin Isenburg and Johnathan Shewchuk of the University of North Carolina–Chapel Hill. LAStools can be downloaded from their website www.cs.unc.edu/~isenburg/lastools. Therein, tools are available for converting .las formatted LiDAR data to other formats, viewing data, merging files, and manipulating individual files.

2.5.2 Analysis Tools

2.5.2.1 SPLAT!
The Signal Propagation, Loss, and Terrain analysis tool (or SPLAT!) [49] developed by MIT is a command-line tool for predicting propagation losses over irregular terrain in the frequency range of 0.02–20 GHz. It utilizes Shuttle Radar Topography Mission (SRTM) obtained elevation data along with the Longley-Rice Irregular Terrain Model (ITM) [50]. SRTM, as previously described, was the product of an international project lead by the NGA and NASA-JPL for gathering accurate elevation data across the world. To predict path loss over irregular terrain SPLAT! uses the Longley-Rice ITM developed
by the Department of Commerce NTIA/ITS. Longley-Rice is a general purpose model for predicting the median attenuation of radio signals as a function of distance and variability in both time and space. Longley-Rice uses an empirical database to statistically weigh diffraction losses from multipath interference, smooth-Earth diffraction, and tropospheric scatter modes. SPLAT! unites Longley-Rice with SRTM elevation data to accurately calculate regional path loss. SPLAT! produces reports, graphs, and high-resolution topographic images of expected coverage of transmitters and receivers. It can generate .kml files for overlay of results within Google Earth. SPLAT! is an important high-fidelity RF modeling capability for determining influence of path loss, diffraction, and multipath on the propagation of radio signals over a specific region. SPLAT! is in use throughout industry, government, academia, and the amateur radio community. Some prominent users of SPLAT! include NASA, the United States Army, ArgonST, Lucent Technologies, the University of Massachusetts (my alma mater), and this author.

SPLAT! is free for public use and is distributed under the GNU General Public License Version 2 [51]. It is currently available for download from http://www.qsl.net/kd2bd/splat.html

There are also several links to download compatible SRTM elevation data at 1 and 3 arc-sec resolution as well as other data files for use with SPLAT!. It is compiled under LINUX and the most current version as of this writing is version 1.3.0. This version adds support for the 1 arc-sec resolution SRTM elevation data. Versions of SPLAT! compiled under Windows are available from the following:

John McMellen, KC0FLR

Austin Wright, VE3NCQ
http://www.ve3ncq.ca/

John McMellen’s Windows version of SPLAT! is for the older 1.2.3 version. Austin Wright’s version comes equipped with an interactive GUI for ease of use and display. The GUI is a nice feature for single analyses; however, for incorporating SPLAT! into smart antenna design only the command-line version is necessary to facilitate batch processing.

Supplied with the SPLAT! distribution is an extensive manual for operating the software which includes information about the implementation of the different options available to tailor your analyses for a specific problem. Here, a brief description is provided about the fundamental components of SPLAT!. SPLAT! is command-line driven and reads inputs through a number of different data files.

Mandatory files for operation include

- Elevation data in SPLAT! Data Format (.sdf)
- Locations of transmitter sites (.qth file)
- Longley-Rice parameters (.lrp file)

Optional files include

- Antenna radiation pattern files
- Path-loss input files
City location files
- Cartographic boundary files
- User-defined terrain files

SRTM elevation data must be converted to .sdf (SPLAT! data format). The link provided previously for the SPLAT! distribution also includes a link to a converter script srtm2sdf.exe to perform this operation. The .qth file contains the names, latitudes, longitudes, and heights above ground level of transmitters and receivers. The .lrp file has a number of different inputs for configuring the Longley-Rice model, including:

- Relative permittivity of Earth ground
- Earth conductivity (S/m)
- Atmospheric Bending Constant (N-units)
- Frequency (MHz)
- Radio Climate
- Polarization
- Fraction of situations
- Fraction of time
- ERP (W)

Radio climate is a numerical code whose value is in the range 1–7 corresponding to (1) equatorial, (2) continental subtropical, (3) maritime subtropical, (4) desert, (5) continental temperate, (6) maritime temperate over land, and (7) maritime temperate over sea. The codes are described in more detail in the SPLAT! manual. Defining the antenna radiation pattern in SPLAT! is optional for operation, but is necessary for merging SPLAT! into a smart antenna design. The normalized field voltage values for a transmitter’s azimuth and elevation plane patterns can be imported into SPLAT! for analysis. Azimuth patterns are specified in 1 degree resolution, and elevation patterns require a resolution of 0.01 degrees. Patterns with a coarser resolution are interpolated to meet these values. A detailed description of the file format is given in the SPLAT! manual, but in addition to the pattern voltages and angles one can also specify rotation, mechanical beam tilt, and tilt direction of the patterns.

In general, SPLAT! can be used to analyze the point-to-point or regional coverage of a transmitter, repeater, or network of sites. An example of a regional coverage analysis is supplied with the SPLAT! distribution. Therein, the transmit tower for the digital television WNJU-DT is modeled as shown in Fig. 2-20. This station is the flagship station for the Spanish language Telemundo television network serving the greater New York City area. The output of the regional coverage analysis is a portable pixel map (.ppm) file plotted using gnuplot [52] for viewing the signal strength. Invoking the -kml switch in SPLAT! generates a keyhole markup language file for import into Google Earth. The signal strength map of the transmitter is shown as overlaid in Google Earth below.

The data of the .ppm files can be accessed using MATLAB’s imread function of the Image Processing Toolbox. The data is then stored in an MxNx3 matrix of unsigned 8-bit integers whose entries correspond to a given pixel/RGB color of the image referenced to the signal strength color definition file (.scf) set in SPLAT!. This is a convenient
data format for converting and analyzing data during optimization of your smart antenna pattern. A point-to-point analysis can be performed, for example, between the WNJU-DT tower and the Empire State Building. A graph illustrating the terrain height of the line-of-sight path between transmitter and receiver is shown in Fig. 2-21. Also in this graph is the contour of the Earth’s curvature here represented using the 4/3 Earth radius to account for bending, the line-of-sight path, the first Fresnel zone as well as 60% of the first Fresnel zone. If the terrain line intersects the line-of-sight path anywhere along the trajectory then communications may be blocked.

SPLAT! is a very effective tool for analyzing the enigmatic nature of RF propagation over irregular terrain. It provides good estimates of signal strength while taking into account losses due to the terrain and atmosphere. Although the Longley-Rice model used for predicting these losses does not incorporate interference of multipath reflections from trees, buildings, cars, and such, it is valuable nonetheless. Its true value is in its command-line structure, which lends itself well for being incorporated into optimization routines. SPLAT! continues to evolve and add new features to accommodate the requests of its many users.

Recently, Sid Shumate of Givens and Bell and the BIA Financial Network has proposed some significant changes to the subroutine core of the Longley-Rice model used by SPLAT!. The details of these changes were first presented at the NAB 2008 Broadcast Engineering Conference, wherein the Irregular Terrain With Obstructions Model (ITWOM) was unveiled. ITWOM serves to replace and supplement the obsolete terrain diffraction calculations in the line-of-sight range and near obstructions with Radiative Transfer Engine (RTE) functions. In addition, Sid has also contributed a series of interesting articles on his corrections to Longley-Rice in the IEEE’s Broadcast Technology Society Newsletter, which is published quarterly [53]. The first article in this series debuted in the fall 2007 newsletter. The changes suggested in these articles are concerned with the C++ version of the NTIA’s ITM code ITMDLL.cpp and have a direct effect on the predicted propagation losses of the Longley-Rice model. They should be incorporated into one’s own model to improve the accuracy of predictions.

Figure 2-20  Signal strength map produced by SPLAT! for WNJU-DT Transmitter. (a) Regional coverage. (b) Close-up of Manhattan and the greater-New York metropolitan area.
2.5.2.2 FEKO

FEKO is a comprehensive software suite for analyzing the electromagnetic interactions between different objects. In fact, FEKO itself stands for “FEidberechnung bei Körpern mit beliebiger Oberfläche” meaning field computations involving bodies of arbitrary shape. FEKO is easily one of the best pieces of EM software available for understanding the effects of antennas and their surrounding environments on the observed radiation pattern in the far-field. FEKO uses full-wave computational electromagnetics techniques for determining the solutions of Maxwell’s equations. Its primary solver is based on the method of moments (MoM); however, it also hybridizes MoM with other computational EM techniques such as the finite element method (FEM), physical optics (PO), uniform theory of diffraction (UTD), and geometric optics (GO). The use of MoM makes FEKO ideal for computing radiation patterns of antennas placed on electrically large structures such as airplanes, vehicles, helicopters, ships, buildings, towers, etc. With MoM one does not need to mesh the entire volume surrounding the objects of interest, say as in FEM or finite difference time domain (FDTD) method, but rather one only needs to mesh the elements on which currents flow.

FEKO’s main website, www.feko.info, is a place to find product information, applications, news, events, and where to download FEKO along with its scaled-down version called FEKOLITE, as well as many helpful articles for using FEKO. The main distributor of FEKO in North America is Electromagnetic Software and Systems (EMSS)
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of Hampton, VA owned and operated by Dr. C.J. Reddy. Their main website is www.emssusa.com. EMSS also serves as the help center for questions about FEKO. FEKO is in widespread use by industry, government, and academia. Recently, the Applied Computational Electromagnetic Society (ACES) added to its yearly conference several special sessions on FEKO and its use. ACES 2008 in Monterey, CA included 6 different sessions and over 30 papers. Additionally, Randy Haupt’s new book *Antenna Arrays: A Computational Approach* (Wiley, 2010) contains a great deal of simulations performed in FEKO. Private use of FEKO is not widespread due primarily to the licensing structure of FEKO, which makes it unaffordable for individuals. However, FEKO recently unveiled a partnership with a web based-service provider called Crunchyard (www.crunchyard.com), which facilitates pay-per-use simulation of FEKO models on large computer clusters. This may remove the barriers to accessing FEKO for small time users in the future.

FEKO has several modules for designing, analyzing, and visualizing models. The names are CADFEKO, POSTFEKO, OPTFEKO, TIMEFEKO, and EDITFEKO. CADFEKO is the primary tool for creating, meshing, and preparing models for simulation. It has several built-in tools for creating primitive shapes such as wires, polygons, spheres, tetrahedron, cylinders, etc. as well as the ability to import CAD models created in AutoCAD, SolidWorks, and other programs.

Figure 2-23 is a screenshot of the CADFEKO environment for FEKO 5.5.

POSTFEKO is the primary tool for visualizing the results of simulations. The image of the radiation pattern on an airplane of Fig. 2-22 was created in POSTFEKO. Figure 2-24 is a screenshot of the POSTFEKO environment for FEKO 5.5. OPTFEKO is an engine for performing optimization of models. Of note is that OPTFEKO incorporates both Genetic Algorithms and Particle Swarm Optimization as primary methods of optimization.
In addition, traditional optimization methods such as Simplex (Nelder-Mead) and Grid Search are included.

TIMEFEKO is a tool for performing time-domain analyses in FEKO. Since FEKO is based on MoM, to gather frequency information over a broadband one needs to simulate multiple frequencies one at a time. This is where a method such as FDTD is preferred. TIMEFEKO performs time-domain analyses by creating time domain pulse shapes and applying Fourier transforms on broadband frequency domain data.

EDITFEKO is the backbone of FEKO and serves as an editor for the solution settings in FEKO before simulating. A screenshot for the EDITFEKO environment is provided in Fig. 2-25. Years ago FEKO only consisted of EDITFEKO. CADFEKO did not exist. One had to enter in commands to create geometries, which could be quite cumbersome. As time progressed, CADFEKO was introduced and many of the capabilities of EDITFEKO have been ported over. However, there are still some advanced features available in EDITFEKO that are not in CADFEKO. The EDITFEKO file with extension .pre can be opened with a simple ASCII text editor. As such, EDITFEKO lends itself quite well to performing optimization of models outside of FEKO’s OPTFEKO environment. The .pre file can be modified external to FEKO from the command-line, MATLAB or any other scripting environment and then commands can be executed to run the FEKO kernel for that given .pre file. This gives the user freedom to mesh a geometry, remesh, manipulate geometries, and change calculations through parameterization of variables in the EDITFEKO file. The resulting output files .out, .ffe, or others can be read and information extracted to compute performance of sources, far-fields, near-fields, impedance, VSWR, etc. Internal to EDITFEKO are commands for looping through multiple simulations as well if so desired.
2.5.2.3 Numerical Electromagnetics Code

Numerical Electromagnetics Code (NEC) is a computer-based program that computes the electromagnetic response and interaction of antennas and other structures composed of metallic wires using the Method of Moments (MoM) computational electromagnetic technique. It was originally developed by Lawrence Livermore National Laboratory and the University of California in 1981 [54]. The latest variant of the code is called NEC4 and its use is licensed through Lawrence Livermore and is under United States export control. The latest version available in the public domain without requiring a license is NEC2. The use of NEC2 in the public domain is extensive and its availability is widespread. The main resources for NEC2 codes are

http://www.nec2.org/
http://www.si-list.net/swindex.html#nec2pp

The first resource provides links to a theoretical background on the numerical methods applied in NEC2 as well as descriptions on the program operation and code details. The second resource is considered the “Unofficial NEC Archives” wherein one will find links to different versions of NEC2 code compiled under different operating systems, languages and code. Commercial codes are available for purchase that incorporate NEC2/NEC4 engines. An example of such a product is W7EL’s EZNEC (www.eznec.com). EZNEC is GUI based, therefore it is not conducive to optimization. Here we will focus explicitly on the consolidation of command-line NEC2 within optimization routines for smart antenna applications.

There is nothing new about the use of NEC in the analysis and design of antennas, but oftentimes in literature, particularly for those concerned with array pattern synthesis, the effects of mutual coupling between antennas and other objects in the environment are not considered. The results presented may not be physically realizable and...
may not be observed when the antenna array is deployed into the real world. With that said, in the absence of access to commercially available codes, public NEC2 codes are perfectly suitable for incorporation into the antenna array design process. A NEC2 model may include lossy conductors, nonradiating networks, transmission lines, lumped elements, transformers, and perfect and imperfect ground planes. More complicated antenna elements can be constructed from smaller segments, provided the segment length is small compared to a wavelength.

The appeal of NEC2 is its command-line structure. This makes it ideal for batch processing and incorporation into optimization routines. An excellent example of a marriage between NEC2 code and optimization routines is Derek Linden’s MIT Dissertation entitled “Automated Design and Optimization of Wire Antennas Using Genetic Algorithms” [55]. Therein, he incorporated NEC2 code driven by a batch processing script to genetically optimize the Cartesian coordinates of a wire antenna composed of segments and confined to fit inside a 3D volume. He optimized for antenna pattern shape and polarization. His work resulted in an antenna whose appearance was odd, but had impressive characteristics that could not have been achieved with traditional design methods. The optimization is performed by passing new inputs to a data file, executing the NEC2 code for this input file, reading the outputs, and then adjusting the input file in response to this feedback. This requires the ability to read and write to files as well as loop and replace variables. This can easily be set up in a batch processing script or in a programming environment such as MATLAB.

The general structure of the NEC2 input file is based on the punch card format used by early digital computers; people were actually using punch cards when they developed
the code. Nowadays, the punch card has been replaced by an ASCII text file, but convention and format of the punch cards is preserved. For an in-depth summary of the NEC format and its command-line implementation the reader is referred to [56]. In a single input file there are different cards specified for each operation performed. For example, there are geometry cards, excitation cards, frequency cards, radiation pattern cards, near field cards, ground cards, etc. For each card, there are several columns and a specific value is entered into these columns in order to be read by the “card reader” (i.e., NEC2 executable). The specific inputs to these cards are available at www.nec2.org. The general form of the cards is shown in Fig. 2-26. Where there once were several cards of the form in Fig. 2-26a, they are now represented by a single line in the input file. The output file is another text file containing information about the currents, radiation pattern, impedances, and so forth of the model. From these quantities one can compute terms such as gain, beamwidth, sidelobe level, VSWR, etc.

As a simple example, let us determine the optimal length of a center-fed dipole antenna at 300 MHz that is best matched to 50Ω impedance by measuring its VSWR. The optimization parameter is the length of the dipole and the fitness value is the $S_{11}$ parameter. The input file setup is in the following form:

```
CM Dipole antenna optimization routine
CE
GW 1 21 0 0 -len 0 0 len 0.001
GE 0
FR 0 1 0 0 300 5
EX 0 1 11 00 1 0
XQ
EN
```

![Figure 2-26](image.png)

**Figure 2-26** Punch card format for NEC2. (a) Radiation pattern (RP) card, (b) ASCII file of card operations
Note that in the GW card the term \( len \) is the substitution variable for the length of the dipole. The optimization routine chosen is the Cross Entropy method as discussed previously. The results are shown in Fig. 2-27. The optimal length determined by the routine is just under \( \lambda / 2 \) with a fitness value or \( S_{11} \) of \(-15 \, \text{dB}\). This matches theory if the source impedance were matched perfectly with the dipole’s impedance.

### 2.6 Conclusion

This chapter addressed a small subset of all possible frontiers in smart antennas and focused specifically on the two most fundamental components of a smart antenna: (1) adaptive signal processing and (2) direction-of-arrival estimation. The motivation for using stochastic, population-based adaptive processing techniques is their ability to solve complex problems often encountered in smart antenna design. Examples were performed for adaptive beamforming and nulling of interferers by measuring the output power of the array. Additionally, some suggestions were offered for improvements to the algorithms to help facilitate their use as adaptive signal processing techniques. This was followed up by a discussion into recent advances in incoherent wideband direction-of-arrival estimation, namely those based on tests of orthogonality between signal and noise subspaces. The use of incoherent methods is motivated by the favorable SNR conditions of wireless communications channels compared to their radar counterparts. Finally, knowledge-aided smart antennas were discussed to highlight the wealth of information available for public consumption that the smart antenna designer can incorporate to increase the fidelity of their models. Furthermore, with an increase in computing power more information can be digested quickly allowing algorithms to take into account environmental effects surrounding the smart antenna in order to mitigate their influence on performance. This discussion is but a small subset of all possible
frontiers in smart antennas, but with the an increase in the demand for mobile communications comes an increase in the number of users, increased data rates and increased bandwidths that smart antenna processing can improve and increase, and must account for.
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3.1 Background and General Characteristics

3.1.1 Introduction

Vivaldi antenna arrays were first demonstrated in the 1970s, but their development and use in systems required many years. The operation of Vivaldi arrays, like all phased arrays, strongly depends on coupling between the array elements. Successful wideband Vivaldi array designs require accurate full-wave simulation to characterize these coupling effects and to adjust the element and array design to achieve good impedance match over wide frequency bands and wide ranges of scan angle. When Lewis, Fassett, and Hunt [1] first demonstrated a Vivaldi array in 1974, desktop computers and full-wave computational electromagnetic (CEM) simulators were not powerful enough to analyze three-dimensional Vivaldi arrays. Over the next 15 years, computers and algorithms improved so that unit cell analysis of infinite arrays could be performed in a few hours, permitting accurate prediction of array performance, and subsequently leading to wider bandwidth array designs with good scan performance.

Vivaldi arrays can now be designed to operate over greater than 10:1 bandwidth. Although there are other wideband array configurations, the Vivaldi array has been used more extensively and has become the standard to which wide bandwidth array performance is compared.

As of this time, no competing array technology can match the wide bandwidth and wide scanning impedance performance of Vivaldi arrays, particularly when practical constraints such as minimizing element count (i.e., requiring element spacing to be as close as possible to $\lambda/2$ at the highest frequency) are imposed. However, Vivaldi arrays produce higher levels of cross polarization than some other arrays when scanned in the intercardinal planes.

Wide bandwidth performance is achieved only when the Vivaldi elements are electrically connected to their neighbors. This creates troublesome manufacturing problems for dual-polarized Vivaldi arrays. Vivaldi arrays require slightly more depth than some of the competing array configurations [2]–[7], but they do not require special dielectric properties that are sometimes used for these alternative configurations.

Unlike many of the dipole-like array elements, Vivaldi antennas include a transition
from stripline or microstrip to slotline that acts as an internal balun; therefore, no external balun is required for wide bandwidth operation.

This chapter presents performance studies of Vivaldi arrays that operate up to 10:1 bandwidth. Studies of a canonical, infinite array show how key design parameters affect array performance, providing guidance to initiate and optimize the design of such an array. Also, simulations of finite Vivaldi arrays using the Domain Decomposition-Finite Element Method (DD-FEM) are presented. These simulations show the truncation effects that are observed when these arrays are not extremely large and also illustrate the capabilities of DD-FEM, which is a powerful simulation tool for array design and evaluation.

3.1.2 Background
The use of stripline-fed notch antennas as elements for wide bandwidth arrays was demonstrated by Lewis, Fassett, and Hunt in 1974 [1], where the gain of an $8 \times 8$ array over 5:1 bandwidth was presented. The array gain for a broadside beam increases approximately as the square of the frequency, as expected for a fixed aperture size. Their results show no serious resonances to disrupt array performance, even though the element spacing is $0.953\lambda$ at the highest frequency, which now is known to produce several resonances in the upper portion of the frequency range if the array has a large number of elements. They also show array gain vs. frequency for several E-plane scan angles over slightly more than one octave of bandwidth. The E-plane gain shows a dip near midband that is probably associated with a resonance. Nevertheless, this pioneering work motivated the development of wide bandwidth notch arrays.

In 1979, Gibson presented a paper showing a single end-fire tapered slot antenna with exponential flare, which he called the “Vivaldi” aerial [8]. Gibson’s designation has since become associated with this type of antenna element and with arrays of the elements.

During the 1980s, many groups studied wide bandwidth Vivaldi-like arrays. Prototype arrays were demonstrated, for example in [9]. Numerous resonances or impedance anomalies were observed, and some of these were corrected by adjusting the element design and/or spacing in the array.

By the early 1990s desktop computing was becoming powerful enough to analyze infinite arrays of Vivaldi antennas using the unit cell approach [10]–[13]. Embedded element patterns of a dual-polarized 1799-element array showed excellent performance over a 3:1 bandwidth [14]. Throughout the 1990s, computer power increased and CEM algorithms improved so that studies could be completed to evaluate the effects of several design parameters on array performance [15], [16]. By 1999, Vivaldi arrays could be designed using these parameter studies and infinite array analysis. Arrays were designed to operate over multiple octaves of bandwidth, scanning to 45° or more, with VSWR<2 and no anomalous impedance behavior.

In 2001, Schuneman, et al., [17] reported an array design with 10:1 bandwidth. Over the following years, several Vivaldi arrays were designed to operate over bandwidths of a decade or more. By 2008, experienced array designers with a laptop computer and one of several commercial electromagnetic analysis codes could design a Vivaldi array with decade bandwidth and good scanning performance.

3.1.3 Applications
Over the years, Vivaldi antenna arrays have become the aperture of choice for many applications that require bandwidths upward of 4:1 and wide-angle scanning. Vivaldi apertures are often used in military applications including electronic warfare (EW)
systems, radar systems [18], [19] and multifunctional systems [20]. In nonmilitary applications Vivaldi arrays are used on highly specialized systems with stringent design specifications such as radio astronomy telescopes [21], [22], focal plane reflector systems [23], and ultra-wideband (UWB) imaging systems [24]. Vivaldi arrays have found some limited use in commercial communications systems [25] and spatial power combining systems [26].

3.1.4 Physical and Mechanical Description

A Vivaldi array is comprised of a periodic arrangement of end-fire traveling wave radiators (elements) in close proximity to each other. These elements are electrically connected to one another and radiate coherently. This section will describe such a prototypical element along with its most important variations. In the later parts of the section various array configurations will be presented.

3.1.4.1 Element Description

A typical Vivaldi element, also referred to as tapered slot or notch, is depicted in Fig. 3-1. Vivaldi elements consist of three regions that are important to the wideband operation not only of the isolated element but the array. These regions are listed and described as follows:

- **Taper (or flare)** is the variable opening slot formed by the metallic regions (fins) of the element. The fins on either side of the slot can be of printed or solid metal forms.

- **Transition/Balun** is the region where the unbalanced feed line in the form of a stripline, microstrip, or coaxial line transitions into a balanced slotline to excite the tapered slot.

- **Cavity** is the region at the back end of the slot-line and is part of the balun transition. The cavity is considered separately, because of its importance in the electrical design as described in Section 3.2.2.3.

Figure 3-1 Typical Vivaldi (Tapered-Slot) array element. (a) Photograph of an individual element. (b) Schematic of individual element.
3.1.4.2 Taper

The role of the tapered region in a Vivaldi array element is to transform the impedance seen at the aperture (related to free-space impedance and the element periodicity in the case of an infinite array) to approximately 50 ohms slotline impedance at the base of the taper. Some taper types (shapes) are given in Fig. 3-2. The exponential taper, Fig. 3-2c, has demonstrated excellent performance and is often referred to as the “Vivaldi” taper [8]. The region occupied by the metallization (fin) is often of the form of a printed metallization on one side (microstrip) or two sides (stripline) of a thin dielectric, or has the form of a solid machined metal. In the case of a stripline implementation, care must be taken to suppress parallel-plate waveguide modes that develop between the two sides of the stripline metallization, when the array is scanned at the H-plane. One simple method to suppress these parallel-plate modes is to use a number of plated vias (shown in Fig. 3-1a) placed in key locations, e.g., [27].

3.1.4.3 Transition/Balun

Vivaldi arrays have their balun integrated into each element, allowing the array to be connected easily to standard RF interfaces such as coaxial connectors or other common unbalanced transmission lines (e.g., microstrip lines). This is a significant benefit, because external wideband baluns may be unidirectional (e.g., active baluns) or occupy large volume (e.g., passive baluns) often adding to the overall depth and weight of the array. The insertion loss of the external balun must also be considered when evaluating element gain or array efficiency. Moreover, including the balun in the Vivaldi element provides extra design degrees-of-freedom that ultimately lead to better performance than independently optimizing an array element to 50 ohms and connecting it to a separately optimized 50-ohm balun.

Three of the most commonly used balun structures for Vivaldi elements are depicted in Fig. 3-3. In this figure, the darker colored regions with a dashed outline indicate the bottom layers of a microstrip structure, while the lighter gray color represents the
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**Figure 3-2** Some taper profiles for tapered-slot antennas. (a) Linear taper slot, (b) Stepped tapered slot, (c) Exponential (Vivaldi) tapered slot, and (d) Klopfenstein tapered slot.
metallization on the top side of the dielectric with etched slotline. Even though the depicted baluns are microstrip-to-slotline transitions, their modification to stripline- or coaxial-to-slotline transitions can be easily deduced. Figures 3-3a and b depict two versions of the Marchand balun [28]. These embodiments were introduced and studied by Knorr in [29] and are widely used in Vivaldi arrays. The balun on the left, is the uncompensated Marchand balun that is known to provide bandwidths up to 3:1 or more depending on the tolerance on the mismatch [30]. Additional bandwidth with lower insertion loss can be obtained with the compensated Marchand balun in Fig. 3-3b. This balun has an extra open-circuit series stub at the unbalanced line side and provides an extra degree-of-freedom to the designer. At low frequencies, the capacitance of this open-circuit series stub helps to counteract the inductance of the shorted balanced line stub (and perhaps also the inductance of the antenna), whereas at high frequencies the roles are swapped, resulting in wider bandwidth. The size of these stubs depends on the specific antenna array impedance presented to the slotline that in turn is a function of the taper design, element depth, and array periodicity. Many practical implementations of the compensated Marchand balun use variations such as radial stubs and circular slotline cavities to achieve better wideband performance, see Sections 3.1.4.4, 3.2.2.3, and 3.2.2.4.

Another popular balun transition for Vivaldi arrays is the double Y transition of Fig. 3-3c, introduced by Scheik et al. [31] and used in a Vivaldi array by Kragalott et al. [32]. The co-planar waveguide to co-planar slot (CPW to CPS) embodiment of the double Y balun is an all-pass transition that can give multidecade bandwidth [33], but the microstrip-to-slotline embodiment used in Vivaldi arrays is a band-pass transition, limited at low frequencies by the size of the slotline cavity that is used to emulate an ideal slotline “open.” A good review of these balun structures and their variations can be found in [33].

**Figure 3-3** Common Vivaldi baluns or microstrip to slotline transitions. (a) Uncompensated Marchand balun, (b) Compensated Marchand balun, and (c) Double Y balun.
3.1.4.4 Cavity

The cavity at the bottom of the taper is part of the balun transition and affects the antenna array matching. Some variations of the slot cavity are shown in Fig. 3-4. As noted in the transition/balun section, the cavity should provide large inductive reactance at low frequencies. This can best be achieved by increasing the characteristic impedance of the slotline, often achieved by increasing the slot width, Fig. 3-4b. As is visible from Fig. 3-4b, a rectangular cavity could partially overlap the radial stub, eliminating a portion of its ground plane. The circular cavity in Fig. 3-4c provides the required reactance to the slotline junction and also maintains the ground plane for the radial stub feed line. This design allows for more stub space, and favors microstrip-line circular bends (cf. Fig. 3-16) rather than the right-angle microstrip-line bend illustrated in Fig. 3-4.

3.1.4.5 Array Configurations

Vivaldi arrays consist of vertically oriented Vivaldi elements that are laterally arranged in a rectangular, hexagonal, or triangular periodic grid. For scanning applications the grid periodicity is set to approximately one-half free-space wavelength at the highest frequency to avoid grading lobes in the band of operation. Vivaldi arrays can be designed and fabricated in single- and dual-polarized configurations, with the latter being most popular because it offers polarization diversity. Single-polarized arrays are easier and cheaper to construct by simply arranging rows of parallel PCB cards. Single-polarized arrays are usually arranged in rectangular grids, while some hexagonal grid arrangements as shown in Fig. 3-5a have been recently documented [34], [35].

The more interesting case of dual-polarized arrays comes in a variety of forms as summarized in Fig. 3-5b–e. By far the most common and thoroughly studied dual-polarized arrangement is that of offset orthogonally oriented elements placed on a square grid, as shown Fig. 3-5b. This configuration is often referred to as egg crate, and is known for its excellent impedance performance at wide bandwidths. When electrically

---

**Figure 3-4** Some cavity (slotline stub on Marchand balun) variations for a Vivaldi element.
(a) Low impedance slot-line stub, (b) Rectangular cavity (high-impedance slotline stub), and (c) Circular cavity.
long elements are used to achieve high bandwidths, this design results in high cross-polarization at wide angle scans in the diagonal plane (D-plane).

Over the years, a number of coincident phase center arrangements have been proposed [36]–[39] and much other work in this topic has been proprietary or restricted from public disclosure. Some of the publicly available coincident phase center arrangements are shown in Fig. 3-5c–e. The dual-offset Vivaldi arrangement of Fig. 3-5c has been used for many years, and was subsequently published by Choung in [36] and Mohuchy et al. [37]. These designs use four flared elements in a unit cell, and each copolarized element pair is fed by one port using a lossless or isolated divider. Very recently a number of researchers [38], [39] developed true coincident phase center dual-polarized arrays on square grids, Fig. 3-5d. These designs have demonstrated good performance at principal plane scans, but no results were presented for D-plane scans. Northrop Grumman has extended the concept of coincident phase center Vivaldi arrays to triangular grid arrangements, Fig. 3-5e, for better aperture utilization [40].

3.1.5 Fabrication

Even though the electrical performance of Vivaldi arrays permits bandwidths of more than 10:1, the manufacturing and assembly can be difficult and costly, especially at frequencies above X-band. Array apertures often are built modularly by assembling subarrays or individual elements that have been manufactured with a particular manufacturing technology. Unfortunately, the requirement of electrical connection between elements or subarrays to avoid gap-induced resonances in Vivaldi arrays [41] enforce special constraints and challenges in the modular fabrication and assembly.
3.1.5.1 Manufacturing Technologies

There are three popular manufacturing technologies for Vivaldi elements, subarrays, or arrays based on:

- **Printed circuit board (PCB).** In this technology elements or subarrays are formed on stripline or microstrip-line cards using standard high quality microwave laminates, Fig. 3-6a. When fabricating these cards, special care must be taken to chose the subarray size to avoid card bending due to thermal expansion. Such technologies have been used up to 30 GHz. For better tolerances at higher frequencies, photolithographic technologies on hard substrates such as SU-8, SiO₂, hi-resistivity Si, and GaAs can be used. Design on such high dielectric constant materials requires special care as described in Section 3.2.2.5.

- **3D solid metal.** In this technology elements, subarrays, or arrays are formed from a solid metal block using mechanical mills, wire electric discharge milling (EDM), or laser cutting. When the array is formed out of a solid metal block, electrical connection between elements is ensured. All-metal Vivaldi array designs have good power handling capabilities, but require care to avoid dielectric breakdown at sharp edges and small air gaps. All-metal manufacturing complicates the design and manufacturing of the feed network and balun section. A simple solution was proposed in [42]–[44], where press-on coaxial assemblies are fitted to the back side of the array. This technique requires the modification of the standard flare shape as shown in Fig. 3-6b. Another important example in this category is the body-of-revolution (BOR) Vivaldi array proposed in [45]. An alterative technology to create 3D solid metal designs is to use electroplated molded plastic. This approach has certain weight advantages.

- **Hybrid PCB and 3D solid metal.** This technology attempts to combine the advantages of each of the above methods, namely the ease of fabrication of the feed network using PCB, and the element-to-element connectivity and power handling of the metallic flares using solid machining. An important example of hybrid manufacturing technologies is Northrop Grumman’s Mecha-notch Vivaldi array shown in Fig. 3-6c, [46]. This technology uses a solid metal flare that is machined with a pocket (cavity) at the base of each element. This pocket is used to house a single metallization layer PCB that hosts the feedline and the stripline stub.

3.1.5.2 Array Assembly (Integration) Technologies

Large arrays are seldom built in one piece due to high manufacturing/installation costs and structural and maintenance considerations. Therefore, subarray or element modularity is a desired feature. Unfortunately, Vivaldi arrays require electrical connection among elements and subarrays to avoid gap-induced impedance anomalies within the bandwidth [41]. This constraint does not pose a major problem in the manufacturing of single-polarized arrays, but it is a major hurdle in the integration of dual-polarized arrays. There are three popular integration technologies for dual-polarized arrays.

1. Vertically integrated PCB cards
2. Puzzle-like integration of solid metal subarray modules
3. Modular fin attachment into a continuous metal base
In the vertically integrated PCB cards approach, shown in Fig. 3-6a, two sets of orthogonal PCB cards are interleaved to form the egg crate arrangement. The cards use appropriate slots at the places where they meet to facilitate the integration. Maintaining electrical connection at the locations where the two fins from orthogonal polarizations meet poses a major challenge because these regions must be explicitly connected using solder, conductive epoxy, brackets, or other means to eliminate the gap-induced resonances. Given the depth and shape of the egg crate, these connections are tedious and problematic, especially at high frequencies.

In the puzzle-like integration method, solid metal subarray modules (cf. Fig. 3-6b) are placed side-by-side to form a large continuous aperture. This technique tends to work well because the integration is based on subarrays and the possible gaps appear less often than the element-by-element integration. In these designs, subarray electrical connection can be achieved with spring-loaded spacers or metallic posts.

Finally, several Vivaldi arrays have been designed using the third integration technique. Due to the topology of the egg crate, every four half-fins meet at a cross point, and they are connected to their opposite side fins only at the base. In this integration technology, this feature is exploited and the four half-fins are machined or cast of solid metal or metalized plastic, and then are modularly attached to a solid back plate that contains the cavity and the feed lines, as shown in Fig. 3-6c. It is noted that electrical connection between the fin module and back plate is required, but it can be achieved using screws, solder, epoxy, or a press-fit attachment. The BOR Vivaldi [45] and the work of Trott et al. [38] are two examples of this technology.
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**Figure 3-6** Vivaldi arrays showing some of the manufacturing and assembly technologies for dual-polarized Vivaldi arrays. (a) Vertically integrated PCB technology (Photograph courtesy of University of Massachusetts). (b) 3D solid aluminum block (Photograph courtesy of Dr. R. Kindt at the Naval Research Lab). (c) Hybrid PCB and metal, Mecha-notch designs (Photograph courtesy of Northrop Grumman).
3.1.6 General Discussion of Vivaldi Array Performance

The radiation performance of a Vivaldi array can be characterized by its impedance and radiation pattern. These figures of merit strongly depend on the mutual coupling between neighboring elements in an array, so a short discussion about the mutual coupling is included.

3.1.6.1 Impedance

The impedance behavior of a Vivaldi array is dictated by the element design and by array periodicity, arrangement, and size. When a Vivaldi array has many elements and is electrically large, strong mutual coupling is the dominant factor affecting operation. To demonstrate this, the active reflection coefficient of an infinite, dual-polarized Vivaldi array is plotted in Fig. 3-7, (dashed line) along with the active reflection coefficient of the respective element in isolation (solid line). The two results are quite different, especially at the low end of the frequency band, because of the high mutual coupling between neighboring elements in the array environment. As will be shown in the next section, the mutual coupling in Vivaldi arrays is quite large even between far-separated elements, and is the key for achieving wide bandwidth.

3.1.6.2 Element-to-Element Mutual Coupling

To show the importance of mutual coupling in the active reflection coefficient of Vivaldi arrays, the active reflection coefficient of element \( mn \) in a rectangular grid array is expressed as

\[
\Gamma_{mn}(\theta, \phi) = \sum_{p=1}^{M} \sum_{q=1}^{N} s_{mn,pq} e^{-j(p-n)\theta_0} e^{-j(q-n)\phi_0}
\]

where \( s_{mn,pq} \) is the coupling coefficient (\( s \)-parameter) between elements \( mn \) and \( pq \), \( u_0 = \sin \theta \cos \phi \) and \( v_0 = \sin \theta \sin \phi \) are the \( u \)-\( v \) coordinates at array scan angles \( \theta_0 \) and \( \phi_0 \), and...
$M, N$ and $d_x, d_y$ are the array size and periodicity at $x$ and $y$ directions, respectively. In the above, it is assumed that element $mn$ is located at $x = md_x, y = nd_y$. This expression is exact for single-mode operation that is accurate for large arrays, but approximate for small arrays [47]. Therefore, large coupling significantly affects the active reflection coefficient and impedance of the array. To demonstrate the large coupling in Vivaldi arrays, a dual-polarized $17 \times 16 \times 2$ array is simulated using the full-wave domain decomposition finite element methods (DD-FEM). Figures 3-8a and b show the resulting co- and cross-polarized element coupling $|s_{ij}|$ distribution between the center element and the rest of the array elements, at mid-frequency (3.5 GHz). The majority of neighboring elements experience high coupling, ranging from $-10$ dB to $-30$ dB, indicating a strong dependence of the active impedance on mutual coupling. Both co- and cross-polarized element couplings are strong, and the stronger coupling occurs between elements in the diagonal directions. Coupling levels tend to increase as the frequency decreases.

**3.1.6.3 Far-Field Radiation Patterns**

Because Vivaldi arrays operate over large bandwidth, the radiation pattern (especially beamwidth) can change dramatically from lower frequencies to upper frequencies. For example, an array with 16 dual-polarized elements in each direction that is designed for 1–5 GHz will be 8 wavelengths in size at the highest frequency (16 elements spaced at $\lambda/2$). This can produce broadside beamwidth of approximately 7°. However, the array size is only 1.6 wavelengths at the lowest frequency, producing approximately 35° beamwidth.

The far-field radiation pattern of a $17 \times 16 \times 2$ dual-polarized Vivaldi array, uniformly excited and scanned at 30° in the H-plane around midband (4 GHz) is plotted in Fig. 3-9. The figure depicts the actual finite array radiation patterns with a solid line, and with a dashed line for the far-field obtained from the same finite array when the infinite array (Floquet) currents are used for the far-field computation. At the forward hemisphere the latter pattern is approximately the same as the pattern obtained through

![Figure 3-8 Port coupling distribution across $17 \times 16 \times 2$ dual-polarized Vivaldi array at mid-band frequency when only the middle vertically polarized element in the array is excited and all other ports are terminated. (a) Copolarization port coupling. (b) Cross-polarization port coupling.](image-url)
the classical pattern multiplication of the array factor with the infinite array element pattern. Although both results include mutual coupling, the latter ignores finite array truncation effects. The two curves agree well around the main beam, but have different sidelobe structure. The actual finite array pattern has higher sidelobe levels in the direction opposite to the scan and the side lobes are shifted. Moreover, a closer look at the main beam (zoomed view shown in the insert) reveals that the directivity of the actual array is 0.2 dB higher than predicted by the array factor with Floquet currents, and the beam points at 29.5° instead of 30°. Similar effects have been observed at different scan angles, frequencies, and size arrays. Generally, the differences between the two curves become more pronounced for smaller arrays operated at lower frequencies, scanned in the H-plane.

Dual-polarized arrays usually create a desired polarization by appropriately weighting the contributions of elements in two orthogonal orientations, for example, horizontal and vertical. If the array has complete control over the amplitude and phase of each element, any desired polarization can be created. In practice, imperfections of phase shifters and beam formers and quantization of control signals limits the purity of the array’s polarization. Furthermore, the radiated field of the horizontally polarized elements is not exactly “horizontal” at all observation angles. In fact, the polarization of the wave radiated at wide angles in the diagonal plane (and other intercardinal planes) often differs significantly from the polarization at broadside.

To illustrate the cross-polarization behavior of Vivaldi arrays, the embedded element pattern of a 17×16×2 1–5 GHz dual-polarized array is plotted at 3.5 GHz in Fig. 3-10.
The polar plots in Fig. 3-10 are contour plots of the co- and cross-polarized field components over the hemisphere above the array. Polarization is defined in accordance to Ludwig’s first definition [48]. The cross-polarized component is low in the principal planes but it increases in the middle of the quadrants. The E-, D- and H-plane pattern cuts of these plots are shown in Fig. 3-10c. The ratio of the co- to cross-polarized fields is approximately 9 dB at 45° in the D-plane.

The polar plots in Fig. 3-10 are contour plots of the co- and cross-polarized field components over the hemisphere above the array. Polarization is defined in accordance to Ludwig’s first definition [48]. The cross-polarized component is low in the principal planes but it increases in the middle of the quadrants. The E-, D- and H-plane pattern cuts of these plots are shown in Fig. 3-10c. The ratio of the co- to cross-polarized fields is approximately 9 dB at 45° in the D-plane.

The polarization characteristics of Vivaldi arrays depend on the element design and the operating frequency. The polarization characteristics of a 9:1 array differ from those of a 4:1 array, and the polarization characteristics at the low end of the operating band differ from those at the high end. Fig. 3-11 shows the co- and cross-polarized component of the radiated power per unit cell at 45° in the D-plane for two different infinite arrays, one designed to operate 4.5–18 GHz and the other 2–18 GHz. The element spacing is 8 mm for both arrays, but the tapered flare is much longer for the 2–18 GHz array. The polarization for this figure is defined according to Ludwig’s first
definition [48]. This figure suggests that the cross-polarization increases with frequency and that long flares produce higher levels of cross-polarization than short flares. Both arrays in this figure are efficient radiators in the sense that the total radiated power is nearly equal to the input power. The copolarized power of the 9:1 array decreases substantially at the higher frequencies because the input power is being radiated in the cross-polarized wave.

### 3.2 Design of Vivaldi Arrays

#### 3.2.1 Background

Design of ultra-wideband and wide-scan Vivaldi arrays is a challenging and time-consuming task because it requires optimization via full-wave computational electromagnetics (CEM) methods. Practical Vivaldi arrays often have dimensions that span tens of wavelengths, while employing elements that involve features smaller than one one-hundredth of a wavelength. Therefore, Vivaldi arrays are multiscale electromagnetic structures that are notoriously difficult to analyze with full-wave methods [49]. Design based on the brute-force modeling of an entire array could quickly exhaust computer resources, and it will be impractically slow. In this section, a hierarchical design approach is suggested, which allows relatively fast design optimization and results in arrays that perform well at realistic array sizes and surrounding environments.
3.2.1.1 Design Approach

The design approach in Fig. 3-12 is based on the efficiency of available computational tools for array analysis.

- Infinite array analysis based on the unit cell method is the most efficient way to incorporate mutual coupling effects into array analysis. Interior elements of a large phased array behave nearly the same as elements in an infinite array, but this analysis ignores truncation effects.

- Infinite × finite array analysis requires modeling one row (or column) of the array and captures the truncation effects that occur in the central regions of the array boundaries, which are assumed to be straight lines. The analysis is slower than the infinite array, but significantly faster than the full array simulation.

- Finite × finite array analysis models every element of the array simultaneously. This analysis captures all truncation effects, including important behavior near the corners of the array, but it is time-consuming and requires substantial computer resources, especially for finite Vivaldi arrays comprised of several hundred elements.

The design approach in Fig. 3-12 recognizes the importance of mutual coupling to array performance and the need to analyze several different element configurations during the early stages of array optimization. The antenna engineer starts from a set of electrical and mechanical specifications and chooses an initial element configuration to design in an infinite array environment. Because the infinite-array analysis is reasonably efficient, many element variations can be tried to meet the desired performance and mechanical requirements. Performance at several scan angles also can be evaluated relatively quickly for the infinite array. The infinite-array design is first optimized for good impedance match at broadside excitation, and then scanning excitations in the E- and H-planes are considered. Impedance in the D-plane can be explicitly evaluated, but experience shows that it is approximately the average of E- and H-plane impedances.

![Figure 3-12](image-url) Overview of the Vivaldi array design procedure.
When an element is found that has acceptable performance in the infinite array, it must be evaluated in a finite array to determine if changes due to truncation effects are acceptable. Analyzing one row or one column as an infinite \( \times \) finite array provides initial information about the element’s susceptibility to truncation effects. If the performance is not satisfactory, redesign of the element may reduce its sensitivity to the effects of truncation.

Finally, the proposed element is analyzed in a finite \( \times \) finite array to determine if the corners cause unacceptable degradation of element performance. If the finite \( \times \) finite array simulation results are satisfactory, a prototype array can be manufactured with reasonable confidence that it will work well.

### 3.2.1.2 Array Analysis Techniques

#### 3.2.1.2.1 Infinite \( \times \) Infinite Array Analysis

The infinite array environment approximates well a large array, but more importantly leads to significant computational savings that expedite the design. An infinite array under uniform amplitude and progressive phase excitation produces periodic fields having the same periodicity and phase progression as the excitation. Therefore, one periodic unit cell is sufficient to describe the entire array. This is a loosely stated version of the Floquet theorem [50] that through appropriate periodic boundary conditions (PBC) enable infinite array unit cell simulations. The infinite array approximation incorporates mutual coupling, but it ignores truncation effects. Many analysis methods have been proposed to analyze infinite array unit cells using frequency [12], [13], [51] and time-domain CEM methods [52], [53]. The results in Section 3.2.2 were obtained using the periodic boundary finite difference time domain (PB-FDTD) method [52]. In Sections 3.2.3 and 3.2.4, the frequency domain FEM with the “cement” enforcement of PBCs [51] is used.

#### 3.2.1.2.2 Infinite \( \times \) Finite Array Analysis

Because truncation effects and interactions with nearby structures involve the time-consuming and memory demanding simulation of the full, finite array, infinite \( \times \) finite array (“stick”) approximation is used. An array comprised of infinitely many rows (or columns) of the actual array is analyzed. The analysis correctly models the array edges at the ends of the sticks, but ignores the effects of corners and of interactions between edges other than the two opposing edges of the infinite \( \times \) finite array.

The results in Sections 3.2.3 and 3.2.4 were obtained by using a special, full-wave domain decomposition FEM (DD-FEM) method that reduces computational overhead by exploiting geometrical repetitions in the finite-array dimension, without introducing extra approximations (mutual coupling and edge truncation effects are rigorously included). The method involves the combination of the DD-FEM method [54] with the “cement” method for enforcing periodic boundary conditions [55]. This analysis is used to evaluate the effects of array truncations and interactions with the environment (such as nearby cavity walls) on the impedance and radiation pattern.

#### 3.2.1.2.3 Finite \( \times \) Finite Array Analysis

Traditional method-of-moments (MoM), FEM, and FDTD methods can analyze finite \( \times \) finite Vivaldi arrays comprised of a few tens of elements. Over the years several specially tailored full-wave approaches have been developed to analyze finite arrays [56]–[62]. In Sections 3.2.3 and 3.2.4 a nonconforming DD-FEM method based on the work in [58], [54] is used to accurately assess the performance of practical wideband arrays. DD-FEM is among the best full-wave CEM tools...
available at this time because it is as general and versatile as traditional FEM, it is accurate, it has been extensively validated, and it is numerically efficient both in terms of memory and time. Moreover, DD-FEM is known for very good parallel scalability that further speeds up computations. All the results in Sections 3.2.3 and 3.2.4 exploit fully parallel versions of DD-FEM.

3.2.2 Infinite Array Element Design for Wide Bandwidth

3.2.2.1 Element Spacing and Depth
The element spacing of a scanning phased array is usually set to be one-half wavelength at the upper operating frequency. This ensures that the peak of the grating lobe is excluded from visible space as the array scans out to 90° in all planes. Even for element spacing of \( \lambda/2 \), the grating lobe of small arrays with wide beam widths can substantially increase the far-out sidelobe level.

Vivaldi antenna arrays have an additional restriction on element spacing, even if the array does not scan. The region between the Vivaldi elements forms a waveguide that supports propagating modes when the element spacing is approximately \( \lambda/2 \) or greater. When these modes begin to propagate, the array impedance changes radically due to resonances associated with these modes.

Fig. 3-13 shows the waveguide responsible for the resonance and a typical VSWR plot including frequencies above the intended operating frequency. The metallization at the bottom of the array in Fig. 3-13a forms an air-filled, square waveguide. A conducting ground plane at the bottom of the array terminates this waveguide in a short circuit. The waveguide’s width is slightly less than the element spacing (because of
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**Figure 3-13** Internal waveguide in region between Vivaldi antennas. (a) Vivaldi antenna metallization forms an air-filled waveguide with tapered slot loading in its walls. (b) VSWR for broadside beam of array designed for 1.0–5.5 GHz showing waveguide resonances above the intended operating frequency. \( D = 9.7 \) cm, \( a = b = 2.7 \) cm, substrate \( \varepsilon_r = 2.2 \), thickness = 0.315 cm.
the element thickness), so the lowest mode begins to propagate at a frequency slightly higher than where the element spacing is $\lambda/2$. In the upper region of the array, the waveguide walls are “loaded” by tapered slots, but a mode that resembles the TE$_{01}$ waveguide mode can still exist in this region of the periodic array. At certain frequencies, this mode “resonates” to create impedance anomalies that destroy array performance. If the array is not backed by a ground plane, in addition to the resonances, operation close to the waveguide cutoff has adverse effects on the radiation pattern. To demonstrate that, the near fields of a $16 \times$ infinite dual-polarized array without a ground are plotted in Fig. 3-14 from 1 GHz to 6 GHz with 1 GHz increments. At frequencies below 5 GHz (far from cutoff), only forward radiation is observed; however, above 5 GHz significant back radiation is observed from the excitation of the internal waveguides. These waveguide resonance and back radiation phenomena restrict the spacing of Vivaldi elements to be less than approximately one-half wavelength at the highest operating frequency ($<\lambda_{0}/2$), even if the array does not scan far from broadside.

Experience shows that the lowest frequency of operation occurs when the depth of the Vivaldi elements (ground plane to aperture) is approximately one-quarter wavelength. That is, $D \sim \lambda_{0}/4$. Combining this result with the minimum spacing, $a \sim \lambda_{0}/2$, provides a key design relationship for Vivaldi arrays,

$$f_{hi}/f_{lo} \sim 2 \times (D/a) \quad (3-1)$$

This formula has been verified for array bandwidths from 2:1 up to 10:1 and for stripline-fed antennas fabricated on dielectric substrates with relative permittivities in the range 2 to 3, which is typical of many microwave substrates. Using this relationship, a Vivaldi array operating over 10:1 bandwidth should have an element spacing of approximately 0.5 wavelengths at the highest frequency (to prevent anomalies and grating lobes) and a depth of approximately 2.5 wavelengths at the highest frequency, i.e., $D/a = 5$.

The depth of the Vivaldi elements can be reduced by using a substrate with higher permittivity. The 10:1 bandwidth can be covered with a Vivaldi element that is only
1.5 wavelengths deep \((D/a = 3)\) if the relative permittivity is increased to 10–12. However, care must be taken when using high permittivity substrates because impedance anomalies may enter into the band of operation.

To illustrate this relationship of bandwidth to \(D/a\), Fig. 3-15 shows the VSWR of three arrays of differing depths, but all with spacing \(a = 8\) mm. The spacing of 8 mm corresponds to \(\lambda/2\) at 18.75 GHz. Using equation (3-1) and the values of antenna depth indicated in Fig. 3-15 yields expected values of \(f_{lo}\) for these three cases: 1.67, 3.33, and 6.67 GHz. The actual values are 1.64, 3.47, and 6.60 GHz.

Therefore, a good starting point from which to optimize the element design for a particular application is

\[
D/a = 0.5 f_{hi}/f_{lo}.
\]  

\[\text{(3-2)}\]

### 3.2.2.2 Opening Rate of Exponential Flare

Once the aspect ratio of the Vivaldi element, \(D/a\), is fixed, the type and opening rate of the flared slotline is an important parameter to control Vivaldi array performance. In this work, the Vivaldi exponential flare is defined by

\[y = C_1 e^{Rz} + C_2\]

where the constants \(C_1\) and \(C_2\) are chosen so the exponential flare passes through the end points \((y_1, z_1)\) and \((y_2, z_2)\). See Fig. 3-16.

\[C_1 = \frac{y_2 - y_1}{e^{Rz_2} - e^{Rz_1}}\]

\[C_2 = \frac{y_1 e^{Rz_2} - y_2 e^{Rz_1}}{e^{Rz_1} - e^{Rz_2}}\]

**Figure 3-15** VSWR of three Vivaldi arrays (infinite) with element spacing of 8 mm, broadside beam. Elements are stripline-fed and dielectric \(\varepsilon_r = 2.2\). The parameter is array depth, ground plane to aperture, and each array is optimized for bandwidth (VSWR<2) at broadside.
The opening rate, $R$, strongly influences the resistance at the low end of the frequency range. At very low frequencies, the input resistance of the Vivaldi antenna is nearly zero. The low-frequency limit of the operating band is determined primarily by the frequency at which the antenna resistance becomes sufficiently large to accept power from the transmitter (or deliver power to the load). For example, the resistance must be at least $25 \ \Omega$ to obtain $\text{VSWR} < 2$ in a $50-\Omega$ system.

Fig. 3-17a shows that the necessary minimum resistance is reached at lower frequencies as the opening rate increases. However, if the opening rate becomes too large, the first peak of the resistance may become too high for a good impedance match and/or the next minimum may be too low. A large opening rate sometimes results in undesirable resistance values at higher frequencies of the operating band, as seen for $R = 0.12 \ \text{mm}^{-1}$ in Fig. 3-17a. Also, the low-frequency reactance for $R = 0.12 \ \text{mm}^{-1}$ varies too much for the antenna to benefit from the improved resistance values in Fig. 3-17b. (The reference point for antenna impedances in Fig. 3-17–Fig. 3-24 is at the stripline-to-slotline transition. The VSWR plots are for the impedances at this reference point and are with respect to 50 ohms.)

The proper choice of opening rate, $R$, results in a good value of antenna resistance at the lowest frequencies and produces oscillations about a nominal level that is slightly higher than the system’s characteristic impedance. For example, the $R = 0.08 \ \text{mm}^{-1}$ curve in Fig. 3-17a varies from 40 to 80 ohms within the operating range of the antenna, a good choice for an antenna to be used with a 50-Ω system. See the VSWR plot in Fig. 3-17c.


3.2.2.3 Slotline Cavity Size and Shape

The size of the slotline cavity, like the opening rate, has a significant impact on the low-frequency performance of the array. Fig. 3-18 shows that the resistance and reactance at the lowest frequencies become more favorable as the cavity diameter increases from 3 mm to 4 mm. A very large cavity diameter (larger than approximately 5 mm for this particular antenna) lowers the minimum operating frequency further, but causes the initial peak of resistance to become too large, resulting in high VSWR over a portion of the lower frequency range.

Vivaldi antenna arrays can be designed to operate well with slotline cavities of various shapes, providing flexibility to accommodate layout constraints. For example, the elements studied for Fig. 3-18 were simulated with square cavities instead of circular. The results are shown in Fig. 3-19.

Comparing the antennas with circular and square cavities, Fig. 3-18 and Fig. 3-19, suggests that equal area cavities produce similar performance. This is illustrated in Fig. 3-20 where the impedances of antennas with circular, square, and rectangular cavities of approximately equal areas are compared. This suggests that the cavity shape can be altered somewhat to accommodate restrictions in the layout of the elements. However, altering the shape of the cavity significantly from circular or square can impact performance even if the area is not changed. The rectangular cavity in Fig. 3-20 is 4.25 mm wide and 2.88 mm long. Changing the cavity shape to be long and narrow (e.g., 2.88 mm wide × 4.25 mm long) changes the performance noticeably, though not excessively, from the three cavities shown in Fig. 3-20.
3.2.2.4 Stripline Stub Length and Angle

The open-circuited stub on the balun changes the reactance of the antenna with very little impact on the resistance. Altering the shape of the stub has some effect on its reactance versus frequency, but radial stubs have been found to work well in many wide bandwidth array designs. By adjusting the radius, $r$, and angle, $g$, of the radial stub, the antenna’s impedance can be brought close to the real axis over a wide range of frequencies.

Fig. 3-21 shows the resistance and reactance of one of the antennas in Fig. 3-18 as the stripline stub’s radius is varied. The resistances, Fig. 3-21a, differ by only a few ohms over the entire frequency range for these three stub lengths. However, the reactances, Fig. 3-21b, change by 10–20 ohms over much of the frequency range, and by more than 50 ohms at the lowest frequencies.

Fig. 3-22 shows the resistance and reactance of the same antenna as the stub angle is changed. The primary parameter that is varied is the stub angle, $g$, but the stub tilt, $d$, is changed also to keep the stub positioned nicely between the slotline cavity and the Vivaldi flare. Resistances for various stub angles are shown in Fig. 3-22a and are very nearly the same over the frequency range, but the reactances, shown in Fig. 3-22b, vary greatly over the frequency range. The reactance changes only a small amount at the upper frequencies, but it changes a lot at the lower frequencies.

**Figure 3-18** Resistance and reactance for various circular cavity diameters, $d$. Infinite array, broadside beam. $R = 0.06$ mm$^{-1}$, $D = 45.0$ mm, $H = 7.5$ mm, $w = 0.25$ mm, $s = 0.5$ mm, $a = b = 8$ mm, $\varepsilon_r = 2.2$, $t = 0.5$ mm. Stripline stub $\rho = 2.25$ mm, $\gamma = 110^\circ$, $\delta = 15^\circ$.

**Figure 3-19** Resistance and reactance for various square cavities with side length $L$. Infinite array, Broadside beam. $R = 0.06$ mm$^{-1}$, $D = 45.0$ mm, $H = 7.5$ mm, $w = 0.25$ mm, $s = 0.5$ mm, $a = b = 8$ mm, $\varepsilon_r = 2.2$, $t = 0.5$ mm. Stripline $\rho = 2.25$ mm, $\gamma = 110^\circ$, $\delta = 15^\circ$. 
Adjusting the radius, \( r \), and the angle, \( \gamma \), of the stub allows the antenna reactance to be tuned near zero over a wide frequency range.

### 3.2.2.5 Substrate Thickness and Permittivity

Since antenna efficiency is usually an important performance parameter, a high-quality microwave substrate is typically used to fabricate the array elements. All of the design examples in this section are stripline-fed antennas with the Vivaldi elements formed as bilateral slotlines. The choice of substrate thickness depends on the desired performance and the allowed weight. Thin substrates are lower weight, but they are not as...
rigid and may not yield the desired performance. A good starting point for substrate thickness of a stripline-fed array is $t = 0.05a - 0.10a$, where $a$ is the element spacing in the array. Since $a = \frac{\lambda_0}{2}$, a good starting point for substrate thickness is $0.025 - 0.05\lambda_0$.

An antenna was designed for substrate thickness $t = 0.5$ mm and $\varepsilon_r = 2.2$ to operate with low VSWR over the frequency range 2–18 GHz. The substrate thickness was changed to obtain the results in Fig. 3-23. The antenna resistance in the upper portion of the operating band decreases as the substrate thickness increases, improving
this antenna’s match to 50 ohms at higher frequencies. The initial rise of the resistance near the low end of the operating band is not affected much by thickness, so the lowest frequency for which the antenna can be matched (by adjusting its low-frequency reactance) is not affected by thicknesses in the range shown. The VSWR of the antenna with \( t = 0.75 \text{ mm} \) is relatively high below 3 GHz due primarily to large capacitive reactance at low frequencies. Some of this effect can be offset by changing the strip-line stub as noted above.

Increasing the permittivity of the dielectric substrate creates effects resembling those of a longer antenna (larger \( D \)). Some of these effects might be anticipated since the dielectric loading shortens the “guided” wavelength along the flared slot and increases the capacitance per unit length of the slotline. Fig. 3-24(a) shows the resistance of an antenna for relative permittivities of 2.2, 9.8, and 16. Several trends are evident:

1. Increasing the permittivity lowers the frequency at which the resistance attains a usable value.
2. Increasing the permittivity reduces the frequency separation of peaks in the resistance.
3. Increasing the permittivity reduces the average value of the resistance throughout most of the operating band.
4. Increasing the permittivity can result in anomalies within the operating band.

The lower average resistance that accompanies higher \( \varepsilon_r \) can be beneficial for matching the Vivaldi array to 50 Ohms, since arrays fabricated with low permittivity substrates tend to work best for generator impedances around 75 ohms. In the examples of Fig. 3-24, the antenna resistance for highest \( \varepsilon_r \) is too low for a good match to 50 ohms, but this can be corrected by increasing the slotline width, \( w \), near the transition. Larger \( w \) yields a higher slotline characteristic impedance which influences the antenna resistance.

For \( \varepsilon_r = 16 \), there is a strongly excited resonance near 17.5 GHz that limits performance at the upper end of the desired operating band. For \( \varepsilon_r = 9.8 \), this resonance is weakly excited. For the higher values of \( \varepsilon_r \) there are other resonances at lower frequencies, but these are only weakly excited and probably will not degrade the performance of the array.

**Figure 3-24**  Effects of substrate permittivity, \( \varepsilon_r \). (a) Resistance (b) Reactance. \( R = 0.125 \text{ mm}^{-1} \). \( D = 24.0 \text{ mm} \), \( d = 2.5 \text{ mm} \), \( H = 7.5 \text{ mm} \), \( w = 0.25 \text{ mm} \), \( s = 0.5 \text{ mm} \), \( g = 1 \text{ mm} \), \( a = b = 8 \text{ mm} \), \( t = 0.5 \text{ mm} \). Stripline stub \( \rho = 2.0 \text{ mm} \), \( \gamma = 110^\circ \), \( \delta = 15^\circ \).
The antenna reactances, Fig. 3-24b, reveal the anomalies observed in the resistance plots and the reduced frequency spacing of the oscillations. The average value of the reactance over the operating band is not affected greatly by the substrate permittivity, and some compensation of the average slope of the reactance can be achieved by altering the design of the stripline stub.

3.2.3 Infinite × Finite Array Truncation Effects

The infinite array design and the resulting phenomenology in previous sections include mutual coupling but ignore truncation effects introduced by the discontinuities at the ends of a finite array. These effects alter the impedance and far-field radiation characteristics of the array when compared to the infinite counterpart. Currently, no simple theory exists that quantitatively predicts truncation phenomena in complicated arrays such as Vivaldi arrays, so full-wave computations are the only way to reliably predict finite array performance. In this section, full-wave methods will be used to study truncation effects for infinite × finite array configurations.

This section will use a dual-polarized element design as a test case to study truncations. The element is based on the general topology presented in Fig. 3-16, with \( R = 0.03 \text{ mm}^{-1} \), \( D = 97.0 \text{ mm} \), \( d = 8.47 \text{ mm} \), \( H = 18.6 \text{ mm} \), \( w = 1.1 \text{ mm} \), \( s = 0 \text{ mm} \), \( g = 15.94 \text{ mm} \), \( a = b = 30.17 \text{ mm} \), \( t = 3.15 \text{ mm} \), \( e_r = 2.2 \), \( \rho = 9.0 \text{ mm} \), \( \gamma = 88^\circ \), \( \delta = 20^\circ \). All array elements are connected to 50-ohm ports at the base of the element, and the VSWR or active reflection coefficient results are referenced to 50 ohms. The arrays are always excited with uniform amplitude and progressive phase, and real dielectric materials but infinitely thin perfect electric conductors (PECs) have been used in the models. The computational domain is truncated with absorbing boundary conditions placed approximately one wavelength away from the array at the lowest frequency, and the FEM meshes have been obtained through 8 steps of adaptive mesh refinement based on algorithms presented in [63], leading to 650,000 second order FEM unknowns in each element (includes both polarizations). Results from similar computational setups and methods have been repeatedly validated with measurements and other methods [54].

Apart from element design, truncation effects on infinite × finite arrays depend on array size, edge element treatment, and the presence of structures in close proximity to the array. These effects will be quantified in terms of the active (under uniform broadside excitation) VSWR.

3.2.3.1 Array Size

The size of a finite Vivaldi array strongly influences the element impedances. Truncation effects on Vivaldi arrays significantly affect elements within one to two wavelengths of the edges of the array. Therefore, in electrically small arrays with sizes less than four wavelengths, the majority of elements are affected by truncations, whereas in electrically large arrays with many elements in each dimension, most of the elements are minimally affected by truncations. Because Vivaldi arrays are designed with half-wavelength periodicity at the highest frequency, they operate at electrically very small periodicities at the low end of the band. Therefore, a larger number of elements is affected by truncations at the lower end of the operating band rather than at the upper end.

To quantify these effects, three infinite × finite dual-polarized arrays are considered. In the finite dimension each array has 8, 16, and 32 elements, respectively. The arrays are dual-polarized, but only one polarization is excited while the other is terminated in 50 ohms. The active elements are chosen to be polarized in the direction of the finite array (E-plane finite array). Results from the H-plane case are generally similar to the
E-plane case, and will be shown only once to demonstrate the difference in the behavior of the edge elements in Section 3.2.3.2.

The VSWR versus frequency of the 8, 16, and 32 arrays are plotted in Fig. 3-25. In a finite × infinite array, each individual element of the “stick” has different VSWR plotted with small circles in Fig. 3-25, and at a given frequency the VSWRs of the elements spread over a range of values. To quantify the spread between individual element VSWRs at each frequency, each plot depicts the average VSWR among stick elements with a solid line, and the average ± one standard deviation VSWR curves with dashed lines. The infinite array prediction is plotted with dots. Overall, the average lines track well the infinite array VSWR. The biggest difference between the infinite array and the average VSWR occurs at lower frequencies and for the smallest size array. The one standard deviation curve from the average tends to be more concentrated around the average as the array size and frequency increases, with one exception around 5.5 GHz, where the egg crate waveguide mode is close to cut-off. Although the one standard deviation overall decreases with increasing array size, the maximum deviation from the infinite array remains approximately the same regardless of size.

**Figure 3-25** VSWR statistical analysis of various size finite × infinite dual-polarized Vivaldi arrays. (a) 8 × infinite array, (b) 16 × infinite array, and (c) 32 × infinite array.
The plots in Fig. 3-25 provide a good overall metric for quantifying the effects of truncations on VSWR, but do not provide any information about which elements deviate the most from the infinite array. This information is shown in Fig. 3-26 that plots the element VSWR distribution in space and frequency for the three arrays. The horizontal axis represents the element number from left to right, and the vertical axis represents frequency. Each colored tile indicates the port VSWR of the respective element and frequency. It is clear from all three arrays that the frequencies between 1 and 2 GHz are the most affected by the truncations. At these frequencies most of the array elements have higher VSWR that fluctuates the most, and a periodic pattern (every 5 elements) along the horizontal axis is noticeable. Above 2.5 GHz all arrays operate similar to the infinite array, but even at these frequencies, the frequency behavior of edge elements differs from the interior elements. In summary, the edge elements in infinite × finite arrays always deviate from the infinite array prediction, especially at lower frequencies.

**Figure 3-26** VSWR distribution across the array “Stick” (horizontal axis) vs. Frequency (vertical axis) for an 8 × infinite, 16 × infinite, and 32 × infinite dual-polarized Vivaldi array, excited with broadside uniform excitations. The finite array is in the E-plane.
The most severely affected elements tend to be found 1–4 rows (or approximately one to two wavelengths) around the edges of the array, which is consistent with the observations of Holter et al. [64] for single polarized Vivaldi arrays. This observation will become more pronounced in finite × finite arrays in Section 3.2.4.

### 3.2.3.2 Edge Treatment and Proximity Effects

To better understand and perhaps control truncation effects, this section will present results from some common edge treatment techniques and interactions with structures in the proximity of the array. One edge treatment case and two proximity effect cases will be compared with the baseline case of a stand-alone finite × infinite array, shown in Fig. 3-27a. The edge treatment case is shown in Fig. 3-27b, where two rows of “dummy” elements are added on each side of the active array region. This approach is easy to implement and it is intended to create an environment for the edge elements resembling that of the middle elements. The first proximity effect case is shown in Fig. 3-27c and consists of the backing of the array by a finite PEC plate with edges close to the array edges. This case will quantify the effects of the plate’s edge diffractions on the element impedance. Lastly, the case of a Vivaldi array recessed in a large cavity, shown in Fig. 3-27d, will be used to reveal potential interactions with the natural modes of the cavity. The cavity sidewalls are placed approximately one element away from the array and the aperture of the cavity is flush with the top of the array. Similarly to the PEC plate case, the cavity back plate is electrically connected to the element conductors.

Results from these geometries are plotted in Fig. 3-28 that show the VSWR distribution along the array at two frequencies and three array sizes. Overall, the dummy element and finite ground plate cases follow well the baseline case of the array in free space, indicating that the addition of “dummy” elements, or diffractions from the plate edges, have little or no impact on element impedance. However, the cavity case deviates from rest of the cases. From the analysis of various frequencies (not shown here), it is observed that the deviation decreases with increasing frequency. For this
polarization (only elements perpendicular to the cavity sidewalls are excited) the
cavity case did not indicate any signs of cavity induced resonances in the band. In all
finite × infinite array cases the element VSWR fluctuates around the infinite array pre-
diction (shown with a solid line). Notably, at some frequencies (e.g., 2 GHz in Fig. 3-28)
the edge elements are better matched than the infinite array predictions or the center
elements, whereas at other frequencies the same elements have large VSWR. These phe-
omena may be attributed to complex interference (e.g., standing wave) phenomena
between waves launched by the edge discontinuities. To compensate for these adverse
truncation effects, the design at the infinite array stage must maintain very low VSWR
(over-designed) throughout the band.

The cavity has slightly more effect when elements polarized parallel to the cav-
ity walls are excited. The H-polarized excitation for both the free-space and cavity
case VSWR versus frequency are plotted side-by-side in Fig. 3-29. In both cases the
active VSWR plots are similar, but overall, the cavity case shows higher VSWR lev-
els at the low end of the band. For this polarization (H-plane finite array), the edge
elements show a distinct resonance behavior around 3.75 GHz for both free-space
and cavity cases. It is believed that this is of the same nature as the gap-induced
resonances described in Section 3.1.5, that now occur at the array (or subarray)
level. This hypothesis is confirmed by the fact that the frequency of the edge ele-
ment anomaly almost coincides with that of the gap-induced resonance (\( D = \frac{5\lambda}{4} \),
where \( D \) is the depth of the element) if the elements were disconnected and the ar-
ray was infinite.

3.2.4 Finite Array Truncation Effects
Results in the previous section indicate that the maximum deviation of VSWR from
the infinite array is not significantly affected by edge treatment, proximity, or array
size. But since truncation effects are localized around the edges, the percentage of
elements that are significantly affected is smaller when the arrays are large. Real finite ×
finite arrays involve additional phenomena such as corner truncations or edge-to-
edge interaction effects. Moreover, phenomena observed in infinite × finite arrays
give information about truncations from straight and parallel array edges; that may
not be the case on general finite arrays. Here, the full finite array model will be ana-
lyzed without any further approximations (only numerical errors). The array ele-
ment and element computational models remain the same as those in the previous
section.

3.2.4.1 Array Size
Similar to the infinite × finite array study, three progressively larger dual-polarized
arrays are considered, one with 9 × 8 × 2 elements, one with 17 × 16 × 2 elements and
one with 33 × 32 × 2 elements. Here only the horizontally polarized elements are
excited and the resulting active VSWR distributions across each aperture are plotted in
Fig. 3-30 at 1.5 GHz. Among all frequencies in the band, this frequency was most sig-
ficantly affected by truncations. In each sub-figure of Fig. 3-30, the horizontal axis rep-
resents the index of the elements along that direction, and the vertical represents the
index of the elements along the vertical axis. The color distribution indicates the spatial
variation of the active VSWR, where each color tile indicates VSWR at an element port.
Figure 3-28  Proximity and edge elements treatment effects on the VSWR distribution across the array aperture at two frequencies and three array sizes. First row refers to an 8 × infinite array, second row to a 16 × infinite array, and the third to a 32 × infinite array, all dual-polarized with the active elements parallel to the finite array dimension. The first column shows the 2 GHz (low-end) behavior, and the second column shows the 3.5 GHz (midband) behavior.
Only the horizontally polarized elements are excited and the vertically polarized elements are terminated to 50 ohms. Fig. 3-30(a) depicts the $9 \times 8 \times 2$ array while $b$ and $c$ correspond to the $17 \times 16 \times 2$ and $33 \times 32 \times 2$ arrays, respectively. As expected, the most severe truncation effects occur in the smallest size array. In all three cases, the edge elements in the $E$-plane and several elements in the interior of the arrays have the worst matching, indicating that they are most significantly affected by truncations. Specifically, elements 5 rows and columns away from the array corners tend to have VSWR around 3.5, whereas the equivalent infinite array predicts VSWR approximately 2.5. In the $33 \times 32 \times 2$ array there is further evidence of the periodic VSWR variation across the array that may be attributed to the interference of waves that are excited by edge and corner discontinuities and travel across the array. Truncation effects become less severe and affect different elements at higher frequencies as indicated by Fig. 3-31, which depicts the VSWR distributions of these arrays at 2 GHz.

To better demonstrate the standing-wave phenomena due to the edge and corner discontinuities, the Fourier transform of the deviation of the active reflection coefficient distribution from that of the infinite array is plotted in Fig. 3-32. This figure shows peaks at four locations near the edge of the visible space. These peaks represent surface waves propagating along grazing angles and have strong reactive components (the majority of the spectrum is in invisible space). These waves are not present in infinite arrays and are launched from the edges. Ultimately these waves interact to generate the standing-wave pattern in Fig. 3-30. These have been observed under scattering excitation and idealized ports on dipole and patch arrays and have been termed array guided surface waves (AGSW) [65], [66].

To evaluate the accuracy of the infinite × finite array approximation in the previous section, and to quantify corner truncations or edge-to-edge coupling interactions, the infinite × finite array results are compared with the finite array. The infinite × finite approach predicts an approximation of the active VSWR at the centerline of the finite array. Therefore, it provides no information about regions where the most severe finite array truncation effects appear, that is, 4–5 rows/columns away from the corners. A comparison of the VSWR at 2 GHz, across the finite array horizontal (E-plane) and
vertical (H-plane) centerlines with their respective infinite \times finite array VSWR are given in Fig. 3-33 and Fig. 3-34, respectively. Overall, both results follow the same trends, except for the horizontal (E-plane) cut case of the smallest array (Fig. 3-33a), where the infinite \times finite array overestimates the VSWR. Both infinite \times finite and finite array results appear to fluctuate around the infinite array result, suggesting that a very well-matched infinite array would lead to acceptable VSWR across finite array centerlines, even in the presence of truncations.

Knowledge of the VSWR at each individual element in the array provides important information about regions and elements where T/R module failures due to large reflections or standing waves may occur. Considering the aperture as a whole, truncations mostly effect aperture mismatch efficiency, gain, and sidelobes.
The aperture mismatch efficiency is defined by

\[ e_r = \frac{1}{N} \sum_{i=1}^{N} (1 - |\Gamma_{ai}|^2) \]

where \( \Gamma_{ai} \) is the active reflection coefficient of the \( i \)th element and \( N \) is the total number of active elements in the array. The mismatch efficiency of the infinite, infinite \( \times \) finite and finite arrays is plotted versus frequency in Fig. 3-35 for the three array sizes. Overall, the aperture mismatch efficiency of the finite array follows closely that of the infinite array. The greatest deviation occurs at the low-frequency end of the \( 9 \times 8 \times 2 \) array,
where the efficiency of the finite array is approximately 10% less than the infinite. This result agrees with conclusions drawn from Fig. 3-25, where the average VSWR follows quite closely the infinite array results.

Spatial variations of the matching introduced by truncations and diffractions from edges and corners affect the array far-field pattern. This is shown in Fig. 3-36 where patterns of $9 \times 8 \times 2$ and $17 \times 16 \times 2$ arrays are plotted at 2 GHz. Solid lines represent the far-field pattern of the actual finite array, whereas the dashed lines represent the radiation of infinite array (Floquet) element currents when arranged in the same periodic pattern as the finite array. As was mentioned in Section 3.1.6.3, this approximation produces similar results in the upper hemisphere as the traditional approach of pattern multiplication (infinite array element pattern times array factor) and is denoted as array factor approach in Figure legends. The array factor approximation follows well the actual finite array pattern. Some deviations between the two curves are observed at grazing and back angles and are attributed to truncations, because the array factor plot includes the infinite array mutual coupling, but ignores truncation effects. Array factor predictions have lower sidelobe level at far sidelobes and well-defined nulls between them. In both cases, the finite array results predict slightly higher maximum

Figure 3-32: Finite array guided surface waves launched from the edge discontinuities. The plot shows the Fourier transform of the deviation of the active reflection coefficient distribution of a $17 \times 16 \times 2$ dual-polarized Vivaldi array from the infinite array, $FT(\Gamma_a - \Gamma_{inf})$, at 1.5 GHz. Four peaks, near the edges of the visible space, represent four interfering array guided surface waves that form a standing-wave pattern.
directivity (≈0.4 dB for the smallest array). The effects described here for broadside excitation become more pronounced at scan angles and at lower frequencies.

3.2.4.2 Array Shape

This section shows how the arrangement of edge elements and the finite array shape can affect the reflection coefficient distribution across the aperture. The layouts of the array cases considered here are shown in Fig. 3-37, where each colored rectangle represents the magnitude of the active reflection coefficient of each Vivaldi array element (horizontal tiles represent horizontal elements and vertical tiles represent vertical elements). In Fig. 3-37a and d the full egg crate configuration is maintained throughout the array, whereas in Fig. 3-37b and e, the egg crates at edge rows and columns are open. The figure also shows two rhombic shaped arrays, where the array edges are 45° from the horizontal or vertical polarized elements. In Figs. 3-37a through c, the size of the
array in each dimension is approximately 8 elements; whereas in $d$ through $f$, the size is doubled. Elements from both polarizations are excited, to produce a 45° slant-linear polarization (with respect to the element grid) at broadside. This provides approximately the same information as the VSWR results in previous subsections, since the cross-polarized coupling at this scan angle and frequency is very low (below $-50$ dB). In all cases the reflection coefficient distribution has a similar pattern (in cases $c$ and $f$, the pattern is rotated). The main differences are observed at the elements where the peak reflection happens, but overall, all of these cases have approximately the same mismatch aperture efficiency. The general conclusion is that for these cases the VSWR distribution is not significantly affected by the arrangement of the edge elements or the shape of the aperture.

Figure 3-34 Comparison between finite array VSWR at the H-plane centerline with the corresponding infinite × finite array VSWR. (a) 9 × 8 × 2 array; (b) 17 × 16 × 2 array; (c) 33 × 32 × 2 array.
Figure 3-35  Aperture mismatch efficiency versus frequency for infinite, infinite × finite and finite × finite Vivaldi arrays of various sizes. (a) 9 × 8 × 2 dual-polarized array; (b) 17 × 16 × 2 dual-polarized array; (c) 33 × 32 × 2 dual-polarized array.

Figure 3-36  Effects of truncations on far-field pattern under broadside excitation at 2 GHz. (a) 9 × 8 × 2 dual-polarized array; (b) 17 × 16 × 2 dual-polarized array. The solid line shows the actual finite array radiation pattern and the dashed line shows patterns obtained from the infinite array (Floquet) element currents arranged in the same array size (approximately the same as array factor × infinite array element pattern).
Figure 3-37  Effects of array shape and edge element arrangement on the magnitude of the active reflection coefficient distribution across the array at 2 GHz (low-end). (a)–(c) 8 × 8 arrays; (d)–(f) 16 × 16 arrays. Arrays are excited with 45° slant-linear polarization at broadside.
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4.1 Introduction

An artificial magnetic conductor (AMC) sometimes referred-to as a high-impedance surface (HIS)—is a lossless reactive surface—typically realized as a printed circuit board. The basic construct, often called the Sievenpiper “mushroom” structure [1], consists of low-profile metallic inclusions placed periodically on a grounded dielectric slab as shown in Fig. 4-1. The construct can be viewed as having a capacitive “FSS” layer above a grounded “spacer” layer, with each conducting patch in the FSS layer connected to ground through a metal via.

AMC structures have gained significant attention in recent years mainly due to their potential as backing structures for low-profile antennas [2] – [4]. It is specifically this application that highlights the two important properties of the AMC—namely, the ability to present high impedance to a localized source or plane wave looking down into the structure as well as a surface-wave band-gap that prohibits the transverse propagation of energy along the surface.

AMC structures are usually designed such that both of the above properties exist over the same frequency band, but there are some applications where only one or the other property is required. This is true for many HIS realizations, which do not necessarily exhibit the surface wave band-gap feature at all [5]. The term EBG (electromagnetic band-gap structure) is also often used in the open literature to describe the constructs discussed in this chapter. This can lead to some confusion as the term EBG also applies to a broader category of structures where the band-gap is due to Bragg scattering from a periodic arrangement of dielectric inclusions spaced one-half guide wavelength apart.
In fact, EBGs can be viewed as the RF-frequency implementation of the optical structures known as photonic band-gap structures (PBGs), originally named from the forbidden propagation bands exhibited by certain semiconductor and crystal materials at optical frequencies [6], [7]. Because of the half-wavelength periodicity, the dispersion diagrams for PBGs and some EBGs tend to have a strong dependence on direction of propagation, and it is not possible to successfully represent the material as a uniform homogenized effective material.

In this chapter, we adopt the term AMC to describe structures with metallic inclusions having periodicities much smaller than a free space wavelength, and that exhibit both the high-surface impedance and surface-wave band-gap properties. We will review analysis techniques based on homogenized effective media models [8], [9], and simpler LC and transmission line models [1], [10], and discuss a variety of new and novel AMC constructs with more-specialized applications that have been developed in recent years. However, we begin by discussing the background that led to the development of the AMC and the recent history leading to the current state of the art.

4.2 Historical Background

The building blocks for the development of the AMC were formed throughout the latter half of the last century. There has long been a need for conductive antenna backing structures due to a need for isolation from and/or integration into conducting installation environments. In order to avoid shorting out transverse currents, sufficiently high impedance is necessary looking back into the ground. Historically this has been achieved by either spacing the radiating element one quarter of a free space wavelength above the ground, loading the volume behind the radiator with dielectric and/or lossy material, or simply putting the element close to the ground and accepting the degradation in VSWR performance [11] – [13]. The acceptability of each of these approaches is application dependent, with performance trade-offs dictated by operating frequency and bandwidth, available volume, and other RF and mechanical antenna performance metrics.

For a horizontal dipole over a lossless substrate, the AMC allows a reduction in the total physical spacing required to achieve a good impedance match—at the expense of instantaneous bandwidth. This same impedance match can also be achieved using a grounded high-dielectric substrate with quarter-wave electrical thickness. However, such a substrate would guide surface waves in the transverse direction, reducing
efficiency for the single element case and adversely affecting scan in the array case [14], [15]. The surface-wave band-gap associated with the AMC mitigates this effect, enhancing its suitability for low-profile antenna applications.

The building blocks for the development of the band-gap feature have also been in place for some time. Corrugated surfaces have been used as chokes to reduce coupling or as planar leaky-wave antennas since the 1950s [16], [17]. Further, the “bed of nails” structure that was studied by King and Park [18] was a notable precursor to the AMC. This structure inhibited TM surface-wave propagation using conducting vias protruding from a metal ground plane (essentially the AMC without the capacitive metal patches).

The first demonstrated, electrically-thin, HIS was published in 1993 by Rodger Walser et. al. [19]. A parquet surface was proposed where each cell in the parquet pattern is a two-dimensional structure comprised of planar strips connected to a backside ground plane using conductive vias in the form of parallel walls. Reflection phase of this HIS was measured and shown to have a zero phase resonance. In this paper, Walser also proposed an electronically tunable HIS by varying the effective capacitance between parallel strips of the FSS. However, surface-wave properties were not investigated.

In 1999, Sievenpiper, Zhang, and Yablonovitch at UCLA introduced the first true AMC to the microwave and antenna community. This first mushroom-like structure was designed to produce a near-zero-degree reflection phase while at the same time providing a forbidden frequency band for surface-wave propagation. Since then, there has been a large body of work published on many variations of this basic construct to varying ends. Much of the work done soon after the initial publication was in the area of understanding the fundamental mechanisms and extending the bandwidth through minor permutations to the original geometry. Some of this work was documented in the IEEE Transactions on Antennas and Propagation special issue on AMCs in January, 2005. Other authors have generated multiband structures through multiple layers or more complex unit cells [20], [21]. Yet others have used the basic construct for other purposes—such as reducing coupling in arrays to improve scan performance [22] or border treatments to improve pattern performance through control of interaction with the installation environment [23], [24]. Still others have focused on exciting the AMC surface itself to form and scan a beam through control of leaky-wave modes [25]. Many of these more recent developments are described in detail throughout the rest of this chapter, following a discussion on AMC theory and analysis.

4.3 Fundamental Theory, Analysis, and Simulation

The impedance and surface-wave properties of the AMC can be derived using a variety of techniques, including simple circuit models, effective media representation, and full-wave simulation of the unit cell or entire finite radiating structure using commercially available computational electromagnetic (CEM) tools. This section provides an overview of each of these methods.

4.3.1 Equivalent Circuit Model

For plane waves at normal incidence, an AMC may be understood as an electrically short length of shorted transmission line with a shunt capacitance placed at the reference plane of the outer surface. This is shown in Fig. 4-2. The electrically short length of shorted transmission line can be approximated by an inductor. Thus, the equivalent...
circuit can be effectively described with a parallel LC circuit, whose input impedance is shown in (4-1).

\[ \frac{1}{Z_{in}} = j\omega C + \frac{1}{jZ_0 \beta d} \rightarrow Z_{in} = \frac{j\omega L}{1 - \omega^2 LC} \]  

(4-1)

Figure 4-2 also provides a Smith Chart showing the conceptual operation of the AMC surface. On the Smith Chart, the effect of the transmission line is to rotate the short clockwise by an angle \(2\beta d\). The shunt capacitor then moves the impedance along an arc of constant conductance by the value \(\omega C\), which in this case amounts to another clockwise rotation on the Smith Chart. At resonance, \(\beta d\) and \(\omega C\) are such that the short is transformed to a perfect open: the so-called perfect magnetic conductor (PMC) boundary with 0° reflection phase and unity magnitude. However, over frequency, the impedance locus traces a curve along the outer edge of the Smith Chart. A plot of this reflection coefficient phase versus frequency is shown notionally in Fig. 4-3. The ±90° reflection phase points in this sweep are chosen by convention to represent the AMC bandwidth as these points define the 3 dB gain rolloff for a horizontal current source placed just atop the AMC surface (i.e., where the ground plane image term is in quadrature with the source). The ±90° bandwidth, derived from the simple circuit model previously shown, is described by (4-2).

\[ BW = \frac{f_2 - f_1}{f_0} = \frac{2\pi \eta u d}{\lambda_0}; \quad d \ll \lambda_0 \]  

(4-2)
In equation 4.2, $\mu_r$ is the relative permeability of the spacer layer, $d$ is the thickness of the spacer layer and $\lambda_0$ is a free space wavelength. As seen from (4-2), bandwidth is directly proportional to substrate thickness and the magnetic permeability of the substrate. In the limiting case of an air-filled AMC with no capacitance (i.e., an antenna simply placed a quarter free-space wavelength in front of a PEC ground) the bandwidth limit is 100% or 3:1.

The above circuit model is based on TEM propagation at normal incidence, which exhibits only transverse field components, but, as such, is entirely sufficient to derive the equivalent surface impedance of the structure. However, because surface-wave phenomena exhibit normal components of $E$ and $H$ fields as shown in Fig. 4-4, a more detailed model is necessary to fully characterize their behavior.

### 4.3.2 Effective Media Model

In the conventional definition of an AMC, the periodicity of the metallic features is much smaller than a wavelength, enabling the structure to be accurately represented by a homogenized effective media. The structure can be represented as a two-layer equivalent medium (one for the spacer layer and one for the FSS layer) each layer having diagonal dyadic tensor properties. Also, given the physical symmetry of the structure, the transverse components must be equal, resulting in the following form for the homogenized effective material.

$$
\begin{bmatrix}
\varepsilon_{i,tran} & 0 & 0 \\
0 & \varepsilon_{i,tran} & 0 \\
0 & 0 & \varepsilon_{i,tran}
\end{bmatrix}, \quad
\begin{bmatrix}
\mu_{i,tran} & 0 & 0 \\
0 & \mu_{i,tran} & 0 \\
0 & 0 & \mu_{i,tran}
\end{bmatrix}
$$

$$\text{i = 1(FSS) or 2(spacer)} \quad (4-3)$$

---

**Figure 4-4** Field distributions for TE and TM surface waves
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By treating the quasi-electrostatic and quasi-magnetostatic features separately one can derive each element of the above permittivity and permeability tensors based entirely on the electrical and geometric description of the unit cell. This has been accomplished in excellent detail for the basic Sievenpiper structure (single layer FSS comprised of Cohn squares) in [8]. The resultant constituent material parameters summarized in Fig. 4-5 exhibit dispersive metamaterial-like properties: $\mu_{1,zz}$ is typically much less than 1 and $\varepsilon_{2,zz}$ is negative over some frequencies.

Once the homogenized effective material properties are known, the surface-wave propagation characteristics can be derived by invoking the transverse resonance technique as shown in Fig. 4-6, and solving the resulting set of equations transcendentally [26]. This is done separately for TE and TM modes resulting in an explicit relation for transverse propagation constants as a function of geometry and frequency. This result also enables generation of the dispersion diagram, which is useful for understanding the surface guiding properties at a glance. Figure 4-7 shows the dispersion diagram for a typical Sievenpiper AMC generated using the transverse resonance method. The diagram exhibits the forbidden frequency band wherein neither TE nor TM guided
modes can propagate and shows that there are higher order TM modes, which can propagate at higher frequencies.

In examining the field distributions shown in Fig. 4-4, it is apparent that the TE mode has strong $H_z$ and a large amount of the surface-wave energy is distributed within the FSS region, while the TM mode has strong $E_z$ and a large amount of the surface-wave energy is distributed within the spacer region. Hence, it is somewhat intuitive that $\mu_{zz}$ would have a strong impact on TE surface waves and $\varepsilon_{zz}$ would affect TM. It is interesting to note that the transverse resonance equations derived in [27] yield this exact relationship explicitly.

### 4.3.3 CEM Simulation of AMC Structures

Full-wave CEM solvers such as Ansoft HFSS or CST Microwave Studio can also be used to analyze the performance of an AMC. This can be done either by modeling a single unit cell with periodic boundary conditions to simulate an infinite array [27], [28] or, for sufficiently small geometries, by modeling the entire finite structure [29], [30]. This section provides a brief overview of the infinite array technique, which is usually the most practical approach.

Linked boundary conditions can be used to image a unit cell into an infinite array model, from which both surface reflection phase and surface-wave dispersion characteristics can be computed. The unit cell simulation setup for both of these cases is shown in Fig. 4-8.
In the model, a perfectly matched layer (PML) is placed atop an airbox that is over the AMC unit cell. This is an effective method to simulate an infinite half-space over the AMC, provided that the PML is sufficiently far enough above the surface of the AMC to allow the fields to achieve steady state (six times the AMC thickness according to [27]). Master-slave boundaries are then defined along the side walls. This establishes a user-defined phase difference ($\psi$) between the electric fields at each point on the slave boundary ($E_s$) and its corresponding point on the master boundary ($E_m$) as shown in (4-4).

$$E_s = E_m e^{i\psi}$$

In the reflection phase analysis, an incident plane wave is used to excite the structure and the fields are evaluated over a plane just below the PML. In the case of HFSS, Optimetrics can be used to drive a simulation that uses the Field Calculator to post-process the field data to yield reflection phase versus frequency.

In the dispersion analysis, Optimetrics can be used to sweep the master-slave phase relationship and the eigenmode solver is invoked to calculate the permitted eigen-frequencies of the structure for each phase difference ($\psi$). In this manner, the relationship between frequency and the associated transverse propagation constant is established, providing a discretized version of the dispersion diagram. By varying the phase relation between master-slave boundaries in X and Y, the analysis can be carried out over the entire irreducible Brillouin zone, the nonredundant set of propagation directions whose geometry varies depending on the symmetry of the unit cell [6]. However, as stated previously, for AMCs with electrically small unit cells it is usually sufficient to calculate the dispersion along a single transverse direction as the performance is only weakly dependent on the direction of transverse propagation. Figure 4-9 shows the dispersion diagram generated using this method in HFSS overlaid with that generated using the transverse resonance method for a typical Sievenpiper AMC. The figure shows reasonably good agreement between the two techniques.
4.4 New Technologies and Applications

4.4.1 Magnetically Loaded AMC

Magnetic materials in the spacer region just above the ground plane can enhance impedance bandwidth performance beyond that of conventional (dielectric-only) AMC structures. This can be achieved in a lossless manner by simply increasing the characteristic impedance looking back down into the ground plane (a-la equation 4-2). Alternatively, lossy magnetic materials can be used to partially absorb RF energy to improve the AMC’s performance as a broadband antenna ground plane. Care must be taken to maintain the surface-wave band-gap when introducing magnetic materials into the AMC structure.

4.4.1.1 AMC Bandwidth Enhancement Using Low-Loss Magnetic Loading

Equation (4-2) indicates that a conventional AMC exhibiting 2:1 reflection phase bandwidth must be more than one tenth of a free space wavelength thick. This is generally not consequential at X-band, but it can be prohibitive at lower frequencies such as UHF. The equation also indicates that substrate thickness can be reduced by a factor that is directly proportional to the permeability of the spacer layer without suffering a loss in bandwidth. Thus, in order to serve as an electrically thin antenna backplane we must find a material with high permeability in the frequency range of interest. Further, if we are to maintain antenna efficiency the magnetic loading material must be low loss. According to Snoek’s law, there is a trade-off between initial permeability ($\mu_{\text{init}}$) and the resonance frequency associated with the introduction of
loss ($\mu_{\text{loss}}$) so that there is no natural material with high magnetic permeability and low loss above L-band. Fortunately, in the frequency range where it is most desirable, there is a material with suitable properties. Barium cobalt hexaferrite (Co$_2$Z) is a Z-type ferrite exhibiting high magnetic permeability and low loss in the UHF frequency range [31].

Through application of a DC bias field during fabrication, it is possible to realize aligned Co$_2$Z material with a relative transverse permeability of $\mu_{r,xy} \approx 30 - j1.0$ and normal permeability of $\mu_{r,z} \approx 1 - j0.03$ at 200 MHz [32]. The increased real component of the transverse permeability of the ferrite will result in an increased reflection phase bandwidth, as expected. However, the large imaginary component of the transverse permeability of the ferrite will result in unacceptable losses. Therefore, air gaps may be introduced (the ferrite is tiled) to reduce the loss at the cost of a reduction in the effective value of the real component of the permeability—again, according to Snoek’s law. This reduction in effective material parameters is described by the Clausius-Mosotti equations (where $V_f$ is the volume fraction of the ferrite) shown as (4-5), (4-6), and (4-7).

$$\mu_{y,\text{eff}} = \frac{1 + V_f \mu_{y,\text{xy}}}{1 - V_f \mu_{y,\text{xy}}} \left[ 1 + \frac{\mu_{y,\text{xy}} - 1}{\mu_{y,\text{xy}} + 1} \right]$$  \hspace{1cm} (4-5)

$$\varepsilon_{y,\text{eff}} = \frac{1 + V_f \varepsilon_{y,\text{xy}}}{1 - V_f \varepsilon_{y,\text{xy}}} \left[ 1 + \frac{\varepsilon_{y,\text{xy}} - \varepsilon_{\text{host}}}{\varepsilon_{y,\text{xy}} + \varepsilon_{\text{host}}} \right]$$  \hspace{1cm} (4-6)

$$\mu_{z,\text{eff}} = 1 + V_f \mu_z, \hspace{0.5cm} \varepsilon_{z,\text{eff}} = 1 + V_f \varepsilon_z$$  \hspace{1cm} (4-7)

Additionally, the structure was carefully designed to ensure that the high impedance and surface-wave band-gap properties occurred over the same frequency range [33]. To this end, the ferrite tiles are metalized and a dielectric spacer with a low permittivity is placed between the ferrite tiles and the array of patches on the surface of the structure. This is done to minimize the perturbation to the depressed normal permeability in the FSS region associated with the TE surface-wave band-gap. Further, because the TM surface-wave behavior is strongly dependent upon the effective normal permittivity in the spacer layer, the via geometry and periodicity must be different in the tile region from that in the foam spacer region to maintain the TM band-gap.

The reflection phase simulation results of the ferrite magnetically-loaded AMC (Mag-AMC), computed using an equivalent circuit model and effective media, can be seen in Fig. 4-10. As seen in the figure, the Mag-AMC provides a low-profile design, 2.3 cm thick, with wideband performance over a 2.1:1 bandwidth ranging from 200 MHz to
419 MHz. A conventional Sievenpiper AMC providing similar wideband performance would require a thickness of nearly 5 times that of the Mag-AMC.

A prototype of the Mag-AMC was fabricated and experimentally tested. The Mag-AMC, shown in Fig. 4-11, was fabricated by placing metalized ferrite tiles in a guiding dielectric lattice over a metal ground plane. Metal vias were used to connect the metalized surface of each ferrite tile to the metal ground plane. Rohacell foam with a lattice of metal patches was placed over the lattice of ferrite tiles. Metal vias were used to connect the metal patches on the surface of the Rohacell foam to the metal ground plane.

The reflection phase of the Mag-AMC was measured over a frequency range of 200 MHz to 500 MHz. Simulated and measured results for the Mag-AMC are shown in Figs. 4-10 and 4-12. The reflection phase comparison shows good agreement between the measured and simulated data. The measured reflection phase bandwidth covers 236 MHz to 402 MHz, a 1.7:1 bandwidth, while the simulated reflection phase bandwidth covers 200 MHz to 419 MHz, a 2.1:1 bandwidth. The discrepancies between the measured and simulated results can be attributed to edge diffraction that results from the limited electrical size of the Mag-AMC.
4.4.1.2 Bandwidth Enhancement Using Lossy Magnetically Loaded AMCs

RF absorbers are sometimes used over conductive ground planes to back antennas to achieve good broadband VSWR performance within a low-profile structure. Another antenna ground plane option used to achieve similar results without incurring the loss introduced by the absorber is an AMC. In this section a hybrid design approach is pursued to engineer an antenna ground plane that, when placed closely behind an antenna, will not degrade the VSWR performance over an ultrawide bandwidth. The hybrid structure consists of a Sievenpiper AMC with a thin layer of ferrite absorber placed along the ground plane [34]. In the lower frequency band, the hybrid structure provides a surface impedance that takes advantage of the lossy characteristics of the ferrite absorber and provides significant absorption. In the higher frequency band, the hybrid structure provides the high surface impedance characteristics of an AMC and provides the reflected radiation with a desirable phase. While the structure is still lossy in the AMC region of operation, there is enough energy reflected from the structure to provide a noticeable increase in antenna gain.

Simulations were performed to determine the performance of the hybrid structure concept. The first simulations performed determined the reflection magnitude (reflectivity) and the reflection phase of the structure. The reflectivity and reflection phase simulation results of the hybrid structure design are shown in Fig. 4-13. The absorber region of operation is defined where less than –14 dB of reflectivity is achieved. The AMC region of operation is defined where the phase of the reflected radiation is between ±90° regardless of the reflectivity. The operational bandwidth of the hybrid structure is defined where either one or both of these criteria are met. As Fig. 4-13 depicts, the hybrid structure provides a low-profile design, 2.5 cm thick, with ultra-wideband operation over a 40.5:1 bandwidth ranging from 120 MHz to 4.86 GHz. The absorber region provides operation over a 27.8:1 bandwidth ranging from 120 MHz to 3.33 GHz while the AMC region provides operation over a 1.8:1 bandwidth ranging from 2.65 GHz to 4.86 GHz.
As shown through the reflectivity and reflection phase results, the hybrid structure offers enticing characteristics as a low-profile, ultra-wideband ground plane. However, to fully understand how the structure will perform as a ground plane, the implementation of the hybrid structure with a bidirectional radiating antenna (long slot array antenna [35]–[37]) was simulated. The simulated implementation can be seen in Fig. 4-14.

The radiation patterns of a single unit cell of the long slot array antenna and hybrid structure combination were simulated first. A single unit cell of the combination consisted of 4 × 4 elements of the long slot array antenna above a single element of the hybrid structure. Periodic boundary conditions were used to simulate an infinite array of this combination and the radiation patterns were calculated for a single unit cell. The directive gain versus frequency for the long slot array antenna above the hybrid structure was compared to the theoretical maximum directive gain for an unbacked long slot array \( G = \frac{2\pi A}{\lambda^2} \). Figure 4-15 shows there is an increase in the directive gain of the long slot array antenna above the hybrid structure operating in the AMC region of operation compared to the theoretical maximum directive gain of the long slot array antenna in free space. Fig. 4-15 also shows that, in the absorber region of operation, the directive gain of the implementation is slightly less than the theoretical maximum directive gain. This is believed to be due to the proximity of the antenna to the hybrid structure, which becomes electrically small in the absorber region of operation. The return loss,
shown in Fig. 4-15, for the feed system of the long slot array antenna above the hybrid structure was also simulated. The return loss results verify that the implementation of an ultra-wideband bidirectional radiating antenna and the hybrid structure provide acceptable operational performance over a 40.5:1 bandwidth ranging from 120 MHz to 4.86 GHz.

To validate the simulation results, a prototype of the hybrid structure was fabricated and two characteristics of the structure were measured. The measured characteristics include the reflection properties, reflectivity, and reflection phase, as well as the surface-wave suppression properties. ETS-Lindgren’s FT-2000 ferrite absorber, square stainless steel washers, stainless steel machine screws, and a sheet of aluminum were used to fabricate the prototype hybrid structure as shown in Fig. 4-16.
It would be impractical to use a free space method to measure the reflection properties of the fabricated hybrid structure because the surface under test (SUT) should be at least $10\lambda \times 10\lambda$ at the lowest frequency of interest according to [38]. As a practical alternative, a transverse electromagnetic (TEM) cell was designed and fabricated to measure the reflection properties of the hybrid structure. To ensure accurate results, IEEE Standard 1128-1998: IEEE Recommended Practice for RF Absorber Evaluation in the Range of 30 MHz to 5 GHz [38] was referenced when developing the test procedure. The experimental setup for these measurements can be seen in Fig. 4-17. Size constraints on the TEM cell resulted in performance degradation of the setup above approximately 500 MHz due to the excitation and propagation of higher-order modes within the TEM cell. Thus, the accuracy of the measurements performed with the TEM cell at higher frequencies is reduced. Therefore, the reflection properties of the hybrid structure were measured only over the limited frequency range of 100 MHz to 2 GHz. Results of the reflectivity and reflection phase measurements for the hybrid structure are shown in Fig. 4-18. The reflection phase results show good agreement between the measured and simulated data, while the reflectivity results show good agreement between the measured and simulated data at the lower frequencies with the measured and simulated data diverging at the higher frequencies. The discrepancy in the reflectivity results is believed to be due to the excitation and propagation of higher-order modes in the TEM cell.

Figure 4-17  Test setup for the reflectivity and reflection phase measurements of the fabricated hybrid structure

Figure 4-18  Experimental reflectivity and reflection phase results of the hybrid structure
Surface-wave transmission or suppression can be measured by observing the amount of energy transmitted between two linearly polarized antennas placed at either edge of the SUT. To ensure accurate experimental surface-wave suppression results, the methods described in [1] and [39] were referenced when developing the test procedure. The experimental setup for these measurements can be seen in Fig. 4-19. The experimental setup entailed placing the SUT on a piece of polyethylene foam absorber with another piece of polyethylene foam absorber mounted a small distance above the SUT. The purpose of the polyethylene foam absorber is to reduce the free space coupling between the measurement antennas. The surface-wave suppression properties of the hybrid structure were measured over the frequency range of 800 MHz to 4 GHz. Measurement results of this analysis are shown in Fig. 4-20. The TM surface-wave suppression provided by the hybrid structure is shown to be at least 20 dB more than that of the electric conductor with the suppression exceeding 60 dB in the AMC region of operation. Between 1.2 GHz and 1.3 GHz there is an increase in TM surface-wave suppression exceeding 25 dB, which indicates the edge of the TM surface-wave suppression band and corresponds well with the 1.39 GHz \(90^\circ\) reflection phase seen in the measured
reflection phase results. The TE surface-wave suppression provided by the hybrid structure is significant over a large frequency band and is on the same order of magnitude as the TM surface-wave suppression. The TE surface-wave suppression gradually reduces at the higher frequencies because of an expected reduction in suppression provided by the structure, but more significantly because of an increase in free space coupling between the measurement antennas.

### 4.4.2 Reconfigurable AMC

Electronic or mechanical reconfiguration can overcome some of the physical limitations imposed on the conventional AMC. This includes the bandwidth limitation for both the AMC itself, and the antenna/AMC combination, as well as the fixed scan angle limitation for AMCs used as directive leaky-wave radiators. This section reviews some of the fundamental concepts and reductions to practice for reconfigured AMC structures.

#### 4.4.2.1 Bandwidth Enhancement Using Reconfigurable AMCs

As discussed previously, the physical thickness of the AMC imposes a limitation on the instantaneous bandwidth attainable. However, for many antenna applications it is perfectly acceptable (or even desirable) to have a narrow instantaneous bandwidth that is tunable over a broad frequency range. For this case, a viable alternative is to realize an electrically thin AMC structure that is reconfigured [40], [41]. This reconfiguration can be achieved by adjusting the electrical properties of either the spacer layer (using ferrites, ferro-electrics, or mechanical reconfiguration) or by adjusting the capacitance of the upper FSS region using a variety of mechanisms [42], [43]. When a properly implemented broadband antenna is placed over a reconfigurable AMC, reconfiguration of the AMC will automatically tune the antenna [44], [45], [46].

Since the AMC FSS provides a shunt capacitance, perhaps the most intuitive mechanism for reconfiguring an AMC is to integrate another parallel capacitance into this region using varactor diodes. Figure 4-21 shows the general layout for this concept as well as a practical biasing scheme, which is implemented so as to allow DC bias without interfering with the RF currents.

![Figure 4-21](image_url)
In the embodiment shown here, biasing is accomplished by using the vias, indigenous to the AMC, to route DC bias currents from stripline control lines buried inside the RF backplane. RF bypass capacitors are used to decouple RF current at the base of the biasing vias. In practice, the varactors can be installed in a “thinned” pattern (i.e., one varactor for every N unit cells) so as to reduce the number of varactors per unit area and hence the cost, weight, and complexity. To ensure an equal voltage drop across each diode in the series string that is found between the DC bias vias and the ground vias in a thinned configuration, a ballast resistor of large value can be placed in parallel with each diode. Figure 4-22 shows the measured reflection phase versus frequency for an implementation of this type of reconfigurable AMC, parameterized by bias voltage from [39].

The figure shows that the high-impedance band of the AMC is tunable over more than a 3:1 bandwidth. Surface-wave measurements similar to those described in Section 4.4.1 were performed and show that the surface-wave band-gap for this structure also tunes with bias voltage. Thus, the two properties required for operation as a good antenna backplane were demonstrated to tune in concert. Antenna performance was verified by placing a broadband spiral over the AMC (see Fig. 4-23) and measuring input impedance, boresight gain, and radiation patterns. The results, contained in [39], show that the viable operational band of the antenna is tuned by the AMC backplane, and that over this tunable band, the antenna gain is 3 dB greater than for the case of the same spiral antenna with a conventional absorber backing.

The above example describes an analog mechanism for reconfiguring the AMC FSS. That is, the operational band can be continuously swept over its range, limited only by the resolution of the applied bias voltage circuitry. This has also been demonstrated in [47].

![Figure 4-22: Measured reflection phase of the varactor-tuned AMC parameterized by bias voltage](image-url)
The downside of this method is that, for applications requiring higher transmit powers, the imposed RF signal may modulate the diode bias voltage, causing intermodulation distortion in the transmitted waveform. In order to mitigate this effect, one may employ highly linear variable capacitors, each of which contain arrays of series capacitors. An alternative approach is to use on/off type devices such as PIN diodes or MEMs switches to discretely tune the FSS region capacitance.

An example of a discretely tuned AMC structure using on/off mechanisms is shown in Fig. 4-24, and is described in [48]. In this structure, the AMC is reconfigured by switching in and out varying amounts of capacitance, in the form of physical overlap of a two-layer FSS, by using PIN diodes or MEMs switches. This approach may have advantages in power handling over the varactor case. Also, because the two-layer FSS geometry can obtain very large capacitances per unit area, this approach may also yield a significantly greater tuning range versus the varactor approach. This type of tuning mechanism has also been successfully demonstrated in [49].
The tuning approaches discussed thus far have described mechanisms for tuning the capacitive top layer or FSS region of the AMC. However, as described in Section 4.3, the AMC can be viewed as an L-C resonator, so we may also consider tuning the inductance associated with the bottom or spacer layer. Since the inductance in this region can be viewed as arising from a short length of transmission line, we can consider tuning mechanisms associated with transmission line parameters. This means changing the propagation constant along the transmission line or changing the overall length. The former mechanism can be accomplished by using tunable materials such as biased ferrites or ferroelectrics [50]. The latter can be accomplished by physically adjusting the height of the structure. This is described in [51] and is shown in Fig. 4-25. In the figure, the vias are realized using spring contact probes, which maintain electrical contact between the AMC patches and the ground plane over some range of spacer height. Stepper motors (or other mechanisms) connected to threaded shafts around the periphery of the structure can be used to adjust the height of the rigid FSS layer over the RF backplane, thus tuning the AMC resonant frequency. The benefits of this type of tuning include minimal impact to power-handling and linearity. The downsides include an increase in mechanical complexity and tuning speed that is orders of magnitude slower than what is obtainable using electronic methods.

4.4.2.2 Beamsteering Capabilities Using Electronically Reconfigurable AMCs

Initial AMC antenna constructs, circa 2000, were focused primarily on achieving efficiency and bandwidth in an electrically thin package with little attention devoted to directivity in the radiated pattern. As the technology matured and the leaky-wave nature of TE surface-waves just below cutoff were understood, the concept of exciting the AMC surface itself to produce a directive beam was developed [25], [52]. In this work, varactors were used to modify the dispersion diagram (see Fig. 4-26) such that the radiation angle of the leaked energy adjusted itself to match the transverse phase velocity of the tangential component of the bound mode. In this way a direct relation between radiation angle and applied DC bias was established, and one-dimensional steering of a fan-beam was accomplished.

More recent developments in this area combine the ideas of surface impedance modulation and microwave holography to achieve more-robust control of the far-field radiation pattern [53]. In this work a waveguide is used to excite the surface of an AMC

![Figure 4-25](image-url)
whose impedance is modulated with varactor diodes as shown in Fig. 4-27. The surface impedance modulation is chosen in accordance with holographic principles which, in this case means the interference pattern between the expected bound surface wave and the desired outgoing plane wave. Experimental results (Fig. 4-28) show that two-dimensional scan of a pencil-beam is attainable.

In the above cited work, the source antenna is located coplanar to the surface of the AMC resulting in a low-profile antenna/AMC structure. Another reconfigurable configuration of interest is to have the source antenna above the plane of the AMC. In this case, the AMC can be considered a special case of a reflect array [54], [55].

---

**Figure 4-26** Dispersion diagram showing tuning of leaky-wave region

---

**Figure 4-27** Photograph of tunable AMC hardware and example holographic impedance map for $\theta = 45^\circ$, $\phi = 30^\circ$ scan
4.4.3 Novel AMC Constructs

As previously described, the Sievenpiper AMC [1] is an attractive technology to implement as a ground plane for low-profile, unidirectional radiating antenna systems. However, their attractive magnetic conductor characteristics are band limited. Additionally, these AMCs are limited to operation at relatively higher frequency bands because of the high capacitive and/or inductive characteristics needed to operate in lower frequency bands. A few of the developing alternative AMC technologies being employed to reduce these inherent limitations have been described in detail in this chapter. There are other exciting alternative AMC technologies being explored. However, due to space considerations, all of these approaches cannot be described in detail. Thus, for completeness, a few of these novel AMC constructs will be briefly discussed. These novel AMC constructs include aperiodic AMCs [56], genetic algorithm generated AMCs [57], multilayered AMCs [20], [58], and negative impedance AMCs [59].

4.4.3.1 Aperiodic AMCs

Aperiodically ordered mushroom-type AMCs that implement various surface patch geometries can be implemented to achieve larger band-gaps and multiple frequencies of operation. The study presented in [56] analyzes the performance of three aperiodically ordered AMCs with surface patch geometries consisting of squares, rhombuses, and triangles as seen in Fig. 4-29. It should be noted that, because of the aperiodicity of the structures analyzed, the typical approach to simulating these structures with unit cells and periodic boundary conditions was not used. Instead, finite size AMCs were implemented at a suitable size for simulation purposes while maintaining the symmetry centers.

The return loss and radiation patterns of a dipole antenna above each of the structures were simulated. The return loss results of the dipole above each of the four AMCs analyzed are shown in Fig. 4-30. It can be seen that the aperiodically tiled structures offer wider impedance matching bandwidths compared to periodically tiled structures. The radiation patterns of the dipole above each of the four structures
Figure 4-29 Aperiodically ordered AMCs: (a) octagonal, (b) dodecagonal, (c) penrose, and (d) periodic Sievenpiper AMC [56]. (Reproduced with permission of V. Galdi.)

Figure 4-30 Return loss of a dipole antenna above the aperiodically ordered AMCs: (a) octagonal, (b) dodecagonal, (c) penrose, and (d) periodic Sievenpiper AMC [56]. (Reproduced with permission of V. Galdi.)
analyzed can be seen in Fig. 4-31. The frequencies analyzed for the radiation pattern study, indicated by the arrows in Fig. 4-30, were chosen by determining the frequency that offered a reasonable trade-off between high broadside directivity and low return loss. The dipole above each of the aperiodically tiled structures showed higher broadside directivity compared to the dipole antenna above the periodically tiled structure. The radiation pattern of the dipole antenna above the periodically tiled structure was not simulated at the optimal frequency according to return loss because the radiation pattern exhibited mainlobe splitting at the frequency where the match was optimal. The surface-wave suppression properties of the finite size AMCs were analyzed by simulating two horizontally polarized dipoles on either side of the structures (TE mode) and two vertically polarized monopoles on either side of the structures (TM mode). The aperiodically tiled structures exhibited several TE surface-wave band-gaps indicating multiband operation. Conversely, the periodically tiled structure exhibited one TE surface-wave band-gap. The aperiodically tiled and periodically tiled structures exhibited several TM surface-wave band-gaps. With the proposed approaches in [56], it is feasible that broadband operation and/or multiband operation can be achieved. However, more study is necessary to completely characterize these aperiodically tiled structures.

Figure 4-31. Radiation patterns of a dipole antenna above the aperiodically ordered AMCs: (a) octagonal, (b) dodecagonal, (c) penrose, and (d) periodic Sievenpiper AMC [56]. (Reproduced with permission of V. Galdi.)
4.4.3.2 Genetic Algorithm Generated AMCs

Multiband operation can be achieved with the implementation of the genetic algorithm (GA) technique to aid in the synthesis of unconventional high-impedance frequency selective surface (FSS) geometries. The study presented in [57] analyzes a general and robust GA technique used for the synthesis of optimal multiband AMCs. This GA technique works by simultaneously optimizing the geometry and size of the FSS unit cell as well as the thickness and dielectric constant of the substrate material. By manipulating the geometry and size of the FSS unit cell as well as the thickness and dielectric constant of the substrate material, multiple capacitive and inductive combinations can be generated resulting in multiple resonance frequencies. For the normal incidence designs considered [57], the fitness function was defined in terms of the maximum phase of the reflection coefficient for each frequency of interest. The maximum reflection coefficient phase is either the phase of the TE reflection coefficient or the phase of the TM reflection coefficient. Both the TE and TM reflection coefficients are considered because the generated structure may be asymmetrical. If the generated structure is symmetrical, the TE and TM reflection coefficients will be equal. By determining the larger of the two for the fitness function, it is guaranteed that the other will have an equal or better fitness function. The GA used to synthesize the high-impedance FSS structures [57] employs a real-valued encoding scheme for the design parameters, tournament selection is used for choosing the parents, and both single-point crossover and mutation are used in exploring the cost surface.

Measured results along with simulation results were presented [57] for a dual-band high-impedance FSS that was synthesized with the developed GA technique. This dual-band high-impedance FSS, shown in Fig. 4-32, achieved a 4.43% bandwidth centered at 1.575 GHz and a 2.2% bandwidth centered at 1.96 GHz in a low-profile 2.93 mm thick structure. Additionally, simulation results were presented [57] for a tri-band high-impedance FSS that was also synthesized with the GA technique. This tri-band high-impedance FSS, shown in Fig. 4-33, achieved a 6.29% bandwidth centered at 880 MHz, a 2.85% bandwidth centered at 1.575 GHz, and a 1.97% bandwidth centered at 1.88 GHz in a low-profile 5.08 mm thick structure. The GA technique presented in [57] can be used to develop multiband high-impedance FSS structures in a low-profile package. However, in the example shown, the demonstrated bandwidths for the respective band centers are a fraction (10% – 67%) of the reflection phase bandwidth attainable using a conventional (singly-resonant) AMC, as described in Eq. 4-2. It should be noted that the surface-wave phenomena was not analyzed or demonstrated for this study.

4.4.3.3 Multilayered AMCs

AMCs with multilayered FSS regions can be used to extend the utility of the basic AMC construct. By using two printed layers that are overlapped and closely spaced, as depicted in Fig. 4-34 [58], it is possible to greatly increase the effective capacitance of the FSS layer. This will dramatically lower the resonant frequency of the structure at the expense of instantaneous bandwidth, which is proportional to $\frac{L}{\sqrt{C}}$.

Alternatively, the multilayer AMC construct depicted in Fig. 4-35 [20] uses multiple FSS layers to create multiple resonances. In this case, the spacing between successive capacitive layers is non-negligible resulting in multiple shunt capacitor/series
inductor stages. The input impedance for this Cauer Type I ladder network can be calculated using the continued fraction expansion shown in (4-8).

\[
Z_{in}(\omega) = \frac{1}{j\omega C_N + \frac{1}{j\omega L_N + \frac{1}{j\omega C_{(N-1)} + \frac{1}{j\omega L_{(N-1)} + \cdots}}}}
\]  

(4-8)

In [20] a doubly-resonant AMC was designed for the GSM and PCS cell bands using the above technique. Fabrication and test demonstrated high impedance (±90° reflection
Figure 4-33  Tri-band high-impedance FSS structure and reflection phase of the tri-band FSS structure [57]. (Reproduced with permission of D. H. Werner.)

Figure 4-34  Three-layer AMC structure

Figure 4-35  Dual-band multilayered AMC [20]. (Reproduced with permission of W. E. McKinzie.)
phase response) in good agreement with the model. Through surface-wave coupling measurements, it was also demonstrated that this dual-band AMC exhibited a surface-wave band-gap over essentially the same frequency bands where the high surface impedance was observed (Fig. 4-36).

4.4.3.4 Negative Impedance AMCs

The approach presented in [59] entails the implementation of “negative” inductances and “negative” capacitances, which can be realized through the use of negative impedance converters (NICs) as detailed in Fig. 4-37, with the Sievenpiper AMC to widen the reflection phase bandwidth of the structure. An active two-port network that consists of an amplifier and a load impedance is configured in such a way as to provide

---

**Figure 4-36** Measured reflection phase and TE and TM mode coupling [20]. (Reproduced with permission of W. E. McKinzie.)

**Figure 4-37** Negative impedance converter [59]. (Reproduced with permission of D. H. Werner.)
positive feedback to achieve the negative impedance of an NIC. This configuration creates an input impedance looking into one terminal pair that is the negative of the impedance looking into the other terminal pair [59]. For proof of concept purposes, simulations were conducted by implementing negative value capacitors and inductors between the surface patches of the AMC as depicted in Fig. 4-38. These negative value capacitors and inductors are in parallel with the capacitances and inductances that are inherent to the AMC. With this configuration, the effective inductances of the structure can be increased as seen in equation (4-9) while simultaneously decreasing the effective capacitances of the structure as seen in (4-10).

\[
L_T = \frac{L_{EBG}L_{NL}}{L_{EBG} + L_{NL}} \tag{4-9}
\]

\[
C_T = C_{EBG} + C_{NC} \tag{4-10}
\]

As seen in the equivalent circuit model discussion in Section 4.3, this will result in the reflection phase bandwidth of the structure being increased while maintaining a constant resonant frequency.

A continuous operational bandwidth exceeding 10:1 was achieved via simulations with the negative impedance loaded AMC as shown in Fig. 4-38. It can be seen, from the analysis of the negative impedance AMC in [59], that the reflection phase bandwidth can be drastically increased by effectively implementing negative capacitances and inductances between the surface patches of the structure. However, NICs are still a developing technology and are difficult to realize at the frequencies desired. It should be noted that the surface-wave phenomena was not analyzed or demonstrated for this study.

### 4.4.3.5 AMCs for RFID Applications

Radio Frequency Identification (RFID) is a wireless technology used to facilitate and/or automate the identification and tracking of objects. The system involves a reader that interrogates a tag, which supplies identification data, usually stored on an integrated

![Figure 4-38](image)

**Figure 4-38** Negative impedance loaded AMC and reflection phase of the structure [59].

(Reproduced with permission of D. H. Werner.)
circuit (IC) chip. Tags can be entirely passive, semi-active or active, with increasing complexity/cost and sampling range for the three technologies, respectively. In the passive case, energy from the interrogator powers the IC chip, which controls the termination impedance on the tag antenna to modulate the reflected energy. Tag design, particularly in the passive case, presents several challenging constraints. Good tags must be:

- Small and/or low profile—so as to be minimally invasive appliqué to existing packaging.
- Low cost—because they are designed to be disposable.
- Efficient—in order to increase range for a given interrogator power/sensitivity.
- Insensitive to installation environment—so that it maintains its performance in a variety of installation environments (atop a cardboard box, affixed to a plastic container of water, over metal, etc.).

Many of the RF tag antennas currently in use are loops or folded and/or meandered dipoles in various configurations [60], [61]. These designs tend to be very compact and cheap: however, many suffer from narrow impedance bandwidth and sensitivity to installation environment, particularly near conductors. Patches and PIFAs perform better in the metallic ground environment, but they still can suffer detuning related to ground plane size.

AMCs have the potential to remedy many of the performance limitations associated with these more conventional RFID antennas—at the expense of some degree of complexity. The high-impedance property allows a low-profile design while the surface-wave band-gap provides a mechanism for decoupling an antenna from its installation environment. The simplest implementation of an AMC for the RFID application is to incorporate an AMC backplane into the design of a meandered dipole or other small antenna and modulate the dipole load impedance in the conventional manner [62], [63]. This has been shown to provide an increase in the backscattered power relative to the non-AMC-backed case when in proximity to a metallic ground [64].

Another mechanism is to modulate the AMC surface itself, in a manner similar to that described in the previous section (Fig. 4-21). This method has the potential to provide significant improvements in tag performance for high-end semi-passive or active tags, providing polarization-independent backscatter with tailorable pattern and backscatter level related to modulation of the entire customizable surface [65].
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5.1 Introduction

Reducing antenna size and profile via traditional miniaturization methods (such as shorting pins [1], meandering [2], and dielectric loading [3]) often result in low radiation efficiencies, narrow bandwidth, and undesired radiation patterns. It is not therefore surprising that strong interest exists in engineered materials (referred to as metamaterials) as a method to optimize or enhance antenna performance.

Metamaterials are typically constructed from periodic arrangements of available materials (isotropic or anisotropic dielectrics, magnetic materials, conductors, etc.) and exhibit electromagnetic properties not found in any of their bulk individual constituents. Over the last decade, theory and practical applications of material mixtures and metamaterials at microwave frequencies became an extensive research area [4]. For example, ferrites [5], [6] loaded ferrites, and ferroelectrics [7] have been exploited for phase shifters [8], antenna miniaturization, and beam control. Periodic assemblies effectively supporting negative refraction indices (NRI) allowed for sub wavelength focusing and greater sensitivity for lens applications [9]–[11]. Likewise, printed circuit NRI realizations have been utilized to develop miniature RF devices such as phase shifters and antennas [12]–[14]. Forbidden propagation bands and controllable dispersion properties of electromagnetic band gap (EBG) structures [15], [16] have also been employed for novel waveguide, resonator, and filter designs [12]–[14]. Strong resonances provided by the defect mode EBG structures have been shown to transform small radiators into directive antennas [17], [18]. Their band gaps were further used as high impedance ground planes to improve antenna radiation properties such as gain, conformability, and coupling reduction [19]–[22]. Likewise, composite substrates assembled from different dielectric materials were used to improve the performance of printed antennas [23].

An important application of metamaterials is to reduce wave velocity, or even reverse it in some frequency regions to achieve an electrically small RF structure [12]–[14], [24]–[27]. In this context, mode diversity and higher order dispersion (K-ω) curves of periodically layered anisotropic (and possibly ferrimagnetic) materials have recently been proposed for high-gain and miniature antenna applications [28], [29]. These anisotropic material arrangements, namely degenerate band edge (DBE) [30] and magnetic
photonic (MPC) crystals [31], split the conventional $K$-$\omega$ curves of otherwise isotropic EBG structures into two branches. Mode coupling between the branches (via misaligned anisotropy) generates novel slow group velocity modes to be harnessed by directive and small antennas. Specifically, in contrast to the 2nd order relation at the regular band edges (RBEs) of EBGs, the $K$-$\omega$ curve behavior of the DBE mode follows a 4th order polynomial relation. Likewise, MPCs can exhibit spectral asymmetry (i.e., $\omega(K) \neq \omega(-K)$) and support 3rd order stationary inflection points (SIPs) within their propagation bands [32]. In volumetric layered media, these higher order $K$-$\omega$ behaviors result in stronger slow-wave resonances to be harnessed in designing conformal high-gain antenna apertures [28], [29]. When such dispersion relations are realized on traditional microwave substrates via printed coupled line emulations, they offer additional design flexibility to enable miniaturization, higher gain, and higher bandwidth [33], [34].

In this chapter, we present an overview of NRI and DBE based antennas. First, the novel propagation properties found in NRI metamaterials are described using their equivalent transmission line (TL) circuit models [13], [14]. Subsequently, antenna examples from the recent literature are presented to demonstrate how NRI properties lead to novel and smaller antennas. Examples of high-gain antennas taking advantage of EBG structures are also presented.

The second half of the chapter is devoted to high-gain and small footprint antennas harnessing the DBE and MPC modes. We demonstrate that small antennas embedded in MPC and DBE crystals are converted into directive radiators due to the higher order $K$-$\omega$ resonances. We also introduce printed line and lumped circuit configurations that can emulate DBE and MPC dispersion on traditional microwave substrates. Subsequently, a number of small printed antennas are presented by utilizing the mode diversity of layered anisotropic media. Specifically, we demonstrate that DBE and MPC antennas printed on high contrast substrates perform best among recently introduced metamaterial-based antennas in terms of their small gain $\times$ bandwidth product. We conclude by noting two particular near future application areas of small footprint metamaterial antennas: platform/vehicle integration and wideband arrays.

### 5.2 Negative Refractive Index (NRI) Metamaterials

In the 1960s, Veselago was the first to examine media having negative dielectric ($\varepsilon$) and magnetic ($\mu$) constitutive parameters ($\varepsilon<0$, $\mu<0$) [35] In such media, electric ($E$) and magnetic fields ($H$) of plane waves along with the wavevector ($k$) form a “left-handed” (LH) triad. As such, the group ($v_g$) and phase ($v_p$) velocities have opposite directions. As usual, $v_g$ coincides with the direction of the pointing vector, $S$, and implies energy transfer away from the source to infinity in spite of the reversed phase velocity. That is, the media support backward wave propagation, but forward energy flow. This LH behavior is associated with the reversal of Snell’s law and implies a negative index of refraction ($n<0$) with reversed (negative) refraction angle. A comprehensive discussion on the properties and electromagnetic theory of NRI ($\varepsilon<0$, $\mu<0$) media can be found in recently published books [13], [14].

Naturally, available materials do not exhibit simultaneously negative dielectric and magnetic constitutive relations. Methodologies to “artificially” realize such effective media (using periodic material inclusions) have been recently developed. For instance, at certain microwave frequencies, periodic arrangements of split ring resonators (SRRs)
and metallic thin wires were shown to exhibit negative permeability and permittivity, respectively [9], [10]. Another common method is to employ reactively loaded periodic TL grids [13], [14]. As compared to the resonator-based NRI structures, loaded one-dimensional (1D) and two-dimensional (2D) TLs exhibit broader bandwidth and can be conveniently realized using standard microstrip fabrication techniques. As a result, the concept of NRI-TLs found applications in various printed antenna and RF device designs (such as subwavelength focusing [11], phase shifters [12], couplers [14], miniature [25]–[27] and leaky-wave antennas [36]).

In general, a standard lossless TL can be modeled as a periodic structure with its unit cell (smallest element of periodicity) consisting of a circuit having series inductance and shunt capacitance. This circuit is assumed to represent a small section of the TL, much less than λ/4 (λ = guided wavelength). For an NRI TL, the circuit model relies on flipping the inductor and capacitor locations. However, in practical implementations, the reactive loads responsible for the NRI effects must be placed within an ordinary host TL or material. Due to the parasitic effects of the host medium, NRI metamaterials also support ordinary right-handed (RH) wave propagation at higher frequencies. Therefore, the complete circuit model for the NRI-TL (see Fig. 5-1) includes distinct sets of reactive loads to represent both LH and RH propagation. For this reason, the NRI-TL circuit model is also referred to as the “composite right left-handed” (CRLH) metamaterial unit cell. As can be surmised from Fig. 5-1, the series C_L and shunt L_R elements are responsible for LH propagation, whereas the shunt C_R and series L_R elements cause RH propagation at higher frequencies. Of course, the LH and RH propagation properties can be tuned to some desired frequency range by simply controlling the unit-cell parameters (i.e., amount of the reactive loads).

Wave propagation in one-dimensional periodic media can be effectively analyzed using transfer matrix (T) formalism and making use of Bloch’s theorem (i.e., periodic boundary conditions) [37]. In accordance with Bloch’s theorem, electromagnetic fields propagating along the z direction are first represented as a superposition of Bloch eigenmodes. Employing the periodic boundary condition (i.e., \( V(z+p) = V(z) e^{i k p} \)), where \( p \) is the physical length of the unit cell and \( e^{i k p} \) time dependence is assumed and suppressed) along with the definition of \( \mathbf{T} \) matrix (i.e., \( \mathbf{T} = [V(z) I(z)]^T \)), leads to the eigenvalue equation \( \mathbf{T} V(z) I(z) = 0 \). \( e^{i k p} \) can be now identified as the eigenvalue of \( \mathbf{T} \), having unity magnitude (i.e., \( k \) real) for propagating waves. We also

\[
\begin{align*}
I_1 &= I(z) + L_R V_1 = V(z) \\
I_2 &= I(z) - L_R V_2 = V(z+p) \\
V_1 &= V(z) \\
V_2 &= V(z+p)
\end{align*}
\]

**Figure 5-1.** Complete circuit model of NRI-TL media
remark that non-unity magnitude eigenvalues are associated with evanescent modes. Further, the equation leads to the same eigenvectors for $k$ and $k + 2\pi / p, n=\pm 1, \pm 2, \pm 3, \ldots$. Thus, it is convenient to restrict $k$ within the range $-\pi / p < k < \pi / p$ without loss of information. This region is referred to as the first Brillouin zone, and the eigenvalues are represented by the Bloch wavenumber $K = kp$ in the horizontal axis, scaled from $-\pi$ to $\pi$.

Using the above formalism, the dispersion relation of the NRI-TL is given by

$$K = \frac{\cos^{-1}\left(1 - \frac{2\pi}{k}\right)}{2}$$

in which $\chi = \left(\frac{\omega_0}{\omega_0^0}\right)^2 + \left(\frac{\omega_0^0}{\omega_0}\right)^2 - \omega_0^2\alpha, \alpha = L_L C_L + L_R C_R$, and $\omega_b = \sqrt{\frac{L_L}{C_L}}$.

$\omega_b = \sqrt{\frac{L_R}{C_R}}$ are the resonance frequencies of the loads responsible for LH and RH behaviors, respectively. Likewise, $\omega_{se} = 1 / \sqrt{L_L C_L}$ and $\omega_{sh} = 1 / \sqrt{L_R C_R}$ denote the resonance frequencies of the series and shunt loads. Figure 5-2a gives a representative $K$-$\omega$ diagram in the 0 – 10 GHz band computed for $L_L = L_R = 1 \text{nH}$, $C_L = 3 \text{ pF}$, and $C_R = 1 \text{ pF}$. As seen, the circuit acts as a LH medium in the frequency range 1.27 GHz to 2.91 GHz by supporting opposite group and phase velocities. Between 2.91 GHz and 5.03 GHz no propagation occurs (band gap), and above 5.03 GHz the circuit behaves as a RH TL.

It can be shown that the $K = 0$ frequencies defining the upper and lower frequencies of the band-gap are equal to $\omega_{se}$ and $\omega_{sh}$ [14]. Thus, it is possible to remove the band gap completely (to obtain a continuous propagation band around the $K = 0$ frequency) by equating the series and shunt resonance frequencies, viz. by setting $\omega_{se} = \omega_{sh}$. Such NRI-TL (or CRLH) structures are referred to as “balanced” TLs and satisfy the load condition $L_L C_L = L_R C_R$. It is interesting to observe that the dispersion relation of balanced NRI-TLs can further be simplified to read $K = \frac{\omega}{\sqrt{L_L C_R}} - 1 / \omega \sqrt{L_R C_L}$ around the $K = 0$ frequency with the modes having corresponding impedances $Z = Z_L = \sqrt{L_L/C_L}$ and $Z_R = \sqrt{L_R/C_R}$.

In this case, the overall phase attained through the unit cell is simply the sum of positive and negative phases of the distinct RH and LH sections (as expected from the composite structure). To illustrate the concept of balanced NRI-TLs, an example dispersion diagram (computed for $L_R = 3 \text{nH}, L_L = 1 \text{nH}, C_L = 1 \text{pF}$, and $C_R = 3 \text{pF}$) is shown in Fig. 5-2b.

![Figure 5-2](image-url)
5.3 Metamaterial Antennas Based on NRI Concepts

The unit-cell model of the NRI metamaterials offers design flexibilities to reduce the operational frequency by employing reactive loads within the regular TL. Also, NRI metamaterials can conveniently exhibit multiple modes (in the LH and RH regime) when a finite number of unit cells is used to form microwave resonators. As such, printed NRI metamaterials were extensively studied to realize a variety of miniature and multiband antennas over the recent years. Further, the backward and forward waves realized on printed NRI metamaterials were found especially attractive to realize backfire to end-fire scanning leaky-wave antennas (LWA) [36], [38].

5.3.1 Leaky-Wave Antennas (LWAs)

For LWAs, guided power gradually leaks away in the form of coherent radiation as it propagates along the periodic waveguide structure (see Fig. 5-3a) [39]. In general, the rate of energy leakage is small along the waveguide and therefore the guided mode is not much perturbed. LWAs take advantage of this mechanism to achieve a desirable radiating structure exhibiting high gain, broadband impedance matching, and pattern scanning with frequency. As shown in Fig. 5-3a, the attenuation constant $\alpha$ is responsible for the radiation over the aperture, whereas the wavenumber $\beta$ (smaller than the free-space wavenumber $k_0$) defines the direction of radiation. By ensuring that minimal amount of the traveling wave reaches the antenna end (employing a long antenna structure), the LWA can exhibit broadband impedance match. Also, the LWA radiation patterns can be conveniently scanned with frequency over a large bandwidth due to the frequency dependent propagation constant.

The $K$-$\omega$ diagram for a typical NRI-LWA is shown in Fig. 5-3b. The radiating region (i.e., $K = K < K_0$) is bounded by the light lines ($K_0 = k_0 p$). Since the LH waves at lower frequencies (2.5 GHz to 2.91 GHz) exhibit $K < 0$ for $+x$ propagating modes (i.e., $\nu > 0$), the LWA radiates in the backward (i.e., $-x$) direction. On the other hand, the LWA radiates forward direction (i.e., $+x$) when the operational frequency is in the higher RH band (5.03 GHz to 10.6 GHz). As expected, the LWA seizes to radiate from 2.91 GHz to 5.03 GHz.

---

**Figure 5-3** (a) Operation Principle of LWAs. (b) $K$-$\omega$ Diagram of the NRI-TL Forming the LWA for $L_x = L_y = 1 \, \text{nH}$, $C_1 = 3 \, \text{pF}$, $C_x = 1 \, \text{pF}$ and Assumed Periodicity $p = 1 \, \text{cm}$. Light line is defined by $K = k_0 p$. 

---
due to the band gap. An important property of the NRI-LWAs is their capability to scan from backward to forward directions. In addition, a continuous backward to forward scan via frequency can be achieved when a balanced NRI-TL is employed [38].

One of the earliest printed layouts used to realize artificial NRI-TLs is shown in Fig. 5-4a [36]. As seen, a unique aspect of the NRI-TL is the interdigital capacitors and shorted inductive stubs formed along its path. These serve to slow down the wave and realize LH propagation. As noted, the reactive loading realized with interdigital capacitor and shorted microstrip stub gives rise to the LH behavior, and the parasitic effects due to metallization realize the RH behavior. The LWA in [36] consisted of $N = 24$ unit cells and operated from 3.1 GHz to 6.3 GHz, implying 61% bandwidth. The transition from LH to RH behavior (i.e., $K = 0$ point) occurred at 3.9 GHz. This structure was reported to exhibit more than 40% radiation efficiency with gain values above 6 dB (>10 dB sidelobe level) over the operational bandwidth. Figure 5-4b gives the measured E-plane radiation patterns, showing the backward to forward scan as the operating frequency is increased.

A variety of printed circuit realizations of the NRI-TL circuit were proposed for different RF applications and needs. For instance, to obtain pattern scanning at a fixed frequency (in contrast to frequency dependent scanning), the NRI-TL unit cell was redesigned to incorporate varactor diodes as shown in Fig. 5-5 [40]. Conceptually, the bias voltages of the varactor diodes (3 per unit cell) are used to shift the dispersion diagram around the same operational frequency ($\omega_0$) to create an electrically controllable $K-\omega$ diagram. This implies different propagation constants ($\beta$) for each bias setting at the same $\omega_0$. Thus, the LWA pattern is steered toward the angle $\sin^{-1}(\beta/k_0)$ as illustrated in Fig. 5-3a. The LWA shown in Fig. 5-5 consisted of $N = 30$ unit cells and was reported to allow scanning from $-50^\circ$ to $+50^\circ$ at 3.33 GHz as the varactor bias was varied from 0 V to 21 V. The observed maximum gain at broadside was around 18 dB.

Figure 5-6a displays another implementation employing coplanar strip (CPS) technology for removing the need of via holes. The CPS NRI-TL unit cell (see Fig. 5-6b) was employed to develop a one-dimensional LWA with reduced beam squinting [41]. By adjusting the slope and shape of the $K-\omega$ diagram, the LWA shown in Fig. 5-6a was designed to achieve 56$^\circ$ scanning over 1.8 GHz bandwidth, implying an average beam squint of 0.031$^\circ$/MHz. At the center frequency (5 GHz), the LWA was adjusted to radiate toward $45^\circ$. Among other LWA realizations, we note the amplifier-loaded NRI-LWA (for achieving arbitrary gain levels) in [42], the dielectric resonator-based configuration (for mitigating losses associated with conductors) in [43], and the two-dimensional NRI-TL LWA in [44].

### 5.3.2 Miniature and Multiband Patch Antennas

Similar to conventional resonators, the ones based on NRI-TL unit cells must be multiples of half wavelength (i.e., $l = n\lambda_0/2 \rightarrow \beta = n\pi$). Therefore, resonant modes of an N unit cell NRI-TL occurs at $K = m/N$ frequencies (n being an integer smaller than N). As illustrated in Fig. 5-7a, the LH branch of the NRI-TL allows for negative resonances ($n < 0$) whereas the RH branch gives rise to the traditional ($n > 0$) resonances. Since the dual resonances ($\pm n$) exhibit similar field distributions and impedance characteristics (due to the identical $K$ magnitude), the NRI-TL structures were exploited for a variety of multiband antennas. Also, NRI-TL structures provide a convenient antenna miniaturization technique as their unit cells can be kept electrically small by employing interdigital or lumped reactive circuit elements. An interesting situation relates to the zeroth-order resonance ($n = 0$) as the operational frequency at $K = 0$ becomes independent of the overall antenna physical length. In this case, to improve radiation efficiency
Figure 5-4  (a) Microstrip implementation of NRI-TL unit cell. (b) Radiation patterns of $N = 24$ unit cell one-dimensional NRI-LWA. Unit cells have the layout shown above (after Liu et al. [36], © IEEE 2002).
Figure 5-5  LWA consisting of \( N = 30 \) varactor diode loaded microstrip NRI-TL unit cells. The bias voltage of the varactors is used to vary the dispersion diagram as illustrated below. Various radiation patterns are obtained at a fixed \( \omega_0 \) by controlling the \( \beta \) values (after Lim et al. [40], © IEEE 2005).
and gain, the size of a zeroth-order resonator (i.e., number of unit cells) can be increased without changing the bandwidth and impedance characteristics.

Figure 5-7b demonstrates a zeroth-order antenna using \( N = 4 \) unit cells [25]. A virtual ground capacitor is used to achieve a via-free design. The actual antenna was implemented on a 31mil thick \( \varepsilon_r = 2.68 \) substrate and had 10 mm (\( p = 2.5 \) mm) length, and the measured return loss was \(-11 \) dB at the resonant frequency of 4.88 GHz. As compared to a patch antenna printed on the same substrate, this zeroth-order antenna had 75% smaller footprint. An alternative dual-band ring antenna [14], also relied on a similar unit-cell layout. This antenna supported \( n = \pm 2 \) resonances at 1.93 GHz and 4.16 GHz using a straightforward single-feed mechanism. Its footprint diameter (30.6 mm) was \( \lambda_r / 5.1 \) at 1.93 GHz and the corresponding gain measured about 6 dB and \(-4 \) dB at the 4.16 GHz and 1.93 GHz, respectively.

To achieve further footprint reduction, antennas based on NRI-TL unit cells incorporating lumped capacitors were also reported. For the antenna example in Fig. 5-8a [26], the inductive posts of the mushroom-shaped unit cell provided the needed LH loading, whereas series LH edge capacitances were increased with the lumped MIM capacitors. This unit-cell configuration achieved miniaturization by shifting the \( K-\omega \) branches to lower frequencies. The shown antenna worked at the \( n = -1 \) resonance for broadside radiation. The physical size of the footprint was 12.4 mm \( \times \) 12.4 mm \( \times \) 3.414 mm corresponding to an electrical size of \( \lambda_r / 10 \times \lambda_r / 10 \times \lambda_r / 36 \) at the resonance frequency of 2.42 GHz. This antenna had 1% \( |S_{11}| < -10 \) dB bandwidth, 3.3 dB gain, and 44% radiation efficiency.

Another interesting multiband antenna design was carried out by partially filling a typical patch antenna with a NRI-TL structure [45]. The inclusion of the NRI-TL unit cells (RH + NRI-TL + RH resonator) within the regular patch allowed for tuning to realize the \( n = \pm 1 \) and \( n = 0 \) resonances at desired frequencies. In addition, the antenna’s electrical size was reduced at the lowest frequency due to the NRI-TL unit cells. For example, the dual-mode patch shown in Fig. 5-8b operated at \( n = \pm 1 \) by employing a \( 2 \times 2 \) unit cell arrangement. This antenna operated at 1.81 GHz (for the DCS band) and 2.2 GHz.
(for the UMTS band) with 7.2% and 5% \(|S_{11}| < -6\) dB bandwidths, respectively. The corresponding measured gain and efficiency were 4.5 dB and 60% for the \(n = -1\) mode; 6.8 dB and 83% for the \(n = 1\) mode. The associated antenna physical size (footprint) was 48.2 mm \(\times\) 48.2 mm \(\times\) 8 mm, implying an electrical length of \(\lambda / 3.4\) at the lowest resonance frequency.

### 5.3.3 Compact and Low-Profile Monopole Antennas

NRI metamaterials have also been considered to design compact and low-profile electrically small monopole-like radiators. As depicted in Fig. 5-9a, a traditional monopole has a \(\lambda_0 / 4\) height to achieve in-phase radiating currents. However, a low-profile monopole (see Fig. 5-9b) can be instead considered provided it is excited to support the common mode. Since a compact footprint is also desired, the \(-\lambda / 2\) phase shifter required to bring the currents in-phase must be kept physically small. Using metamaterial based compact phase shifters, the monopoles can be made with smaller footprints and lower profiles.
Figure 5-8 (a) Illustration of the $3 \times 3$ unit cell $n = -1$ NRI-TL antenna (after Leong et al. [26], © IEEE 2007), (b) Dual-band patch antenna partially filled with NRI-TL unit cells (after Herraiz-Martinez et al. [45], © IEEE 2008).

Figure 5-9 (a) Traditional folded monopole and (b) a low-profile version
Folded monopoles supporting the common mode can be modeled through the equivalent circuit shown in Fig. 5-10a [46]. In this model, the electrically short vias carrying the in-phase currents are represented by radiation resistances \( R_R \). The vias are also associated with lumped inductive loads represented by elements of value \( 2L_L \). The RH loads \( C_R \) and \( L_R \) are inherent to the host TL, whereas the LH capacitor \( C_L \) is specific to the unit cell implementation (e.g., edge capacitance in the mushroom-like layout) and inserted lumped loads. A straightforward even-odd mode analysis reveals that the current magnitudes are much stronger (larger than 100 times) in the even mode (i.e., in-phase) as compared to the odd mode when a balanced NRI-TL unit cell structure (i.e., \( L_R / C_R = L_L / C_L \)) is used to feed the vias. This implies that the NRI-TL structure acts as a good low-profile radiator. Since the short via posts have very small input resistances.

**Figure 5-10** Low-profile monopole circuit model and realization. (a) NRI-TL loaded folded monopole circuit model. (b) Example of 4 arm folded NRI-TL monopole; footprint is \( \lambda_e/9.6 \times \lambda_e/17.9 \) at 3.1 GHz; the \( |S_{11}| < -10 \) dB bandwidth is 1.7%; the gain is 0.9 dB and radiation efficiency is 69.1% (after Antoniades et al. [46], © IEEE 2008).


(i.e., $R_\infty = 160\pi^2(h/\lambda_0)^2$, where $h$ stands for height [47]), multiple (M) folded arms are commonly employed to improve impedance matching through the relation $R_\infty = M^2 R_\infty$ [48].

Figure 5-10b demonstrates a compact and low-profile NRI-TL ring antenna consisting of four unit cells [46]. For this, the footprint was 10 mm ($\lambda_0/9.6 \times 10$ mm ($\lambda_0/9.6 \times 5.4$ mm ($\lambda_0/17.9$) at the resonance frequency of 3.1 GHz. The corresponding measured $|S_{11}| < -10$ dB bandwidth was reported to be 1.7% with 0.9 dB gain and 69.1% radiation efficiency. Another compact NRI-TL ring antenna shown in Fig. 5-11a realized a $\lambda_0/11 \times \lambda_0/13 \times \lambda_0/28$ footprint area at 1.77 GHz. The measured $|S_{11}| < -10$ dB bandwidth was reported to be 6.8% with 0.95 dB gain and 54% radiation efficiency [27].

Alternatively, the low-profile monopoles introduced in [49] and [50] made use of compact 180° phase shifters to achieve a common mode in low-profile monopole realization. Specifically, the antenna shown in Fig. 5-11b consisted of a standard TL connected to two shorting posts loaded with lumped inductors. The inductor choices of 10 nH and 5 nH resulted in a $\lambda_0/4.9 \times \lambda_0/45.6 \times \lambda_0/12.2$ footprint antenna, operating at 2.19 GHz. The antenna had 2.9 dB gain and 32% radiation efficiency with 4.7%
Another monopole-like miniature antenna in Fig. 5-11c realized the 180° phase shift using an embedded spiral. For this, the measured \( |S_{11}| < -10 \) dB bandwidth was about 1% and the antenna footprint was \( \frac{\lambda_0}{4.9} \times \frac{\lambda_0}{45.6} \times \frac{\lambda_0}{16} \) at about 2.4 GHz.

Among other compact and low-profile monopole realizations, we remark the NRI-TL based monopole with two nearby resonances (for bandwidth improvement) [51] and NRI-TL loaded wideband printed monopole antenna [52]. In addition, several electrically small antennas (with low radiation resistances) were placed in close proximity of a metamaterial (e.g., \( \varepsilon < 0 \), or \( \mu < 0 \), or NRI) unit cells to form a self resonating antenna system [24], [53]. For example, a small rectangular loop antenna placed within close proximity of a parasitic capacitively loaded loop was shown to achieve 50Ω impedance match [53]. The antenna resonated at 438.1 MHz with a 0.43% \( |S_{11}| < -10 \) dB bandwidth, and its dimensions (excluding the ground plane) were \( \frac{\lambda_0}{9.4} \times \frac{\lambda_0}{18} \times \frac{\lambda_0}{867} \). Its corresponding computed gain was 4.8 dB with 79.5% efficiency. As another example, we mention the dipole antenna loaded with multiple SRRs to achieve multiband operation at 1.3 GHz and 2.8 GHz [54].

### 5.4 High-Gain Antennas Utilizing EBG Defect Modes

Electromagnetic bandgap structures (EBGs) are artificial periodic media that can prevent electromagnetic wave propagation in specified directions and frequency bands (e.g., see the band-gap regime of the one-dimensional NRI-TL medium previously shown in Fig. 5-2a). Depending on the structural complexity (i.e., one-, two-, or three-dimensional periodicity) and contrast difference of the constituent materials, EBGs can be designed to block propagation in single or multiple directions with relatively narrow or wide bandwidths [16]. Due to these exotic propagation properties and design flexibilities, EBGs have attracted considerable interest from the electromagnetic community since their initial introduction [15]. Consequently, EBGs have found a wide range of RF applications and have been successfully employed to enhance performance of various devices such as filters, waveguides, and antennas [16], [55], [56].

![Figure 5-12](image)
EBGs are generally harnessed in several ways for antenna applications. For example, their band-gap feature can be utilized as a high impedance ground plane [19] to enhance radiation performance (gain, pattern, reduced side/back lobes, etc.) by suppressing undesired surface waves and mutual couplings. In addition, EBGs provide for in-phase reflection at their band-gap frequencies and form artificial magnetic ground planes that lead to low-profile antenna realizations [20].

An important characteristic of EBGs is their capability to support localized electromagnetic modes within band-gap frequencies when defects are introduced in their periodic structure (e.g., by replacing one or several unit cells with a different material) [16]. These localized modes are associated with narrow transmission regimes occurring within the band-gap frequencies. Since the transmission is sensitive to the propagation direction, an antenna embedded within the defect can radiate to free space only in particular directions. Therefore, very high-gain levels can be obtained with simpler structures. This approach can be an alternative to two-dimensional antenna arrays requiring complex and lossy feed networks [17], [18], [57]–[59]. More specifically, [58] and [59] investigated directivity enhancements of a dipole or patch antenna placed under multiple layer dielectric slabs and explained the concept as a leaky wave [60]. Although the multilayered structure was not referred to as a defect mode EBG at that time, it can be considered as one of the earliest high-gain EBG antennas. The fact that small antennas embedded in defect mode EBGs get converted into directive radiators was experimentally demonstrated in [17]. Figure 5-12a demonstrates a patch antenna located inside a defect mode EBG [61]. The EBG was constructed from rows of dielectric (alumina) rods separated by air. When the separation between the ground plane and rods are properly adjusted (according to the reflection phase of the EBG superstrate), the overall structure can be considered as having four rows of rods: two above the ground plane and two below (as a consequence of image theory). The defect is created by enlarging the separation between the second and third rows (i.e., larger gap between the second row and ground plane). A $\lambda_0/3 \times \lambda_0/3 \times \lambda_0/19.9$ patch antenna placed in the defect area resonates at 4.75 GHz and delivers 19 dB gain (with an EBG size of $4.05\lambda_0 \times 4.05\lambda_0 \times 0.97\lambda_0$) and 50% aperture efficiency. The gain bandwidth (frequency interval over which gain stays within 3 dB of the peak value) was 3% and a minimum $|S_{11}|$ of $-8$ dB was measured.

To provide more control over the radiation properties, it was proposed in [62] to employ an EBG structure capable of exhibiting band gap in all propagation directions (i.e., three-dimensional). As depicted in Fig. 5-12b, a woodpile EBG was placed above a patch or double slot antenna to enhance directivity. We note that a $15.2$ cm $\times 15.2$ cm EBG aperture (with total antenna thickness of $11.7$ mm and a ground plane size of $30$ cm $\times 30$ cm) was employed to maximize the directivity of the patch feed operating near 12.5 GHz. The authors found that the double slot antenna exhibits about $1$ dB better gain than the patch at the expense of a more complex feed mechanism. The measured gain was 19.8 dB with $1\%$ $|S_{11}| < -10$ dB bandwidth. The structure had 63% radiation efficiency and 19% aperture efficiency.

Partially reflecting surfaces (PRS) or frequency selective surfaces (FSS) [63]–[65] are other alternatives of EBGs in forming resonator-based high-gain antennas. In such resonators, confined EM energy between PRS and ground plane gradually leaks away and thus, a large radiation aperture supporting high levels of directivity is realized. Since PRS exhibit a reflection coefficient near to $-1$, it must be placed about half wavelength ($-\lambda_0/2$) above the ground plane to form the resonator (see Fig. 5-13a). To lower the profile,
an approach is to replace the metallic ground plane with one that has a reflection coefficient near to +1. With this in mind, the paper in [66] proposed to employ an artificial magnetic ground plane (AMC) under the PRS. As shown in Fig. 5-13b, a patch antenna placed in the middle of the AMC excites the PRS-AMC cavity. For a simpler design, the AMC was designed from a via-free unit-cell layout [67], [68] instead of a mushroom-like EBG structure. To form the cavity, the PRS in Fig. 5-13c was placed about a quarter wavelength (5.9 mm, 0.28λ₀) above the AMC. The patch resonated at about 14.2 GHz having an electrical length of 0.116λ₀ and 2% |S₁₁| < -10 dB bandwidth, 19.5 dB directivity, and < -15 dB sidelobe level (after Feresidis et al. [66], © IEEE 2005).

We can state that EBG, PRS, or FSS can be used to increase gain as a consequence of their high Q resonance mechanisms. However, these antennas inherently suffer from narrow bandwidths (since high Q resonances are very sensitive to frequency variations). On the other hand, multiband designs can be proposed to partially address the narrow bandwidth issue. For example, [69] proposed to insert an additional FSS surface inside a PRS-PEC resonator to create dual-band operation at two closely spaced frequencies (5.15 GHz and 5.7 GHz). To realize dual resonance at closely spaced frequencies, [69] employed a highly selective FSS surface built from Hilbert-curve inclusions [70]. Likewise, [71] presented a detailed analysis of directivity enhancements using two different FSS printed on different sides of a thin dielectric layer.

5.5 Antenna Miniaturization Using Dispersion Properties of Layered Anisotropic Media

A goal in any antenna miniaturization is to lower resonance frequency without increasing physical size. It is therefore essential to understand how resonances can be lowered via wave slowdown techniques. As an example, Fig. 5-14a considers a printed-loop antenna that can be thought of as a circularly periodic arrangement involving two unit cells (top and bottom half loops). The unit-cell band diagram in Fig. 5-14b (identical to a uniform TL) indicates two K-ω branches corresponding to two waves propagating in...
opposite directions ($K > 0$ and $K < 0$). As seen, the lowest order resonance occurs at the $K = \pm \pi$ frequency and is associated with matching phases of the two propagating waves. Clearly, to lower the resonance frequency, it is necessary to bend the $K-\omega$ curve as in Fig. 5-14c. This can be done by inserting reactive elements (capacitive or inductive) within the TL (loop path) and therefore cause wave slowdown [72]. Indeed, although the resonance frequency at the $K = \pm \pi$ points can be further pushed down with reactive loading, the parabolic relation still remains 2nd order, limiting the curvature slope at the band edge. However, degenerate band edge (DBE) resonances can exhibit 4th order, maximally flat $K-\omega$ behavior at band edge frequencies [30]. As illustrated in Fig. 5-14c, such maximally flat $K-\omega$ curves push the resonances further down in frequency to enhance antenna miniaturization. The improved flexibility (i.e., bending) of the dispersion diagram can be also exploited to form tunable antennas having larger frequency sweep ranges.

Since DBE crystals are associated with a nonlinear $K-\omega$ behavior (see Fig. 5-15a) realized with anisotropic material loadings, a narrow bandwidth performance is also inevitable. However, as depicted in Fig. 5-15b, inclusion of magnetic layers forms a magnetic photonic crystal (MPC) [31], which can generate spectral asymmetry with stationary
inflection points (SIPs) [32]. This creates a linear section in the $K$-$\omega$ curve that brings wider bandwidth. Another design advantage offered by anisotropic media is their support for multiple resonant modes. As depicted in Fig. 5-15, anisotropy increases the overall number of $K = \pi$ or $K = 0$ resonances by creating additional $K$-$\omega$ branches. This mode diversity and concurrent tuning flexibility may play a key role in designing planar and small footprint antennas operating at multiple frequencies. The works in [73], [74] proposed printed TLs that emulate volumetric anisotropy using a pair of coupled TLs on an otherwise uniform substrate. This low cost approach to realize planar anisotropy is exploited later in designing miniature DBE and MPC-based antennas.

5.5.1 Realizing DBE and MPC Modes via Printed Circuit Emulation of Anisotropy

Anisotropic media, generally, support a pair of propagating waves propagating with separate phase velocities. It was demonstrated in [33], [73] that a pair of printed TLs is needed to support this pair of propagating waves and emulate anisotropy on an otherwise uniform substrate. As depicted in Fig. 5-16, each of these lines is thought of as carrying one polarization component of the electric field. Since two anisotropic dielectric layers (with misaligned permittivity tensors) are required for the simplest DBE unit cell, printed DBE layout utilizes a cascade of uncoupled and coupled dual-line sections. The uncoupled section with different line lengths emulates diagonal anisotropy by introducing a phase delay between the two propagating waves. Similarly, even–odd mode impedances and propagation constants on the coupled lines allow emulation of volumetric and planar anisotropy (i.e., nondiagonal anisotropy tensor). The microwave circuit is tuned to achieve the DBE mode by appropriately selecting the line widths and coupled line separations [73]. This can also be accommodated using the equivalent circuit shown in Fig. 5-17 [75]. To emulate spectral asymmetry (needed for the MPC modes), a ferrite substrate section can additionally be placed under the coupled lines. Changing the bias of the ferrite adjusts the nonreciprocal current displacement and bends the $K$-$\omega$ branch to exhibit the SIP behavior [74].
To design a printed DBE unit cell (see Fig. 5-16) we proceed to tune the line lengths, widths, and coupling ratio using full wave numerical solutions. Unfortunately, an understanding of the various loading effects (i.e., capacitive vs. inductive) is not as easy due to the geometrical and computational challenges. Therefore we proceeded to develop an equivalent 4-port lumped circuit model to represent the DBE unit cells as

$$
\begin{align*}
    L_1 & = L_2 = L_3 = 1 \text{ nH}, \\
    C_1 & = 10 \text{ pF}, \\
    C_2 & = C_3
\end{align*}
$$

Figure 5-16 Concept of emulating anisotropy on a printed substrate. Cascades of uncoupled-coupled line sections realize DBE dispersions on uniform substrates. Biased ferrite substrate (or substrate section) enables the MPC dispersion.

Figure 5-17 (a) Lumped circuit model of the printed DBE unit-cell layout. (b) Different band edges obtained simply by changing the amount of capacitive coupling $C_M$ in case the uncoupled section is capacitively loaded ($L_1 = L_2 = L_3 = 1 \text{ nH}$, $C_1 = 10 \text{ pF}$, $C_2 = C_3$) (after Mumcu et al. [75] © IEEE 2009).
depicted in Fig. 5-17a [76]. Specifically, the uncoupled section of the pair of TLs is modeled using the lumped loads \((L_1, C_1)\) and \((L_2, C_2)\) per line in the equivalent circuit. For the coupled sections, mutual inductances and/or the capacitors connecting the two circuit branches are introduced. To demonstrate the importance of the coupling capacitor \(C_M\), we consider the dispersion diagram of a unit cell when the top branch in the uncoupled section is capacitively loaded. From Fig. 5-17b, it is clear that the circuit’s dispersion diagram can be significantly altered (frequency is also significantly lowered) by varying the value of coupling capacitor \(C_M\). Specifically, for \(C_M = 1\) pF the circuit displays a regular band edge (RBE). However, for \(C_M = 2.3\) pF the resulting \(K-\omega\) curve displays a DBE and if \(C_M = 4\) pF, a double band edge (DbDE) is obtained [75].

An important aspect of the lumped circuit model is to provide guidelines for tuning the \(K-\omega\) diagram. For instance, in the previous above circuit example, changing the value of the mutual inductance \((L_M)\) (for constant \(C_M\)) does not affect the dispersion diagram. However, when the uncoupled branch is inductively loaded (i.e., \(L_1 = 10\) nH, \(C_1 = 1\) pF), the same DBE behavior is achieved when \(L_M = 2.3\) nH. That is, an appropriate coupling mechanism depending on the loading type must be introduced to realize the DBE. In the following, we present antenna design examples built by designing the unit cells using the equivalent circuits in Figs. 5-16 and 5-17. The goal is to achieve optimal gain \(\times\) bandwidth performance [77–79].

### 5.5.2 DBE Antenna Design Using Printed Coupled Loops

To harness the maximally flat DBE dispersion for antenna miniaturization, a modified unit-cell layout suitable for implementing a circularly periodic 2 unit-cell resonator was developed. As shown in Fig. 5-18a, the microstrip line sections (consisting of longer uncoupled lines) are bent toward the center of the structure to keep the footprint as small as possible. Further, to achieve greater control over the \(K-\omega\) diagram bending, lumped loads were introduced. Specifically, one of the uncoupled line branches is capacitively loaded \((C_L = 1\) pF) and another capacitor \((C_M)\) is placed between the coupled TLs to lower the resonance frequency via \(K-\omega\) bending. After design, to achieve the DBE mode behavior, the corresponding microstrip layout is implemented on a 2" \(\times\) 2", 125 mil thick, low contrast Duroid \((\epsilon_r = 2.2, \tan\delta = 0.0009)\) substrate. Fig. 5-18b depicts the corresponding dispersion diagram computed using the well-known transfer matrix formalism. As expected, the location of the \(K = \pi\) resonance is conveniently controlled by the coupling capacitor \(C_M\). For \(C_M = 0.65\) pF, the layout exhibits a DBE behavior around 2.25 GHz and resonance frequency provides \(>20\)% reduction.

The fabricated antenna for the design in Fig. 5-18a and its measured gain/bandwidth performance are depicted in Fig. 5-18c–e [75]. As usual, the back side of the substrate is used as the ground plane. For impedance matching, the antenna is fed with a capacitively coupled 50 \(\Omega\) coaxial cable. The microstrip lines of this antenna are loaded with \(S\) series \(R_05\) high-Q capacitors acquired from Johanson Technology, CA, USA <www.johansontechnology.com>. As expected, from our dispersion analysis, \(C_M = 0.5\) pF shifts the antenna resonance from 2.85 GHz to 2.35 GHz (see Fig. 5-18d). On the other hand, a smaller \(|S_{11}| < -10\) dB bandwidth of 0.4% is seen at 2.35 GHz in contrast to the 0.9% bandwidth at 2.85 GHz. We should, however, note that the substrate thickness can be increased to compensate the bandwidth reduction without compromising other antenna parameters (i.e. gain and electrical size). For instance, increasing the substrate thickness from 125 mils to 375 mils results in a considerably larger bandwidth of 1.9% for \(C_M = 0.5\) pF.
Unfortunately, due to higher losses associated with chip capacitors, the realized gain is only 2.6 dB as opposed to 6.3 dB gain for the unloaded (i.e., $C_m = 0$ pF) antenna. In the following, we demonstrate that the low 38% antenna efficiency can be substantially improved with modified TL layouts to avoid or reduce usage of lumped capacitors. Nevertheless, we remark that the DBE antenna in Fig. 5-18c provides a footprint size reduction of 47% in comparison to traditional patch antennas printed on the same substrate. Also, it occupies 36% smaller area as compared to the simple loop antenna.

**Figure 5-18**  DBE antenna design using the coupled TL concept along with inserted capacitor loading. (a) Lumped capacitor loaded dual microstrip lines realizing DBE unit cell on 125 mil thick Duroid ($\varepsilon_r = 2.2, \tan\delta = 0.0009$) substrate. (b) Corresponding dispersion diagram; the $K = \pi$ resonance is seen at a lower frequency by switching to the DBE mode. (c) Fabricated antenna on a 2"×2" substrate. (d) Measured $|S_{11}|$ for different coupling capacitors. (e) Measured gain pattern at 2.33 GHz; the resulting antenna has 0.4% bandwidth and 2.6 dB realized gain, corresponding to 38% radiation efficiency (after Mumcu et al. [75], © IEEE 2009).
To further reduce size, the above design procedure was repeated on a high contrast alumina (\(A_2O_3\)) substrate. This specific design did not make use of lumped circuit elements. Nevertheless, a small \(\lambda_0/9 \times \lambda_0/9 \times \lambda_0/16\) footprint (0.85\" \times 0.88\") was realized on a 2\" \times 2", 500 mil thick substrate. Fig. 5-19a depicts the fabricated DBE antenna on AD-995 substrate layers obtained from CoorsTek Inc. The AD-995 substrate was 99.5% pure alumina with electrical properties \(\varepsilon_r = 9.7, \tan\delta = 10^4\). The antenna operates at 1.48 GHz with 4.5 dB gain measured at broadside and 3.0\% \(|S_{11}| < -10\)dB bandwidth. This implies remarkable radiation efficiency as high as 95% (see Figs. 5-19b and c).

High radiation efficiency and its miniature footprint size places the antenna in Fig. 5-19a among the smallest reported in recent literature. Although other metamaterial antennas [25], [26] also achieved a small electrical size (on the order of \(\lambda_0/10 \times \lambda_0/10\)), the included capacitive and inductive loadings resulted in radiation efficiencies of less than 60\%. We also note that although a radiation efficiency of 97\% was reported for the metamaterial-inspired small antenna in [53], this design had relatively small bandwidths. The spherical folded helix proposed in [80] does realize better bandwidth (utilizing a spherical volume). That is, as compared to [80], DBE antennas in Fig. 5-18c and Fig. 5-19a are planar and suitable for conformal installation. Also, inclusion of lumped
elements within the high contrast DBE design can lead to further size reduction. This is discussed in the next section.

5.5.3 Improving DBE Antenna Performance: Coupled Double-Loop (CDL) Antenna

The capacitively loaded DBE antenna discussed above provided about 50% miniaturization with respect to the patch. However, radiation efficiency reduction was observed due to conductor and capacitor losses. As an alternative, coupled double-loop (CDL) antennas that employ fewer capacitive loadings can be used for improved efficiency while achieving almost identical gain and bandwidth performance to DBE antennas.

To explain the difference between DBE and CDL antennas, we refer to Fig. 5-20a that depicts the resonance field distribution around the DBE antenna footprint. Since the inner line capacitors are located at the field nulls, their removal leads to more efficient antennas without affecting other radiation parameters such as bandwidth and electrical size. As shown in Fig. 5-20b, removal of the inner line capacitors modifies the $K-\omega$ diagram considerably by shifting $K = \pi$ resonances and $K-\omega$ branches to different frequencies. Nevertheless, a controllable (via capacitive loading) $K = \pi$ resonance associated with an RBE behavior continues to exist at the former DBE frequency. It is also

![Diagram of DBE and CDL antennas](image)

Figure 5-20 (a) Resonant field distribution on the top surface of the lumped capacitor loaded DBE Antenna. Inner line capacitors are located at the resonant field nulls. (b) Removing inner line capacitors and their effect on the dispersion diagram.
interesting to observe that the modified CDL layout is promising for developing efficient miniature antennas with multiband or extended bandwidth performance as was the case with DBE and MPC antennas.

The CDL antenna design shown in Fig. 5-21a incorporates only two capacitors (interdigital implementation). The antenna resonates at 2.26 GHz and exhibits 0.4% impedance bandwidth, being almost identical to that of the DBE antenna. On the other hand, the measured 3.9 dB gain (51% efficiency) is 1.3 dB higher than that of the DBE antenna (i.e., 2.6 dB gain with 38% efficiency). An alternative CDL antenna implemented using high Q lumped capacitors was shown to provide as high as 4.6 dB gain with 60% radiation efficiency at 2.35 GHz. We should also remark that maximum radiation efficiency achievable by the outer loop (on the same substrate) is only 80% at 2.85 GHz.

**Figure 5-21** (a) Capacitively Loaded 1” × 1” Double Loop Antenna Layout on 2” × 2”, 125 mil Thick Duroid Substrate ($\varepsilon_r = 2.2$, $\tan\delta = 0.0009$). The antenna provides an improved realized gain of 3.9 dB with 51% efficiency (as opposed to 2.6 dB gain DBE antenna in Fig. 5-12) at 2.26 GHz. (b) Fabricated double loop antenna on 250 mil thick 1.5” × 1.5” Rogers TMM 10i ($\varepsilon_r = 9.8$, $\tan\delta = 0.002$) substrate. An additional lumped 0.4pF capacitor is connected between the coaxial probe and outer microstrip line to improve $S_{11} < -10$ dB matching. (c) Comparison of simulated and measured return loss. 4.34 dB x-pol gain is measured at 2.65 GHz on the y–z plane. Antenna footprint is $\lambda_f/9.8 \times \lambda_f/9.8 \times \lambda_f/19.7$ at 2.4 GHz.
As noted above, multiband performance can be simply achieved by simultaneously exciting multiple \( K = \pi \) resonances. Moreover, adjusting the amount of coupling capacitance \( C_{\text{m}} \) and unit-cell parameters can result in an extended bandwidth performance by bringing \( K = \pi \) resonances of consecutive \( K \)-\( \omega \) branches close to each other. As an example, a CDL antenna design is implemented on a 250 mil thick, 1.5” \( \times \) 1.5” Rogers TMM 10i (\( \varepsilon_r = 9.8, \tan \delta = 0.002 \)) substrate (see Fig. 5-21a). The inserted 0201 size code capacitors are from Johanson Technology (S series) and have an equivalent series resistance of 0.35 \( \Omega \). Similar to the previous antenna designs, a capacitively coupled coaxial probe is used for impedance matching. To improve matching, a lumped capacitor is also connected between the probe and the outer TL as depicted in Fig. 5-21b. The value of this capacitor (0.4 pF) was determined experimentally via trial and error. For the 0.8 pF coupling capacitors and the chosen layout, the antenna resonances at 2.52 GHz and 2.32 GHz (see Fig. 5-21c) led to large impedance bandwidth. Specifically, a measured 14.7% bandwidth is observed (2.4 GHz to 2.78 GHz). The co-pol. gain was also measured to be larger than 3.5 dB across the entire bandwidth with the maximum cross-pol. gain being 6.5 dB lower than the co-pol. gain. The cross polarization level can be further reduced by employing a better feeding mechanism and resorting to a more symmetric unit cell. The radiation efficiency was found to be \( \approx 80\% \) over the entire bandwidth. Of most importance is that this antenna footprint was only \( \lambda_0/9.8 \times \lambda_0/9.8 \) on a \( \lambda_0/19.7 \)-mil thick substrate at 2.4 GHz.

### 5.5.4 Varactor Diode Loaded CDL Antenna

The CDL antenna can be adapted to operate as a tunable radiator when varactor diodes are employed as coupling capacitors. In such a configuration (see the design example in Fig. 5-22a), the outer antenna loop serves as the DC bias, and the inner loop forms the DC ground. Specifically, the varactor loaded CDL antenna in Fig. 5-22a can achieve tunable operation from 1.5 GHz down to 1.1 GHz when the coupling capacitance is increased from 0 pF to 1.5 pF. However, commercially available varactor diodes exhibit large (at least 0.5 pF) capacitance even when the diode is strongly reverse biased.

---

**Figure 5-22** (a) Fabricated varactor tuned CDL antenna on 4” \( \times \) 4”, 250-mil thick duroid substrate (\( \varepsilon_r = 2.2, \tan \delta = 0.0009 \)). (b) Resonance is tuned from 1.12 GHz to 1.31 GHz by changing varactor bias voltage. The design range 1.1 GHz–1.5 GHz (2.7 pF to 0 pF) is not fully exploited due to the inherent varactor capacitance (0.63 pF at 30 V reverse bias).
The Skyworks SMV-1405 varactor diodes employed in the antenna prototype exhibited a minimum capacitance of 0.63pF (at 30 V reverse bias), hence, only the 1.12 GHz to 1.31 GHz portion of the calculated frequency range was experimentally verified (see Fig. 5-22b).

5.5.5 Microstrip MPC Antenna Design

As mentioned in the introduction of this section, DBE and CDL type antennas suffer from narrow bandwidth. It is, nevertheless, possible to increase bandwidth by employing magnetic substrate (i.e., \( \varepsilon_r > 1, \mu_r > 1 \)) inserts that will allow the realization of the MPC modes using the partially coupled TL concept.

To design a printed MPC antenna, the partially coupled microstrip line layout was implemented on a composite substrate having ferrite insertions. Specifically, to realize the nonreciprocal current displacement effect, the coupled lines were placed on Calcium Vanadium Garnet blocks (from TCI Ceramics, \( 4\pi M_e = 1000 \text{G}, \Delta H = 60 \text{Oe}, \varepsilon_r = 15, \tan \delta = 0.00014 \)). The specific design is shown in Fig. 5-23a. An external bias field (1000G) was applied normal to the ground plane to saturate the magnetic inserts. The ferrite blocks were inserted into the low contrast 2” \( \times \) 2”, 500 mil thick Duroid (\( \varepsilon_r = 2.2, \tan \delta = 0.0009 \)) substrate. We note that for this design the uncoupled lines were printed on the earlier Duroid substrate, whereas the coupled lines were placed on the ferrite blocks using copper tapes. The layout was then tuned to achieve the MPC dispersion (see Fig. 5-23b) by appropriately selecting the line widths, lengths, and coupled line separations [34]. The final fabricated design is depicted in Fig. 5-23c and its gain/bandwidth performance is demonstrated in Fig. 5-23(d). As seen, the antenna has 4.5 dB realized gain at 2.35 GHz with 9.1% impedance bandwidth. The corresponding efficiency is 67%, and this lower value may be attributed to the nonuniformity of the biasing field through the ferrite blocks.

To achieve further miniaturization, a similar MPC antenna design (see Fig. 23d) was carried out on a 2” \( \times \) 2”, 500-mil thick high contrast Rogers RT/Duroid 6010 substrate (\( \varepsilon_r = 10.2, \tan \delta = 0.0023 \)). This antenna delivered 3.1 dB realized gain with 8.1% bandwidth at 1.51 GHz. The measured 73% radiation efficiency was again lower than expected due to the losses associated with nonuniformly biased ferrite sections. Nevertheless, the antenna had a remarkably small \( \lambda_0/9.8 \times \lambda_0/10.4 \) footprint on \( \lambda_0/16 \) thick substrate, making it near optimal in terms of gain \( \times \) bandwidth performance with respect to Chu-Harrington limit [77] – [79], [81].

5.6 Platform/Vehicle Integration of Metamaterial Antennas (Iraci, Sertel, Volakis)

When installing antennas on vehicles, one concern is their integration into the platforms. Conformal integration of antenna structures is especially important for airborne targets to reduce drag and observability. A challenge relates to the limited available vehicle surface for antenna placement. This is even more acute for ground vehicles, where the hood and most of the roof cannot be used for antenna placement. That is, although large conducting surfaces are available, the antennas must be placed (still conformably) at the edges of the vehicle’s roof, doors, bumpers and window frames. These restrictions pose major design challenges, and imply antennas less susceptible to nearby structural effects. Miniaturization can play a critical role in reducing loading effects while minimizing potential degradation in antenna bandwidth, gain, and radiation pattern.
The observed footprint reduction in DBE, CDL, and MPC antennas also implies that the substrate size can be concurrently reduced without appreciably affecting performance (as compared to a patch antenna). For example, in Fig. 5-24a, we consider a smaller 1.5” × 1.5” × 0.5” substrate and choose to recess the MPC antenna below the ground plane by placing it in a cavity. Of particular interest is to mitigate platform...
effects due to nearby edges. This recessed (embedded) MPC antenna, in addition to being flush, is also less susceptible to interference from nearby edges and corners when placed above a vehicle platform. Following, we examine the benefits of this recessed MPC antenna as compared to others when placed near platform edges.

To demonstrate the advantages of the embedded MPC antenna (as compared to the more protruding and larger patch antennas) we considered its performance on different ground plane sizes. Correspondingly, return losses of these antennas are shown in Fig. 5-24b. It was observed that when the cavity-backed MPC antenna is recessed in a ground plane larger than $3\times 3''$, its resonance and bandwidth remains unaffected provided it is at least $1.5''$ away from the edges. Moreover, these restrictions can be completely overcome by slightly adjusting the magnetic bias as in Fig. 5-24c.

We verified this by examining the same cavity-backed MPC antenna when placed at several locations on a model of high mobility multipurpose wheeled vehicle (HMMWV) mock-up for antenna placement at the 2.45-GHz design frequency. Since the HMMWV vehicle is electrically large, to carry out the analysis, we first used Ansoft’s HFSS to compute the MPC’s pattern when inserted in an infinite ground plane. This pattern was subsequently used as excitation in the EMSS FEKO package utilizing the uniform theory of diffraction (UTD). Figure 5-25 summarizes the resulting radiation
patterns for several antenna placement scenarios. These radiation patterns reveal that the cavity-backed MPC retains the pattern shape with a broadside gain higher than 5.4 dB. Interestingly, we only observe some pattern ripple variations, particularly when the MPC antenna was placed near the center of the rooftop. This ripple is, obviously, due to diffractions from the roof edges and tips. These ripples can be avoided by placing the antennas closer to corners/edges of the vehicle [82].

5.7 Wideband Metamaterial Antenna Arrays (Tzanidis, Sertel, Volakis)

5.7.1 What Are Metamaterial Antenna Arrays?
As noted above, the wave slowdown properties of Metamaterials (MTM) were exploited to design LWAs, miniature and multiband antennas, low-profile monopoles, high-gain EBG antennas, and DBE, MPC antennas. In this section, we consider arrays of such MTM antenna elements or simply metamaterial arrays (MTMAs). The classification of an array as a “metamaterial array” is based on the equivalent circuit model of the array elements. The most prominent feature of this new class of arrays is that they combine conformality (very thin height profiles, ~λ/20) with very large bandwidths (10:1).
This is achieved by combining two features, previously neglected in traditional array design:

1. **The ground plane (GP) impedance:** In standard arrays the GP has to be used as a reflecting surface (and is often undesirable). However, in MTM array the GP impedance (which is inductive) becomes part of the design and is tuned to increase array bandwidth.

2. **Inter-element coupling:** Conventionally, the array elements are placed in a manner to minimize mutual coupling. However, in MTMAs, coupling is not only desired but also enhanced and adjusted to increase array bandwidth.

Concurrently, use of the much smaller MTM elements within the array leads to smaller and much wider bandwidth arrays. Because, the array elements need be no more than \( \lambda/2 \) separated (center-to-center) to suppress multiple lobes, the element size must be \( \lambda/20 \) at the lowest operation frequency to achieve 10:1 bandwidth.

The first array to have introduced the above two concepts viz. interelement coupling and GP impedance control, was that by Munk [64]. His Current Sheet Antenna (CSA) achieved a 4:1 bandwidth. However, the CSA was never identified as a Metamaterial Array and a rather conventional way of presenting its novel capabilities was adopted in [64]. Figure 5-26a depicts the CSA as given in [64] along with its equivalent circuit model, Fig. 5-26b. As stated in [64], this circuit is valid for low frequencies and only in the principal planes.

As seen, CSA is an array of capacitively end-loaded dipoles. Each dipole is coupled to its neighbor via interdigital capacitors. Two orthogonally arranged arrays are used for dual polarization operation, with the ground plane backing at distance \( h \) (not shown in the figure). Figure 5-26b illustrates the equivalent circuit model of the array unit cell. Here, \( R_A \) and \( X_A \) are the free-space radiation resistance and reactance, respectively, in an infinite array setting. The ground plane is modeled as a short circuit, at distance \( h \) from the array plane and given an inductive impedance \( Z_{1+} = j2R_A\tan(2\pi h/\lambda) \). We also note that \( X_A \) is dominated by the mutual coupling between adjacent elements.

![Unit cell](image)

**Figure 5-26** (a) CSA array [64]. GP is not shown. (b) Equivalent circuit model of a unit cell of the CSA. The circuit is for a single polarization array (i.e., vertical dipoles neglected).
The basic mechanism of operation for the CSA is the following: The impedance seen at the terminals of each element is $Z_1/\left\| Z_2 \right\| + jX_A$, where $Z_1 = 2R_A$ and $Z_2$ is the impedance of a shortcircuited TL of length $l$. At low frequencies ($<\lambda/4$) the impedance $Z_1/\left\| Z_2 \right\|$ becomes inductive and therefore a capacitive reactance is needed for cancellation. This negative reactance is provided by the interdigital capacitors through $X_A$. Thus, the antenna feed sees mostly resistive impedance leading to a 4:1 bandwidth [63].

In the following sections we demonstrate that the CSA can be miniaturized with the inclusion of MTM elements and we demonstrate that it is a MTM array structure based on its equivalent circuit. Further, we also present the Interweaved Spiral Array (ISPA), a MTMA capable of delivering $>10:1$ bandwidth.

5.7.2 Schematic Representation of a Metamaterial Array

The simplest and most general representation of an infinite MTMA is shown in Fig. 5-27a. The array is comprised of straight, center-fed dipoles of length $d$, arranged with their axes along a line and their tips in very close proximity. Of course, a ground plane is placed at a distance $h$, for conformal installation. Figure 5-27a defines the three-dimensional unit cell of the array, with dimensions $d \times d \times h$. This volumetric unit cell will be used to derive the equivalent MTM circuit model and to carry out a numerical analysis using Periodic Boundary Conditions. The capacitors placed at the unit-cell boundaries (see Fig. 5-27a) will represent the mutual coupling between the elements.

![Figure 5-27](image_url)

**Figure 5-27** (a) Physical representation of a Metamaterial Array (MTMA) and definition of the unit cell. (b) Equivalent circuit of MTMA unit cell.
As is evident, both the GP and the interelement capacitive coupling are used to form the unit cell. We also note that instead of dipoles, various other elements can be used, including bowties, spirals, etc. As always, dual polarization can be achieved by overlapping a second, orthogonal array (with elements rotated 90°) as indicated in Fig. 5-26a.

The TL model of the MTMA unit cell in Fig. 5-27a can take the lumped circuit form in Fig. 5-26. In this, the dipole inductance (due to the length of its arms) and the dipole-to-dipole mutual inductance from the neighboring dipoles are accounted for by the series inductor $L_1$. Likewise, the self- and dipole-to-dipole coupling (mutual) capacitance are represented by the series capacitor $C_1$. The inductance caused by the GP (modeled in Fig. 5-27b as $Z_1$) is taken into account by the parallel inductor $L_2 \approx \text{Im} \{Z_1/w\}$. Also, any possible capacitance due to the GP (due to the dipole image) is represented by $C_2$.

Finally, the radiation resistance of each dipole is modeled by resistor $R$ and the dipole excitation is depicted to the right of the circuit.

The similarity between the MTMA equivalent circuit of Fig. 5-27b and the standard MTM circuit of Fig. 5-1 is obvious. Of course, the circuit model of the MTMA includes the resistor $R$, necessary for antenna radiation. It is therefore clear that the classic CSA can be classified as a MTMA. The circuit model of Fig. 5-27b can of course be used for extracting the dispersion ($K$-$\omega$) diagram of such arrays. Figs. 5-20b and 5-23b depict similar dispersion diagrams for the DBE and MPC antennas, respectively. On the other hand, the TL-line circuit model of Fig. 5-26b is useful in understanding the impedance behavior of the MTMA.

### 5.7.3 An MTM Interweaved Spiral Array with 10:1 BW

Here, we present a MTM that achieves a 10:1 BW on a ground plane by replacing the dipoles in the CSA with much smaller elements and even miniature interweaved spirals. Instead of dipoles, we propose self-complementary, rectangular spirals. To increase the capacitive coupling between adjacent elements, the neighboring spirals have their arms interweaved (see Fig. 5-28) and thus, we shall refer to the array as Interweaved Spiral Array (ISPA) [83]. An illustration of the ISPA and a photo of a fabricated prototype are shown in Fig. 5-28. Each spiral element is fed at the center of the gap. For analysis, a square unit cell was used, of size $d = 8.2$ mm, with the GP also placed at distance $h = d$ behind the array. The length of the interweaved section (see Fig. 5-28c) was then tuned to obtain the maximum array bandwidth.

The calculated VSWR ($Z_0 = 200$ $\Omega$) of the ISPA shown in Fig. 5-28a is given in Fig. 5-28d. As depicted, the ISPA can achieve a VSWR bandwidth (VSWR < 2) of approximately 10:1 (1.6–16 GHz). Impressively, the corresponding electrical size of the unit cell is only $\lambda/23 \times \lambda/23 \times \lambda/23$ and $\lambda/2.28 \times \lambda/2.28 \times \lambda/2.28$ at the lowest and highest operational frequencies, respectively. This is a remarkable performance considering that no lossy materials or dielectric superstrates were used. Thus, the array can handle substantial power depending, of course, on the metallization thickness. The VSWR of the CSA was also calculated for comparison (again no superstrates are used), using the same unit cell size. As seen the ISPA delivers a two times larger bandwidth than the dipole CSA. In short, the proposed MTMA provides a mechanism for designing highly broadband and conformal arrays. Of importance is their scalability.
Thus, for operation down to 200 MHz, the unit cells simply need to be increased in size proportionally.

Due to the spiral elements, the ISPA is obviously a circularly polarized (CP) array. The directivity of the array will, of course, depend on its aperture size. Using the directivity of a single unit cell, we can estimate the directivity of the infinite array as shown in Fig. 5-29. As seen, the ISPA achieves an almost pure RHCP radiation in the entire 10:1 BW. The directivity of a uniformly excited aperture of area \( A = d \times d \) (same as ISPA unit cell) is overlaid in Fig. 5-29, showing that the ISPA unit cell achieves almost optimal directivity. A dielectric radome (i.e., dielectric superstrate) can be used in front of the radiating elements to further increase bandwidth and extend scan angle to lower frequencies [64]. Simulations show that a 4.8 mm thick dielectric layer with \( \varepsilon_r = 3 \) can increase the ISPA bandwidth to 13:1.
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6.1 Introduction


Genetic algorithms were introduced to the antenna community in the early 1990s [4]. Since that time, two books have been written that have many antenna optimization examples [5], [6]. Also, other biological design methods based upon nature have been introduced. This chapter devotes most of its space to the genetic algorithm (GA) and a more recent spring off called Efficient Global Optimization (EGO). The GA and EGO algorithms are explained in detail with examples. Three other biological antenna design techniques are genetic programming, particle swarm optimization, and ant colony optimization. Due to space constraints, they are only briefly introduced at the end of this chapter.

6.2 Genetic Algorithm

A genetic algorithm or GA is a guided random search algorithm based on genetics and natural selection. By combining the three techniques of selection (survival of the fittest), recombination (or mating), and mutation (random altering of parameters), a successful GA iteratively finds an optimum solution after many generations. While a GA does not guarantee finding the global optimum in any run, it does develop very good and sometimes very unusual solutions.

The simple operations of selection, recombination, and mutation act to combine pieces of salient information or genetic building blocks (called schema) from multiple “good” solutions. Chromosomes with these good schema generally perform better than
chromosomes without them and will have a greater probability of being selected as parents. Through recombination, good schema representing different parts of a good solution have the chance of occurring simultaneously within the same chromosome to create an even better solution. Mutations allow for changes to occur in the schema and new genetic material to be introduced, which may not be present in the initial population. Over time, a well-tuned GA generates a chromosome that contains all the best schema and represents the optimal solution. Other times, especially in multimodal problems, the GA may prematurely converge to a nonoptimal solution called a local minimum. Depending on the problem, the solution represented by one of these local minima might still be quite acceptable as an antenna solution; however, one should be careful about declaring this to be the optimal solution to the problem.

The GA is widely used in antenna design. Some examples include microstrip antennas [7], Yagi-Uda antennas [8], reflector antennas [9], small wire antennas [10], broadband monopole antennas [11], antenna arrays [12], EBG resonator antennas [13], lens antennas [14], and conformal antennas [15]. In addition, GAs have been used to optimize antenna placement [16] and antenna matching networks [17]. The GA works with many different modeling software packages [18] or experimental data [19].

6.2.1 Components of a Genetic Algorithm

The first step in developing a GA is to define the antenna design that must be optimized, and the parameters that influence the design. The GA sends relevant design parameters to the cost function, then the cost function calculates a cost, which is returned to the GA. The \( N_c \) parameters \( v \) are encoded as real or binary values and placed into parameter strings called chromosomes, chrom, each of which represents a potential solution to the problem. A cost is found by sending the chromosome to a cost function, \( f \). Once the cost function is selected, then the GA follows the flowchart in Fig. 6-1.

\[
c = f(\text{chrom}) = f(v) = f(v_{1}, v_{2}, ..., v_{N_c}) \tag{6-1}
\]

The cost function determines the figures of merit (relative “goodness”) of solutions resulting from different chromosomes.

Figure 6-1 is a flowchart of a GA. It begins with an initial (usually random) population of chromosomes that represents potential solutions to a problem. Each chromosome is sent to a cost function that assigns a cost. Chromosomes that have the lowest cost represent the
best solutions, so they are retained as parents. Parents exchange genetic material to create children. These children become part of the population and replace parents that have high costs. Random mutations occur in the population, then the chromosomes are evaluated again. This process continues until the user is satisfied with the solution obtained.

Traditional numerical optimization algorithms work well for quadratic surfaces that have a minimum at the bottom of a bowl-shaped cost surface. The GA is not appropriate for this type of problem, but the GA has the following advantages over other numerical optimization algorithms:

- Optimizes with continuous or discrete variables
- Constraints are inherent in the formulation
- Doesn’t require derivative information
- Deals with a large number of variables
- Is well suited for parallel computers
- Optimizes variables with extremely complex cost surfaces
- Provides a ranked list of solutions, not just a single solution
- Works with numerically generated data, experimental data, or analytical functions

We will demonstrate these advantages with antenna design examples after first explaining the details of how the GA works.

### 6.2.1.1 Initialize Population

The first step in a GA fills the $N_{\text{pop}} \times N_c$ population matrix, $P$, with uniform random numbers.

$$P = \begin{bmatrix}
    v_{1,1} & v_{1,2} & \cdots & v_{1,N_c} \\
    v_{2,1} & v_{2,2} & \cdots & v_{2,N_c} \\
    \vdots & \vdots & \ddots & \vdots \\
    v_{N_{\text{pop}},1} & v_{N_{\text{pop}},2} & \cdots & v_{N_{\text{pop}},N_c}
\end{bmatrix}, \quad (6-2)$$

Each row in $P$ is a chromosome.

### 6.2.1.2 Evaluate Chromosome Cost

Each row of the population matrix is sent to the cost function for evaluation, so that cost, $c_{\text{chrom}_n}$, of $\text{chrom}_n$ is placed in a cost vector.

$$C = \begin{bmatrix}
    c_1 \\
    c_2 \\
    \vdots \\
    c_{N_{\text{pop}}}
\end{bmatrix}, \quad (6-3)$$

The uniform random number, $v_{w,n}$, is converted to a design variable that is either a real variable, $x_n$, an integer, $I_n$, or a binary digit, $b_n$ by [20]

$$x_n = (x_{\max} - x_{\min})v_{w,n} + x_{\min}$$

$$I_n = \text{rounddown}\left((I_{\max} - I_{\min} + 1)v_{w,n}\right) + I_{\min}$$

$$b_n = \text{round}\left(v_{w,n}\right) \quad (6-4)$$
where \( \text{min} \) and \( \text{max} \) represent variable bounds. \( x_{\text{min}} \leq x_n \leq x_{\text{max}} \), \( \text{rounddown} \) is a function that rounds to the next lowest integer, and \( \text{round} \) is a function that rounds to the nearest integer. In some cases, the integer references a location in a lookup table. A grouping of binary digits forms a gene, as in the binary GA. The cost function must convert the bits in a gene into a useful value for cost evaluation.

A binary GA represents the value of each variable by a binary code called a gene. The quantized value of the variable, \( v_n \), is found by multiplying the gene by a vector containing the \( N_{\text{gene}} \) quantization levels corresponding to the number of bits in the gene, \( N_{\text{gene}} \).

\[
v_n = R_n \times \text{gene}_n \times Q^T - U_n
\]

where

\[
\text{gene} = \begin{bmatrix} b_1 & b_2 & \cdots & b_{N_{\text{gene}}} \end{bmatrix}
\]

\( b_n = \) binary bit = 1 or 0

\( Q = \) quantization vector = \( \begin{bmatrix} 2^{-1} & 2^{-2} & \cdots & 2^{-N_{\text{gene}}} \end{bmatrix} \)

\( Q^T = \) transpose of \( Q \)

\( R_n, U_n = \) scaling factors for gene \( n \)

The number of bits that represent a variable in a binary GA depends on the desired accuracy.

Evaluating the cost function is straightforward when there is only one figure of merit, such as VSWR. For example, a cost function calculates the VSWR (cost) associated with design variables in the chromosome. The chromosome with the lowest VSWR is the best antenna, and the one with the highest VSWR is the worst antenna.

Determining the cost becomes more difficult when multiple objectives are considered, such as finding the antenna with the lowest VSWR and greatest bandwidth in the smallest volume. These goals are at odds with one another, as electrically smaller antennas have higher Q and more narrow bandwidths. One simple technique for combining multiple goals is to normalize the individual fitnesses for each goal, then construct a weighted sum of these to generate the final figure of merit. This technique can be somewhat successful; however, one needs to realize that a different weighting steers the search to a different optimal solution. Tuning these weights is necessary to find the most acceptable solution.

Multiple-objective GAs address rank-order multiple figures of merit separately. Chromosomes that represent the best solution for any figure of merit are considered to be “non-dominated” for that figure of merit. A multiple-objective GA generates families of solutions and the population at the end of a multiple-objective GA consists of individuals, which represent the best tradeoffs for the multiple objectives. The selection of parents in a multipleobjective GA are briefly discussed in the upcoming section, and an excellent reference for this algorithm can be found in Deb’s paper [21].

It is worth noting that the selection and representation of the cost function greatly influences the ability of the GA to successfully converge to a good solution. Santarelli compared how using three different cost functions affected the success of a GA for optimizing a constrained feed-network antenna system [22]. When the difference between main-beam peak and highest sidelobe was used as the objective function (the goal being
to maximize this difference), the GA performed poorly. However, when a “desired pattern mask” was created and the cost function changed to minimize the total amount of side-lobe exceeding that mask, the GA was successful.

Figure 6-2 shows a portion of the chromosome used by Altshuler and Linden in their initial single bent-wire electrically small antenna research [23]. The chromosome consisted of (x,y,z) triples represented by real numbers that correspond to wire segment ends. The beginning of the wire antenna is fixed at (0,0,0). The size of the chromosome is fixed by the algorithm designer—if eight points are used, the resulting antenna is created from 8 “pieces” of wire and the chromosome consists of 24 real-valued parameters. A 7-piece antenna generated by that algorithm is shown in Fig. 6-2.

O’Donnell and Altshuler later developed two additional chromosome representations for this same antenna optimization [24]. Since Altshuler had discovered that many resonant genetic antennas utilized a total wire length of ~¼λ (λ being the wavelength at the antenna’s resonant frequency), they designed two alternative chromosome representations, starting with a wire of fixed ¼λ length at the desired resonant frequency. The wire was then conceptually divided into small sections, with the chromosome genes representing the angular orientation of each wire section. Two chromosome representations were proposed and tested. In the first, the angles were defined absolute to the global coordinate system; in the second, the angles were relative to the orientation of the previous wire segment.

It is interesting to note that the original wire-piece chromosome was represented using real-valued chromosomes. The subsequent angular chromosomes were both implemented using a binary representation, which mapped a fixed number of possible angles into a cyclic binary greycode representation. All three produced acceptable antennas, with a subtle difference occurring between the two binary-encoded angular representations.

When working with angles or phases, branch cuts may disrupt the formation of good solutions. The angles represented by 359 and 0 degrees are very similar; yet, in real-valued numerical representation, they are at opposite ends of the range. A cyclic grey code,
in which the Hamming distance between consecutive binary representations and the first-to-last binary representation is always 1, offers an attractive binary representation for phases and angular parameters. Transforming into sine and cosine space addresses this issue for real-valued representations, albeit at the expense of adding more parameters to the chromosome and thus the resulting search space.

Determining a successful chromosome design can be the most important and challenging task in successfully applying GA optimization. As the entire success of a GA lies in the ability for good schema to eventually be merged together, it is vital that the chromosome design make this as easy as possible to accomplish.

6.2.1.3 Select Parents

Parents for the next generation are selected based upon their cost. There are many different types of selection mechanisms; here we describe some of the more common ones. In the simplest selection mechanism, the top $N$ chromosomes are used as parents, which are randomly selected from that subset. With *thresholding*, all chromosomes whose fitness exceeds a certain value are viable as parents, with random selection once again from that pool. In *tournament selection*, two or more candidate parents are selected randomly and the one from each pair with the highest fitness becomes a parent. In *roulette-wheel selection*, candidate parents are allocated a fixed probability of selection, like a wedge on a roulette wheel. Parents with higher fitness are given larger wedges while lower-ranking parents have a smaller, but still finite chance of being selected. Once the probabilities are allocated, parents are then selected, based on which wedge a random number lies within (similar to spinning a roulette wheel). Note that tournament and roulette-wheel techniques may be used with the entire population or with only a higher-ranking subset of the population.

More complicated selection techniques include *diversity*, which considers not only the chromosomes’ fitnesses, but also the differences in numerical values between the parameters comprising the chromosomes. This can be computed, in the simplest case, using least-mean squares (LMS) difference. The goal of diversity in selection is to avoid premature convergence in a local minima, which occurs when top-performing chromosomes have all evolved around a local minima, thus having about the same input parameters. When diversity is included in selection, chromosomes which are not as good as the top-performers, but which are “good enough” and significantly “different” in parameter space are given a greater opportunity for selection than their figure of merit would warrant alone. *Good enough* may be defined as having a fitness exceeding some threshold or in the top half of the population; *difference* may be defined as the LMS difference in chromosome parameters as compared to the top performer(s). Diversity keeps a GA from prematurely converging in a local minima by allowing parents located near other minima a chance to also develop children. Note that diversity is more important in the early stages of the GA (when the search is more global) than during the latter stages (when we assume the GA chromosomes are close to the best global minima and a more local search is desired).

There is no firm requirement for uniqueness in the parents selected for recombination. While this constraint can be applied within a GA, there is also something to be gained by allowing a parent to recombine with itself, i.e., using the same chromosome as the mother and father. This essentially allows a parent to pass a copy of itself directly to mutation. Depending on the shape of the response surface and mutation rate, this technique can be useful during the end of the GA for “bouncing” down into the very bottom of a minimum.
The previously mentioned selection techniques have all considered only a single figure of merit. In multiple-objective GAs, several figures of merit are computed for each chromosome and non-dominated Pareto fronts are created. Pareto points consist of those solutions to the problem for which further improvement in one objective causes a worsening in one or more other objectives. Points along a Pareto front are considered to be non-dominated, i.e., there is no other solution which simultaneously improves all objectives. In a multiobjective GA, non-dominated chromosomes are ranked highest for selection as parents. More parents may be selected, if necessary, by picking those chromosomes along the second Pareto front (i.e., those which are only dominated by one other chromosome), and subsequent Pareto fronts. An excellent reference for understanding and implementing multiobjective GAs is Deb’s paper on the Non-dominated Sorting Algorithm II (NSGA-II) [21]. An antenna design application using the NSGA-II algorithm for multiple objectives, in conjunction with genetic programming techniques, is found in [25] and is summarized later in this chapter.

There are several techniques for constructing subsequent populations within a GA. When modeled strictly after nature, the entire population is replaced in each generation by children. Hence, the number of children created per generation is the entire population size. This total replacement unfortunately offers the possibility of losing some very good solutions and the best fitness in the population oscillates, rather than increasing steadily. However, one expects the peak of the oscillations to steadily increase over time.

### 6.2.1.4 Mating

Mating combines the parameters from parent chromosomes to create new and different offspring. The choice of the mating mechanism depends on whether the chromosome representation is binary or real-valued. Crossover combines two binary chromosomes to create two children. One or more points along the binary string are chosen at random and portions of the string between these points are copied from the mother and father chromosomes to create a child chromosome. As shown in Fig. 6-3, this technique can create more than one child per recombination; however, there is no requirement to generate and use all possible children.

Note that at least two crossover points should be used to avoid numerical bias at the ends of the string. Additionally, one may choose whether to allow crossover at any point within the string or only at gene boundaries, i.e., those boundaries between the binary integers representing each parameter. Crossover only at the gene boundaries acts to keep schema together, since the binary integer representing each parameter will transfer in its
Crossover within a gene, however, essentially creates new binary genes in both children at that point. Depending on the binary to parameter mapping, these new binary genes may decode into parameters that are very different from either parent, effectively acting more like mutation of that parameter.

N-point binary crossover is a simple yet powerful method that has been used successfully in many antenna optimizations. One recent real-world example was the genetic optimization of the USAF Weather Agency Digital Ionospheric Sounding System (DISS) transmit antenna. For this optimization, a binary grey-coded chromosome was used, with roulette-wheel selection of two parents and N-point crossover in recombination. The resulting antenna upgrade on Ascension Island showed stronger measured echoes off the ionosphere, with more layers being measured. The measurement error was reduced by a factor of 10, reducing the critical frequency error from 16% to 1.6% [26], [27].

Uniform crossover is a general procedure that selects variables from each parent chromosome based on a mask, then places them in a new offspring chromosome. First, a random binary mask is created. A 1/0 in the mask column means the offspring receives the variable value from \( \text{chrom}_{m,n} \). If it has a 0/1, then the offspring receives the variable value in \( \text{chrom}_{f,n} \).

\[
\text{chrom}_m = v_{m,1} v_{m,2} v_{m,3} v_{m,4} v_{m,5} v_{m,6} v_{m,7} v_{m,8} \\
\text{chrom}_f = v_{f,1} v_{f,2} v_{f,3} v_{f,4} v_{f,5} v_{f,6} v_{f,7} v_{f,8} \\
\text{mask} = 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \\
\text{offspring} = v_{o,1} v_{o,2} v_{o,3} v_{o,4} v_{o,5} v_{o,6} v_{o,7} v_{o,8}
\]

Various techniques exist for recombining real-valued chromosomes. In the simplest crossover method, one or more random points are chosen in the parents, and the parameters between these points are swapped between the two parents [28]. This technique transfers the parameters as a whole and does not generate any new parameters. Note that this method occurs only at the gene boundaries for continuous parameters, so gene alterations only occur during mutation.

A more sophisticated method that seeks to combine salient information on the gene level to create new parameters intelligently is the **blending method**. Similar to the binary crossover method, one or more random crossover points are selected. The parameters between these points are not transferred in their entirety, but rather weighted and blended to form new parameter values in the children. A random “mixing” variable, \( \beta \), is chosen (usually between 0 and 1), and the new parameter values are blended such that

\[
\begin{align*}
\text{new}_m & \leftarrow v_{m,a} - \beta (v_{m,a} - v_{f,a}) \\
\text{new}_f & \leftarrow v_{f,a} + \beta (v_{m,a} - v_{f,a})
\end{align*}
\]

(6-6)

where \( v_{m,a} \) and \( v_{f,a} \) are the parameters of the mother and father and \( \text{new}_m \) and \( \text{new}_f \) are the resulting blended parameters used in the children. Other parameters, which are not blended, can be swapped in their entirety, to create the final offspring. Note that, like the crossover method, multiple children may be produced from each recombination, but it is not required that all combinations be used.

A random choice of \( \beta \) between 0–1 guarantees that the result of the mix will be bounded by the values of the parents. While this eliminates the need to check resulting
parameters for correctness (i.e., valid values), it also makes it difficult to approach the endpoint of a parameter range. An extrapolating method allows $\beta$ to exceed 1, so that values outside the range of the mother and father may randomly result from blending. However, this requires that parameters be checked for correctness prior to proceeding.

Note that this check for correctness can be applied either at the time of parameter creation (i.e., as part of the mixing operation), or after the entire chromosome is generated, but prior to fitness evaluation. If performed as part of mixing, it is easy at this point to accomplish another random mixing until a valid parameter is created. This is obviously more efficient than creating the entire chromosome only to discard it later on in the GA (prior to the fitness function) for having invalid values. However, the ability to check values for correctness at this point depends on the versatility of the GA engine being used.

Note also that there is no requirement to use only one $\beta$ for weighting all the parameters being mixed. Different $\beta$s may be randomly selected for each parameter to vary how much each parameter between the mother and father is combined. In a particular blending method known as linear crossover, three children are created per recombination with predefined $\beta$s used [29].

A hybrid “quadratic-mixing” crossover technique was used in the electrically small genetic bent-wire antenna design research by Altshuler and Linden [23]. Three parents were selected using the roulette-wheel method and each gene was mated separately with a quadratic fit used to create the corresponding gene in the child. The resulting values were checked for correctness at time of creation. If the quadratic fit failed to produce a valid gene, a random point between two of the parents was used, i.e., mixing. If mixing still failed to produce a valid gene, the genes were only swapped.

6.2.1.5 Mutation

Mutation is the third simple, yet powerful, mechanism that comprises the heart of the GA. The mutation operator randomly changes portions of the chromosome to introduce new genetic material into the population. Mutation is characterized by a mutation rate, which is the probability that a parameter receives a random modification. Like recombination, the actual operator used for mutation may be different between binary chromosomes and real-valued chromosomes.

The mutation rate determines the percent of bits or continuous parameters to be mutated. A randomly selected bit changes from a “0” to a “1” or from a “1” to a “0”. A randomly selected continuous parameter is replaced by another random or quasi-random value within the range of that parameter.

Simple GAs use a steady mutation rate, while more sophisticated approaches vary the mutation rate over time. For example, it may be desirable to initially start with a higher mutation rate to force a wider, more random, sampling of the response surface. Assuming that good schema start emerging within the population, this rate could then be decreased so that recombination becomes the dominant operator, which would allow these schema a chance to recombine with fewer random variations of their values. Others have had success with cycling the mutation rate over time, from high to low to high, etc. This technique essentially introduces periods where new genetic material is added rapidly to the population, but then the population is allowed to recombine and “cool off” to essentially pick out the good schema in this new material and determine how best to combine it.

Changes in the mutation rate can be fixed by a predetermined schedule based on generation number, or tied into convergence characteristics. For example, if the best solution has not changed after a certain number of generations, this could be the trigger to increase and cycle the mutation rate to shake up the population.
Real-valued chromosomes offer additional mutation possibilities. Rather than selecting a replacement value at random from the entire range of valid parameter values, it may be desirable to simply offset the existing parameter value randomly within a certain fixed amount. The technique is particularly applicable during the end-stages of the algorithm, where a good solution has been obtained but one is not certain if the bottom of the bowl, has been reached. While a purely random parameter selected from all possible parameter values has a high probability of leaving that minimum, a small variation or “offset” from the parameter essentially creates a local search around the existing good value. One can envision decreasing this offset window as the GA progresses, thus transitioning from an initial global search of the response search to a local search around a good solution in the endgame of the GA.

Elitist techniques, on the other hand, preserve one or more of the best solutions within the population. With single elitism, only the best chromosome with the highest fitness is included in the subsequent generation; with multiple elitism, the top \( N \) solutions are preserved. Taken to the extreme case, the entire population is preserved and only one chromosome added per generation, a technique that was successfully used by Thors, Steyskal, and Holter in a GA used to design a fragmented wideband patch element [30]. The choice of how many parent chromosomes to preserve and how they are selected (fixed percentage, thresholding) is one of the design considerations when developing a GA. In most cases, the number of children created is the quantity needed to bring the population back to the predefined size.

Another similarity is whether to impose uniqueness on the population, so that no duplicate chromosomes are created. This decision is often based upon the selection mechanism. If the probability of choosing a chromosome is based strictly upon relative fitness, then only one copy of an excellent chromosome is needed. However, if the selection mechanism is more random, multiple copies of that excellent chromosome are needed to ensure a greater probability of its selection.

### 6.2.1.6 Convergence

In the simplest case, a GA may be stopped after a predetermined fitness or number of generations is reached. The GA could also be stopped when no improvement has been seen in the best solution after a fixed number of generations. Note that this technique applies best to elitist GAs, since oscillation is expected with nonelitist populations and this would be a difficult constraint to apply. Finally, if uniqueness is not enforced in the population, a stopping criteria might be that point when the entire population converges to one chromosome, or within some small deviation of the best chromosome.

### 6.2.2 Successful GA Strategies

The authors have successfully used GAs to optimize many different antennas and have compiled some working wisdom that is presented in this section.

#### 6.2.2.1 Minimize Cost Function Evaluations

A GA calls the cost function many times. If the cost function takes considerable time to execute, then some steps for reducing the number of cost function evaluations include [28]:

1. Never evaluate the same chromosome twice! Keep a table of all chromosomes which have ever been proposed by the algorithm and their resulting figure of merit. Check this table for cached results prior to evaluating a chromosome: if it has already been evaluated, use the cached result.
2. Consider imposing uniqueness requirements on the population so that no duplicate chromosomes (i.e., identical twins) are allowed. In this case, if a new child results, which has already been evaluated, that child would be disallowed and another child created in its place. This has pros and cons, depending on your selection mechanism.

3. Define a “minimum solution granularity” or basically a round-off point at which two continuous values for the same gene position are considered equal. This technique prevents the algorithm from wasting time computing essentially the same result for the same input point, and is essential if one wants to impose uniqueness requirements upon a continuous value chromosome. (Otherwise, uniqueness will be defined by the numerical precision of one’s computational engine, resulting in chromosomes that are numerically “different” but essentially the same, as the numerical variations only exist within in the high-precision gene digits.)

4. Initially represent the parameters more coarsely than ultimately desired [31]. This has the effect of narrowing the initial global search space. As the GA progresses, the chromosome is then dynamically modified (either the minimum solution granularity changed for continuous valued genes, or more bits were added to a binary chromosome gene) to allow for a more fine representation. The allowable search area in the function space may be simultaneously reduced around known good areas. For relatively smooth response surfaces, these combined techniques allow the GA population to more quickly progress to relatively good solutions, before drilling down into even better, more finely tuned solutions. (Note that if one expects the response surface to be spiky, this technique is not advised.)

6.2.2.2 Don’t Evaluate Junk Chromosomes

Many computational electromagnetic (EM) simulators assume some level of competency from their users. This is not going to be the case when random combinations of parameters and bizarre antenna configurations emerge from the GA. Depending on the EM tools used, various levels of preprocessing for correctness may be required. Bad chromosomes (i.e., those which would cause your EM simulator to produce incorrect and invalid results without warning) need to be removed automatically (by your code) from the population prior to the cost function evaluation—otherwise they may become your solution!

While single invalid parameters can often be detected and removed prior to the EM simulation, the problem usually lies with combinations of parameters that are individually correct but wrong when occurring together. For example, when the DISS transmit antenna was optimized, it was noted that, during preprocessing, the minimum distance between adjacent wires was a constraint that needed to be checked to avoid “sparking” [27]. Individually, all the wires were at valid heights, but taken together, some configurations were not electromagnetically feasible and needed to be removed, automatically, during the GA to avoid problems that the EM simulator would not have detected.

6.2.2.3 Hybrid Genetic Algorithms

A hybrid GA starts with a GA and then hands the optimization off to a local optimizer [28]. The GA is good at finding the region of the global minimum but is extremely slow to get to the bottom. Usually, the GA runs until it slows down, then the local optimizer takes over. The continuous GA most easily couples to a local optimizer, since local
optimizers use continuous variables. In general, the hybrid GA performs quite well when compared to other local optimizer and GAs alone [32].

### 6.2.3 Examples

Our first example is straightforward and is the design of a circularly polarized patch. The next two examples are much more complex and demonstrate the power of the GA.

#### 6.2.3.1 Microstrip Patch Design

Figure 6-4 is a rectangular patch on an infinite substrate and ground plane that is designed for circular polarization at 10 GHz. There are six variables in the chromosomes, \( \begin{bmatrix} v_1, v_2, v_3, v_4, v_5, v_6 \end{bmatrix} \) defined by

\[
\left( F_x, F_y \right) = 0.4 \left( v_1 L_x, v_6 L_y \right) = \text{position of probe feed}
\]

\[
L_{x,y} = \frac{\lambda}{4} v_{1,2} + \frac{\lambda}{4} = \text{patch length in x and y directions}
\]

\[
h = \begin{cases} 3.15 \text{ mm} & \text{round} \{v_5\} > 0.5 \\ 1.575 \text{ mm} & \text{round} \{v_5\} \leq 0.5 \end{cases} = \text{substrate thickness}
\]

\[
\varepsilon = \begin{cases} 2.33 & \text{round} \{v_4\} > 0.5 \\ 2.2 & \text{round} \{v_4\} \leq 0.5 \end{cases} = \text{relative dielectric constant of the substrate}
\]

where \( \lambda \) in mm.

The cost function is computed using the method of moments-and-returns the maximum of three computed terms

\[
\text{cost} = \max \left| \frac{E_\theta - |E_\phi|}{|E_\theta| + |E_\phi|} \right| \left| \angle E_\theta - \angle E_\phi \right| - \frac{\pi}{2} |s_{11}|
\]

(6-7)

where

\[
E = E_\theta \hat{\theta} + E_\phi \hat{\phi} = \text{electric field}
\]

\[
s_{11} = \text{reflection coefficient}
\]

The first two terms in (6-7) are zero for circular polarization, because the two components of the electric field have the same magnitude and are 90° of phase. The magnitude of the
reflection coefficient is zero when the patch impedance 50 Ω. A circularly polarized, perfectly matched patch has \( \text{cost} = 0 \). The best chromosome resulted in the following design values:

\[
\left( F_x, F_y \right) = (1.18 \text{ mm}, 2.96 \text{ mm})
\]

\[
L_x, L_y = 8.62 \text{ mm}, 9.98 \text{ mm}
\]

\[
h = 1.575 \text{ mm}
\]

\[
\varepsilon = 2.2
\]

The patch is right-hand circularly polarized with an axial ratio of 1.009, \( z_{ii} = 0.012 \), and directivity of 6.97 dB. The GA, with a population size of 12 and mutation rate of 5%, reduced the cost very quickly in the first few generations, then much slower, as shown in Fig. 6-5.

### 6.2.3.2 Optimizing a Simple Parasitic Superdirective Array

Recently, Southall and O’Donnell used two different GAs to optimize the separation and operating frequency of a two-element parasitic superdirectional array [33], [34], as shown in Fig. 6-6a, to achieve the highest end-fire directivity. The antenna element configuration is fixed, and only the separation between the elements and the operational frequency varied. However, it is a multimodal problem with two almost equal minima (shown in Fig. 6-6b), depending on whether the parasitic acts as a director or reflector, which depends on the operating frequency of the array.

The antenna element used for this array was planar and was moderately small, having a height of 0.146 \( \lambda \) at the resonant frequency of a single, isolated element. The input function space was exhaustively sampled, as shown in Fig. 6-6b, to determine the largest possible gain. This was feasible for this simple two-dimensional example, since the antennas consist of thin wires in free space over an infinite ground plane, which could be very efficiently simulated using the Numerical Electromagnetics Code 4 (NEC4) [51].

![Figure 6-5](image-url) Convergence of the GA for the circularly polarized patch antenna
At a spacing of 8.9 mm and a frequency of 849 MHz, the array has a reflector lobe with a gain of 10.262 dB, which is the largest possible gain (global minimum in Fig. 6-6b). A director lobe with a gain of 10.154 dB occurs at 14 mm and 834 MHz (local minimum) and is, therefore, a local minimum close to the global minimum of −10.262 dB. The upper valley region near the global minimum has an extremely flat floor. For example, along the valley bottom from 8 to 10 mm, the spacing changes by 25% and the frequency by 1% while the gain changes by less than 0.05%. This makes it extremely difficult for any algorithm to give very precise values for the spacing and frequency, which yield the absolute minimum in the negative of the gain.

For both GAs, the chromosome consisted of two genes with continuous parameters representing the element separation (5–60 mm) and the operating frequency (800–900 MHz). A Latin hypercube [45] technique was used to establish an initial population of \( N_{pop} \) chromosomes, which sampled the function space. Note that the initial population contained twice as many chromosomes as the population of successive generations to allow for adequate sampling of the response surface. Following the evaluation of this initial population, the bottom half (the poorer performers) were discarded, leaving the population with \( N_{pop} = N_{pop}/2 \) chromosomes [9], i.e., a subset consisting of the best samples.

In the first simple GA, the top \( N_{pop}/2 \) chromosomes are used for mating and the bottom \( N_{pop}/2 \) chromosomes are discarded. Roulette wheel (a.k.a., weighed random pairing) was used for selection. Children were produced with one-point crossover (since there are only two parameters), with blending of some parameters (using the random mixing variable \( \beta \), which varied between 0–1) and swapping off the rest.

This GA also preserved the top \( N_{pop}/2 \) chromosomes in the next generation; however, mutation was performed not only on the children, but also on the parents, except for the
best individual. This resulted in a single elitist population. Mutation rates between 10% and 70% were tested, with mutation selecting a total random value for the gene within the valid parameter bounds (versus an offset value).

Four different stopping criteria were initially considered simultaneously:

1. Limit of 100 total number of generations
2. Number of cost function calls exceeds 500
3. No change in best fitness after 1/5 of the limit on the total number of generations, i.e., 20 generations (stagnation)
4. 7/8 of the genes in the mating pool are identical (lack of diversity).

Note that conditions 1 and 2 do not indicate convergence, they simply quit after a fixed amount of time or computation.

To create a second “enhanced” GA, O’Donnell incorporated some of the advanced GA techniques described in this chapter. These techniques were selected to promote genetic diversity and avoid premature convergence. The resulting algorithm turned out to be “robust” [2] for this particular problem in that, once tailored, the algorithm consistently found the global minimum.

The techniques which enhanced this particular GA included:

- Varying the mutation rate (increasing or decreasing) as the algorithm progressed
- Varying the mutation type from the random gene replacement to offsetting.
- Varying the amount of offset mutation (from higher to lower) as the algorithm progressed
- Applying minimum solution granularity and uniqueness to ensure that no duplicate chromosomes (within the minimum solution granularity) were allowed. Chromosomes were checked during creation and duplicates were reconstructed.
- Employment of elitism, i.e., the parents maintained in the population were not mutated
- Tournament selection, rather than roulette wheel.

In order to implement the previous strategies more effectively, the input range for each parameter was normalized to range from 0–1. Since a diverse population was automatically maintained by the enhanced algorithm, population diversity was not a valid stopping criteria for termination of the algorithm. Only total number of generations, total number of function calls and stagnation were used.

Figure 6-7 shows a comparison of the simple GA (called “textbook” in the figure) to the enhanced GA for a total number of cost function calls. After tuning both algorithms, the enhanced GA algorithm typically converged to less than 0.05% difference from the global minimum within 500 function calls. Southall and O’Donnell also note in [33] that the enhanced GA converged 100% to the exact global minimum after 100 populations, albeit with more cost function calls.

Note that the mutation rates annotated on Fig. 6-7 are extremely high for a typical GA. However, as seen in Fig. 6-6b, the response surface for this problem has a very flat and curved bowl around the global minimum. Southall and O’Donnell note that, once
within this region, there was essentially no single-parameter inheritance between good parents. Once in the bowl “both a change in frequency and a change in separation are required to move from one good point to a better point; thus mating two “good” parents while blending only one of the genes does not result in a better design (higher directivity)” [33].

Therefore, the tuned enhanced GA utilized a lower mutation rate with a large offset amount in the early generations, which allowed for wider global exploration to rapidly locate the bowls of the function. Transitioning later to a higher mutation rate, but with associated smaller mutation offsets, allowed the algorithm to then randomly bounce around the bowls to ultimately determine the global minimum. The high mutation rate, but with only a small offset, increased the chances that both parameters would vary simultaneously by a small amount, which was essential for traversing the relatively flat valley to the global minimum.

### 6.2.3.3 Antenna Placement

In this example, a GA is used to find an optimal location for an IED jammer antenna on a Humvee. The goal of the jammer is to project a maximum amount of power on the road in front of the Humvee where a suspected IED is hidden. The commercially available software XFdtd [36] was used to model the Humvee and calculate the fields radiated by the antenna [37], [38]. The GA is written in C++ and interfaces with the XFdtd cost function through XFdtd’s Scripting API. XFdtd uses Feature Based Modeling (FBM) that allows relative coordinate system definitions among parts in a model.

This GA has a population size of 8 and a mutation rate of 15%. A chromosome contains the region and the location on that region for antenna placement. Figure 6-8 shows the six areas available on the vehicle for placement of the antenna. Each cost function evaluation calls a script function that executes the calculation engine, calculates the cost (antenna pattern, impedance, bandwidth, etc.), and passes that value back to the GA as the cost. The GA ran 13 generations. The optimal location found is depicted in Fig. 6-9 with the electric field depicted in Fig. 6-10. It turns out that the optimal location is on the
Figure 6-8  Allowable areas for antenna placement on vehicle

Figure 6-9  Optimum antenna placement on vehicle

Figure 6-10  Fields radiated by antenna when placed on the rear of the vehicle, the frontmost position on the vehicle, and the optimum location on the vehicle.
front hood and not on the front bumper. The second best location is on the driver-side front bumper.

### 6.2.3.4 Low-Profile, Broadband, Shorted Monocone Antenna

A GA was used to design a low-profile, wideband, vertically polarized monocone to be used on an unmanned aerial vehicle (UAV) or airplane [39]. A rough design of a top hat monocone with shorting pins was optimized using a GA with a population size of 8 and mutation rate of 15%. The antenna height, diameter, shorting pin locations, number of shorting pins, and top hat size were optimization parameters. Figure 6-11 is a model of the antenna. After optimization, it is $\lambda/14.7$ tall at 800 MHz and $\lambda/5$ tall at 2.4 GHz. Figure 6-12 is a plot of the reflection coefficient ($S_{11}$) from experimental measurements and computed results. The antenna bandwidth (SWR<2) is from 800 MHz to 2.4 GHz.

### 6.3 Genetic Programming

Up to now, we have only considered chromosomes which contain encoded antenna design parameters. In genetic programming, we consider chromosomes that contain combinations of “instructions” (or programming steps) and parameters, which together describe an antenna design. The standard fixed-length linear-chromosome structure commonly
used in simple GAs is replaced by a tree-structured chromosome. The elements in the tree typically represent programming commands, mathematical functions, or discrete components which, when implemented from the root throughout all the branches, represent one particular program to build a design or sometimes the design itself (for example, a computer program) [35].

This method was explored by O’Donnell [25] as a technique for designing bent-wire electrically small antennas with multiple, random branches. As noted earlier in this chapter, the chromosomes previously used for encoding electrically small antennas were limited to representing the configuration of only a single wire. This disallowed any configurations which might require branching or matching stubs.

Four simple genetic programming commands were implemented: “grow,” “turn,” “split,” and “airroot.” Genetic programming cells consisting of these commands and their parameters were combined into multibranched program trees to generate the antenna design, as shown in Fig. 6-13.

The *grow* command utilized two parameters: the direction (as a unit vector) and the distance (wire length for this piece). Taking the lessons learned from previous simple GA angular chromosome comparisons, the direction, provided in a unit vector, was not absolute but rather relative to the previous section. There were also limits as to how long or short a wire piece was allowed to grow.

The *turn* command changed the current coordinate system based on its direction parameter input, representing roll, pitch, and yaw. This transformation did not add any material to the antenna, but rather was applied to all wire pieces grown subsequently.

The *split* command caused a new multibranched subtree to be formed at that point in the antenna structure. The number of branches created at each split was random, but for practical design purposes, there was a maximum limit. The split command ended the current branch of the antenna, with multiple new branches beginning at that point. Those branches could also contain split commands; hence, multiple levels of recursion were allowed.

The *root* (or “airroot”) command dropped a grounding stub (i.e., a potential matching stub) from the current physical point on the antenna structure to the ground plane below. This command did not require any parameters, however there was a maximum height above the ground plane at which roots were allowed. If the root command occurred at higher elevations, it was ignored but not removed from the program, hence becoming a recessive gene. O’Donnell states in [8] that this command was analogous to the biological equivalent of a plant trying to establish additional roots when the growth had spread away from the main plant center.

---

**Figure 6-13** Multibranch chromosome encoding a thin-wire antenna design
The antenna structures were optimized along several Pareto parameter fronts using the Non-dominated Sorting Genetic Algorithm II (NSGA-II) multiobjective evolutionary algorithm [6]. Three figures of merit were used: electrical size (the radius in wavelengths of the minimal hemisphere which fully encloses the antenna), voltage standing wave ratio (VSWR), and antenna quality factor (Q). Recombinations were implemented by swapping random portions of the genetic program tree between random crossover points. Mutations were implemented by adding, deleting, or swapping programming commands or mutating the values of command parameters.

Genetic programming offers several attractive features for those interested in genetically optimized antenna designs. Because the chromosome is allowed to dynamically alter and split, many different designs may be explored within one GA. Structures having significant physical differences may still be combined, even though their tree-like chromosomes are radically different from each other. Perhaps most importantly, many of the prior design decisions that are inherent when developing a simple linear-chromosome GA (such as “how many wire pieces,” “how many segments,” “how long the total wire length”) are no longer limiting factors. However, the unrestricted design combinations that are possible with a genetically programmed antenna greatly increase the size of the response surface to be searched. Therefore, there is once again the natural tradeoff between how flexible one wishes to be in the design and how long one wishes to design.

6.4 Efficient Global Optimization

Efficient Global Optimization (EGO) is an evolutionary computation (EC), data-adaptive algorithm, which can be useful for problems with very expensive cost functions [41], [42]. Many evolutionary algorithm techniques require large numbers of cost function evaluations. This can be prohibitive when using the complex computational electromagnetic (CEM) simulations required for modern antenna design [43] where the evaluation of each design can take significant resources.

Like GAs, EGO performs both global and local searches simultaneously to explore the function space and to avoid becoming trapped in local minima. The algorithm models the cost function (response surface) using the DACE predictor (Design and Analysis of Computer Experiments) [44]. The model is refined in areas which warrant further exploration, either because they are close to known good areas (local search) or because they have been insufficiently explored and exhibit uncertainty (global search). In each iteration only a single design point is evaluated using the expensive cost function. A GA evaluates the cost function many times for numerous proposed solutions. The goal of EGO is to spend less time evaluating the cost function and instead to use very fast, inexpensive calculations (the DACE predictor) to model the response surface.

The response surface is fit using a stochastic model, which captures how the function typically behaves [41]. One behavior might be how much the function tends to change as we change a certain input variable. Using the stochastic model one can develop figures of merit for selecting new design points (also called data points or sample points). The technique is a very powerful, effective, and efficient method for selecting new design points. The algorithm begins with a relatively small initial set of points and then the following steps are performed iteratively:

1. Determine a set of correlation parameters using maximum likelihood
2. Select the next design point to evaluate
3. Test for convergence.
We first describe the stochastic process model followed by a detailed description of the steps used in the algorithm. We then describe an antenna design example, the parasitic superdirective array (PSA) antenna, and use it to illustrate the usefulness of EGO in antenna design optimization. Finally, we compare the performance of EGO with that of two different kinds of GAs used to optimize the same antenna design.

6.4.1 The DACE Stochastic Process Model

The DACE stochastic process model was originally described in the paper “Design and Analysis of Computer Experiments,” by Sacks, et al. [44]. The response surface is sampled at \( n \) design points. The initial number of points is chosen to be about \( 10^k \) where \( k \) is the dimensionality of the problem. In [41], [44] \( n = 11k-1 \) was suggested. For multidimensional problems, we use a space-filling technique called the Latin hypercube [45] for selecting the initial set of points in the \( k \)-dimensional input function space.

The \( n \) scalar values \( y^0, i = 1,2 \ldots n \), of the cost function are represented by the data vector \( y \) which is a function of input vector \( x \). Input vector \( x \) contains the \( n \) design vectors \( x^i \) for \( i = 1,2 \ldots n \). Each design vector has \( k \) independent design parameters.

\[
y = \begin{bmatrix} y^{(1)} & y^{(2)} & \cdots & y^{(n)} \end{bmatrix}_{i=1}^{n} \quad (6-8a)
\]

\[
x^{(i)} = \begin{bmatrix} x^{(i)}_1 & x^{(i)}_2 & \cdots & x^{(i)}_k \end{bmatrix}_{i=1}^{n} \quad (6-8b)
\]

For example, if the problem were one dimensional, i.e., \( k = 1 \), there would be a single input variable (also called input parameter or input factor), \( x \), sampled at \( n \) points, and \( x \) would be an \( n \times 1 \) column vector.

The DACE model assumes a constant regression term, \( \mu \), as shown below for the model representing each sample data point:

\[
y(x^{(i)}) = y^{(i)} = \mu + \epsilon(x^{(i)}) \quad i = 1,2,\ldots,n \quad (6-9)
\]

The error term, \( \epsilon(x^{(i)}) \), is assumed to be normally distributed with zero mean and with process variance \( \sigma^2 \) (see 6-15).

In electromagnetic computer simulations, the response is deterministic, i.e., running the code with the same input values will yield identical results. Therefore, the error term does not represent a random measurement error but the uncertainty about the outcome until we actually perform the simulation. The error terms are, however, assumed to be correlated from one design point to another. The correlation is assumed to be higher when design vectors \( x^{(i)} \) \( x^{(j)} \) are closer and lower when they are farther apart. The correlation is therefore related to the distance between points in the input function space. A weighted distance formula (not a simple Euclidean distance) is used. The weights in the distance formula are the correlation parameters, \( \theta_h \), in (6-10) below.

\[
d(x^{(i)}, x^{(j)}) = \sum_{h=1}^{k} \theta_h \left| x^{(i)}_h - x^{(j)}_h \right|^p. \quad (6-10)
\]

Correlation parameter \( \theta_h \) measures the importance (or activity) of input parameter \( h \). Larger values mean that the parameter is more important or active. The correlation parameter \( 1 \leq p_h \leq 2 \) in the exponent is related to the smoothness of the function in input parameter direction \( h \). Values of \( p_h \) near 1 correspond to less smooth functions while values near 2 correspond to smoother functions [41], [44], [46]. We have used \( p_h = 2 \) and found it to work well. Equations (6-9), (6-10), and (6-11) represent the DACE stochastic process model.
The correlation between errors at \( x^0, x^j \) is then calculated from [41]:

\[
\text{Corr} \left[ \varepsilon(x^0), \varepsilon(x^j) \right] = \exp \left[ -d(x^0, x^j) \right].
\] (6-11)

We fit the response surface using the DACE predictor [41], [42]. Let \( x^* \) be an arbitrary input point where the value of the response surface is unknown (see Fig. 6-14 below for a one-dimensional example). The DACE predictor at \( x^* \) is given by

\[
\hat{y}(x^*) = \hat{\mu} + r^* R^{-1} (y - 1\hat{\mu}),
\] (6-12)

where \( 1 \) is a column vector of \( n \) ones and \( R \) is an \( n \times n \) error correlation matrix whose \((i, j)\) entry is given by (6-11). The column vector \( r^* \) is the correlation between \( x^* \) and all \( n \) data points. The \( i \)th element of \( r \) is given as

\[
\text{Corr} \left[ \varepsilon(x^*), \varepsilon(x^i) \right], \quad i = 1, 2, \ldots, n.
\]

The DACE predictor interpolates the data, i.e., it yields the known values of \( y(x) \) at the sample points. The approximation in (6-12) requires only inexpensive, fast, matrix operations unlike the evaluation of the expensive cost function. For \( p_i = 2 \), it was shown in [42] that the approximation uses radial basis functions.

### 6.4.2 Estimation of the Correlation Parameters

The first step in the iterative loop of the algorithm is to estimate the parameters \( \theta_h \) for \( h = 1, 2, \ldots, k \). These parameters are estimated by finding values of \( \theta_h \) that maximize the likelihood of the sampled data. The parameters are therefore tuned to the data, which is why the algorithm is data adaptive. The sample likelihood function is given by [41]:

\[
L(\mu, \sigma^2) = \frac{1}{(2\pi)^{n/2} \sigma^{2n/2}} \exp \left[ \frac{(y - 1\mu)^T R^{-1} (y - 1\mu)}{2\sigma^2} \right].
\] (6-13)

**Figure 6-14** (a) The uncertainty in the value of the function at arbitrary \( x^* \) is represented by the random variable \( Y = N(\hat{y}(x^*), s^2) \). (b) Detail showing the improvement at \( x^* \), which is also a random variable. Recall that \( \hat{y}(x^*) = \max(f_{\text{min}} - Y, 0) \).
The dependence of the likelihood function on the correlation parameters comes from the correlation matrix $R$, where $\text{det}(R)$ is the determinant of $R$. If we had values for the correlation parameters we could calculate $R$ and find closed form expressions for estimates of $\mu$ and $\sigma$ (maximum likelihood estimates or MLE) as follows [41]:

$$\hat{\mu} = \frac{(1' R^{-1} y)}{(1' R^{-1} 1)}$$ (6-14)

and

$$\hat{\sigma}^2 = \frac{(y - 1\hat{\mu})' R^{-1} (y - 1\hat{\mu})}{n}$$ (6-15)

Using these values for $\mu$ and $\sigma$ in (6-13) gives the concentrated likelihood function (CLF). The log of the CLF is maximized with respect to correlation parameters $\theta_i$ using a Nelder-Mead downhill simplex technique [34] to obtain maximum likelihood estimates of the $k$ correlation parameters.

### 6.4.3 Selecting the Next Design Point

Jones [41] introduced a figure of merit called expected improvement, which balances local and global search and is the heart of the EGO algorithm. The expected improvement is calculated using the mean squared error of the DACE predictor called the standard error of prediction given by

$$s^2(x) = \sigma^2 \left[ 1 - r' R^{-1} r + \frac{(1 - 1' R^{-1} r)^2}{1' R^{-1} 1} \right]$$ (6-16)

The error is reduced by the second term in the brackets since $x$ is correlated with the current sample points and is increased by the third term, since $\mu$ is not exact but is only estimated from the data. The prediction error is zero at the sample points.

We define a new random variable $Y$ which is normally distributed with a mean value of $\hat{y}(x)$ and variance $s^2(x)$ defined in (6-12) and (6-16), respectively [41]. $Y$ models our uncertainty about the value of the cost function. This uncertainty at arbitrary point $x^*$ is shown in Fig. 6-14. Recall that the simulation is deterministic; we simply do not know the deterministic outcome at $x^*$ until the simulation is performed, thus the uncertainty.

Let $f_{\min} = \min[y^{(1)} y^{(2)} ... y^{(n)}]$ be the current best (minimum) cost function value. Formally, the improvement is given by

$$I(x^*) = \max(f_{\min} - Y, 0).$$ (6-17)

Since $Y$ is a random variable, $I(x^*)$ is a random variable so we take the expected value of $I(x^*)$, which can be expressed in closed form [41] as follows:

$$E[I(x^*)] = (f_{\min} - \bar{y}) \phi \left( \frac{f_{\min} - \bar{y}}{s} \right) + s \phi \left( \frac{f_{\min} - \bar{y}}{s} \right),$$ (6-18)

where $\phi(z)$ is the normal probability density function and $\Phi(z)$ is the normal probability distribution function. Using $\bar{y}(x^*)$ and $s(x^*)$ over all $x^*$ to evaluate $E[I(x^*)]$, we find where the expected improvement is maximized and take that $x^*$ as the new design point.
6.4.4 Convergence

The final step is the implementation of a stopping rule or convergence criterion. Expected improvement provides a simple and effective criterion. One variation is to take the absolute value of the expected improvement, \(|E[I(x^*)]|\), at the new design point. If it is less than 1% of \(f_{\text{min}}\) (the current minimum value of the cost function), then stop. Obviously, one could choose a factor less than 1% and we have experimented with decreasing the criterion to obtain better accuracy; however, this increases the number of expensive function calls.

Alternatively, we can stop the algorithm after a set number of iterations. Using the total number of iterations as a stopping criterion prevents the algorithm from running extensively (trying to refine the response surface), while allowing it to drill deeper into minima than would otherwise occur when a larger value for the expected improvement is used as a stopping criterion.

If the stopping criterion is not met, we add the new design point to the data set and increase \(n\) by one. The algorithm then estimates correlation parameters using the \(n + 1\) data points, i.e., all of the previous sample points plus the new data point. Iteration continues until the convergence criterion is met.

With evolutionary design optimization techniques it is perhaps more realistic, and practical, to terminate algorithms based on performance criteria, i.e., where the current value of the cost function satisfies the design specification(s). This could replace artificial, and often arbitrary, convergence criteria.

6.4.5 Comparison of EGO and GA Design Optimization

The EGO algorithm was used in the example presented in Section 6.2.3.2 to optimize the antenna design [42], [33], [53]. We compare EGO with the two different kinds of GA implementations used to optimize the same antenna design (Section 6.2.3.2). The number of cost function calls is used as a figure of merit. In Fig. 6-15 we show the accuracy of the three algorithms in predicting the known global minimum versus the number of evaluations of the cost function required. All three algorithms consistently estimate the global minimum near 8.9 mm and 849 MHz. Note that all three algorithms were extremely accurate with prediction errors of much less than 1% of the global minimum. The EGO algorithm performed well and required fewer cost function calls than the GAs. The error bar for EGO (the spread in converged gain for the 15 different initial data sets) at slightly more than 100 function calls is remarkably small. Note also that with enough function calls (in a GA each generation requires many cost function calls) the Enhanced GA can predict the global minimum with arbitrary accuracy, as discussed in Section 6.2.3.2.

6.5 Particle Swarm Optimization

Edward and Kennedy introduced particle swarm optimization (PSO) [55] based on the social behavior of animals, such as bird flocking or fish schooling. PSO has a random population matrix like the GA, but the rows in the matrix are called particles instead of chromosomes. Particles contain variable values and have a velocity as they move on the cost surface. The particles update their velocities and positions based on the local and global best solutions.

\[
v_{\text{new}}^{m,n} = v_{\text{old}}^{m,n} + \ell_1 \times r_1 \times (p_{\text{local best}}^{m,n} - p_{m,n}^{\text{old}}) + \ell_2 \times r_2 \times (p_{\text{global best}}^{m,n} - p_{m,n}^{\text{old}}) \tag{6-19}\]
where

\[ v_{mn} = \text{particle velocity} \]

\[ p_{mn} = \text{particle variables} \]

\[ r_1, r_2 = \text{independent uniform random numbers} \]

\[ \epsilon_1 = \epsilon_2 = \text{learning factors} = 2 \]

\[ p_{\text{local best}} = \text{best local solution} \]

\[ p_{\text{global best}} = \text{best global solution} \]

The PSO algorithm finds new particles by updating the velocity vector for each particle and adding it to the previous particle position. Velocity updates are based on the best global solution associated with the lowest cost ever found by a particle, as well as the best local solution associated with the lowest cost in the present population. When the best local solution has a cost less than the cost of the current global solution, it replaces the best global solution. The constant \( \epsilon_1 \) is the cognitive parameter, and the constant \( \epsilon_2 \) is the social parameter.

PSO is capable of optimizing the same types of antenna designs as the GA. Many antenna design applications appear in the literature [56]–[61].
6.6 Ant Colony Optimization

Ant colony optimization (ACO) is a global search optimization method that is based on the behavior of ant colonies in obtaining food and carrying it back to the nest. Ants wander around looking for food. They emit a pheromone (chemical) along their trail from the food to home. Other ants follow this pheromone trail to the food source and also emit a pheromone as they do so. When ants pick a shorter path to the food, a stronger trail of pheromone develops faster than on a longer path. The stronger pheromone (shortest path) attracts more ants until the shorter path eventually becomes dominant. These pheromones also evaporate slowly with time. This decreases the probability of taking paths toward finished food sources.

ACO algorithms were originally designed to solve the traveling salesperson problem, because this problem closely resembles finding the shortest path to a food source [62]. ACO results in premature convergence to a local optimal solution unless pheromone evaporation is implemented: a solution disappears after a period of time.

The probability that ant $k$ will travel from city $m$ to city $n$ is given by

$$p_{mn}^k = \frac{\tau_{mn}^a / \Delta_{mn}^b}{\sum_{q} \tau_{mq}^a / \Delta_{mq}^b}$$  \hspace{1cm} (6-21)

where

- $\tau = $ pheromone strength
- $q = $ cities on tour $k$ that come after city $m$
- $a = $ pheromone weighting; when $a = 0$, then closest city is selected
- $b = $ distance weighting; when $b = 0$, then distance between cities is ignored.

Short paths with high pheromone have the highest probability of selection. On the initial paths, pheromone is laid on inefficient paths. Consequently, some of this pheromone must evaporate in time or the algorithm will converge on an inefficient path. Early trials of ACO found that an elitist strategy is as important as it is with GAs. As a result, the pheromone along the best path found so far by the algorithm is given some weight in calculating the new pheromone levels. The pheromone update formula is given by [63]

$$\tau_{mn} = (1 - \xi) \tau_{mn} + \sum_{k=1}^{N_{elit}} \phi_{mn}^k + \varepsilon \tau_{mn}^{elite}$$  \hspace{1cm} (6-22)

where

- $\phi_{mn}^k = $ pheromone laid by ant $k$ between city $m$ and city $n$
- $\xi = $ pheromone evaporation constant
- $\varepsilon = $ elite path weighting constant
- $\tau_{mn}^{elite} = $ laid on the best path found by the algorithm to this point.

ACO is not as versatile for antenna design as the GA or PSO. It has found some use for antenna designs, however [64]-[66].
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7.1 Introduction

This chapter discusses the subject of reconfigurable antennas—antennas engineered to reversibly and intentionally alter their performance metrics. The specific choice of reconfigurable antenna metrics varies on a design-to-design basis, but reconfiguration in antenna systems opens a whole new set of possible antenna design paradigms. The designs of these dynamic electromagnetic systems are typically driven by the balance of trade-offs required to achieve a desired functionality. These trade-offs include minimizing the resulting complexity of the design and its operation or efficiency, identifying a means or pathway for practical implementation, and adequately characterizing the net performance or system-level functionality achieved through the addition of reconfigurable capabilities. Reconfigurable antenna design can also include the consolidation of several antenna systems into a single platform to allow multifunctionality from an application standpoint. Their design also includes satisfying other non-antenna but necessary system- and design-related performance metrics due to the unique set of integration challenges that can arise in the construction of these dynamic and multifunctional antenna systems. With an equally diverse application space to support, the resulting study of these structures is an exercise in both antenna engineering and system design.

The discussion of this material follows the focus of this book by examining the emerging technologies and mechanisms that facilitate reconfiguration, the integration techniques that link these mechanisms to the desired electromagnetic agility of the radiating device, the implementation and control required to fully utilize the properties of these antennas, and some of the latest advances in this rapidly expanding field. The discussion on reconfigurable antennas is initiated by briefly examining the fundamental principles associated with reconfiguration, along with a set of common qualitative descriptions of these devices. A discussion on reconfiguration mechanisms and control devices follows this to illustrate the use and development of current and emerging technologies for this purpose and the integration challenges that are encountered. This is followed by sections on the overall control and automation of reconfigurable antenna systems and a look at current and emerging applications, and concluded with some final remarks on the direction and future of reconfigurable antenna technologies.
7.1.1 Physical Components of a Reconfigurable Antenna

Antennas that can intentionally and reversibly change the distribution or character of their performance-governing electromagnetic fields are said to be reconfigurable [1]–[2]. These antennas are engineered to provide discrete sets of reconfigurable states as well as continuous ranges of reconfigurable behavior in their impedance and/or radiation performance metrics. The desired functionality can encompass any aspect of their physical performance or operational role in a radiating system. The means by which physical changes are executed on or within the reconfigurable antenna to alter its electromagnetic behavior can vary significantly. The reconfiguration mechanism provides this physical change and is generally assumed to be responsible for transducing some type of control stimulus into the electromagnetic agility required for reconfiguration. The material presented here is limited to antennas that have these reconfiguration mechanisms integrated into and/or onto the actual antenna. Hence, antennas with external matching networks or circuitry are considered for discussions on adaptive, smart, and other advanced antenna systems. The description of a reconfigurable antenna as a system will be used in this chapter because the integration and control of reconfiguration mechanisms is an integral part of the antenna’s operation. A review of the antenna analysis and design techniques found in other chapters of this book would indicate that there is a nearly limitless number of physical changes that can be exacted to achieve reconfigurable antenna parameters. The overall enormity of these possibilities is grounded only by the practicality and usability that are offered by these designs.

The multilayer antenna structure and its system-level representation shown in Fig. 7-1 provide a notional diagram for the purpose of identifying many of the key ingredients of a reconfigurable antenna system. No consideration has gone into the actual operation of this illustrative example, but multilayer fabrication technologies such as low-temperature cofired ceramics (LTCC) [3], monolithic microwave integrated circuits (MMIC) [4], and radio frequency microelectromechanical systems (RF MEMS) [5] are common in microwave and millimeter-wave antenna designs such as this. As a result, the basic elements of this structure can be recognized in most reconfigurable antenna systems. Many of these components are discussed in more detail later in this chapter, but brief descriptions of the two primary components are provided to initiate the discussion on reconfigurable antennas. These are the radiating elements and reconfiguration mechanisms (also referred to as control devices) with their bias/control lines. Both of these are present in the physical design and system-level design.

7.1.1.1 Radiating Elements

There are two curvilinear-shaped metallic radiators associated with this reconfigurable antenna topology. The primary radiator resides on the substrate layer and is taken as the driven element in the reconfigurable antenna system where the terminals (not shown in detail) for excitation and impedance calculation are located. The direct interaction of this radiating element with the feed mechanism(s) such as coaxial probes, slots, feed-lines, etc. provide opportunities to alter both the frequency and radiation behavior of the system. A parasitic radiator resides on the superstrate and is excited through its proximity to the driven element. This secondary radiator can certainly influence the impedance parameters, but it is more apt to facilitate changes in the radiation behavior. In many of the reflectarray examples discussed in Section 7.3 this entire reconfigurable structure could be considered parasitic since it makes no direct contact with the feed.
7.1.1.2 Reconfiguration Mechanisms

There are three notional reconfiguration mechanisms (labeled 1, 2, and 3) in this structure. The electronically controlled mechanism (1) attached to the primary radiator can include any terminal-connected devices such as PIN diodes, RF MEMS, varactors, and other terminal-connected components that require an applied electrical stimulus to facilitate reconfiguration. The pressure-driven or optically controlled mechanism (2) that is attached to the parasitic radiator can include any terminal-free devices such as photodiodes, microfluidic mechanisms, and other devices that do not require direct electrical stimulus or contact to facilitate reconfiguration. The dynamic material-based perturbation (3) can include similar technologies as (1) and (2), but it is embedded into the bulk or composite substrate and/or superstrate and controlled both with and without a direct connection to the radiating and parasitic elements.

7.1.2 Qualitative Description

The nomenclature or descriptive reference given to a particular class or type of reconfigurable antenna can vary significantly. However, they can be classified according to several attributes common to all reconfigurable antenna systems. This categorization
Chapter 7: reconfigurable antennas includes their reconfigurable performance metrics, the topology of the reconfigurable antenna system that facilitates this behavior, and the control or operation of the reconfigurable antenna system. The latter plays a critical role in the reconfigurable antenna system but does not typically appear in a description of the system so it is discussed later in this chapter.

The reconfigurable performance metrics can be consolidated into the two overarching categories of radiation reconfigurable and frequency reconfigurable antennas. These two groupings are contextually broad given the scope of antenna parameters that each can encompass, but they provide a concise description of the reconfigurable performance. These two performance metrics are treated as mutually exclusive in this chapter for the purpose of describing the performance of the antenna, but the interdependence of these parameters with respect to the antenna’s behavior are closely linked. In the actual design of the electromagnetically agile structure these parameters are coengineered to satisfy both parameters. However, the notion that one of these (radiation or frequency) is always fixed during the reconfiguration of the other depends on the intended application of the reconfigurable antenna. A brief, broad, and categorical description of these two follows to separate the performance metrics associated with their role in the reconfigurable antenna design.

7.1.2.1 Radiation Reconfigurable

Antennas that can change any aspect of their radiation behavior while maintaining a stable matched impedance bandwidth are considered radiation reconfigurable antennas. This can encompass any far-field changes in the spatial properties of the radiated electromagnetic fields and includes pattern shaping, polarization, phase, radar cross section, and nulls. The sample plots of radiation and frequency behavior shown in Fig. 7-2 illustrate these concepts for a radiation reconfigurable antenna with two spatially redirectional states (State 1 and State 2). For brevity, the full characterization of polarization and cut-plane information is not considered here. In this example both radiation configurations of the antenna operate over a common operating bandwidth or common impedance bandwidth that is shared in both states. This has been defined here by a target VSWR and target bandwidth with a center frequency $f_0$. There are several examples presented in Section 7.3 that demonstrate this behavior.

![Figure 7-2](Image)

**Figure 7-2** Frequency (left) and radiation (right) behavior for a generic radiation reconfigurable antenna. The antenna has two reconfigurable states (1 and 2) with different radiation patterns that each operate within a target common impedance bandwidth.
7.1.2.2 Frequency Reconfigurable

Antennas that can change their frequency behavior while maintaining stable radiation characteristics are described here as frequency reconfigurable antennas. This can include shifting or switching a resonant frequency, matched impedance bandwidth, or facilitating multiband and/or stop-band characteristics. An example of this behavior is shown in Fig. 7-3 for a frequency reconfigurable antenna, which can shift its matched impedance bandwidth and target VSWR in frequency between two bands (reconfigurable states, 1 and 2) that are centered at \( f_{\text{01}} \) and \( f_{\text{02}} \). A common pattern beamwidth is preserved in each state that overlaps the target angular resolution defined both angularly and by the target antenna gain \( G_{\text{target}} \). This performance could be defined by a number of different metrics. As with the previous radiation reconfigurable example, there are several examples of this behavior in Section 7.3 that demonstrate this behavior.

7.1.3 Topology

The topology of the reconfigurable antenna system can also be consolidated into two overarching categories: contact reconfiguration and parasitic reconfiguration. These two categories are quite broad considering the possibilities for reconfiguration, but they do provide a contextually straightforward description of the reconfigurable antenna system that also imparts some physical insight into the role of the reconfiguration mechanism. These are not typically identified in the general description of the reconfigurable antenna but are nonetheless important since they influence the reconfigurable performance metrics and its design.

7.1.3.1 Contact Reconfiguration

Contact reconfiguration (or direct reconfiguration) implies that the reconfiguration mechanism is in direct contact with the radiating element and, in particular, with a structure that is in direct contact with the feed network. These topologies are typically the more compact since the reconfiguration mechanism acts on the currents or fields directly and often influences the impedance or modal behavior (resonances, etc.) of the reconfigurable antenna. Both the driven and parasitic elements in Fig. 7-1 are in contact with a reconfiguration mechanism, but only the driven element has a direct connection.
that links the reconfiguration mechanism with the feed network; this distinction is often of practical importance.

### 7.1.3.2 Parasitic Reconfiguration
The use of parasitic elements implies that the reconfiguration mechanism is not in direct contact with the radiating element. It is typically assumed that parasitic reconfiguration is performed by controlling the mutual coupling of discrete elements in the antenna structure. The resulting parasitic topologies are typically (but not always) less compact since they rely on a secondary element that is electromagnetically linked through its proximity to a driven element. These topologies are particularly useful in radiation reconfigurable antennas since the radiated energy can be steered or otherwise influenced to change its spatial characteristics without significantly impacting the tuning or the impedance behavior. The parasitic radiator in Fig. 7-1 illustrates how these systems could be utilized with reconfiguration mechanisms to alter the overall performance of the antenna.

### 7.2 Analysis
The electromagnetic analysis of a reconfigurable antenna depends primarily on the type of antenna that is being manipulated and the antenna parameters that are desired. The analysis also depends greatly on the reconfiguration mechanism used to facilitate the desired changes and functionality. As with any antenna design the reconfigurable system should be described first by the physical topology (microstrip, waveguide, etc.) and its operation (resonant, leaky, etc.), preferably expressed using analytical techniques or methods that can impart physical insight into the operation of the design. Optimizers, numerical methods, and commercially available field solvers are also power tools in this design process; these are especially helpful in the fine-tuning of a complex design. A truncated summary of analysis approaches is provided here only to highlight several of the basic electromagnetic concepts available to develop a physical understanding of these antennas. The reader is directed to other chapters of this book and standard references to obtain a rigorous mathematical analysis for a specific antenna design (e.g., [6]–[10]) and the electromagnetic theorems and concepts (e.g., [11]–[15]) that can be applied. In a general context, the analysis of a reconfigurable antenna system will require a blending of several analysis techniques to adequately model and predict the electromagnetic behavior.

### 7.2.1 Transmission Line, Network, and Circuit Models
Analysis with transmission line and circuit equivalent models is typically the first step toward developing a physical understanding of a reconfigurable antenna design. The use of resonant and nonresonant line lengths, the extraction of equivalent RLC parameters, and “black-box” networks provide straightforward insight into how physical changes will impact the performance of the antenna. These techniques are very common when structures support a transverse electromagnetic (TEM) wave such as microstrip, coplanar waveguide (CPW), and other printed antenna topologies. For the antenna in Fig. 7-1, one would begin by considering an equivalent model of the primary radiator. The effect of the reconfiguration mechanism (1) could be captured in a black-box or circuit model and could be used in conjunction with the equivalent microstrip transmission line structure created by the metalized areas. This approach could also be applied to gain a basic understanding of the parasitic element and reconfiguration mechanism (2), where an equivalent circuit could be used to model its inductive coupling to the driven element.
7.2.2 Perturbational Techniques

Perturbational techniques [11] are quite useful in the design and operation of reconfigurable antennas but require some a priori knowledge or accurate approximation of the antenna’s electromagnetic fields and radiating mechanisms. These methods are extremely useful for calculating the effects of a constituent material or change to the surface of volumetric dimensions of the antenna. The analysis of the reconfiguration mechanism (3) in Fig. 7-1 is ideally suited for these methods. For this mechanism the tuning of the primary radiator could be approximated by developing a cavity model for the calculation of resonant behavior and using material perturbation techniques to examine the effect of altering the dielectric and/or magnetic properties of this disc-shaped material.

7.2.3 Variational Techniques

Variational techniques are typically used to calculate characteristic quantities such as resonant frequency and input impedance. This differs from perturbational techniques since the variational procedure gives an approximate solution to the problem, while perturbational approaches provide changes to a known solution. These techniques are typically considered in more advanced designs where the amount of coupling to parasitic elements and the determination of quantities in complex structures can be critical to the performance. An example of this would be to model the interaction between the primary and parasitic radiators in Fig. 7-1. In this case, the mutual coupling could be analyzed using arguments from reciprocity, but variational techniques could also be applied to the primary radiator to determine the approximate complex propagation constant used in the formation of the cavity model or to determine the resonant frequency as impacted by the parasitic radiator.

7.3 Overview of Reconfiguration Mechanisms for Antennas

The reconfiguration mechanism, or control device, represents one of the key considerations in the design of a reconfigurable antenna system. It is responsible for physically enabling the electromagnetic agility required to reconfigure the currents and fields on the antenna. The diversity of these mechanisms is equaled only by the reconfigurable antennas that they support. This section will address the use of these mechanisms by providing a summary of both mature and emerging reconfiguration technologies and their demonstrated usage in several antenna designs. These technologies have been organized into the four overarching categories of electromechanical, ferroic, solid state, and fluidic. Several examples have been taken from recent literature to illustrate each of these areas.

7.3.1 Electromechanical

Electromechanical devices and systems can be very robust reconfiguration mechanisms and can facilitate many different operational modalities in a reconfigurable antenna. The application of mechanics into the design of reconfigurable antennas can be traced back to at least the early 1950s with the “cam and gear systems” developed for a trough waveguide, or troughguide, antenna [16]. This system was developed as a traveling wave (leaky) antenna which provided fixed-frequency beamsteering by perturbing the fields to facilitate radiation and alter the propagation velocity for beamsteering. This reconfigurable radiation antenna used a variety of mechanically-driven mechanisms to perturb the propagating troughguide mode and enhance the leakage from its
open dimension. These systems were very well-conceived, included dynamic impedance matching, and performed well in their intended role as an electromechanically beamsteerable radar system. However, advancements in solid state switching and other phased-array technologies soon provided a more reliable and faster alternative to these mechanical systems. There have been significant and ongoing advances in micro- and nano-scale fabrication technologies since the first reported uses of the troughguide. Their reliability and proliferation have created new and even more viable opportunities for implementing mechanics into the design and operation of reconfigurable antennas (including new mechanisms for troughguide antenna systems [1]–[2]).

MEMS and nanoelectromechanical systems (NEMS) now provide the basis for many of the unique electromechanical reconfiguration technologies. The term radio frequency in RF MEMS and RF NEMS emphasizes their specific design for use in high frequency applications where loss mechanisms, electrical dimension, and wave impedance or propagation are critical. The small size of these electromechanical systems provides antenna engineers with the truly unique opportunity to incorporate switching and loading mechanisms in a packaged configuration or as a mechanism that can be fabricated in situ or onto the antenna. The small size helps to avoid unwanted transmission-line effects or loading within the device and can be used to create structurally reconfigurable antenna systems where the moving parts are structural elements of the design. However, there are other electromechanical means and material systems that can also be used to this end.

MEMS, NEMS, and other electromechanical mechanisms are often interfaced through wire bonds and other interconnects, or terminals, for biasing, control, and electromagnetic functionality. Provided these terminals are sufficiently isolated by way of the package and electromechanical design, this topology makes them ideally suited for switching, routing, and other duties in the RF front-end chain where electrically conductive bias and control lines can be efficiently navigated to and around the terminals in a multilayer environment. Isolating the antenna’s virtual terminals for radiated modes and the near-fields of the antenna’s radiating mechanism creates additional integration challenges. If their isolation from bias and control structures is not sufficient, there is a potential for them to interfere with the intended operation of the antenna through spurious radiation or reactive loading. As a result, many of the designs using these devices have developed careful and clever means to create the required conditions for isolation. This important artifact of terminal-driven devices also applies to many of the solid state and ferroic reconfiguration mechanisms discussed in Sections 7.1.2 and 7.1.3, respectively.

### 7.3.1.1 Packaged RF MEMS and RF NEMS

Packaged RF MEMS and RF NEMS can be utilized in reconfigurable antenna designs as switching mechanisms and tunable discrete elements such as variable inductors and varactors [5]. The MEMS and related micro- or nano-scale components are often hermetically sealed, or packaged, in these structures. This protects the movable parts from exposure to environmental parameters such as moisture and dust. It also provides physical protection from damage during handling or normal operation. The packaged unit also enables its integration into platforms using rapid pick-and-place methods for mass fabrication and assembly. Two examples are discussed here to illustrate some of the key considerations that go into the design of a reconfigurable antenna enabled by packaged RF MEMS switches.
The first example is the reconfigurable radiation single turn spiral antenna [17] shown on the left side of Fig. 7-4. This antenna uses two Radant™ RF MEMS single-pull single-throw (SPST) switches [18] to achieve two reconfigurable states. The fabricated antenna and radiation patterns for both configurations are shown in the left and right of Fig. 7-5, respectively. An impedance tuning stub, two back-to-back quarter-wavelength short circuit bias stubs, and two quarter-wavelength short-circuit control lines with lumped-element bias tees (through a capacitor to ground and bias resistor to a control voltage) were used to achieve the desired antenna performance. The equivalent transmission line models...
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of these components are shown on the right side of Fig. 7-4. All three line segments in this design are connected to a shared DC and RF ground plane. The control lines are used to independently drive the two RF MEMS switches between on-off and off-on states (the other combinations are not used for radiation reconfigurable antennas). The switches alter the standing wave distribution on the probe-fed microstrip line to reconfigure the linearly-polarized radiation pattern between broadside and end-fire directions in a single (primary) elevation cut-plane. These distributions are similar to higher-order patch modes and are used to achieve broadside and end-fire radiation patterns that each operate over a common impedance bandwidth.

The phase reconfigurable reflectarray element shown in Fig. 7-6 [19] provides the second example of a packaged RF MEMS device [18] used in a reconfigurable antenna. The switches reside on the backside of the ground plane in this design to control a variable-length slot that facilitates phase reconfiguration from the reflectarray element. The implementation of these switches in a reflectarray element removes much of the
sensitivity to biasing and control structures that were present in the previous example [17]. Operationally, the RF MEMS switches are placed across the slot and its length is changed by turning the switches on and off. This effectively places shorts across the slot at the four switch locations to create sixteen discrete reconfigurable states (several are operationally identical due to symmetry). The presence of this slot below the patch provides an inductive loading to the reflectarray element. This loading introduces a phase shift in the re-radiated signal. The phase of the reflected field from each reflectarray element can be changed by determining the location of the RF MEMS switches. This configuration provides a very amendable integration environment for the switch since the radiating patch elements can be printed on the top layer and a slot of fixed length can be cut in the ground plane of each element. Several of the switch configurations and their measured phase from a waveguide experiment are shown on the left and right side of Fig. 7-7, respectively.

7.3.1.2 In situ Fabricated RF MEMS

Microelectromechanical systems fabricated onto or within the antenna structure provide a more direct method for the integration of reconfiguration mechanisms into the antenna design. These switching and reactive loading mechanisms are typically subwavelength in size and very similar in operation to their packaged counterparts. This approach can include the cofabrication of antenna and reconfiguration mechanisms or the fabrication of reconfiguration mechanisms onto an existing antenna structure. The fabrication of these devices directly onto the antenna can mitigate some of the undesired interaction with packaging or hermetic sealing and loading from wire bonding. However, many of the challenges in providing biasing and control to the reconfiguration mechanism are still present. The ability to provide biasing directly through the structure in a nonterminal configuration creates many opportunities. Four examples are presented to illustrate the design and integration of RF MEMS and NEMS reconfiguration mechanisms directly onto the antenna and provide an overview of the different bias and control schemes that can be used to enable their operation.

Figure 7-8 shows the topside and bottom of a frequency reconfigurable annular slot antenna [20], which uses two different kinds of electrostatically-actuated suspended-membrane (cantilever-type) MEMS as reconfiguration mechanisms. The base antenna design consists of two concentric circular slots that can be independently excited to reconfigure the operational frequency. Independent excitation is achieved using a single-arm cantilever-type MEMS actuator to create a variable-length microstrip feed line on

Figure 7-7 Switch configurations and their measured phase from a waveguide fabricated antenna shown in Fig. 7-4 (left) and measured radiation patterns in the primary cut-plane for each reconfigurable state (right) (Rajagopalan et al. [19], © IEEE 2006)
the backside of the substrate. Two double-arm cantilever-type MEMS actuators are placed within the outer slot so it can be shorted to the RF ground when the inner slot is fed. This design isolates the operation of the inner and outer slots. The bias voltages are applied to the MEMS actuators through several high resistivity metallic lines. The high resistivity and the geometry of the bias lines provide a unique approach to providing the bias to the switches while keeping them isolated from interfering with its operation. They also have a nominal impact on the operation of the antenna in terms of its efficiency. The reconfigurable frequency behavior of this antenna and its current distribution are shown on the left and right side of Fig. 7-9, respectively, to illustrate the minimal impact these bias structures have on the operation of the antenna.

Figure 7-8  Bottom (left) and topside (right) of the fabricated frequency reconfigurable annular slot antenna using two different kinds of electrostatically-actuated suspended-membrane (cantilever-type) MEMS as reconfiguration mechanisms (Cetiner et al. [20], © IEEE 2009)

Figure 7-9  The reconfigurable frequency behavior of the antenna in Fig. 7-8 both with and without high resistivity bias lines (left) and current distribution of each operational state (right) (Cetiner et al. [20], © IEEE 2009)
The frequency reconfigurable Sierpinski antenna [21] in Fig. 7-10 and Fig. 7-11 illustrates the use of MEMS switches that have been designed to operate with varying actuation voltages. In this device, the single DC bias voltage and the RF signal are applied to both the antenna and switches through the center conductor of the coplanar waveguide (CPW) feed line. Reconfigurability is achieved through the placement of switches with actuation voltages applied to the antenna structure that increase in succession as they are placed farther away from the feed. Figure 7-10 shows the basic
The linearly-polarized reflectarray element [22] in Fig. 7-12 provides an example of a phase reconfigurable reflectarray element. The element itself consists of two, quasi-ring-shaped components on a multilayer substrate backed by a ground plane. The ring structures are loaded with a series of capacitive MEMS switches that, when actuated in symmetric pairs, effectively raise and lower the structure’s resonant frequency. This is used to reconfigure the phase of the reflected signal. The MEMS are operated in pairs to preserve the symmetry of the element in its E-plane and to maintain low cross-polarization levels. The biasing and control of these switches demonstrate the ability to bus all of these structures into an easily addressable series of lines. Figure 7-13 (left) provides simulated results for all of the 32 states the antenna can provide in this configuration. The right side of this figure shows the measured phase in the two extreme states, all-off (00000) and all-on (11111), as a function of frequency. The vertical line highlights the target frequency and the upper-absolute provides the effective angle of incidence on the structure in the waveguide experiment.
The tunable optical bowtie antenna [23] in Fig. 7-14 consists of two self-aligned identical triangular structures with their nano-scale tips coated in metal. These structures create the termination for two in-plane movable cantilevers that are connected to and supported by bentbeam electrothermal actuators. The in-plane movement of the apex of the bent-beams alters the gap distance between the two tips of the bowtie antenna which effectively lengthens the nanoantenna and lowers its frequency response. The bowtie diagram and optical response of the structure are shown in Fig. 7-15 to illustrate the basic behavior of the reconfigurable system. This effect is subject to the plasmonic behavior of the metal-ized areas, which can create other loading on the structure (based on metal thickness, etc.) but follows from classical antenna theory. The actual reconfiguration of the antenna is simplistic, but the use of nanoscale antenna concepts demonstrates the evolution of reconfigurable antenna design into the optical range of the frequency spectrum.

7.3.1.3 Structurally Reconfigurable Electromechanical Systems

The category of electromechanical mechanisms for structurally reconfigurable antennas and radiating systems encompasses a very wide range of technologies. This includes antennas based on MEMS and NEMS mechanisms such as the micromachined Vee antenna [24], but it also incorporates many other methods of reconfiguration. Material-based techniques using electroactive and shape-memory materials provide an emerging approach and unique alternative to electromechanical reconfiguration mechanisms driven by the electrostatic actuation of metallic elements. These electro-active materials have been studied for some time and recently have been of interest in

![Figure 7-14: The CAD (left) and SEM image (right) of the tunable optical bowtie antenna using two self-aligned identical triangular structures with their nano-scale tips coated in metal (Penmetsa et al., [23], © IEEE 2009)](image1)

![Figure 7-15: Bowtie diagram (left) and normalized optical intensity of the tunable optical bowtie antenna using different gap distances (right) (Penmetsa et al., [23], © IEEE 2009)](image2)
antennas because of their ability to transduce an electrical stimulus into a physical movement or displacement through their structure-property relations. One of the key features of these materials is their ability to provide continuous reconfigurability instead of a discrete set of reconfigurable states. Two recent examples using piezoelectric and polymeric materials are considered next to illustrate the use of these materials in reconfigurable antenna designs.

The radiation reconfigurable monopole antenna with a deformable parasitic element [25] shown in Fig. 7-16 illustrates one of the potential uses of electroactive polymers (EAP). The parasitic element in this design is a pre-fluorinated polymer with a platinum surface. Its actuation or ability to bend away from the driven element is accomplished using electrodes that are located beneath the ground plane. This provides a potential mechanism for radiation pattern diversity since the voltage-controlled movement of the parasitic EAP element can reconfigure the beam from an almost omnidirectional monopole radiation pattern shown in Fig. 7-17 to a directive pattern similar to the reflector/director relationship in a Yagi antenna. The deformation of the parasitic element significantly impacts the antenna’s impedance and creates a mismatch due to its close proximity (right side of Fig. 7-16) in the unactuated and moderately actuated states. This structure in its current configuration shares many similarities to the reflector/director relationship in a Yagi antenna or reactively controlled directive array, and provides a unique application of these multifunctional materials.

The reconfigurable microstrip patch antenna [26] shown in Fig. 7-18 illustrates a radiation-controlled design that uses piezoelectric materials as its reconfiguration mechanism. The voltage-controlled actuation of these electroactive materials provides a vertical force on two dielectric slabs to perturb the two corners of the patch. Operationally, the nearly square patch supports two degenerate but orthogonally polarized modes. These modes can be split by truncating the corners to introduce the quadrature phase shift between these modes required for circular polarization. The piezoelectric material instead vertically perturbs these corners to provide the loading that is required to split these modes into right- and left-hand circular polarizations. The impedance match for both left- and right-hand circular polarization (LHCP and RHCP) states and axial ratio (AR) in the LHCP state are shown in Fig. 7-19. The use of an electroactive material to
Figure 7.17  Measured and simulated gains of the reconfigurable monopole antenna of Fig. 7.16 (Mahanfar et al., [25], © IET 2009)

Figure 7.18  Diagram of the radiation reconfigurable microstrip patch antenna using piezoelectric materials as a reconfiguration mechanism (Hsu et al., [26], © IEEE 2007)

Figure 7.19  Impedance match in RHCP and LHC states (left) and axial ratio (right) for the antenna in Fig. 7.18 (Hsu et al., [26], © IEEE 2007)
control the displacement of a material with lower intrinsic losses (e.g., the small slabs of microwave laminate) provides a means to increase the radiation efficiency of the design since they are sufficiently removed from the performance-governing fields.

### 7.3.2 Ferroic Materials

Ferroic (ferroelectric and ferromagnetic) materials provide many unique opportunities to facilitate the reconfiguration of antenna performance metrics. In their most conceptual form, they impart the ability to alter the dielectric, magnetic, and/or conductive material properties both locally and across an entire antenna or aperture. The use of these materials dates back to early designs including the ferrod radiator system [27]. This design is closely related to the polyrod radiator but uses the anisotropic properties of the ferromagnetic material to switch the polarization of radiation: a magnetic field was applied through a coil to bias the base of the magneto-dielectric rod. Other examples using ferroic materials also exist in literature, but the process of negotiating these material property changes has remained constant (e.g., applying electric, thermal, and magnetic biasing). These materials have the capability to provide continuous tunability similar to the electroactive materials discussed in Section 7.3.1.3 but do not make structural changes beyond changes to their crystallographic morphology when biased. This section summarizes the use of ferroelectric and ferromagnetic materials in reconfigurable antennas by considering several recent designs.

Figure 7-20 shows a frequency reconfigurable folded slot antenna [28] using a small deposition of ferroelectric Barium Strontium Titanate (BST) as a capacitive loading mechanism. The location of the BST in this design is shown in the middle and right of Fig. 7-20. This topology utilizes the folded-slot metallization as an upper electrode and the ground plane below as the lower electrode. When a voltage bias is applied between the antenna and ground plane the permittivity of this small section of BST is altered. This changes the capacitance of this small section along the antenna and reactively loads the structure (similar to a varactor) to reconfigure the frequency. The impedance match for several biased states shown in Fig. 7-21 illustrates the tunability achieved by this structure. The use of a small patch of ferroelectric material represents a unique departure from the more common implementations of ferroelectric materials and significantly decreases the losses from the materials.
The cross-sectional diagram of the ferrite-filled slotted rectangular waveguide [29] in Fig. 7-22 illustrates the use of ferromagnetic materials in the design of reconfigurable antennas. The structure is transversely magnetized to alter the phase velocity of the propagating wave. This alters the phase distribution across the slotted structure to achieve the main beamsteering characteristics shown on the left side of Fig. 7-22. This structure resembles many of the reconfigurable antennas based on corrugated structures [2] but makes careful consideration to avoid the ferromagnetic resonance where losses dominate the properties of the ferromagnetic material. A more optimal use of the materials could be conceptualized as the previous example of ferroelectric materials, but the magnetic bias field provides difficulties in providing this in a convenient location that does not interact with the performance of the antenna. The fabricated antenna assembly (including matching networks) is shown in Fig. 7-23 along with its radiation behavior (beamsteering for two different biases).
7.3.3 Solid State Mechanisms

Solid state mechanisms also provide a very mature but steadily advancing technology for use in reconfigurable antenna designs. PIN diodes and photoconducting structures and surfaces provide a particularly convenient reconfiguration mechanism. These devices are typically small in size and are very well characterized so their implementation as a switching or loading mechanism is straightforward. Many of the difficulties associated with the terminally-connected devices in this category for biasing and operation are still present. Optically reconfigurable structures using the photoelectric effect mitigate many of these integration challenges \[30\]–\[31\]. However, when higher power levels are present in transmit configurations (and sometimes in receive configurations when used in reflectarrays), the nonlinear properties of the semiconductor materials used in these devices can introduce intermodulation distortion and other effects. When this is not the case, their low cost, ease of integration, and high reliability provide numerous opportunities to reconfiguration. Three examples of recent work using these devices are considered in this section.

Figure 7-24 shows the fabricated model of a radiation reconfigurable antenna based on a slotted cubic metallic cavity \[32\]. The motivation for this structure is shared by \[33\],
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but fed by a single probe through one corner of the cubic structure instead of using four independently-fed radiation reconfigurable antennas. The insertion length of the probe provides a means to simultaneously excite the three orthogonal cavity modes or the slots themselves. The linearly polarized slots are placed along all six of the cube sides to enable the radiation. Each adjacent slot is orthogonal so the total radiated fields are the sum of three orthogonal polarizations for every given direction of propagation. Pattern reconfiguration is achieved by PIN diode switches that are placed along the middle of each slot. Hence, in the on state the switches act as shortcircuits and disable the radiation from these slots, and in the off state the radiation from slots can occur. The right side of Fig. 7-24 shows a very innovative method for biasing the diode while keeping its DC bias isolated from the cube. A thin dielectric sheet of Teflon inserted between the diode and the metallic cube sides creates a capacitance under one of the diode pins and allows the transmission of RF signals while stopping DC potentials. The measured performance of these three configurations is shown in Fig. 7-25. When the antenna is vertically oriented along the axis of the probe, this configuration contains two short-circuited slots on the lower sides and one on the upper side. This is equivalent to mechanically rotating the cube around the probe in three equal increments. The resulting envelope correlation coefficient as a function of cross-polar discrimination (XPD) is also shown in Fig. 7-25 to illustrate the diversity of the patterns in the three configurations.

The CPW-fed slot bowtie antenna [34] shown in Fig. 7-26 is another example of a frequency reconfigurable design using PIN diodes. This structure achieves frequency agility by introducing band-reject capabilities into an inherently wideband structure. Frequency rejection is accomplished in this design through a series of symmetric slots that are integrated into one arm of the bowtie structure to create a high-impedance transmission line structure, which acts as a filtering mechanism within the antenna (Fig. 7-26). The total length of these slots ultimately determines their stop-band frequency. The PIN diodes are placed along the slot to activate the desired stop-band

**Figure 7-25** Measured impedance match (left) and envelope correlation coefficient (right) for three configurations that effectively provide an equiangular rotation of the structure about the axis of the probe feed (Sarrazin et al., [33], © IEEE 2009)
characteristics by effectively changing the length of the line. The number of PIN diode pairs (which are used for symmetry) and their positions ultimately determine the number and location of the available rejection frequencies. The impedance match and peak gain from several configurations are shown in Fig. 7-27. These illustrate the effectiveness and losses associated with the integration of the diodes onto the wideband structure.

Historically, the primary application of photonic or optical technologies for antenna systems has been on the development of RF link and beamsteering techniques. However, over the last two decades, there has been a focus on using photonic techniques for antenna reconfiguration [30]. By using photonically controlled devices (switches, reactive devices, and photoconductive materials) it is possible to produce both radiation and frequency reconfiguration. Photonically controlled devices do not require conducting lines to provide power, control, or bias signals but instead use fiber optical cables or direct optical illumination to control the device or to manifest changes in the materials. Optical fibers do not perturb the antenna fields significantly, since they are made of low
permittivity dielectric materials. Bias-free optical control of FETs, varactor diodes [31], and PIN diodes has been demonstrated. Here we present a very simple example using direct illumination of photoconductive silicon.

The frequency reconfigurable folded dipole antenna [35] in Fig. 7-28 (including coplanar waveguide (CPW) to coplanar-strip (CPS) transition and balun) provides an example of an antenna using a very straightforward optically driven reconfiguration mechanism. The antenna has two diced sections of high resistivity silicon placed in gaps along both of the dipole arms. These are biased using fiber-optic cables that are coupled to a light source. When light is shined on the silicon sections, the conductivity of the silicon changes. Hence, illuminating the silicon segments via the fiber-optic cables effectively flips a switch and makes electrical connections between the driven section and the two extensions. There is no ground plane on the underside of the antenna, but the fiber-optic cables are nearly transparent to the design, so the structure has very little effect from biasing and control structures. The impedance match and gain of the antenna are shown in Fig. 7-29 as a function of the optical input power to demonstrate the antenna’s performance.
7.3.4 Fluidic Reconfiguration

The use of fluidic-based control mechanisms in the design of reconfigurable antennas provides an emerging counterpart to terminal-driven devices. The application of fluidics and microfluidics in RF and other electromagnetic systems has been considered for a number of different applications outside of antennas (e.g., [36]), but their reaction time has not yet attained the level of maturity found in solid state, MEMS, and ferroic devices. This current trade-off for reconfigurable performance using a material-driven approach typically manifests itself in slower reconfiguration speeds. However, the use of microfluidics and MEMS to remotely deliver pressure-driven stimulus for the reconfiguration provides many intuitive motivations given the antenna’s sensitivity to conductive bias and control lines. The ability to utilize the pressure-driven flow or displacement of functionalized material systems in antennas to perturb, load, or reform the electromagnetic structure provides a strategic advantage with respect to many of these system level objectives.

In addition to the speed and control of fluidic systems, the loss mechanisms associated with ionic fluids and mixtures have also hindered their use in reconfigurable antenna applications. Dispersions of low-loss nonionic materials such as oils with low-loss dielectric and/or magnetic nanoparticles can be used to overcome these limitations. The background for this requires a study of mixing and effective medium properties that is outside of the scope of this book, but it is worth noting that the shape, size, and composition of materials all impact the effective medium properties. A detailed discussion on mixing and other aspects of this can be found in [37], but the ability to fine-tune these properties creates numerous opportunities. The ability to alter the placement and/or electromagnetic material properties using pressure-driven, thermal, and electrokinetic mechanisms resides at the core of these techniques, but implementations of these fluidic antenna reconfiguration mechanisms based on nonionic fluids are sparsely distributed in the open literature. Two examples are considered here to illustrate a small portion of the potential applications of fluidic systems that can be used in reconfigurable antenna architectures.

Figure 7-30 shows a diagram of a frequency-reconfigurable coaxial probe-fed fluidic dielectric resonator [38] using a fluidic-based reconfiguration mechanism. A small section of polycarbonate tubing residing over a metallic ground plane provides columnar containment for a variable-height fluidic dispersion of dielectric nanoparticles in this design. This variable-height fluid performs electrically as the radiating structure. By altering its height, this structure reconfigures the resonant frequency of its fundamental mode. Polydispersed colloidal Barium Strontium Titanate, with an average particle diameter of less than 100 nm, was dispersed at a fixed volume fraction into petroleum-based oil for this structure to achieve a dielectric constant $\varepsilon_r \sim 10$ of the fluid.

Figure 7-30  Diagram of the coaxially-fed dielectric resonator antenna (DRA) using variable-height dielectric colloidal dispersions to reconfigure its resonant frequency (Huff et al., [38], © IEEE 2010)
The measured impedance match and bounding cut-plane simulated radiation patterns are shown in Fig. 7-31. While basic in design, this antenna illustrates the potential use of a low-loss fluidic medium using colloidal dispersions to control the material properties and impact the antenna performance from a structural perspective.

The frequency reconfigurable patch antenna [39] in Fig. 7-32 (CAD model and first proof-of-concept design) provides another example of a dispersion-based fluidic reconfiguration mechanism for antennas. A series of horizontally oriented capillaries provides the flow of dispersions, with a variable volume fraction of materials, through this antenna. The cavity model of the structure and perturbation techniques are used together to identify candidate regions of EM visibility and predict the frequency shift for a given material in the dispersion (into the center for magnetic materials and the edges for dielectric materials). Hence, by pushing different materials or dispersing different volume fractions of materials through these structures, the antenna is able to reconfigure its resonant frequency. The use of multiple capillaries provides a mechanism to facilitate the required impedance match at that resonant frequency. A transmission line model was used to ensure the required electrical length between each edge of the patch, and the probe feed was preserved. The measured results for this structure in Fig. 7-33 show three different volume fractions of material (colloidal BSTO dispersed in petroleum oil) to achieve $\varepsilon_r = 2$, 4, and 8 for the fluid. Water was also used to represent a fluidic system with a higher dielectric constant and illustrate the range of capabilities provided by the fluidic system.
### 7.3.5 Switching Speeds and Other Parameters

The speed or rate at which the reconfiguration mechanism can facilitate changes in the antenna is a very important design parameter. This requirement is typically imposed by the intended application and can ultimately determine the viability of a given design. In the broader and perhaps more general study of reconfigurable antenna technologies, speed may often be overlooked while attempting to understand a particular antenna topology or perhaps investigate a new design paradigm. However, the speed, as well as linearity, power handling capabilities, and other operational parameters of the reconfiguration mechanism will eventually manifest itself in the performance and ultimate utility of the reconfigurable antenna system.

Switches and other discrete mechanisms based on semiconductors such as PIN diodes and FETs are commonly used in circuit and RF front ends. These control devices have very well characterized parameters. RF MEMS have also been investigated for some time to improve their reliability so their properties are becoming better understood. The values shown in Table 7-1 (adapted from [4]) provide a snapshot for comparison.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RF MEMS</th>
<th>PIN</th>
<th>FET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage [V]</td>
<td>&lt; 100</td>
<td>&lt; 5</td>
<td>&lt; 5</td>
</tr>
<tr>
<td>Switching time [s]</td>
<td>$10^{-6}$</td>
<td>$10^{-9}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>Isolation</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Loss</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Power Handling [W]</td>
<td>&gt; 1</td>
<td>&gt; 10</td>
<td>&gt; 10</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Negligible</td>
<td>Low</td>
<td>Negligible</td>
</tr>
<tr>
<td>Linearity</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

Adapted from Rebeiz, RF MEMS: Theory design and technology, John Wiley and Sons, 2003.

**Table 7-1** Switching Speeds of MEMS, Diodes, and FETs
purposes of the trade-offs in performance metrics for PIN diodes, FETs, and RF MEMS. These values continue to change and improve from the antenna perspective by increasing speed, developing better linearity, and decreasing power consumption. However, this table still provides a glimpse into the trade-offs that must be made when choosing a given reconfiguration mechanism. This type of classification for enabling continuous tunability in antenna reconfiguration mechanisms is more challenging to define. The trends in MEMS, diodes, and FETs predominantly follow Table 7-1, but relaxation times in ferroic materials and fluidic displacement mechanisms are dependent on a number of parameters that are not reflected directly through the analysis on terminal devices. Of these two, ferroelectric devices hold a significant speed advantage. The more general question of speed is an ongoing field of investigation and discovery in the field of reconfigurable antennas.

7.4 Control, Automation, and Applications

The properties of reconfigurable and multifunctional antennas and antenna systems are often derived from both expected theoretical outcomes and application-driven needs. The versatility of reconfiguration is highlighted in current and emerging application spaces that integrate the electromagnetic agility of reconfigurable antennas into the system performance to enhance functionality. Cognitive, smart, and adaptive systems, as well as communications and sensor networks, are broad areas that have channeled the development and implementation of these dynamic antenna systems and their supporting technologies [40]. This section examines the control and automation of the systems as well as several recent examples of reconfigurable antenna applications.

The control and automation of reconfigurable antenna systems represents an equivalently important concern as their design and operation. Figure 7-34 illustrates a generalized control scheme for reconfigurable antennas (adapted from [41]). This includes: the parasitic and driven elements of the antenna, the reconfiguration mechanisms from Fig. 7-1, the controller that collects feedback from the RF chain, any external sources, and the mechanism that delivers control signals and feedback to external sources. As the diagram suggests, the control signals delivered to reconfiguration mechanisms provide stimulus to initiate pattern or frequency reconfiguration. Feedback from sensor and other inputs along the RF chain are used with information from the transmit and receive module (T/R-module) and external sources to determine these control signals. This may be hardwired through logic devices and/or used in conjunction with an algorithm developed to optimize these capabilities in real-time or assist in intermediate frequency (IF) and post-processing operations.

**Figure 7-34** Generalized control diagram for reconfigurable antennas (adapted from [41])
The self-optimizing real-time adaptive antenna system shown in Fig. 7-35 [42] provides a very rudimentary but fundamental example of the automation and control of a reconfigurable antenna system. Three servomotors and evolutionary computation techniques are used in real time to find antenna positioning that optimizes the received signal strength. This system autonomously controls the position and rotation of the analog broadcast television V-dipole antenna commonly referred to as “bunny ears” (the V-dipole antenna has two elements that can rotate through two different axes on a rotating mount). The adaptability of this system is derived from a genetic algorithm (GA) [43] that has been modified to control the reconfigurable hardware in real time through a feedback circuit. The angular positions of the servo are encoded in this example as a chromosome in a GA population, and the signal strength is measured as a fitness to estimate the performance of each position. The resulting system provided adaptation through reconfiguration by moving the elements to the best position as television channels were changed. The GA adjusted the V-dipole antenna position to find optimal reception. Albeit simplistic from an antenna design standpoint, the system in [42] blends very powerful real-time optimization techniques with reconfigurable antenna concepts to provide a functional system that demonstrates very powerful concepts.
The ability to alter communication channel metrics (fading, correlation, etc.) and
provide diversity gains in single and multiple antenna systems also creates many oppor-
tunities for reconfigurable antenna systems [44]. A simple $2 \times 2$ multiple input multiple
output (MIMO) system [45] illustrates the use of reconfigurable antennas in a multiple
antenna system. Two frequency reconfigurable microstrip dipoles using PIN diode
switches shown in Fig. 7-36 are used to control the interelement mutual coupling and far-
field radiation patterns between antennas at both the receiver and transmitter. Numerical
simulations in an urban environment were used to examine the performance of this an-
tenna system. The link capacity in this situation is maximized by decreasing the spatial
channel correlation through spatial multiplexing. As with the previous example, this type
of reconfigurable antenna system is intended to sense the quality of transmission and to
modify the antennas to maximize the rate at which information can be passed through
the system. The example here shows a measurable gain in performance when compared
to a fixed (non-reconfigurable) antenna system. This is illustrated in Fig. 7-37 by compar-
ing the capacity of the fixed and reconfigurable antenna system at a location and by the
percentage of improvement in capacity at the locations shown in Fig. 7-36.
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**Figure 7-36** Reconfigurable frequency microstrip dipoles using PIN diode switches (left) and urban environment used to examine the performance of the $2 \times 2$ MIMO system (Piazza et al., [45], © IEEE 2008)

The example here shows a measurable gain in performance when compared
to a fixed (non-reconfigurable) antenna system. This is illustrated in Fig. 7-37 by compar-
ing the capacity of the fixed and reconfigurable antenna system at a location and by the
percentage of improvement in capacity at the locations shown in Fig. 7-36.
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**Figure 7-37** Comparison of capacity between the fixed and reconfigurable antenna system (left) and percent improvement in capacity at the locations shown on the right side of Fig. 7-36 (Piazza et al., [45], © IEEE 2008)
The use of pattern reconfigurable antenna and direct modulation (DM) as per [46] provides a very different example of an emerging application of reconfigurable antennas. Figure 7-38 shows the simplified diagram of a traditional transmitter and DM configuration, which is implemented by the repeated switching of elements to synthesize digital symbols. This steers the information beam, or the beamwidth, over which decodable information is sent, instead of steering the radiation pattern in a phased array configuration. This configuration is especially useful in secure communications since it can substantially disrupt the magnitude and phase information in the constellation for a given digital modulation technique. The use of reconfigurable antennas in this technique adds additional degrees of freedom into the use of DM since the pattern behavior can be used to enhance the distortion of signals in undesired locations. Two examples are shown in Fig. 7-39 using a quadrature phase-shift key (QPSK) modulation scheme and a four-element array of pattern reconfigurable antennas also shown in Fig. 7-39 [17]. The left and right sides of this figure show the resulting constellation of an eavesdropper in the direction of intended transmission and away from the direction of transmission. The DM and baseband modulation (shown as “traditional”) show little difference in the intended direction, but the constellation is severely degraded away from the direction of intended propagation. Power efficiency is not optimal in this example, but it represents a very novel use of reconfigurable antenna pattern diversity.

Figure 7-38  Diagram of traditional baseband modulation (left) and direct modulation (dm) (right) (Daly et al., [46], © IEEE 2010)

Figure 7-39  QPSK constellation diagrams comparing direct modulation (DM) with traditional (baseband) modulation in the direction of information beamforming (left) and away from the intended direction of information beamforming (right) (Daly et al., [46], © IEEE 2010)
7.5 Review

The discussion on reconfigurable antenna technologies presented in this chapter covers many different areas. The basic properties of reconfigurable antennas were discussed first. This included the two defining characteristics—reconfigurable frequency and reconfigurable radiation. These characteristics were assumed to be mutually exclusive from an operation standpoint, such that a radiation reconfigurable antenna would provide this behavior over a common impedance bandwidth. Likewise, a frequency reconfigurable antenna would maintain a common pattern bandwidth throughout reconfiguration. A brief discussion was also provided to illustrate the differences between direct reconfiguration and parasitic reconfiguration.

Next, numerous design examples were discussed to illustrate the emerging and burgeoning areas in reconfigurable antenna technologies. These were presented by way of the reconfiguration mechanism used to enable their operation. We began with electromechanical mechanisms, which covered the use of RF MEMS, RF NEMS, electroactive polymers (EAPs), and piezoelectric materials. The use of semiconductor devices and materials were presented next, along with a brief discussion of photonic control. This was followed by ferroic materials. Fluidic reconfiguration provided the last mechanism that was considered.

The control and automation of reconfigurable antenna systems was covered. This included a discussion of the closed-and-open loop systems as well as cognitive systems that can use the reconfigurable antenna properties as a means to adapt to changing environments. Applications of reconfigurable antenna systems followed this discussion and provided insight into a few of the emerging areas where the utilization of reconfigurable antennas has been shown to provide significant trade-offs in increased performance and complexity. The use of directional modulation techniques and multiple input multiple output (MIMO) illustrated two of these areas, but there are vastly more opportunities.

7.6 Final Remarks

The field of study that encompasses reconfigurable antennas provides numerous opportunities for basic, applied, and advanced research. There is significant room for growth in this area, which is expanding as the capabilities of dynamic antennas are better understood and their ability to enhance system level performance becomes more widely recognized. In a broader context, the examples used throughout this chapter should illustrate that reconfigurable antennas also provide a very active test-bed for cross-disciplinary activities. This ranges from the development of tunable materials systems and composites, and micro- and nano-scale electromechanical systems, all the way up to the synthesis of new radiating devices and use of existing structures as reconfigurable antennas themselves. At the system level this provides motivation for the development of algorithms that can maximize these reconfigurable capabilities. Given this broad scope of interest, the future of reconfigurable and multifunctional antennas or structures will continue to grow and enable new technologies.
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8.1 Introduction

The use of electromagnetics in medicine has facilitated various medical treatments and diagnostic procedures [1]–[3]. Electromagnetic applications in biology and medicine can be broadly classified into two groups: (1) diagnostics—including magnetic resonance imaging (MRI) and tumor detection [4] and (2) therapeutics, which includes diathermy, hyperthermia for cancer therapy, and microwave angioplasty [5], [6]. Diseases of the gastrointestinal (GI) tract such as Crohn’s disease, ulcerative colitis, and intestinal bleeding are becoming common. The gastrointestinal (GI) tract is a 30-ft long structure that includes the esophagus, stomach, small intestines, colon, and rectum. Traditional endoscopy can only map the first 4 feet to the GI tract (gastroscope) and the last 6 feet of the tract (colonoscope) as shown in Fig. 8-la. The remaining 20 feet of the tract is unreachable, preventing the early diagnosis of common diseases in the GI tract. Apart from this, these procedures create patient discomfort, often require anaesthesia, and impair patient mobility. As an alternative, a biomedical ingestible wireless capsule endoscope has been developed [7]. The device was primarily developed to overcome the limitations of traditional endoscopy. The endoscope consists of a capsule the size of a vitamin pill containing a complementary metal oxide semiconductor (CMOS) camera imager, light-emitting diodes, a transmitter, batteries, an antenna, and sensors as shown in Fig. 8-lb [8], [9]. Once the capsule is swallowed, it travels through the GI tract passively and transmits video images out of the patient’s body through radiotelemetry.

Additionally, the capsule microsystems can be used as a sensor for monitoring the temperature and pressure of patients. The electronic digestible pill systems were first reported in 1950s [10] to measure temperature and later in the 1970s [11] for pH sensing. IDEAS and SmartPill are some of the multisensor microsystems that are utilized for sensing applications [12]. M2A capsule camera from Given Imaging and Norika capsule from Japan have been successfully used to retrieve video images of the GI tract [13], [14]. These capsule systems provide the exciting capability of transmitting biological statistics and vitals of patients and test subjects in real-time. They can also be employed in monitoring
the core temperature of athletes while transmitting up-to-date statistics to a receiver monitored by medical personnel to prevent heatstroke and other heat related injuries. These systems can also be used as actuators to provide drug delivery to patients. The Enterion capsule and ChipRx capsule are two examples of capsule that release drugs inside the GI tract [15]. Some of the limitations of these systems are restricted internal battery power supply, location estimation issues due to movement only by peristalsis, and a continuous communication link due to random orientation of the capsule [16], [17].

The development of a successful wireless link is an important requirement in making these smart pill systems efficient. Wireless technology is a key player in making this possible. In order to establish secure and stable communication links for these capsule devices, antennas that are placed inside and outside the human body need to be electromagnetically characterized in detail [18], [19]. The challenge is to design a miniaturized antenna with effective performance to operate in the human body environment for these smart pill systems. This chapter discusses in detail the requirements to design a novel miniaturized antenna for capsule systems which can be effectively integrated within the pill.

In the past, low-frequency coiled antennas have been used for biotelemetry in these capsules. But this inductive link is limited by slow data rates and a short range communication link between the medical device and the receiver. FCC has allocated new bands at higher frequencies to overcome some of these issues, which include 915 MHz industrial, scientific, and medical (ISM) bands and 1395–1400 MHz wireless medical
telemetry services (WMTS) band. The advantages of the WMTS frequency band are that they provide the patients with greater mobility and increased comfort as there is no need to be connected to hospital equipment, and they also allow for the remote monitoring of several patients simultaneously.

The use of helical antennas has been proposed for these endoscopic devices [20]. These antennas are simple to design and operate in normal helix mode. However, due to the volumetric nature of the helix, a considerable amount of the capsule is occupied by the antenna which may hinder possible capsule miniaturization. The most elegant antenna design solution for bio-capsule systems is to conform the antenna to the inside of the capsule shell [21]. This solution effectively utilizes the space within the capsule and also provides the possibility of integrating the antenna with the capsule pill. Many unique obstacles must be overcome to design a meaningful antenna for the capsule imaging system. Most critical are the physical size constraints limited by the dimensions of the capsule, approximately 1.1 cm × 2.6 cm, in conjunction with the necessary frequency band of 1395–1400 MHz allocated by the FCC for WMTS. Furthermore, the capsule contains many electrical components limiting the physical space within the capsule and causing possible coupling between the devices as shown in Fig. 8-1. Additionally, the location and orientation of the capsule vary with passage through the digestive track. Therefore, it is essential to have an omnidirectional radiation pattern with diverse polarization in order to ensure that a receiver will be able to receive the transmitted signal. Lastly, due to the electrical characteristics of the body, the design of the antenna must compensate for the differences between free space and the human body.

Figure 8-2 shows the detailed outline of the chapter and also shows the design methodology followed for successful capsule antenna design. Planar meandered dipoles

---

**Figure 8-2** Schematic diagram showing the methodologies used for the design of ingestible capsule antennas for biotelemetry
are investigated due to their unique miniaturization properties. Balanced and offset configurations of the planar meandered dipole are studied and sample measurements are performed. Utilizing aspects from the meandered dipole template, a conformal antenna is then designed on the inner surface of the capsule shell. Once the conformal design is studied in free space, the capsule antenna is inserted into the human-body model. The capsule antenna is positioned in a location relative to the small intestines to understand the detuning effects by the body. The antenna is then redesigned to compensate for these effects by retuning it to the desired frequency. The link budget and synthetic absorption rate (SAR) estimations are conducted. The communication link is compared with standard links for performance evaluation. With the aid of full-wave three-dimensional (3D) electromagnetic software, High Frequency Structure Simulator (HFSS), the return loss, radiation performance, input impedance, and other characteristics are analyzed in order to achieve a final design that meets the specific requirements.

### 8.2 Planar Meandered Dipoles

Traditional antenna designs like the loop, dipole, and the patch are ineffective implementations for the swallowable capsule system, as they do not provide the miniaturized dimensions necessary to meet the strict physical size constraints (1.1 cm × 2.6 cm).

This is easily observed as the frequency of operation is 1.4 GHz, equating to a free-space wavelength, $\lambda$, of 21.4 cm, while the largest length of the capsule is only slightly larger than 2.14 cm. It is apparent that a miniaturization process is required. The issues associated with miniaturizing antennas are well documented in [22]. One possibility for designing electrically small antennas is using lumped components, inductors specifically, to tune the antenna [23]. This would provide control over the operating frequency while still maintaining a physically small antenna. However, with all of the internal components in the capsule, lumped elements will begin to impinge on the available space within the capsule.

The alternative to using lumped elements for miniaturization is to utilize the space within the capsule more efficiently. For example, if one considers a sphere of radius $r$ surrounding a dipole with a length of $2r$ and then the same sphere encompassing a helical antenna with a length of $2r$, it is clear that the helical antenna would occupy more space within the same sphere due to its structure. It is this idea of maximizing the space occupied by an antenna that aids in miniaturization. By efficiently utilizing the geometry, energy is more effectively coupled between the antenna and the feeding line, enabling space-filling antennas to have better electrical attributes. These attributes result in improvements in the electrical length resulting in a lower resonant frequency.

Additionally, longer electrical length can help raise the input resistance, as small antennas often exhibit very low input resistance. Eq. (8-1) mathematically shows the relationship of the input resistance for a dipole [24], where the length of the dipole, $l$, directly corresponds to the input resistance

$$R_{\text{dipole}} = 20(kl)^2 \quad \text{where} \quad k = \frac{2\pi}{\lambda}$$  \hspace{1cm} (8-1)

This is crucial in the design of the capsule antenna as matching the input resistance to the circuitry within the capsule system allows for stronger radiation.
8.2.1 Balanced Planar Meandered Dipoles—Theory

There are many options when considering space-filling antennas, such as the Hilbert curve fractal dipole, Minkowski fractal, Koch dipole, and many others [25]. However, the meandered dipole is preferred due to its vector current alignment, which aids in miniaturization [26]. This is visually shown in Fig. 8-3, where the currents in adjacent lines are always oriented in the same direction.

The necessity of the vector current alignment is based on increasing the self-inductance of the antenna. When the current vectors are in the same direction, the currents reinforce increasing the self-inductance and maximizing the decrease in resonant frequency for a given length. This is crucial for miniaturization, as the antenna’s small size makes it highly capacitive. A dipole, for instance, has the following reactance when it is much smaller than a half wavelength [24]:

$$X_{\text{dipole}} = -j120(kl)^{\frac{1}{2}} \left( \ln \left( \frac{l}{a} \right) - 1 \right)$$

(8-2)

where \(a\) is the width of the dipole antenna. It is clearly seen that the dipole is capacitive, and it exhibits stronger capacitive characteristics when the length is miniaturized. To decrease the overall capacitance, the dipole must become more inductive, which can be accomplished by increasing the self-inductance between the lines in the meandered dipole. This increases the effective length of the antenna and in turn decreases the resonant frequency helping in overall miniaturization.

To explain the mutual inductance between the lines of the meandered dipole, an analysis on the adjacent parallel lines is conducted. Figure 8-4 shows a simplified meandered dipole with currents \(I_1\) and \(I_2\) and voltages \(V_1\) and \(V_2\).

The coupling between the lines is given by [27]

$$V_1 = L_0 \frac{dI_1}{dt} + L_m \frac{dI_2}{dt}$$

(8-3)

![Figure 8-3](image1.png)

**Figure 8-3** Meandered dipole structure showing current vector alignment for a center-fed meandered dipole

![Figure 8-4](image2.png)

**Figure 8-4** Explanation of currents, voltages, and inductances for the meandered dipole antenna
where \( L_m \) is the mutual inductance between the two lines and \( L_o \) is the self-inductance of each line independently. The following assumptions are made to simplify the analysis: (1) the self-inductances of both the lines are identical (similar dimensions), (2) the magnitude of the currents on the two lines is equal (minimal loss resistance), and (3) the phase of the currents is equal (the small dimensions of the line). This is easily explained by understanding the phase of the current \([28]\):

\[
\text{phase} = \omega \Delta t = 2\pi \cdot \frac{\text{length of antenna}}{\text{speed of current on the conductor}}
\]  \( (8-5) \)

Assuming a length of 40 mm for each arm and a conservative current speed of 90% the speed of light \([29]\), the change in phase is approximately one degree. Using the approximations \( I_1 = I_2 \) and \( V_1 = V_2 \) and simplifying \((8-3)\) and \((8-4)\), we get

\[
V_1 = L_0 \frac{dI_1}{dt} + L_m \frac{dI_1}{dt} = (L_0 + L_m) \frac{dI_1}{dt}
\]  \( (8-6) \)

\[
V_2 = L_0 \frac{dI_2}{dt} + L_m \frac{dI_2}{dt} = (L_0 + L_m) \frac{dI_2}{dt}
\]  \( (8-7) \)

As can be seen from \((8-6)\) and \((8-7)\), the inductance of each line is increased by \( L_m \). However, in the extreme case where the currents are equal in magnitude but out of phase by 180°, \( I_1 = -I_2 \) and \( V_1 = -V_2 \), the inductances of the lines will be reduced by the mutual inductance as given by

\[
V_1 = L_0 \frac{dI_1}{dt} + L_m \frac{d(-I_1)}{dt} = (L_0 - L_m) \frac{dI_1}{dt}
\]  \( (8-8) \)

\[
V_2 = L_0 \frac{dI_2}{dt} + L_m \frac{d(-I_2)}{dt} = (L_0 - L_m) \frac{dI_2}{dt}
\]  \( (8-9) \)

Now, with the understanding that the coupling between the lines helps in miniaturization, it is beneficial to see how the physical line geometry of the meandered dipole affects the mutual inductance. Mathematically, the relationship between parallel line geometry and the mutual inductance is given as \([27]\)

\[
L_m = \frac{\mu_0}{2\pi} \ln \left( \frac{2l}{D - r} \right) - 1
\]  \( (8-10) \)

where \( D \) is the distance between the adjacent lines, \( r \) is the radius of the lines, \( l \) is the length of the lines, and \( \mu_0 \) is the permeability of free space. By analyzing \((8-10)\), the following conclusions can be drawn between the geometry of the meandered dipole and mutual inductance:

- The distance between the adjacent lines is inversely proportional to the mutual inductance.
- The length of the lines is directly proportional to the mutual inductance.
- The radius of the lines is inversely proportional to the mutual inductance.
Utilizing this analysis, a balanced meandered dipole was simulated in HFSS and later fabricated to validate the simulation results.

### 8.2.2 Balanced Planar Meandered Dipoles—Simulation and Measurement

Figure 8-5 shows the simulated design of the balanced meandered dipole at 1.4 GHz on a substrate with a dielectric constant of 2.2 and a thickness of 0.127 mm, a microstrip line width of 0.3 mm, and 0.5 mm spacing amongst adjacent lines. Copper with a conductivity of $5.8 \times 10^7$ S/m (copper) was used for the simulation purposes. The meandered dipole measures 29 mm $\times$ 5 mm, making it small enough to fit inside the capsule. To validate the simulation, the antenna was etched on RT/Duroid 5880 and fed by a quarter-wave balun. Due to a balanced structure, the impedance of the balanced meandered dipole antenna cannot be measured directly with a network analyzer. This is because the feedpoints of the balanced antenna should be driven by equal and opposite currents, which is not true if the antenna is connected to an unbalanced coax port of the network analyzer. In order to measure the input impedance of this antenna, a quarter-wave balun was designed at the center frequency of 1.4 GHz. Figure 8-5c shows the prototype antenna and the balun used for impedance measurements. In order to make sure that the balun is carefully calibrated out of the measurement system the following procedure was conducted.

A cable, which was the exact same length of the balun, was used for calibration as seen in Fig. 8-5b. Once the short-open-load calibration was performed on the cable, the balun was connected to the network analyzer. The probe tips at the end of the balun were shorted together, and the electrical delay of the tips was adjusted accordingly.

![Figure 8-5](image_url)

**Figure 8-5** (a) Simulated balanced planar meandered antenna with overall dimensions of 2.9 cm $\times$ 0.5 cm. (b) Quarter-wave balun with probe tips and the same length cable for de-embedding the balun effect. (c) Balun connected to antenna feed location. (d) Simulated and measured return loss for the symmetric meandered dipole.
on the network analyzer. This made sure that the calibration plane was at end points of the tips of the balun. The probe tips were then soldered to the antenna under test. It was confirmed that the balun was perpendicular to the antenna surface to minimize the coupling between the balun and the antenna. Using a network analyzer, the return loss was measured and compared to the HFSS results (Fig. 8-5d). The similarities between the results verify the design; however, it also reveals that the matching of the meandered dipole to a $50\,\Omega$ line is not as desired (at least $-10\,\text{dB}$) at resonance. This is attributed to the low radiation resistance of the antenna caused by miniaturization, as previously explained in (8-1). The intent of this measurement was to reveal the existence of the resonance and understand the working of the balanced antenna. To remedy this, an offset meandered dipole was designed. Figure 8-6 shows the 3D radiation pattern of the resonant antenna, achieving its desired dipole-like behavior. The simulated total gain is given in dBi.

### 8.2.3 Offset Planar Meandered Dipoles—Simulation and Measurement

To improve matching in the meandered dipole, the idea of an off-center feed is applied as illustrated in Fig. 8-7 [30]. This off-center feeding technique was once very popular
with multiband antennas and is still often used in the HAM radio community [31]. The off-center fed antenna or Windom, named after its inventor Loren G. Windom, used a half-wavelength dipole with an offset feed to match the antenna to a single line conductor impedance of 600. By controlling this offset, he was able to achieve the desired impedance without the use of matching circuitry. In the same manner, the offset in the meandered dipole is applied to better match the antenna to a 50-Ω line. The current vectors are in the same direction, thus increasing the self-inductance and maximizing the decrease in resonant frequency for a given length as seen in Fig. 8-7.

To better appreciate this mechanism, a straight-wire dipole is simulated in HFSS. In Fig. 8-8b, the return loss of a straight-wire center-fed dipole is plotted. The resonance is observed at 700 MHz, which corresponds to the frequency at which the dipole is a half-wavelength (first resonance). However, by offsetting the feed by $\lambda/4$ from the center [29], [30], a second resonance now occurs at 1.4 GHz in addition to the first resonance as seen in Fig. 8-8b. This is a result of the sinusoidal current distribution on the dipole, shown in Fig. 8-8a, where at 1.4 GHz the dipole electrical length is a full wavelength, resulting in a current that is minimal at the center of the dipole (a resistance corresponding to infinite resistance). Thus, by positioning the feed away from the center by $\lambda/4$, the feed is closer to maximum current and therefore results in a smaller feed-point resistance that is significantly better matched to the 50-Ω feed. This same concept is applied to the meandered dipole, where creating an offset between the two arms of the dipole results in an off-center feed that can be tuned to create better matching.

From Fig. 8-9b, it is observed that the offset meandered dipole creates two resonances and the second resonance is tuned to 1.4 GHz. Figure 8-9c shows the balun connected to the fabricated antenna for measurement. Figure 8-9d shows good agreement between the measurement and simulation for the frequency of interest. Figure 8-10 illustrates the dipole-like radiation pattern of the meandered dipole at the series resonance, which is omnidirectional in the $xz$-plane, complying with the design goals of the capsule antenna.

![Figure 8-8](image-url)

(a) Current distribution for a straight-wire dipole in free space in both center (solid) and offset (dashed) fed configurations. (b) Simulated resonance behavior of a straight-wire dipole fed at the center and offset by $\lambda/4$. 
Figure 8-9  (a) Simulated offset planar meandered antenna with overall dimensions of 2.9 cm × 0.5 cm. (b) Simulated $S_{11}$ for an offset fed meandered dipole at 1.4 GHz. (c) Balun connected to antenna feed location. (d) Simulated and measured return loss for the asymmetric meandered dipole.

Figure 8-10  Simulated radiation pattern at 1.4 GHz for the offset meandered dipole located along the $y$-axis in the $yz$-plane. The longer dimensions of the dipole run parallel to the $y$-axis.
Despite the successes of the offset planar meandered dipole, there are still hindrances that do not make it ideal for the bio-telemetric capsule application. First, the antenna does not exhibit polarization diversity, as is observed by the axial ratio of the antenna, which is discussed in the following section. This is not surprising, as the design is very dipole-like, and linear polarization is a defining attribute of such an antenna. Furthermore, although the physical size is miniaturized, it still presents difficulty when inserting the antenna into the capsule since there are many electrical devices packaged within. Therefore, a more effective space-filling approach is desired.

8.3 Antenna Design in Free Space

8.3.1 Conformal Chandelier Meandered Dipole Antenna

While the offset planar meandered dipole is insufficient in some aspects (space utilization and polarization diversity), it does possess many desired electrical characteristics (miniaturization and simple tuning capability at 1.4 GHz). To overcome the deficiencies and leverage the desired characteristics of the offset planar meandered dipole, the design template was maintained but the antenna was conformed on the inner surface of the capsule shell. It is clear from Fig. 8-11 that the problem of interior space...
consumption is now alleviated. The conformal “chandelier” meandered dipole antenna (CCMDA) accomplishes this by making use of the natural geometry of the capsule, enabling the interior of the capsule to be empty. Nevertheless, the conformal geometry was still limited as it was important not to obstructing the optical dome of the lens system depicted in Fig. 8-11b. To avoid this problem, the chandelier design was intentionally built on only half of the pill, utilizing half of the cylinder and one of the spherical dome ends, Fig. 8-11a. The feed point, offset configuration, and capsule shell can be clearly seen in Fig. 8-11a. This design was simulated on the inner surface of the capsule shell so that the copper conductor is insulated from direct contact with human tissues. The actual capsule for this application is generally made of a very thin (0.1 mm) polyethylene/gelatin shell and coated with a bio-compatible layer that is resistant to stomach acids [13]. For simplicity, the dielectric constant of the capsule shell is assumed to be 2.2 (polyethylene). It should be noted that the antenna parameters can be tuned accordingly depending on the contents (dielectric constant) of the capsule shell. The elegance of this design is that it does not use any space inside the capsule volumetrically, thus making miniaturization of the whole system possible. Also, these antennas can be potentially etched/printed on the inner surface of the capsule shell as part of capsule development. Another advantage of this design is that it can be tuned to any impedance (currently 50 Ω) for other potential applications like radio frequency identification (RFID) pills within the human body [33].

It is important to verify that the electrical characteristics of the offset planar meandered dipole did not severely alter with the conformal bending. This is not expected, as bends to an antenna do not vary the current excitation of the antenna [34]. To verify this, HFSS simulations of the CCMDA were performed to analyze the electrical characteristics in comparison with the planar meandered dipole. Figure 8-12a clearly shows that the return loss for the offset planar meandered dipole and conformal chandelier design is very similar. This is expected, as the chandelier design was built with identical total wire length, spacing, line thickness, and offset between the two arms. Additionally, the capsule was assumed to be a simple plastic with a permittivity of 2.2 and a thickness of 100 microns, almost equal to that of the substrate used in the offset planar meandered scenario. Figure 8-12b shows the real and imaginary part of the input impedance for the CCMDA. It can be clearly seen that the real part of input impedance has a good match to 50 Ω at the second resonance. Figure 8-13 shows the radiation pattern for the conformal design;
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**Figure 8-12** (a) Simulated return loss comparisons between planar offset meandered antenna and the chandelier antenna. (b) Input impedance of the chandelier antenna in free space.
The pattern is titled due to the conformal geometry. Overall, the conformal design has all the features of the offset planar dipole antenna.

Aside from the geometrical benefits and conserving all the features of the planar dipole, the chandelier antenna is intuitively expected to address the problem of diverse polarization. Unlike the planar dipole, the hanging design should exhibit electric field components to be present in orthogonal directions. At the end of the dome, Fig. 8-11, the electric field is oriented along the \( y \)-axis, similar to that of a horizontal straight dipole, since the curvature of the dome is not severe. However, along the cylindrical portion of the capsule, the electric field resembles that of a vertical dipole along the \( x \)-axis, resulting in an electric field that is perpendicular to the dome segment of the chandelier antenna.
Figure 8-14 shows the axial ratio for both planar offset and conformal antenna (at $\theta = 90^\circ$ and $\Phi = 0^\circ$ along $x$-axis). As expected, the offset planar dipole is linearly polarized and the conformal antenna has some polarization diversity (elliptical in this case). To further verify the intuitions drawn from the geometry, the simplified CCMDA illustrated in Fig. 8-15 is analyzed.

Figure 8-15 is a simplified representation of the conformal design on the capsule surface. The simplification assumes 90° bends, straight line segments that are parallel to the $x$, $y$, or $z$-axis in replacement of the curved dome shape of the CCMDA, and symmetry between the left and right arms of the antenna. Additionally, the assumption regarding a uniform current excitation, $I$, is valid as each arm length is very small compared to $\lambda$. Therefore, each arm segment can be considered as a short, uniform electric current segment and can be modeled as an ideal dipole [35]. The simplified CCMDA can be viewed as 12 different segments: $\Delta L_{R_1}, \Delta L_{R_2}, \Delta L_{R_3}, \Delta L_{R_4}, \Delta L_{R_5}, \Delta L_{R_6}, \Delta L_{L_1}, \Delta L_{L_2}, \Delta L_{L_3}, \Delta L_{L_4}, \Delta L_{L_5}$, and $\Delta L_{L_6}$. The vectors $\vec{R}_1, \vec{R}_2, \ldots, \vec{R}_n$ represent the distances from the center of the segments to the observation points. As the interest of the analysis is in the far-field, the distance...
vectors become essentially parallel [32] and equal in magnitude, \( r \). However, the phase of the distance vectors has the general form of

\[
R \equiv r - \hat{r} \cdot \hat{r}
\]

where \( \hat{r} \) is the vector from the coordinate origin to the center of each segment and \( \hat{r} \) is the unit vector from the origin to the observation point. The phases of the distance vectors are:

\[
\begin{array}{ccc}
R_{x1} &=& r - \gamma_1 \\
R_{x2} &=& r - \gamma_2 \\
R_{x3} &=& r - \gamma_3 \\
R_{x4} &=& r - \gamma_4 \\
R_{x5} &=& r - \gamma_5 \\
R_{x6} &=& r - \gamma_6 \\
R_{x1} &=& r + \gamma_1 \\
R_{x2} &=& r + \gamma_2 \\
R_{x3} &=& r + \gamma_3 \\
R_{x4} &=& r + \gamma_4 \\
R_{x5} &=& r + \gamma_5 \\
R_{x6} &=& r + \gamma_6 \\
\end{array}
\]

The gamma terms are used to represent the general expression, \( \hat{r} \cdot \hat{r} \), for each segment. As the structure has left and right arms that are equivalent, the gamma terms for equivalent right and left arms are the same but of opposite polarity.

Since each segment is represented by a \( z \)-directed infinitesimal dipole centered at the origin, the magnetic vector potential is given by [35]

\[
\tilde{A} = \frac{\mu I \Delta L}{4\pi r} e^{-jkz}
\]

(8-12)

The individual far-field magnetic vector potential contributions due to the 12 segments are therefore given by

\[
\begin{align*}
\tilde{A}_{x1} &= \frac{\mu I \Delta L_1}{4\pi r} e^{-jk(r - \gamma_1)}(\hat{y}) \\
\tilde{A}_{x2} &= \frac{\mu I \Delta L_2}{4\pi r} e^{-jk(r - \gamma_2)}(-\hat{x}) \\
\tilde{A}_{x3} &= \frac{\mu I \Delta L_3}{4\pi r} e^{-jk(r - \gamma_3)}(\hat{z}) \\
\tilde{A}_{x4} &= \frac{\mu I \Delta L_4}{4\pi r} e^{-jk(r - \gamma_4)}(\hat{x}) \\
\tilde{A}_{x5} &= \frac{\mu I \Delta L_5}{4\pi r} e^{-jk(r - \gamma_5)}(-\hat{z}) \\
\tilde{A}_{x6} &= \frac{\mu I \Delta L_6}{4\pi r} e^{-jk(r - \gamma_6)}(-\hat{x}) \\
\tilde{A}_{x1} &= \frac{\mu I \Delta L_1}{4\pi r} e^{-jk(r + \gamma_1)}(\hat{y}) \\
\tilde{A}_{x2} &= \frac{\mu I \Delta L_2}{4\pi r} e^{-jk(r + \gamma_2)}(\hat{x}) \\
\tilde{A}_{x3} &= \frac{\mu I \Delta L_3}{4\pi r} e^{-jk(r + \gamma_3)}(\hat{z}) \\
\tilde{A}_{x4} &= \frac{\mu I \Delta L_4}{4\pi r} e^{-jk(r + \gamma_4)}(-\hat{x}) \\
\tilde{A}_{x5} &= \frac{\mu I \Delta L_5}{4\pi r} e^{-jk(r + \gamma_5)}(-\hat{z}) \\
\tilde{A}_{x6} &= \frac{\mu I \Delta L_6}{4\pi r} e^{-jk(r + \gamma_6)}(-\hat{x})
\end{align*}
\]
Combining the $x$-, $y$-, and $z$-directed terms yields
\[
\tilde{A}_x = \frac{\mu_0\Delta L_1}{4\pi r}(e^{-\beta(r+y_1)} - e^{-\beta(r-y_1)}) + \frac{\mu_1\Delta L_1}{4\pi r}(e^{-\beta(r-y_1)} - e^{-\beta(r+y_1)}) + \frac{\mu_1\Delta L_2}{4\pi r}(e^{-\beta(r+y_1)} - e^{-\beta(r-y_1)})
\]
\[\text{(8-13)}\]
\[
\tilde{A}_y = \frac{\mu_0\Delta L_3}{4\pi r}(e^{-\beta(r-y_1)} + e^{-\beta(r+y_1)})
\]
\[\text{(8-14)}\]
\[
\tilde{A}_z = \frac{\mu_1\Delta L_3}{4\pi r}(e^{-\beta(r+y_1)} - e^{-\beta(r-y_1)}) + \frac{\mu_1\Delta L_2}{4\pi r}(e^{-\beta(r+y_1)} - e^{-\beta(r-y_1)})
\]
\[\text{(8-15)}\]

Using Euler’s formula, the vector potentials are simplified to be
\[
\tilde{A}_x = 2\frac{\mu_0 le^{-\beta r}}{4\pi r} \left[\Delta L_2 \sin(y_2) + \Delta L_4 \sin(y_4) - \Delta L_3 \sin(y_3)\right]
\]
\[\text{(8-16)}\]
\[
\tilde{A}_y = 2\frac{\mu_0 le^{-\beta r}}{4\pi r} \cos(y_1)
\]
\[\text{(8-17)}\]
\[
\tilde{A}_z = 2\frac{\mu_0 le^{-\beta r}}{4\pi r} \left[\Delta L_3 \sin(y_3) - \Delta L_2 \sin(y_2)\right]
\]
\[\text{(8-18)}\]

The electric far-fields can be computed simply by the relationship between the electric field and the magnetic vector potential using $e^{j\omega t}$, convention [35]
\[
\vec{E} = -j\omega\vec{A}
\]
\[\text{(8-19)}\]

As evident by the analysis, there will be electric field components in the $x$-, $y$-, and $z$-directions, unlike that of the planar conformal dipole, which contains fields in only the $x$- and $y$-directions. For both the CCMDA and the planar meandered dipole, this provides one of the conditions for circular polarization: there are at least two orthogonal linear components in the electric field. More importantly however, the vector potentials for the CCMDA reveal that $\tilde{A}_x$ is 90° out of phase with $\tilde{A}_y$ and $\tilde{A}_z$ potentials. This provides the second necessary condition for circular polarization: at least two electric field components have a time-phase difference of odd multiples of 90°. The planar meandered dipole does not exhibit this behavior, which is expected as it resembles that of a simple dipole, which is well known to be linearly polarized. The third condition for circular polarization is that the orthogonal components have equal magnitude. Since this is not the case as evident by the arm lengths, elliptical polarization is expected as a result. Although this is not the ideal polarization, it does provide a vast improvement over the planar meandered dipole. To confirm this analysis, HFSS simulations for the CCMDA and planar meandered dipole were conducted. Figure 8-16 and Fig. 8-17 show the electric far-field components for planar dipole antenna and the conformal dipole antenna. As expected, the CCMDA contains electric fields in all three directions, while the planar meandered dipole exhibits an electric field in only the $y$-direction.
Figure 8-16 Normalized electric far-field components for the planar meandered dipole. Note: $E_x$ and $E_y$ values are almost zero.

Figure 8-17 Normalized electric far-field components for the conformal chandelier antenna. Note: $E_x$, $E_y$, and $E_z$ components are present.
8.4 Antenna Design in the Human Body

8.4.1 Tuned Antenna for the Human Body

In order to study the design of the capsule antenna in its operating environment, the CCMDA was simulated inside the human body. The antenna was placed in the Ansoft human-body model as shown in Fig. 8-18a [36]. Some of the features of this human-body model include accuracy at millimeter level, more than 300 objects (bones, muscles, and organs) and frequency-dependent material parameters. In practice, the antenna would travel through the digestive tract and transmit images of many different locations. The longest part in its path is the small intestine; therefore, the capsule antenna is placed inside the small intestine. The capsule antenna was located approximately 5 cm from the human skin surface. When the capsule antenna that is tuned for free space is placed inside the small intestines, it undergoes significant detuning.

![Figure 8-18](a) Ansoft human-body full model and the torso portion of the model. (b) The detuned antenna placed in the small intestine in the human-body torso model. (c) The return loss comparison for the detuned capsule antenna.
The variation of dielectric constant and conductivity with frequency was incorporated into the human-body model. The dielectric constant varied from 58.9 to 55.9 and the conductivity varied from 2.2 S/m to 2.7 S/m for frequency range from 1 GHz to 1.8 GHz. The first resonance is now shifted close to 350 MHz while the second resonance is present at 600 MHz as shown in Fig. 8-18c. Although the capsule shell isolates the antenna from the human tissues, the wideband behavior can be attributed to the conductivity of the human body, and the large detuning is attributed to the drastic change of permittivity between free space and the human body. Because of this change in permittivity, the electrical length of the antenna is essentially elongated, and consequently, the CCMDA must be tuned to operate at the desired frequency.

The advantage of using this conformal meandered antenna is that the effect of detuning can be compensated by simply changing the length of the dipole arms. The antenna was tuned by shortening the length of the arms until the desired frequency was achieved. Figure 8-19a shows the miniaturized tuned antenna design with all the parameters labeled. Figures 8-19b and 8-19c show the input impedance and return loss performance of the antenna inside the human-body model, respectively. It can be seen that when the length parameter is changed from 1.6 mm to 2.4 mm, there is very good matching at the frequency of interest (1.4 GHz) as shown in Fig. 8-19c. The conductivity of the human body helps in broadening the bandwidth of the antenna. Thus, it is observed that by simply altering the length if the two dipole arms, the antenna can be matched to any part of the human body. The final dimensions of the tuned CCMDA are 25.2 mm for the shorter offset arm and 42 mm for the longer arm of the antenna. The first resonance for the tuned antenna was close to 600 MHz and the second resonance (frequency of interest) was at 1.4 GHz as shown in Fig. 8-19d.

Figure 8-20a shows the electric field distribution at the surface of the human-body model. The antenna is placed close to 5 cm from the surface of the model roughly in the location of the small intestine. The location of the antenna can be easily identified from the hot spot at the surface. Figure 8-20b shows the radiation pattern cuts in the $xz$- and $yz$-planes. The peak gain at 1.4 GHz is about $-28.4$ dBi. The average gain value in the $y$-plane (from 0° to 180°) was computed to be approximately $-33.5$ dBi (1W input power) and used for link budget calculations.

The capsule antenna along with the human body acts as a radiator. The radiation efficiency of the whole system (antenna-human) is about 0.05%. Figure 8-20c shows the 3D radiation properties of the antenna within the human-body model. Due to the body conductivity, the losses in the antenna are high. The antenna along with the body acts as a transmitter causing significant attenuation of the radiated pattern. Maximum radiation is directed outward from the body toward free space. There is significantly less radiation in the backside of the body due to the orientation of the antenna. This behavior is expected and corresponds to results that were obtained for a different antenna configuration placed within the human head in [18].

### 8.4.2 Effect of Electrical Components on the Antenna Performance

From the design of the capsule system, it is clear that the capsule has many electrical components packaged inside. It is important to study how these components affect the conformal antenna performance within the human body. The tuned chandelier design was intentionally built on only half of the pill, utilizing one of the spherical dome ends (to avoid camera obstruction). Due to this implementation, it is apparent that the batteries are the most significant electrical components to consider due to their size...
Figure 8.19 (a) Miniaturized conformal antenna with all parameters labeled. (b) Simulated input impedance of the miniaturized antenna as a function of length parameter variation. (c) Simulated return loss of the miniaturized antenna as a function of length parameter variation. (d) The return loss comparison for the detuned and tuned capsule antenna.
and position with respect to the CCMDA. The two batteries are represented by two PEC cylinders, (simple representation). Both batteries were assumed to have a radius of 4 mm and a height of 3.5 mm, and each was placed in the center of the capsule shell.

The batteries caused some detuning in the antenna performance as seen in Fig. 8-21a. The resonant frequency shifts slightly due to the presence of the batteries.
It can be clearly seen that the antenna has maintained its nearly circular polarization characteristics and the batteries do not affect the polarization performance significantly as seen in Fig. 8-21b. The radiation patterns were also computed at the respective resonant frequencies for the no-battery and battery case, respectively. There was a slight change in the radiation pattern due to the presence of batteries. This minor detuning in the presence of the batteries can be simply compensated by altering the antenna dimensions as discussed earlier (increasing the length of the arms).

8.5 SAR Analysis and Link Budget Analysis

8.5.1 Simple Human-Body Model

To understand the performance of the antenna in a bio-telemetric system, Specific Absorption Rate (SAR) study and link budget analysis were conducted in HFSS. The tuned miniaturized capsule antenna was once again placed inside the small intestine of the Ansoft human-body model as shown in Fig. 8-22a. Due to the detailed meshing and the elaborate model, computation time was large for the analysis of the antenna inside the human-body model. Therefore, a simplified human torso box model (measuring 30 cm × 60 cm × 40 cm) was developed as shown in Fig. 8-22b. A permittivity of 54.12
and a conductivity of 1.14 S/m were applied to the box model, resembling that of a human muscle at 1.4 GHz [18]. The capsule antenna was placed 5 cm from the surface of the box model (approximately in the center of the small intestine). Figure 8-22 shows that the simple box model is a good approximation for the Ansoft human-body model, especially for the frequency of interest (1.4 GHz). The simple box model produces similar results to human-body model; it saves computation time, and therefore, it is used for SAR and link budget analysis.

8.5.2 Specific Absorption Rate Analysis

Specific Absorption Rate (SAR) is an important parameter in the design of antennas for biomedical systems as it determines the rate at which energy is absorbed by the human body when exposed to an electromagnetic field.

SAR (W/kg) is calculated from the electric field and is given by the following equation

$$\text{SAR (W/kg)} = \frac{1}{2} \frac{\sigma}{\rho} |E|^2$$

where $\sigma$ is the electrical conductivity of the tissue, $E$ is the peak electric field and $\rho$ is the density of the tissue. The SAR value depends on the location of the source and also
on the geometry of the body. To calculate the possible maximum acceptable power delivered by the designed ingestible antenna in the simple body model, the peak 1-g SAR limitation (1.6 mW/g = 1.6 W/kg) of ANSI is applied. Figure 8-23 shows the maximum SAR values computed as a function of distance from the tip of the capsule antenna for normalized input power of 1W. A maximum SAR of 330 W/Kg (immediately outside the capsule shell) is computed. Away from the antenna, the SAR decreases rapidly (from 330 W/kg to 100 W/kg for a distance of 1 cm). In order to satisfy the peak 1-g SAR limitation (1.6 W/kg) of ANSI, the antenna can deliver a maximum power of 4.8mW. With radiation efficiency of approximately 0.1%, the maximum possible radiated power will be about 4.8µW (< 25µW ERC limit). 1W power is used for normalization; in reality the power delivered to the antenna will be lower than 1W and typically in the range of 100µW.

8.5.3 Link Budget Characterization

For a reliable wireless link in the capsule endoscope system, there must be a robust connection between the transmitter and the receiver at all times especially when the antenna is residing in the small intestine. This will ensure real-time mapping of the small intestine and help in detection of bleeding or inflammation of the small intestine. Generally, the frame (image) size is 256 x 256 pixels and the data is transmitted at 2 frames per sec. A data rate of at least 1 Mbps (256 x 256 x 8 x 2) is required for successful real-time wireless communication. The capsule antenna system is typically

![Figure 8-23](image_url)
used for short range communication. This short range distance can vary from 2–5 m in real-life application and is typically used for monitoring the patient in a room. For the link budget analysis, a systematic procedure detailed in [37] was followed. In order to design the link budget for the system, certain parameters have to be evaluated. Figure 8-24 shows the link budget analysis in terms of transmission, propagation, and reception.

For the transmission part, the frequency of operation is fixed at 1.4 GHz. The maximum delivered power to be within a safe limit of SAR was computed to be 4.8mW. For link budget analysis, we use 0.1mW power due to battery power limitations and provide sufficient margin for SAR requirements. The antenna along with the body acts as a transmitter. The average gain of the capsule antenna within the simplified human

\[
C_1/N_0 = P_t + G_t + L_f + G_r - N_0 [\text{dB/Hz}] = 81.40
\]

\[
C_2/N_0 = E_b/N_0 + 10 \log_{10} B_r - G_c + G_d [\text{dB/Hz}] = 72.10
\]

**Figure 8-24**  (a) Link budget analysis where the capsule antenna acts as a transmitter. (b) Signal-to-noise ratio \((C_2/N_0)\) calculation for actual capsule antenna link and the signal-to-noise ratio \((C_1/N_0)\) calculation required for successful link connection.
model is about ~33.5 dBi. The average gain is valid in the region, 0° < Φ < 180° and 0° < θ < 180° is shown in Fig. 8-24a. The total EIRP is less than the 25μW (~46 dBW) set by the European Research Council limitation. For the propagation part, the indoor communication distance is fixed at 5m. The free space loss for the 5m distance was 49.33 dB. For the receiver part, a linearly polarized antenna with a typical gain of 2.15 dBi (monopole) is assumed to be at the receiver. The noise power density was set at ~202.17 dB/Hz for the ambient temperature of 293K (for noise power calculations refer [37]). The actual link has a signal to noise ratio (C/N0) of 81.40 dB/Hz (computed using simple Friis formula).

Using communication theory, an estimate for the required link is developed. The bit rate and bit error rate are fixed at 1 Mbps ad $1 \times 10^{-5}$, respectively. $E_b/N_0$ is defined as the ratio of Energy per Bit ($E_b$) to the Spectral Noise Density ($N_0$) and is known as the signal-to-noise ratio for a digital communication system. Different modulation schemes have different $E_b/N_0$ values depending on the bit error rate values. For PSK, for the above mentioned bit error rate, $E_b/N_0$ is 9.6 dB. The required link, $C/N_0$ developed is 72.10 dB/Hz. Therefore, $C/N_0 > C_{in}/N_0$ (with a margin of about 10 dB), so successful wireless communication can be achieved. It can be noticed that in order to increase the range of transmission and the bit rate, the power transmitted can be increased (within safe SAR limit).

### 8.5.4 Link Budget for Free Space—Friis vs. HFSS

A free-space link is developed at 1.4 GHz between two λ/2 (free-space wavelength) dipoles in order to get a better understanding of actual link and estimation of path loss calculation. The in-body capsule link will be compared to the free-space link in the next section. The transmitting antenna is delivered 1W of power (power of 1W is used for normalization purposes; in reality the power delivered to the antenna will be lower than 1W and typically in the range of 100μW). The dipoles are 9.6 cm in length. The distance between the transmitting and receiving antennas is varied from 20 cm to 30 cm (these distances are dictated by the computational domain). The far-field distance for the transmit antenna is about 9 cm ($2D^2/λ$). Figure 8-25a shows the Friis transmission formula for line-of-sight operation in free space at 1.4 GHz. For the transmission part, the transmit power is fixed at 1W and the transmit antenna gain is 2.15 dBi. For the propagation part, the free-space loss is 21.4 dB for 20 cm distance between the transmitting and receiving dipole. Figures 8-25b and 8-25c show the $S_{11}$ (dB) and $S_{22}$ (dB) for the transmitting and receiving dipoles, respectively. Figure 8-25d shows the $S_{21}$ (dB) between the two antennas. It can be clearly seen that when the distance between the antennas increases, the coupling reduces. Figure 8-25e shows the power received (dBm) at the receiver for various distances at 1.4 GHz. The HFSS computation and Friis formula show excellent matching. By developing a good understanding of the free-space link, the in-body links can be studied in detail.

### 8.5.5 Comparison Between Three Wireless Communication Links

#### 8.5.5.1 Line-of-Sight Operation

As shown in Fig. 8-26a, three communication links were established: an ingestible capsule communication link, a free-space link, and an ingestible dipole link. The free-space link is between two λ/2 (free-space wavelength) dipoles. The in-body dipole link is between an ingestible dipole antenna (in a cylindrical insulator) in the human body.
body and a $\lambda_c/2$ dipole in free-space. The in-body capsule link is between an ingestible capsule antenna (on the interior of the capsule shell) in the human body and a $\lambda_c/2$ dipole in free space. The antennas inside the human body are tuned to resonate at 1.4 GHz. The performances of all the three communication links are estimated
when the transmitting antennas are delivered 1W of power (power of 1W is used for normalization purposes).

Figure 8-26b shows the dimensions of all the antennas used. The dipoles for the free-space link are 9.6 cm in length. The in-body dipole length is 4 cm and the insulating cylinder, which prevents direct contact between the transmitting dipole and human body, has a radius of 0.08 cm and length of 4.4 cm. The conformal capsule antenna has a total length of approximately 7 cm and is conformed on a capsule shell with dielectric constant 2.2 and dimensions 2.6 cm × 1.1 cm. The capsule shell thickness is approximately 0.02 cm. The exterior receiving dipole is 9.6 cm in length. The distance between the transmitting and receiving antennas is varied from 20 cm to 30 cm (these distances are dictated by the computational domain). Both the antennas inside the human body are located 5 cm from the surface of the skin (box model), roughly in the position of the small intestine.

Figure 8-27 shows the radiation patterns of the transmitting antennas for the three communications links at 1.4 GHz. The gain of the free-space TX antenna is 2.15 dBi
(typical dipole). When the dipole is placed inside human body, the gain of the total transmitting system (dipole + human body) is approximately -29 dBi along the y-direction. When the capsule antenna is placed inside human body, the gain of the total transmitting system (capsule antenna + human body) is approximately -34 dBi along the y-direction. Figure 8-28 shows the maximum available power (dBm) at the receiver dipole from the dipole in free space, the dipole inside box model, and the
capsule antenna inside box model. The maximum available power (dBm) for the free-space link can also be calculated using simple Friis formula [35]. The maximum available power difference between the free-space link and the in-body dipole link is about 30 dBm, which can be explained by the gain difference in the two links. Thus, the difference between free-space and ingestible links can be explained from the radiation efficiencies of the TX antennas. The receiver must have sensitivity better than −30 dBm in order to pick up signal from capsule antenna for this short range (20–30 cm). The actual input power depends on peak SAR limitation and other constraints (battery life) for ingestible devices.

8.5.5.2 Angle Dependence of the Link
When one has a linearly polarized receiver system, maintaining a reliable wireless communication link is a challenging task. Therefore, polarization diversity is an attractive attribute to have for the transmitting antenna. This diversity will help establish a link even if the TX and RX antennas are orthogonal to each other. Therein lies the inherent advantage of having the conformal antenna in the capsule instead of a loop or a straight dipole. The transmitting antennas for all the three links are rotated in the yz-plane as can be seen in Fig. 8-29a. It can be seen that when the transmitting dipole is orthogonal to receiving dipole for free-space link, no power is received. For the dipole in-body link, the received power consistently drops as the angle of rotation increases. But, for the in-body capsule link, the power received is almost constant regardless of the angle of rotation due to the capsule antenna’s polarization diversity (almost CP) as seen in Fig. 8-29a. In order to test the robustness of the in-body capsule link, the distance between the capsule antenna and the receiver was fixed at 20 cm and the in-body capsule antenna was rotated in three different planes. The capsule antenna was rotated from 0° to 90° in the yz-, yx-, and xz-planes, respectively, as shown in Fig. 8-29b. The received power showed a maximum variation of less than 5 dB for the different rotations.
On the other hand, the link budget developed earlier had a 10 dB difference between the required link and the actual link. This clearly validates that the conformal antenna has polarization diversity, and it makes the link more robust with respect to the capsule orientation.

In order to test the worst case scenario, the in-body capsule antenna is placed along \(-y\)-direction. Figure 8-30 shows the electric field distribution on the front and back faces of the simplified human model when the antenna is along in +y and \(-y\)-direction. It can clearly be seen that when the antenna is facing in the +y-direction, the E field distribution on the front surface is greater than when it is placed along \(-y\). The average gain in the region, \(0^\circ < \Phi < 180^\circ\) and \(0^\circ < \theta < 180^\circ\), decreases from \(-33.5\) dBi to \(-45\) dBi when the antenna orientation is changed from +y-axis to \(-y\)-axis. The communication link reduces to approximately 1.25 m in order to maintain the same 10-dB margin between actual link \((C_1/N_0)\) and required link \((C_2/N_0)\).

![Diagram](image-url)

**Figure 8-29** (a) Comparison of the maximum available power at the receiver from the three links when the transmitting antennas rotate in the \(yz\)-plane, (b) Comparison of the maximum available power at the receiver from the in-body capsule link when the capsule is rotated in three different planes \((yz, xy, and xz)\). Note: A delivered power of 1W is used for normalization purposes.
Figure 8-30  Electric field distribution on the front and back faces of the simplified human-body model at 1.4 GHz. (a) The in-body capsule antenna is placed along $+y$-axis. (b) The in-body capsule antenna is placed along $-y$-axis. Note: A delivered power of 1W is used for normalization purposes.
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9.1 Introduction

9.1.1 Motivation
A number of excellent book chapters on leaky-wave antennas are available in the literature [1]–[4]. Among these references, [1] and [2] are over forty years old and, despite their invaluable contents regarding fundamentals of the topic, they are not up-to-date anymore. In contrast, [3] and [4] are much more recent; however, they do not account for the latest advances, which occurred in this field over the past five years and which have been particularly numerous and significant. It is the intent of this chapter to fill up this gap by presenting novel leaky-wave antenna theoretical developments, structures and systems.

9.1.2 Organization of the Chapter
The remainder of Section 9.1 first recalls the principles and characteristics of leaky-wave antennas and next classifies them according to three categories. No specific information is provided regarding the history of the field; for this aspect, the reader is referred to [4], which describes the historical evolution of leaky-wave antennas in great detail from the first leaky-wave antenna, reported by Hansen in 1940 [5], to recent progress accomplished after the turn of the century in the area of metamaterial type leaky-wave structures and leaky-wave antennas capable of continuous scanning through broadside.

The theory of leaky-wave antennas is given in Section 9.2. It includes the fundamental physics and mathematical description of leaky waves, the radiation properties of one-dimensional (1D) and two-dimensional (2D) uniform and periodic leaky-wave structures, and a general scheme for closing the open stopband and hence allowing for broadside radiation.

Section 9.3 presents a host of novel leaky-wave antenna structures reported very recently, namely after 2006 for most of them. The section starts with a number of full-space scanning (including broadside) antennas: a metamaterial-type composite right/left-handed (CRLH) antenna, a phase-reversal antenna, a ferrite waveguide antenna and a quarter-wavelength transformer matching antenna. It follows with conformal CRLH antenna structures, and several novel planar waveguide antennas, some of which have been
implemented in substrate integrated waveguide (SIW) technology. Finally, it describes a highly-directive metamaterial wire-medium antenna and a Fabry-Pérot 2D type metal strip grating (MSG) leaky-wave structure with azimuthally omnidirectional radiation and excellent polarization purity.

Very few leaky-wave systems have been reported to date. However, some recent advances in the antennas presented in Section 9.3 have paved the way for such systems. Section 9.4 is focused on the synthesis of novel leaky-wave antenna systems. The following topics are presented: an enhanced-efficiency power-recycling antenna, a combined du/diplexer-antenna system, active beam shapers, a distributed amplifier antenna, and a direction-of-arrival estimator.

Conclusions are given in Section 9.5.

9.1.3 Principle and Characteristics

A leaky-wave antenna is a waveguiding structure that radiates by progressively leaking its energy out to free-space (FS) from a traveling wave with a phase velocity larger than the speed of light. Figure 9-1 depicts a generic leaky-wave antenna for a more accurate understanding of its basic mechanism. Any field component of the wave traveling along the structure may be expressed as

$$y(r) = y_0(r) e^{j\beta z}$$

(9-1)

where $z$ is the axis of the waveguide and $r = \hat{x}x + \hat{y}y$ represents the transverse coordinates. The structure includes apertures of some sort, which may be continuous, discontinuous, and/or periodic, to allow radiation. Due to radiation, the longitudinal wavenumber $k_z$ is complex, i.e.,

$$k_z = \beta - j\alpha$$

(9-2)

where $\beta$ and $\alpha$ are real numbers. Substituting this expression into Eq. (9-1) yields the spatial waveform

$$\psi(r) = \psi_0(r)e^{-j\beta z e^{-\alpha z}}$$

(9-3)
where \( \beta \) is the modal phase (propagation) constant and \( \alpha \) is the leakage (attenuation) constant\(^1\). In general, both \( \beta \) and \( \alpha \) are functions of frequency, and the functions \( \beta(\omega) \) and \( \alpha(\omega) \) are called the dispersion and attenuation relations, respectively. In reality, \( \beta \) may represent either the dominant or higher-order mode of a uniform structure or a spatial harmonic of a periodic structure, as will be discussed later in this chapter.

From Maxwell's equations and subsequent boundary conditions, the tangential part of the complex wavenumber vector \( \mathbf{k} = k_x + k_z \hat{z} \) is continuous at the interfaces with FS along the waveguide (WG) apertures. Therefore, we have \( k_z^{FS} = k_z^{WG} = k_z^{apertures} \). Thus, the waveform in FS just above the structure exhibits the same \( z \) dependence as in Eq. (9-3). The fields outside the structure have the general form

\[
\psi(r) = \psi_e e^{j(k_x r + \beta z) - \alpha z} \tag{9-4}
\]

where, from the wave equation and Eq. (9-2),

\[
k_p = \sqrt{k_0^2 - k_z^2} = \sqrt{k_0^2 - (\beta - j\alpha)^2}. \tag{9-5}
\]

Assuming that \( \alpha \ll \beta \), which is a valid approximation in many practical antennas\(^2\), this relation reduces to \( k_p = \sqrt{k_0^2 - \beta^2} \), and therefore \( k_p \) is either purely real or purely imaginary. If \( \beta > k_p \) or, equivalently, if the phase velocity \( v_p = \omega/\beta \) is smaller than the speed of light in FS, \( v_p < c = \omega/k_0 \) (slow wave), then \( k_p \) is imaginary and therefore the wave in the FS decays exponentially away from the structure; it is thus a purely guided wave. In contrast, if \( \beta < k_p \) or, equivalently, if \( v_p > c \) (fast wave), then \( k_p \) is real and therefore radiates into FS, with its main beam directed along the angle

\[
\theta_o(\omega) = \sin^{-1} \left( \frac{\beta(\omega)}{k_0} \right) = \sin^{-1} \left( \frac{c\beta(\omega)}{\omega} \right) \tag{9-6}
\]

with respect to the normal of the structure\(^3\), as illustrated in Fig. 9-1. Other important parameters are the (main) beam width \( \Delta \theta \), the radiation efficiency \( \varepsilon_r \), and the tapered leakage factor function \( \alpha(z) \) for a desired aperture profile function \( A(z) \), typically prescribed to minimize the sidelobe level, which are given by \( [3] \)

\[
\Delta \theta = \frac{0.91}{(U/L_0) \cos \theta_0} \tag{9-7}
\]

\[
\varepsilon_r = 1 - e^{-2\alpha(z)} \tag{9-8}
\]

\(^1\)The time harmonic dependence \( \exp(j\omega t) \) is assumed throughout the chapter. Therefore, assuming a positive group velocity, the spatial variation \( \exp(-j|\beta| z) \) represents a wave traveling toward the positive \( z \) direction (forward wave) while the spatial variation \( \exp(+j|\beta| z) \) represents a wave traveling toward negative values of \( z \) (backward wave). In the case of a negative group velocity (typically corresponding to the case where the wave is launched toward the negative of \( z \) direction), the opposite is true.

\(^2\)Note that this condition automatically ensures that \( \alpha \ll k_0 \) because \( \beta \) is always smaller or at most of the order of \( k_0 \) in leaky-wave antennas.

\(^3\)The operation of leaky-wave antennas is quite different from that of surface-wave antennas. Surface-wave antennas are also traveling-wave structures, but they use a guided (slow-wave) mode and therefore radiate mainly at the ends of the structure [6].
where $l$ is the length of the antenna and $\lambda_0 = 2\pi/k_0$ is the FS wavelength. In Eq. (9-7), the factor 0.91 for the numerator assumes a radiation efficiency of 90%, which is quite typical in leaky-wave antennas.

Many modern leaky-wave antennas are implemented in planar or quasi planar configurations. As apparent from Eq. (9-6), their main beam scans through space when frequency is varied if the fast-wave factor $b(w)/k_0$ is frequency-dependent for a uniform structure or if it represents the space harmonic of a periodic structure. They may achieve very high directivity $D = 4\pi A_e/k_0^2$ ($A_e$: effective aperture) [7] for large antenna lengths $l$, as shown in Eq. (9-7), since their length can be increased independently of frequency, as long as power is left near the end of the structure [i.e., $a$ is small enough so that $1 - \exp(-2\alpha l) > 0$]. In contrast to array antennas, leaky-wave antennas do not require any complex feeding network; they are fed by a simple transmission line or waveguide connection, while offering directivity and scanning performances sometimes comparable to those of arrays. Finally, they may radiate beams of different shapes. When its radiating aperture is narrow, a leaky-wave structure is approximately (Section 9.2) equivalent to a current source in the far-field, and it therefore radiates a beam in the form of a cone sharing its axis with that of the structure. If a ground plane is inserted below the antenna, a unidirectional fan beam may be achieved. Several 1D leaky-wave antennas can naturally be arrayed so as to form a 2D aperture and radiate a pencil beam, which may be steered by frequency tuning along the longitudinal planes and by phase-shifter tuning along the transverse planes [3].

9.1.4 Classification

Leaky-wave antennas may be classified according to three categories—uniform, periodic and quasi-uniform—depending on their geometry and principle of operation [4]. They may also be 1D or 2D. This section focuses on 1D antennas. 2D leaky-wave antennas, which radiate a conical beam from a cylindrical traveling wave, are described in Section 9.2.

9.1.4.1 Uniform Structures

Uniform leaky-wave antennas have a structure whose transverse cross-section is invariant under translation along the propagation axis. This axis corresponds to the longitudinal direction $z$ in Fig. 9-1, and in all subsequent figures in this chapter. These antennas use the dominant mode or a higher-order fast-wave mode of the structure. Their phase constant is always positive and nonzero, i.e., $b(\omega) > 0$ for all frequencies, since $\beta = k_0\sqrt{\varepsilon_{re}}$ with $\varepsilon_{re} > 0$, and therefore they are restricted to forward radiation.

\[ \alpha(z) = \frac{e, A^2(z)/2}{\int_0^l A^2(z)dz - e, \int_0^l A^2(z)dz} \]  

(9-9)

This may occur under two possible conditions (which may occur simultaneously). The first, which typically holds in uniform structures (Sec. 9.1.4.1), is when $b(\omega)$ is a nonlinear function of frequency, i.e., when the structure is dispersive; in this case, $b(\omega)/k_0 = c\beta(\omega)/\omega$ varies with frequency and so does $\theta_0$ according to Eq. (9-6). However, scanning may also be achieved when the structure is nondispersive, if the corresponding linear curve $b(\omega)$ is shifted into the fast-wave region of the dispersion diagram, as in the case of the phase-reversal antenna presented in Section 9.3.2, where $\beta = \sqrt{\varepsilon_{re}}k_0 - \pi/p$, so that $\beta/k_0 = \sqrt{\varepsilon_{re}} - \pi/(p\omega)$ varies with frequency.
excluding broadside\(^5\), according to the scanning law of Eq. (9-6). Two representative examples of uniform leaky-wave antennas are depicted in Fig. 9-2.

The uniform leaky-wave antenna shown in Fig. 9-2a is an empty rectangular waveguide with a longitudinal radiating slit placed in the narrow wall of the waveguide [5]. In this antenna, the width of the slit is much narrower than the height \(b\) of the waveguide, and therefore it causes only a small perturbation of the fast-wave TE\(_{10}\) dominant mode with a phase constant \(\beta_{10} = \sqrt{k_0^2 - \pi^2/a^2}\), which is used by the antenna and whose electric field (E) distribution is sketched in the figure. The baffle, when much larger than the wavelength, provides a regular conical-shaped fan beam in the radiation hemisphere, since the slit is then equivalent to a magnetic current source in FS, by image theory. The polarization of the antenna (direction of the radiated E field) is essentially azimuthal (i.e., in the \(\phi\) direction in spherical coordinates). The uniform leaky-wave antenna shown in Fig. 9-2b is a microstrip transmission line structure. This antenna was invented by Menzel [8] and later explained by Oliner [9]. While the dominant quasi-TEM mode of a microstrip line is well-known to be a slow-wave (guided) mode, the higher-order EH\(_1\) of the structure is a fast-wave (radiating) mode and is therefore used by this antenna. The EH\(_1\) mode is an odd mode, as shown in the figure. A concern with this antenna is the suppression of the dominant even EH\(_0\) mode. This may be accomplished by placing shorting metal posts in the center of the structure between the strip and the ground plane. Another approach,

\(^5\)An exception would be for a structure excited at both of its ends or at its center, where the resulting waves, traveling in opposite directions (see Section 9.2.3), may combine their slightly symmetrically tilted beams to provide an overall broadside beam. However, this approach does not provide practical beam scanning since varying frequency would yield a pair of interdependent symmetric beams.
consisting of using only half of the microstrip structure, is presented in Section 9.3.6. This antenna exhibits a transverse polarization, parallel to the strip.

### 9.1.4.2 Periodic Structures

Periodic leaky-wave antennas have a structure with a periodic modulation (usually in the form of periodic discontinuities) for one of their features (metallizations, slots, permittivity, or permeability) along the axis of propagation. Due to their periodicity, according to Bloch-Floquet theory, they support an infinite number of space harmonics

\[ \beta_n(\omega) = \beta_0(\omega) + 2\pi n / p, \]

where \( p \) is the period and \( n \) is an integer. Their fundamental space harmonic, \( \beta_0(\omega) \), is generally slow and therefore it does not radiate significantly (it would not radiate at all in the absence of the periodic modulation). Instead, one of their higher-order space harmonics, most often the \( n = -1 \) one, is used for radiation. By designing the structure so as to place the desired space harmonic in the fast-wave region of the dispersion diagram and avoid overlap with other space harmonics, radiation with single beam scanning is achieved as previously described, where \( \beta \) now represents the phase constant of the appropriate space harmonic \( \beta_n \). In contrast to their uniform counterparts, periodic leaky-wave antennas can scan from the backward to the forward quadrants of FS, since many of their space harmonics (such as for instance the \( n = -1 \) one) fully cross the positive and negative fast-wave dispersion regions. However, they have traditionally suffered from very poor radiation efficiency at broadside due to the standing-wave regime occurring at the corresponding frequency, where the leakage constant drops to zero, a problem only recently solved and discussed further in Sections 9.2 and 9.3. Figure 9-3 shows two examples of periodic leaky-wave antennas.

The periodic leaky-wave antenna shown in Fig. 9-3a is a dielectrically-filled rectangular waveguide with a periodic array of radiating holes in the narrow wall of the waveguide [11]. Due to the presence of the dielectric, the fundamental space harmonic associated with the dominant TE\(_{10}\) mode \( \beta_{10}^{TE} = \sqrt{\varepsilon_r k_0^2 - (\pi/a)^2} \) is generally slow, namely
9.1.4.3 Quasi-Uniform Structures

Quasi-uniform leaky-wave antennas are topologically similar to periodic antennas and electromagnetically similar to uniform antennas. They exhibit a periodic structure, like the antennas shown in Fig. 9-3, but their period is much smaller than the guided wavelength of the traveling wave, \( p \ll \lambda \), so that their higher-order space harmonics radiate at frequencies that are shifted well outside the frequency range of operation. Their dominant mode or, more precisely, their fundamental space harmonic \( (n = 0) \), which is the only significant one, must therefore necessarily be of fast-wave nature to provide radiation. For instance, the holey waveguide antenna shown in Fig. 9-3a with sub-wavelength spacing between the holes becomes a quasi-uniform antenna radiating from the fundamental space harmonic of the perturbed TE\(_{10}\) waveguide mode, provided the permittivity is low enough so that the TE\(_{10}\) waveguide mode is a fast wave. Another example is the microstrip array structure of Fig. 9-3b, already discussed in the previous section but operating now as a perturbation of the first higher-order parallel-plate waveguide mode TE\(_{10}\) [12]. The CRLH antenna presented in Section 9.3.1 also belongs to this category and also radiates in its fundamental space harmonic, but unlike other quasi-uniform antennas is also capable of full-space scanning.

9.2 Theory of Leaky Waves

9.2.1 Physics of Leaky-Waves

In this section, the basic physical properties of leaky waves on uniform (or quasi-uniform) and periodic guiding structures is studied. An understanding of the physical properties is important in order to understand the basic mechanism of leaky-wave antenna operation, and to understand phenomena such as the open stopband, which plagues conventional periodic leaky-wave antennas and prohibits scanning through broadside. (Several novel designs to overcome the stopband problem are presented in Section 9-3.)

As noted in Section 9.1, a leaky-wave antenna is a structure that supports a “leaky mode,” which is a guided mode that leaks, or radiates power, as it propagates on the guiding structure [1]-[4], [13]. For a uniform or quasi-uniform structure, the guided mode consists of a single wave that is a fast wave, having a complex wavenumber \( k_c = \beta - j\alpha \), with the phase constant \( \beta \) in the range \( 0 < \beta < k_c \). For a periodic type of leaky-wave antenna with period \( p \), the guided mode consists of an infinite number of space-harmonic waves, with wavenumbers \( k_{nw} = \beta_n - j\alpha \), where \( \beta_n = \beta_c + 2\pi n/p \) (\( n \) an
The $n = 0$ space harmonic, which carries most of the power, is referred to as the “fundamental” one, while the $n = -1$ space harmonic is usually the one that radiates, with $-k_0 < \beta_1 < k_0$. The main difference between the two types of structures is that the phase constant $\beta_1$ for the periodic structure may be either in the forward range ($\beta_1 > 0$) or in the backward range ($\beta_1 < 0$). This allows for a beam that can point in either the forward or the backward quadrants of space, respectively, as opposed to a beam that can only point in the forward direction for the uniform or quasi-uniform structure. In principle, the beam produced by a periodic leaky-wave antenna can point at broadside, though this requires special consideration, since broadside radiation corresponds to operation near $\beta_1 = 0$, which corresponds to a type of stopband called the “open stopband” on the structure, discussed in more detail in Section 9.2.4. This stopband usually prohibits the antenna from scanning in a stable fashion through broadside, unless special designs are used that overcome the stopband problem. This has been the subject of much recent research, and is discussed in Section 9.3.

The beam angle is related to the phase constant by Eq. (9-6), where the phase constant denotes the phase constant of the radiating leaky wave, representing either the phase constant of the single leaky wave for a uniform structure, the phase constant of the fundamental space harmonic for a quasi-uniform structure, or the phase constant of the $n = -1$ space harmonic for a periodic leaky-wave antenna. In either case, it is assumed that power is flowing down the structure in the positive $z$ direction, and hence $\alpha > 0$. This normally implies that the group velocity (which is the same for all space harmonics) in the $z$ direction is positive. For the periodic leaky-wave antenna the $n = -1$ space harmonic is called a forward wave if $\beta_1 > 0$, since the corresponding phase velocity in the $z$ direction is positive and hence the phase and group velocities both have the same sign. If $\beta_1 < 0$, the phase velocity of this space harmonic is negative, and hence opposite to the group velocity, so the space harmonic is called a backward wave.

Leaky-wave antennas may be approximately modeled as a traveling-wave source, where a current travels along the $z$-axis in free space (Fig. 9-1). (For those antennas having a ground plane as in Fig. 9-2, the source model is obtained after applying image theory, and hence gives the correct fields only in the region of space above the ground plane, where the radiation field exists.) The current may be either an electric current or a magnetic current, depending on the type of leaky-wave antenna being modeled. For aperture-type antennas, such as those in Figs. 9-2 and 9-3, a magnetic current is the most appropriate, since an aperture electric field is related to a magnetic surface current as $\mathbf{M} = -\mathbf{n} \times \mathbf{E}$ [14]. For example, the uniform leaky-wave antennas in Fig. 9-2 can be approximately modeled as a magnetic line source with $z$-directed magnetic current flowing along the $z$-axis.

To be general, consider a magnetic current in FS in the form of a wave traveling along the entire $z$-axis, having the mathematical form

$$\mathbf{M}(x, y, z) = \hat{\mathbf{p}} \delta(x) \delta(y) e^{-jk_z z}$$

(9-10)

---

1 Exceptions are the CRLH leaky-wave antenna (Section 9.3.1) and the ferrite waveguide antenna (Section 9.3.3), which both scan the entire spatial region despite their respective quasi-uniform and uniform natures.
where $k = \beta - j\alpha$ and \( \hat{p} = \hat{x}, \hat{y} \) or \( \hat{z} \) indicates the direction of the magnetic current. Note that for all the antennas in Figs. 9-2 and 9-3, the polarization (direction of the radiated electric field in the aperture) is $y$-directed. The fields from the magnetic current may be constructed from the electric vector potential as [14]

$$E = -\frac{1}{\varepsilon_0} \nabla \times F.$$  

(9-11)

In this expression, $F$ is the electric vector potential, which is given for the traveling-wave source in Eq. (9-10) by

$$F = \hat{p} \left( \frac{\varepsilon_0}{4\pi} \right) H_0^{(2)}(k_p \rho)$$  

(9-12)

where $H_0^{(2)}(\cdot)$ denotes the Hankel function of the second kind, and the radial wavenumber is given by

$$k_p = \left( k_y^2 - k_z^2 \right)^{1/2}.$$  

(9-13)

The field produced by this infinite line source is in the form of a cone of radiation making an angle $\theta_0$ with respect to the $z$-axis, as shown in Fig. 9-4 (which shows a magnetic current flowing in the $z$ direction). In particular, the Poynting vector is in the direction of the $\beta$ vector, where $\beta = \text{Re}(\mathbf{k})$, with the complex wavenumber vector $\mathbf{k}$ given by $\mathbf{k} = \hat{z} k_z + \hat{p} k_p$. Hence, we have that tan $\theta_0 = \beta_z / \beta_p = \text{Re}(k_z) / \text{Re}(k_p)$. A forward wave radiates in the forward direction ($0 < \theta_0 < \pi/2$) while a backward wave radiates in the backward direction ($\pi/2 < \theta_0 < \pi$). When the structure is of finite length, the cone of radiation becomes a far-field beam of the antenna, as shown in Fig. 9-4. A broadside beam will be produced when $\beta = 0$.

One interesting aspect of the leaky-wave field arises from the choice of the square root in Eq. (9-13). There are two choices of the square root, mathematically corresponding to the fact that the radial wavenumber $k_p$ is a double-valued function of the complex
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**Figure 9-4** Illustration of the radiation produced by a traveling-wave source along the $z$-axis. Three cases are shown: a forward beam, a broadside beam, and a backward beam.
variable $k_z$. If the choice of the square root is made so that $\text{Im}(k_z) < 0$, the field will be exponentially decaying in the radial direction, and the field is termed “proper.” If the square root is chosen so that $\text{Im}(k_z) > 0$, the field is exponentially increasing in the radial direction, and the field is termed “improper” [4].

One might initially think that the “proper” choice is always the correct one, but this is not the case. To understand why, consider the case where $0 < \beta < k_z$. A ray picture for this case is shown in Fig. 9-5a, illustrated for the dielectric-filled holey waveguide in Fig. 9-3a, where spacing between the arrows signifies the magnitude of the time-average Poynting vector (a closer spacing corresponds to a larger power flow) and the direction of the arrows give the direction of power flow. Because of the attenuation constant $\alpha$, less radiation comes from the structure as $z$ increases. As can easily be seen from the dashed line in Fig. 9-5a, if one probes the field radially outward, the field is exponentially increasing. The radial wavenumber $k_r$ has a positive real part and a positive imaginary part, meaning that power is flowing radially outward (as expected) but the field is also increasing in the radial direction. The field is thus improper. The “proper” choice of the square root would give a field that decays radially, but has power flow radially inward. This is the type of wave that would correspond to a surface wave (a slow wave with $\beta > k_z$) that decays in the $z$ direction due to material loss. A leaky wave, however, which is a radiating type of wave, has an improper field when $0 < \beta < k_z$.

For a backward fast wave, the wavenumber lies in the range $-k_z < \beta < 0$, and the situation changes, with the ray picture shown in Fig. 9-5b. Now the field is proper in the radial direction [4]. Power flows outward radially, and the field also decays exponentially in the radial direction.

If the wave is a slow wave, with $\beta > k_z$, then the wave has the character of a surface wave, and the field is exponentially decreasing, regardless of whether the wave is forward or backward. Table 9-1 summarizes the nature of the wave, depending on the value of the phase constant. The choice shown in Tab. 9-1 is called the “physical choice,” the choice that gives the correct physical behavior.

<table>
<thead>
<tr>
<th></th>
<th>Forward ($\beta &gt; 0$)</th>
<th>Backward ($\beta &lt; 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast ($</td>
<td>\beta</td>
<td>&lt; k_z$)</td>
</tr>
<tr>
<td>Slow ($</td>
<td>\beta</td>
<td>&gt; k_z$)</td>
</tr>
</tbody>
</table>

**Table 9-1** Proper/Improper Nature of a Guided Wave
A physical mode is one that can be significantly excited by a practical source. That is, the near-field of the structure, when excited by a source, will resemble closely the field of the mode itself (provided the source excites the mode sufficiently). On the other hand, if a mode is nonphysical, the near field of the source-excited structure will generally bear little resemblance to that of the mode. This aspect can be established mathematically by examining the more complicated problem of a source-excited structure, as explained in [4]. A mode that is nonphysical is said to be in the “spectral-gap” region, a term coined by Oliner [15]. In general, the further a mode enters into the spectral-gap region, the less physical it becomes. For example, for the case of a forward wave that is improper, the wave enters the spectral-gap region when the phase constant increases so that $\beta > k_0$ (see Tab. 9-1). The larger the ratio $\beta/k_0$ becomes beyond unity, the less physical the wave is.

For a source-excited structure, the field must obey the radiation condition and decay at infinity away from the structure. Hence, even when an improper leaky wave is “physical,” it does not dominate the field behavior in all regions of space. For a source located at $z = 0$ that launches a unidirectional leaky wave in the region $z > 0$, the fields of the improper leaky wave will typically be dominant in a cone-shaped region that is roughly defined as shown in Fig. 9-5a by the ray that emanates from the source at $z = 0$. Beyond this region, the fields will decay as the radial distance increases. For a unidirectional leaky wave traveling in the negative $z$ direction, the ray picture will be the mirror image of the one shown in Fig. 9-5a. For a bidirectional improper leaky wave traveling in both directions ($\pm z$) away from the source, the region of leaky-wave dominance will be a double-cone region making an approximate angle $\theta_0$ from the positive and negative parts of the $z$-axis.

The situation is more complicated when the source is located on a grounded substrate, which is an important case since such a source models radiation from many printed leaky-wave antennas. An example of such a source is a line source of current located on top of a grounded dielectric slab, with a current varying as $\exp(-jk_0z)$. Such a source is shown in Fig. 9-6.

In this case the field may be proper or improper with respect to the fields in the air region, as previously discussed, and also proper or improper with respect to the transverse $y$ direction (perpendicular to the line source along the interface). The source may leak into the TM$_0$ surface wave of the grounded slab (for simplicity only the TM$_0$ mode is assumed to be above cutoff here), just as it may leak into FS (acting as a leaky-wave antenna). Leakage into the surface wave will occur when the wave is fast with respect to the surface wave, or $|\beta| < k_{TM_0}$, where $k_{TM_0}$ is the wavenumber of the
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surface wave. The field will be improper in the \( y \) direction along the interface provided the wave is a forward wave that is fast with respect to the surface wave. The properties summarized in Tab. 9-1 remain valid for the nature of the surface-wave field produced by the line source, provided we interpret proper/improper as meaning in the transverse \( y \) direction, and fast/slow as meaning with respect to the wavenumber of the surface wave.

### 9.2.2 Radiation from 1D Unidirectional Leaky-Waves

A unidirectional leaky wave is one that travels in a single direction (the \( z \)-direction) from an input \((z = 0)\) to an output \((z = \ell)\). This corresponds to a leaky-wave antenna being operated in the usual fashion, with a feed at one end and a load at the other end. Consider the magnetic current source described by Eq. (9-10), with a magnetic current pointing in the \( p \) direction and flowing along the \( z \)-axis in FS in the region \( 0 < z < \ell \). The far-field electric vector potential \( \psi = \hat{\psi}_p \) is given by

\[
\psi = \frac{e^{-j k_p \ell / 2}}{4 \pi r} \int_0^L e^{-j k z} e^{j k \cos \theta} dz
\]  

(9-14)

where \( \theta \) is the angle measured from the \( z \)-axis. The integral in Eq. (9-14), denoted as the array factor \((AF)\), may be evaluated in closed form as

\[
AF = \frac{\ell e^{-j (k_z - k_0 \cos \theta) / 2}}{\sin \left( (k_z - k_0 \cos \theta) \frac{\ell}{2} \right)}
\]  

(9-15)

where \( \sin(x) = \sin x / x \). As the length \( \ell \) of the radiating source tends to infinity, the array factor reduces to the simpler form

\[
AF = -\frac{j}{k_z - k_0 \cos \theta}
\]  

(9-16)

This result clearly shows that the far-field pattern is in the form of a conical beam, with a maximum at some angle \( \theta_0 \) from the \( z \)-axis. Based on this simpler array factor, the location of the beam maximum and the beam width of the pattern may be determined. From the above result, the exact value of the beam maximum (predicted by the array factor) is given by

\[
\cos \theta_0 = \beta / k_0
\]  

(9-17)

which is the same as Eq. (9-6) except for a change in the angle definition. Equation (9-17) is exact for a unidirectional wave on an infinitely long structure. Note that for \( \beta > 0 \), as is the case for a uniform or a quasi-uniform leaky-wave antenna, the beam maximum is never exactly at broadside. The pattern beam width, defined by the angle difference (in radians) between the two \(-3\,\text{dB} \) points, is given approximately by

\[
\Delta \theta = 2(\alpha / k_0) \csc \theta_0
\]  

(9-18)

which assumes an infinite aperture as opposed to Eq. (9-7) which assumes a finite aperture and a 90% radiation efficiency. Note that because of the \( \csc \theta_0 \) term in Eq. (9-18), it becomes difficult to obtain narrow beams near the horizon \((\theta_0 = 0)\). Physically, this is because the effective “projected aperture length” varies as \( \sin \theta_0 \).
9.2.3 Radiation from 1D Bidirectional Leaky-Waves

A bidirectional leaky wave is one that travels equally in both directions (the ±z directions) from a feed at \( z = 0 \) to the ends of the structure at \( z = \pm l/2 \). Assuming a magnetic current source as in Eq. (9-10), the line source is now described by

\[
M(x, y, z) = p \delta(x) \delta(y) e^{-|z|/l}.
\]  

This type of excitation normally produces a pair of conical beams, one pointing at \( q = q_0 \) and one pointing at \( q = q_0 - \pi \). Although this would normally be undesirable, an interesting case arises when \( q_0 \) approaches \( \pi/2 \), and the two beams approach each other. In this case the two beams may merge into a single beam, which has a maximum at broadside. In this way, a broadside beam can be produced by a leaky-wave antenna, when it is fed at the center. This is the practical motivation for considering a bidirectional leaky wave.

The far-field electric vector potential \( \psi = E_y \), given by Eq. (9-14) for the unidirectional case, is modified to become for the bidirectional case

\[
\psi = \left[ e^{j \beta y} \int_{-l/2}^{l/2} e^{j \beta z} e^{j \beta \cos \theta} dz \right].
\]  

The integral in Eq. (9-20), denoted again as the array factor \( AF \), may be evaluated in closed form as

\[
AF = \frac{-j \left[ k \cos(k_0 \cos \theta/2) + j k_0 \cos \theta \sin(k_0 \cos \theta/2) \right]}{k^2_0 - 2 \cos \theta)}.
\]  

For the case of an infinite aperture, \( \ell \to \infty \), the array factor simplifies to

\[
AF = \frac{-2 j k_0}{k^2_0 - (k_0 \cos \theta)^2}.
\]

After some simple calculus, the location of the beam maximum is found to be

\[
\cos^2 \theta_0 = (\beta/k_0)^2 - (\alpha/k_0)^2.
\]  

In the limit as \( \alpha/k_0 \to 0 \), this result reduces to the simpler one shown in Eq. (9-17). For the case \( \alpha << \beta \), Eq. (9-17) is usually accurate enough to be used for a bidirectional wave. For beams pointing near broadside (\( \theta_0 = \pi/2 \)), it is often the case that \( \alpha \) and \( \beta \) are of comparable size, and hence Eq. (9-23) should be used.

Equation (9-23) predicts that the pattern will consist of a pair of conical beams, pointing at \( \theta = \pi/2 \pm \delta \theta \), for some \( \delta \theta \), when \( \beta > \alpha \). When \( \beta < \alpha \), the right-hand side of Eq. (9-23) is negative. In this case the beam has a maximum at \( \theta = \pi/2 \), i.e., at broadside. Hence, for a bidirectional leaky wave, the point \( \beta = \alpha \) is a beam splitting point. For \( \beta > \alpha \) there will be two distinct maxima, and hence a split beam. For \( \beta \gg \alpha \) the split beam will be essentially two distinct beams with little overlap. On the other hand, for \( \beta < \alpha \) there will be a single beam (a fan beam) pointing at broadside (see Fig. 9-4). Figure 9-7 shows the variation in the shape of the conical beam as \( \beta \) increases relative to \( \alpha \), illustrating how the beam evolves from a broadside fan beam to a pair of conical beams.
For the case of a scanned beam, where $\beta \gg \alpha$, the formula for the beam width is the same as for the unidirectional case, Eq. (9-18). For a broadside beam with $\beta \leq \alpha$, the $-3$ dB beam width formula (the angle in radians between the two $-3$ dB points) is [17]

$$\Delta \theta = 2\sqrt{\beta^2 - \alpha^2 + \left(2\beta^2 - \alpha^2\right)^2 + 4\beta^2 \alpha^2}$$

(9-24)

where $\beta = \beta/k_0$ and $\alpha = \alpha/k_0$.

The beam radiated by a bidirectional leaky wave will always point at broadside for $\beta < \alpha$. If $\beta$ and $\alpha$ are viewed as independent parameters, then for a given value of $\alpha$, the broadside beam will become narrower as the value of $\beta$ decreases, becoming the narrowest for the case of $\beta = 0$, corresponding to an aperture that is everywhere in phase. (This means physically that the radiation from each point along the aperture will add in phase in the broadside direction.) However, in many practical leaky-wave antennas there is a relationship between $\beta$ and $\alpha$, determined by the structure. In this case, the narrowest possible broadside beam will in general occur at a particular frequency, depending on the structure. Many leaky-wave antennas fall into the general category of a guiding structure that consists of a waveguide (e.g., a parallel-plate waveguide or a rectangular waveguide) that has a radiating aperture on one face of the waveguide. The antennas shown in Fig. 9-2 are examples of this. Such structures can be modeled as a waveguiding region that is terminated with a “partially reflecting surface” or PRS, modeled as a shunt susceptance $B_s$. The transverse equivalent network (TEN) transmission line model for such a structure is shown in Fig. 9-8. For example, the transmission line of length $h$ in Fig. 9-8 would model the width $a$ of the rectangular waveguide in the leaky-wave antenna shown in Fig. 9-2a. For structures in this category, it has been shown that near broadside, the relationship between $\beta$ and $\alpha$ is approximately described by the hyperbolic relationship [17]

$$\beta \alpha = \text{constant},$$

(9-25)

and the narrowest broadside beam will occur at the frequency for which [17]

$$\beta/\alpha = \frac{\sqrt{3} - 1}{\sqrt{2}} = 0.518.$$  

(9-26)

If it is assumed that the TEN model is excited with a fixed amplitude parallel current generator as shown in Fig. 9-8, then the power density radiated in the broadside direction by the antenna is maximized at the frequency corresponding to [17]

$$\beta = \alpha.$$  

(9-27)
This type of excitation would correspond, for example, to a $y$-directed coaxial probe feed extending between the top and bottom walls of the rectangular waveguide in Fig. 9-2a. The beam width when operating at the maximum power density point [Eq. (9-27)] is larger than that at the minimum beam width point [Eq. (9-26)] by a factor of $2^{1/4} = 1.18921$ [17]. At the point of maximum broadside power density ($\beta = \alpha$), the beam width formula in Eq. (9-24) simplifies to

$$\Delta \theta = 2\sqrt{2}(\alpha/k_0).$$

(9-28)

### 9.2.4 Radiation from Periodic Structures

As noted in Section 9.1, a periodic leaky-wave antenna consists of a slow-wave structure that has been modified by periodically modulating the structure in some fashion. A typical example is the microstrip combline structure shown in Fig. 9-9, consisting of a microstrip line with a periodic set of radiating stubs attached.

Because of the periodicity, the modal field of the periodically-loaded structure is now in the form of a space-harmonic or Floquet-wave expansion [1] and may be written as

$$E(x, y, z) = \sum_{m=-\infty}^{\infty} A_m(x, y)e^{-jk_{m}z}$$

(9-29)

where

$$k_m = k_{z0} + \frac{2\pi m}{p}$$

(9-30)

is the wavenumber of the $m$th space harmonic ($m$ an integer) and $p$ is the period. The zero space harmonic with wavenumber $k_{z0} = \beta_0 - j\alpha$ is usually defined as the wave that approaches the mode of the unperturbed waveguide when the loading (the stub

**Figure 9-9** Microstrip combline leaky-wave antenna (top view)
length in Fig. 9-9) tends to zero. It is then customary to denote \( \beta = \beta_0 \). The normalized phase constant of the \( n \)th space harmonic is \( \beta_n / k_0 = \beta_0 / k_0 + n \lambda_0 / p \).

Leakage (radiation per-unit-length of the structure) will occur provided one of the space harmonics (usually the \( n = -1 \) space harmonic) is a fast wave, so that \(-k_0 < \beta_{-1} < k_0 \). The normalized phase constant of the \( n = -1 \) space harmonic is

\[
\beta_{-1} / k_0 = \beta_0 / k_0 - \lambda_0 / p .
\] (9-31)

By choosing the period \( p \) appropriately, the beam can be aimed from backward end-fire to forward end-fire. The beam will automatically scan as the frequency changes, since the right-hand side of Eq. (9-31) usually increases with frequency. If one wishes to have single-beam scanning over the entire range from backward end-fire to forward end-fire, the \( n = -2 \) space harmonic must remain a slow backward wave \((\beta_{-2} < -k_0)\) while the fundamental \( n = 0 \) space harmonic must remain a slow forward wave \((\beta > k_0)\) as the \(-1 \) space harmonic is scanned from backward to forward end-fire. This requires the constraint that \( \varepsilon_{re} > 9 \) [3], where \( \varepsilon_{re} \) is the effective relative permittivity of the quasi-TEM microstrip mode. It is also required that \( p / \lambda_0 < 1 / 2 \) at the highest (forward end-fire) frequency.

One difficulty encountered in the scanning of periodic leaky-wave antennas such as the combline structure is that the beam shape degrades as the beam is scanned through broadside. This is because the broadside operating point \( \beta_{-1} = 0 \) corresponds to \( \beta, p = 2 \pi \). This point is called an “open stopband” of the periodic structure, because it corresponds to a stopband appearing on an open structure, for which one of the space harmonics (\( n = -1 \)) is radiating. At the open stopband frequency, all reflections from the radiating stub discontinuities in Fig. 9-9 add in phase back to the source. At this point a perfect standing wave is set up within each unit cell of the structure [1] and the attenuation constant drops to zero.

To understand the open stopband physically, consider the equivalent circuit of the combline structure, which is shown in Fig. 9-10. The transmission line represents the fundamental mode of the microstrip line, having a characteristic impedance \( Z_0 \), and the shunt impedances \( Z_s \) representing the active impedances of the stubs. (The active stub impedance is the impedance of a stub when radiating in the periodic environment. This is the same as the impedance of a single stub only if mutual coupling between stubs is neglected.)

When the broadside point is reached, all of the stubs are excited in phase with \( \beta_{-1} = 0 \), or equivalently \( \beta, p = 2 \pi \). Therefore, the stub admittances \( Y_s = 1 / Z_s \) all add together in phase. The result is a short-circuit condition at the location of each stub. The field within the unit cell between adjacent stubs thus becomes a perfect standing wave, and not a traveling wave. There is no radiation at this point, since the voltage at each stub drops to zero. The attenuation constant of the leaky mode drops to zero when this

---

**Figure 9-10** Equivalent circuit of the combline structure
point is reached. For an infinitely long structure, the input impedance at the stub location would be a short circuit, and hence no power could be delivered to the antenna. In practice, for a finite-length structure, the input match would degrade as the beam is scanned through broadside. The beamwidth would also change significantly as the beam is scanned through broadside, dropping exactly to zero at the stopband point \( \beta_1 = 0 \) for an infinite structure. The topic of eliminating or at least reducing the open stopband effect is a very important one, since this is the main limitation for achieving a continuous scanning from the backward to the forward quadrants with a single antenna. This is discussed in Section 9.2.5, and Section 9.3 is partly devoted to exploring different leaky-wave antennas that overcome the open stopband problem.

When designing, analyzing, and interpreting results for periodic leaky-wave antennas, a useful tool is the Brillouin diagram [1], [10], [18], [19]. This is a plot of \( k_0p \) versus \( \beta_1p \), plotted on the type of diagram that is shown in Fig. 9-11. On this diagram each space harmonic \( n \) will have a plot that is shifted from the adjacent ones, \( n - 1 \) and \( n + 1 \), by \( 2\pi \). Hence, the diagram is periodic with a period of \( 2\pi \). The thick solid lines on the diagram indicate boundaries \( k_0 = \pm \beta \) where a space harmonic (usually the \( n = -1 \) space harmonic) will be radiating at backward end-fire or forward end-fire. Between these two lines is the radiation region, where the space harmonic will be a fast wave, and hence a radiating wave. The shaded regions (the regions that are inside the lower triangles) are the bound-wave (nonradiating) regions [1], [18], [19]. If any space harmonic lies within one of these triangles at the frequency of interest, then all of the space harmonics will lie within these triangles at this frequency, and hence they will all be slow (and hence nonradiating) waves. The overall mode is then a mode that does not radiate, i.e., a surface-wave type of mode. For a point outside the bound-wave (shaded) triangles, there must be at least one space harmonic that lies within the radiation region, and hence the overall mode is a leaky mode. One immediate consequence of the Brillouin diagram is that if the frequency is high enough so that \( k_0p > \pi \), the guided mode must be a leaky mode, since all the space harmonic points must then lie above the shaded triangles.

A wavenumber plot for a typical combline structure is shown in Fig. 9-12 [20]. Exactly at the stopband point, \( \beta_1p = 0 \) and \( \alpha = 0 \), and a short circuit appears at opposite
ends of the unit cell (where the stubs are). This implies that \( \beta_p p = 2\pi \) at the stopband point, where \( \beta_p \) is the wavenumber on the unperturbed microstrip line.

Figure 9-12 also shows that another stopband occurs when \( \beta_p p = \pi \), or equivalently, when \( \beta_{1p} p = -\pi \). This is the “closed stopband” that appears for open radiating structures as well as for nonradiating (closed, or shielded) periodic structures. At the closed stopband, the dispersion curve lies exactly along the vertical line \( \beta_{1p} p = -\pi \). Within the closed stopband there is an attenuation constant \( \alpha \), but the mode carries no power. Hence, the attenuation constant does not correspond to leakage in the closed stopband region. At the frequency band edges of the closed stopband the attenuation constant is exactly zero. At the lower frequency end of the closed stopband there is short circuit at the stub locations, and hence the stubs are separated by one half of a guided wavelength on the microstrip line. Therefore, \( \beta_p = \beta_{1p} \) at this point, and the point lies on the microstrip dispersion line \( k_p p/\pi = n = 0 \), shown as a dashed straight gray line in the figure. The intersection of this line with the vertical line \( \beta_{1p} p = \pi \) will always be at the lower end of the closed stopband range when the shunt discontinuity is capacitive, as is the case here. For inductive shunt loads this point of intersection will form the upper end of the closed stopband [18].

For antennas that have a series lumped-element representation of the radiating element the above conclusions are similar, except that now that the input impedance becomes an open circuit at the open stopband frequency where \( \beta_{1p} p = 2\pi \) instead of a short circuit. Also, inductive elements now correspond to the case where the lower edge of the stopband lies on the microstrip dispersion line.

The Brillouin diagram shown in Fig. 9-11 applies to any periodic structure that can radiate into FS, including the combline structure, the dielectric-filled holey waveguide structure of Fig. 9-3a radiating in the \( n = -1 \) space harmonic or the corresponding quasi-uniform air-filled holey waveguide structure, and the transverse strip microstrip structure of Fig. 9-3b. However, for the combline structure, or any type of printed periodic structure of finite width, leakage may also occur into the fundamental TM\(_0\) surface-wave mode of the grounded substrate, as discussed in Section 9.2.1. For these printed structures a “generalized” Brillouin diagram may be constructed [21], which is slightly more complicated and shows not only regions corresponding to leakage into space but also regions corresponding to leakage into the surface wave.
9.2.5 Broadside Radiation

9.2.5.1 Scanning Through Broadside

As noted in Section 9.2.4, the combline structure, which has the equivalent circuit shown in Fig. 9-10, cannot radiate directly at broadside as a leaky-wave antenna. Similarly, any periodic leaky-wave antenna structure having an equivalent circuit consisting of pure shunt or series elements on a transmission line cannot radiate at broadside. In order to be able to scan through broadside, the equivalent circuit of the radiating element within the unit cell must be something more complicated than a pure series or shunt element; i.e., it must have the form of a T or II network. In Section 9.3 examples of periodic leaky-wave antennas that overcome the stopband problem at broadside will be given, and it will be seen that all of them have a more complicated unit cell than a simple series or shunt radiating element. An example is the quarter-wave transformer design discussed there.

One case of particular interest is the case of an artificial or metamaterial transmission line that supports a fast wave. The CRLH metamaterial leaky-wave antenna is a novel example of this [22], [23]. Consider a unit cell of such a structure that has the network model shown in Fig. 9-13, consisting of a series element with an impedance $Z_{se} = R_{se} + jX_{se}$ and a shunt element with an admittance $Y_{sh} = G_{sh} + jB_{sh}$. From transmission-line theory [24], the wavenumber of the transmission-line mode that propagates on this structure is given by

$$k_z = -rac{i}{p} \sqrt{Z_{se} Y_{sh}}. \quad (9-32)$$

Squaring both sides of the above equation and separating the real and imaginary parts leads to the following two equations:

$$\beta^2 - \alpha^2 = -\frac{1}{p^2} (R_{se} G_{sh} - X_{se} B_{sh}), \quad (9-33a)$$

$$2\alpha \beta = \frac{1}{p^2} (X_{se} G_{sh} - R_{se} B_{sh}). \quad (9-33b)$$

At the stopband frequency corresponding to broadside radiation, $\beta = 0$. Assuming this condition, combining the above two equations, and solving for $\alpha$, we have

$$\alpha = \frac{1}{p} \sqrt{R_{se} G_{sh} + \left(\frac{R_{se}}{G_{sh}}\right) B_{sh}^2}. \quad (9-34)$$
This result shows that if only one of the two elements in Fig. 9-13 has a real part, and hence corresponds to a radiating element, it is not possible to have a finite nonzero value of $\alpha$ at the broadside frequency. In order for the right-hand side of the above equation to remain nonzero and finite, we need to have both $R_{\text{re}} > 0$ and $G_{\text{sh}} > 0$. The CRLH structure discussed in Section 9.3.1 fulfills this requirement.

9.2.5.2 Fixed-Beam Broadside Radiation

If one does not require scanning through broadside, but merely the creation of a broadside beam at a single frequency, this may be realized by using either a uniform (or quasi-uniform) or a periodic type of leaky-wave antenna. For the periodic leaky-wave antenna, a broadside beam may be produced if the structure is fed at one end (as is usually the case with a leaky-wave antenna) and the structure is designed to overcome the stopband limitation, as previously discussed and illustrated with examples in Section 9.3. In this case the structure is not only capable of radiating at broadside, but at other angles as well, as the frequency changes.

Alternatively, a finite-length periodic leaky-wave antenna may be operated exactly at the stopband point corresponding to $\beta_p = 0$, or equivalently, $\beta_p \rho = 2\pi$, which means that all radiating unit cells of the antenna structure are exactly in phase. In this case the finite-length leaky-wave antenna is operating as a standing-wave antenna, and the input impedance and beamwidth depend directly on the length of the structure. Waveguide-fed slot arrays are examples of antennas in this category [25]. Another example is the combline structure operating as a standing-wave antenna array, shown in Fig. 9-14. (Figure 9-14 shows a combline structure fed at one end, although it is also possible to feed the antenna at the center.)

If a single stub is modeled as a parallel admittance $Y_s$ connected to the microstrip line, the input admittance at the beginning of the structure is then $Y_{\text{in}} = NY_s$, where $N$ is the number of stubs. This impedance can be matched to the feeding line using a suitable matching circuit at the input, as shown in Fig. 9-14. The beamwidth for this structure is inversely related to the antenna length as for any uniform linear array, namely $\Delta \theta = 0.89/(\ell/\lambda_g)$, where $\ell = (N - 1)\lambda_g$ is the total antenna length.

It is interesting to observe the limit as $N$ becomes large, tending to infinity. This limit represents the combline antenna acting as an infinite leaky-wave antenna, operating exactly at the stopband point. In this limit the input impedance tends to zero, meaning that no power can be delivered to the antenna. Also, the beamwidth tends to zero. This is consistent with the fact that the attenuation constant is zero exactly at the stopband frequency, with the stubs in all unit cells then having equal-amplitude excitation. At this frequency there is a perfect standing wave within each unit cell, with a short circuit at either end of the unit cell (where a stub is), and no power flows along
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the structure. These effects do not cause trouble for the design of a finite-length standing-wave combline antenna, as long as the length is not so large as to practically preclude the design of a matching circuit at the input. However, for a combline leaky-wave antenna that is scanning through broadside, the stopband creates a serious problem. The input impedance and the attenuation constant will vary dramatically in a neighborhood of the broadside frequency, with the input match becoming very poor and the attenuation constant dropping to zero at the stopband frequency. This means that the input match, the power radiated, and the beamwidth will all vary rapidly near the stopband region, which is very undesirable.

Another method for producing radiation at broadside only (assuming that scanning is not required) is to feed the antenna in the middle of the structure, creating a bidirectional leaky wave (discussed in Section 9.2.3). This may be done with either a uniform (or quasi-uniform) leaky-wave antenna or a periodic leaky-wave antenna. To illustrate, consider the infinite combline structure fed by a vertical coaxial feed probe at the center of the structure, as shown in Fig. 9-15. The structure is terminated at the ends with loads, ideally matched to the Bloch impedance of the combline structure at the operating frequency. Away from the stopband frequency, power flows outward from the feed in both directions, with $\beta_1 \neq 0$. Assume for the sake of argument that the frequency is below the stopband frequency, so that $\beta_1 < 0$. Two beams will be created, symmetrically located about broadside (with each beam pointing in the backward direction relative to that half of the structure producing the beam). As the frequency increases, the scan angle of the beams will change, with the beams moving closer together as the frequency increases. As the frequency is increased, the two beams will eventually merge together into a single beam having a maximum at broadside. At a particular optimum frequency, the broadside beam will have a maximum power density radiated in the broadside direction. As shown in [26], this optimum frequency corresponds to the condition $\beta_1 = \alpha$. (A similar condition for maximizing the power density radiated at broadside was discussed in Section 9.2.3 for uniform leaky-wave antennas—see Eq. (9-27).) As the frequency is increased further than this optimum frequency, the beam becomes narrower and the amount of total radiated power also decreases, becoming zero at the stopband frequency.

For the center-fed combline structure in Fig. 9-15, a vertical probe feed is a good candidate since it launches a symmetric bidirectional voltage wave, which feeds the stubs on either side of the feed symmetrically. Other types of periodic leaky-wave antennas may be similarly fed in the center to produce a broadside beam, including the structures shown in Figs. 9-2 and 9-3.

For a uniform (or quasi-uniform) leaky-wave antenna fed at one end, it is never possible to create a beam at broadside, since $\beta > 0$ and hence there will always be a single
beam pointing at some angle in the forward quadrant, determined by the value of $\beta$ in accordance with Eq. (9-17). However, by feeding the structure in the middle, an optimum broadside beam can be achieved, just as in the periodic case, with the optimum condition for maximum power density radiated at broadside being $\beta = \alpha$ [17]. As noted in Section 9.2.3, this result applies to any uniform or quasi-uniform leaky-wave antenna that is based on a waveguiding structure having a radiating face that can be modeled as a partially reflecting surface, which is modeled as a sheet impedance in the transverse equivalent network model of the structure. The holey waveguide and the Menzel (microstrip EH1) leaky-wave antennas shown in Fig. 9-2 fall into this category.

9.2.6 Radiation from 2D Leaky-Waves

A two-dimensional (2D) leaky wave is one that propagates radially outward from a source along a planar interface as shown in Fig. 9-16. The leaky wave then establishes an aperture distribution on the interface that produces a beam of radiation that may be conical in shape, with a beam angle $\theta_0$ defined about the vertical $z$-axis in Fig. 9-16, or a narrow pencil beam radiated at broadside ($\theta_0 = 0$ in Fig. 9-16). The beams are illustrated in Fig. 9-17. As is true for all leaky-wave antennas, the beam angle is frequency sensitive.

![Figure 9-16](image1)

**Figure 9-16** Geometry of a two-dimensional (2D) radially-propagating leaky wave. The leaky wave propagates outward radially along the guiding structure, as depicted by the arrows.

![Figure 9-17](image2)

**Figure 9-17** Illustration of the types of beams that may be produced with a 2D radial leaky-wave antenna. (a) Conical beam. (b) Broadside beam. A vertical dipole source can only produce a conical beam, while a horizontal dipole source (shown in the figure) may produce either type of beam.
Either a vertical dipole source or a horizontal dipole source may be used as a simple source model to excite the guiding structure [27]. Various types of 2D guiding structures are discussed in [3]. Section 9.3.1 discusses a CRLH 2D leaky-wave structure as well [28], [29].

### 9.2.6.1 Vertical Dipole Source

A vertical electric or magnetic dipole source may be used to produce a conical beam, but not a broadside beam (the pattern will always have a null at broadside for this type of source). This type of source launches only a TM\(_z\) or TE\(_z\) leaky wave, respectively, which has no \(\phi\) variation. The magnetic vector potential \(A_z\) or the electric vector potential \(E_z\) in the region above the aperture (\(z = 0\)) for a TM\(_z\) or a TE\(_z\) leaky wave has the respective form [14]

\[
A_z(r, z) = \frac{1}{2} \frac{\phi(t)}{k_0} H^{(2)}_0(k_0 r) e^{-i k_0 z} \quad \text{or} \quad E_z(r, z) = \frac{2 \mu_0}{2 k_0} \frac{\phi(t)}{k_0} H^{(2)}_0(k_0 r) e^{-i k_0 z} \tag{9-35}
\]

where \(k_0 = \beta - i \alpha\) is the complex wavenumber of the leaky wave (which represents either \(k_{TM}\) or \(k_{TE}\)) and \(k_0^2 = k_r^2 - k_\phi^2\). (The factors of \(1/2\) and \(2 \mu_0/(2k_0)\) are normalizing factors that have been added for convenience.) The Hankel function has order \(n = 0\) due to the azimuthal symmetry associated with the vertical dipole source. The corresponding aperture fields from the electric or magnetic dipole source result in an omnidirectional (in azimuth) conical beam [27] that is polarized with the electric field in either the \(q\) or the \(j\) direction, respectively. In either case the beam angle and beamwidth are given by

\[
\sin \theta_0 = \frac{\alpha}{k_0} \quad \text{and} \quad \Delta \theta = \frac{2 \alpha}{k_0} \cos \theta_0 \tag{9-36}
\]

respectively, which are the same as Eqs. (9-17) and (9-18) for the 1D leaky-wave antenna except for a difference in the angle definition. The respective radiation patterns for the TM\(_z\) and TE\(_z\) cases are

\[
E_r(r, \theta) = R(r) P_\theta(\theta) \quad \text{and} \quad E_\phi(r, \theta) = -R(r) P_\theta(\theta) \tag{9-37a}
\]

where \(P_\theta(\theta) = \frac{4 \sin \theta}{(k_r/k_\phi)^2 - \sin^2 \theta}\) and \(R(r) = -\frac{j \mu_0}{4 \pi r} e^{-i k_0 r}\). \tag{9-37b}

### 9.2.6.2 Horizontal Dipole Source

A horizontal electric or magnetic dipole source launches a pair of leaky waves, one TM\(_z\) and one TE\(_z\). The TM\(_z\) leaky wave determines the E-plane pattern, while the TE\(_z\) leaky wave determines the H-plane pattern [27]. For a horizontal electric dipole source, the respective forms that are assumed for the magnetic and electric vector potentials above the aperture for the normalized TM\(_z\) and TE\(_z\) leaky waves are

\[
A_z(r, \phi, z) = \frac{1}{2} \cos \phi H^{(2)}_0(k_{TM} r) e^{-i k_{TM} z} \quad \text{and} \quad E_z(r, z) = \frac{2 \mu_0}{2 k_{TE}} \sin \phi H^{(2)}_0(k_{TE} r) e^{-i k_{TE} z}. \tag{9-38}
\]
The corresponding respective radiation patterns for the TM and TE cases are

\[ E_x(r, \theta, \phi) = R(r) \cos \theta \cos \phi P_z(\theta), \quad E_y(r, \theta, \phi) = -R(r) \sin \phi C(\theta), \quad (9-39a) \]

\[ E_x(r, \theta, \phi) = -R(r) \sin \phi P_z(\theta), \quad E_y(r, \theta, \phi) = R(r) \cos \theta \cos \phi C(\theta), \quad (9-39b) \]

where \( P_z(\theta) = \frac{2j k_{\rho}}{k_{\rho}^2 - k_{z}^2 \sin^2 \theta} \) and \( C(\theta) = -\frac{2j}{k_{\rho}} \) is constant. \( (9-39c) \)

In these expressions \( k_{\rho} \) once again denotes either \( k_{TM} \) or \( k_{TE} \). In order to have a narrow pencil beam at broadside, a necessary condition is that \( \tilde{A}/k_{TM} = \tilde{B}/k_{TE} \) [27], where \( \tilde{A} \) and \( \tilde{B} \) are the (complex) amplitudes of the TM and TE leaky waves, respectively (defined with respect to the normalization used in Eqs. (9-38). The beamwidths in the \( E \) and \( H \) planes are then given by the same expression as in (9-36) for the \( n = 0 \) leaky wave, so that

\[ \Delta \theta_e = \frac{2 \alpha_{TM}/k_0}{\cos \theta_0} \quad \text{and} \quad \Delta \theta_h = \frac{2 \alpha_{TE}/k_0}{\cos \theta_0}, \quad (9-40) \]

Assuming that \( \alpha_{TM} = \beta_{TM} \) and \( \alpha_{TE} = \beta_{TE} \) (see the discussion in Section 9.2.3), the beamwidths in the \( E \) plane (\( \phi = 0 \)) and \( H \) plane (\( \phi = \pi/2 \)) will then be [27]

\[ \Delta \theta_e = 2 \sqrt{2} \alpha_{TM} \quad \text{and} \quad \Delta \theta_h = 2 \sqrt{2} \alpha_{TE}. \quad (9-41) \]

In order to have a symmetric pencil beam at broadside (having equal beamwidths in the \( E \) and \( H \) planes), one must have \( k_{TM} = k_{TE} \).

### 9.3 Novel Structures

#### 9.3.1 Full-Space Scanning CRLH Antenna

Composite right/left-handed (CRLH) metamaterials [23] are transmission-line type metamaterial structures of one, two, or three dimensions, whose propagation along a given direction can generally be modeled by the periodic unit cell shown in Fig. 9-18a. Figure 9-18b shows a microstrip implementation of a 1D CRLH structure. The size of the unit cell, or period \( p \), must be much smaller than the guided-wavelength \( (p \ll \lambda_g) \) so that, in the frequency range of interest, the structure behaves as an effectively homogeneous—or uniform—transmission line structure. The unit cell model of Fig. 9-18a includes the left-handed (LH) series capacitance \( C_L \) and shunt inductance \( L_L \) as well as the right-handed (RH) series inductance \( L_R \) and shunt capacitance \( C_R \). Its immittances (impedance \( Z \) and admittance \( Y \)) are

\[ Z = R + j \left( \frac{\omega L_R}{1} - \frac{1}{\omega C_L} \right) = R + j \left( \frac{\omega}{\omega C_L} \right) \left( \frac{\omega L_R}{\omega C_L} \right) - 1 \left( \frac{\omega L_R}{\omega C_L} \right) \Delta \theta_e, \quad (9-42a) \]

\[ Y = G + j \left( \frac{\omega C_R}{1} \right) = G + j \left( \frac{\omega}{\omega L_R} \right) \left( \frac{\omega C_R}{\omega L_R} \right) - 1 \left( \frac{\omega C_R}{\omega L_R} \right) \Delta \theta_h. \quad (9-42b) \]
where the primed variables represent per-unit-length \((Z', Y', L'_R, C'_R)\) and times-unit-length \((L'_L, C'_L)\) quantities, \(\omega_{w} = 1/\sqrt{L'C_c} = 1/\sqrt{L'cL''}\) and \(\omega_{sh} = 1/\sqrt{L''cL'_c} = 1/\sqrt{L''L'C''}\) are the series and shunt resonances, respectively, and where \(p/\lambda_p = \beta p/(2\pi) \to 0\) represents the infinitesimal limit of a perfectly uniform transmission line or homogeneous metamaterial structure. The equivalent metamaterial constitutive parameters may be found by mapping Maxwell equations onto the telegrapher’s equations, and exhibit the following Drude dispersion responses: \(\mu = Z/(j\omega p)\) and \(\varepsilon = Y/(j\omega p)\), which are respectively negative and positive below and above the equivalent plasma frequencies \(w_{se}\) and \(w_{sh}\).

The phase constant and impedance can be found using the immittances of Eqs. (9-42) by applying the Bloch-Floquet theorem to the unit cell of Fig. 9-18a. Under the balanced condition, i.e., \(w_{se} = w_{sh} = 0\) (equal series and shunt resonances), they take the form [23]

\[
\gamma_{b}(\omega) = \frac{1}{p} \cosh^{-1}\left\{1 - \frac{1}{2} \left[\frac{\omega}{\omega_k} - \frac{\omega_k}{\omega} \right]^2 + \delta \right\} \to \gamma_{b \to 0} \quad \beta(\omega) = \frac{\omega}{\omega_k} - \frac{\omega_k}{\omega}, \tag{9-43a}
\]

\[
Z_p(\omega) = Z_{L} \sqrt{1 + \frac{1}{4} \left[\frac{\omega}{\omega_k} - \frac{\omega_k}{\omega} \right]^2 + \delta} \to Z_{g \to 0} \quad Z_c(\omega) = Z_{L} \quad Z_{k}, \tag{9-43b}
\]

where the infinitesimal-limit results were obtained by Taylor series approximations. In these expressions, \(\omega_k = 1/\sqrt{L''cL''}, \omega_k = 1/\sqrt{L''cL''}, Z_{L} = \sqrt{L''cL''}, \) and \(\delta = \delta(R,G)\) is a loss term that is much smaller than each of the \(R, G\)-independent terms. In the case of a lossless and closed CRLH structure, we have \(\delta = 0\), and the complex propagation constant \(\gamma_{b} = \alpha_b + j\beta_{b}\) in Eq. (9-43a) is purely complex (\(\gamma_{b} = j\beta_{b}, \alpha_b = 0\)) in the infinitesimal limit \(\gamma_{b \to 0}\) [23]. There is therefore no band gap, and the dispersion relation \(\beta_{b}(\omega)\) splits into a negative hyperbolic LH contribution \((-\omega_k/\omega)\), dominating at lower frequencies,
and a positive linear RH contribution \((+\omega_0/\omega_c)\), dominating at higher frequencies. When the structure is open to FS, as required for an antenna behavior, radiation loss exist and may be modelled by \(R\) and \(G\) [30], leading to \(\delta \neq 0\), and a propagation constant \(\gamma_B\) which may be rewritten \(k_B = \beta - j\alpha\), where \(\alpha\) now represents leakage. Moreover, the characteristic impedance is independent of frequency \((Z_C = Z_L = Z_R)\), and therefore allows broadband matching to a constant impedance (generally \(50\,\Omega\)) port.

As a consequence of the CRLH dispersion characteristic (Fig. 9-19(a)), according to the scanning law of Eq. (9-6), a CRLH leaky-wave antenna scans the entire spatial region from \(\theta = -90^\circ\) to \(\theta = +90^\circ\), as frequency is varied from \(\omega = -\beta_c\) to \(\omega = +\beta_c\), including \(\theta = 0^\circ\) at \(\omega_{mb}\) (where \(v_z = \partial\omega/\partial\beta \neq 0\)), as shown in Fig. 9-19c. The leakage constant, 

\[\gamma_B = (\alpha + j\beta)\]

When the balance condition is not satisfied (i.e., \(\omega_s \neq \omega_c\)), the propagation constant \(\gamma_B\) is either purely imaginary \((\gamma_B = \beta, \text{pass-band})\) or purely real \((\gamma_B = \alpha, \text{pass-band})\), and a stopband occurs at the transition frequency between the LH and RH ranges, preventing broadside radiation.

Since the structure is periodic, its fields, in complete rigor, must be expressed as an expansion over an infinite number of space harmonics [Eq. (9-29)], which may be written in 1D as \(\beta_{n} (\omega) = \pm \beta_{0} (\omega) + 2\pi n / p\) [10], and the dispersion diagram periodically extends to \(\pm\infty\) along \(\beta_p\) beyond the first Brillouin zone following the space harmonics shown in Fig. 9-11, with \(\beta_p\) and \(k_p\) periods of \(2\pi\). In the Bragg regime, where \(p\) is on the order of \(k_g/2\) or larger, Bragg-like scattering (unit cell resonance) occurs and several space harmonics significantly contribute to the fields. In contrast, in the metamaterial regime, which occurs in the balanced CRLH case at the frequency \(\omega_{mb}\), the contribution of non-zero space harmonics is typically negligible, so that only the fundamental space harmonic \(\beta_0 (\omega) = \beta_0 (\omega)\) produces a significant contribution, and the refractive index may be defined in terms of this fundamental space harmonic as \(n(\omega) = \beta_0 (\omega) / k_0 = \beta_0 (\omega) / \omega_c\).
which is modeled in Fig. 9-18a by the resistance $R$ and admittance $G$ (which also include dissipation loss), may be estimated from the transmission parameter $S_{21}$ as

$$a = -\frac{1}{\ln|S_{21}|}$$

where $l$ is the total length of the structure.  

The structure, due to its metamaterial regime ($\rho \ll \lambda$), operates in the fundamental space harmonic, $n = 0$. It belongs to the category of quasi-uniform leaky-wave antennas (Section 9.1.4.3). This backfire-to-endfire antenna was invented in 2002 [22], and was later extensively theorized, optimized, and diversified [31].

Special attention should be paid to the behavior of the CRLH structure exactly at the transition frequency $\omega_0$. Close to this frequency, $\gamma_b = \alpha + j\beta = \sqrt{Z/Y}$ and $Z_b = Z_0 = \sqrt{Z/Y}$ [Eqs. (9-43)], where $Z = R + j2\alpha\omega_0C$, and $Y = G + j2\alpha\omega_0C$, and $\Delta \omega = \omega - \omega_0$ [23], while exactly at $\omega_0$, $\gamma_b = \alpha = \sqrt{R/G}$ [Eq. (9-34)] [20] and $Z_b = \sqrt{R/G}$ since $\Delta \omega = 0$. These relations indicate that both $\beta$ and $\alpha$ are controlled by the dissipative elements $R$ and $G$ at $\omega_0$. The relation $\alpha = \sqrt{R/G}$ also shows that $\alpha = 0$, and therefore no radiation occurs, if either $R$ or $G$ is zero, indicating that even if radiation is mostly due to $R$, some loss (possibly radiation “loss”) must exist in $G$, and reciprocally. In contrast, slightly off $\omega_0$, both at lower and higher frequencies, $\gamma_b = j\beta$ and $Z_b$ are really given by the reactive asymptotic expressions of Eqs. (9-43), since $R$ and $G$, whether due to dissipation only or dissipation and radiation, contribute much less than the reactive elements $L_\omega$, $C_\omega$, $L_i$, and $C_i$.

Figure 9-20a shows a CRLH leaky-wave antenna and illustrates its full-space scanning capability, while Fig. 9-20b presents the typical scanning capabilities for this type of antenna. Instead of being frequency scanned, the antenna may also be electronically scanned at a fixed frequency [32], as required in many applications, using capacitors or

---

Footnote:

9This is an overestimate, giving an upper bound to the actual value of the leakage constant, since the formula $\alpha = -\ln|S_{21}|/l$ does not discriminate radiation leakage from dissipative losses.
inductors controlled by a bias field. In this case, it is also possible to equalize the beam-width as the scan angle varies by using a nonuniform biasing distribution along the structure [32]. The antenna considered here is a 1D structure of the type shown in Fig. 9-18. Therefore, it provides scanning only in one plane. While the beam is very directive in this plane (xz in Fig. 9-20a), it is broad in the perpendicular plane (xy in Fig. 9-20a): this is a fan beam. This antenna was also used in a reflecto-directive system in [33]. A pencil beam can naturally be achieved by arraying several 1D structures in a conventional array configuration [31].

Because it is essentially “seen” as a uniform medium by electromagnetic waves, a 1D CRLH structure may be straightforwardly extended to 2D [28], [29]. This is illustrated in Fig. 9-21a. When excited in its center (e.g., by a coaxial probe), such a 2D CRLH structure supports a perfectly circular surface wave in its metamaterial regime. When this wave is of leaky nature, it radiates a conical beam, as depicted in Fig. 9-21a and demonstrated in Fig. 9-21b. As frequency varies, the opening angle of the conical pattern varies, following the dispersion relation Eq. (9-43a), which leads to beam scanning. Due to azimuthal symmetry, the LH and RH ranges provide the same functionality, but with opposite scanning slopes ($d\theta/d\omega$).

9.3.2 Full-Space Scanning Phase-Reversal Antenna

The CRLH full-space scanning antennas presented in Section 9.3.1 are periodic leaky-wave structures that operate in the fundamental ($n = 0$) space harmonic due to the strongly subwavelength nature of the period ($p \ll \lambda_0$). This section presents a full-space scanning periodic phase-reversal leaky-wave antenna, with a non-subwavelength period ($p = \lambda_0/2$ at broadside), which may be interpreted to operate either in the $n = -1$ space harmonic or in the $n = 0$ space harmonic due to inversion of the phase between the two conductors of the structure in each unit cell.

The first ever reported phase-reversal antenna was perhaps the Franklin antenna [34]. This is a $p = \lambda_0/2$ periodic wire structure loaded by $\lambda_0/4$ U-shaped wire sections which are oriented perpendicularly to the axis of the antenna and which shift the phase by 180° (i.e., reverse it) to ensure an in-phase current distribution along this axis for radiation. Recently, a uniplanar version of the phase-reversal antenna was reported in [35]. This antenna is implemented in offset parallel strip (OPS) technology. In contrast to the Franklin antenna, it radiates from the phase-reversing loads as opposed to the $\lambda_0/2$ sections of the structure. While this antenna, similarly to previous phase-reversal antennas, was terminated by a short circuit and was therefore resonant, allowing only fixed-beam radiation with $p = \lambda_0/2$, it may be terminated by a matched load, and thereby become a (traveling-wave) full-space scanning leaky-wave antenna [36], with some similarities to log-periodic type antennas [1].

The full-space scanning OPS phase-reversal leaky-wave antenna is depicted in Fig. 9-22 [36]. Figure 9-22a shows an overall view of the structure, which consists of alternating OPS transmission line sections and crossover strips. The latter locally invert the phases along the structure by cross-connecting the two conducting strips. The metalizations can be placed on the two sides of a thin substrate to avoid air bridges for the crossovers, as suggested by the dark and light strip representation in Fig. 9-22a. The OPS sections do not radiate, due to their oppositely directed (balanced) currents $+I$ and $-I$ on the two strips. In contrast, the crossover strips support transverse current components in the same directions, as shown in Fig. 9-22b, and therefore radiate, with an equivalent current intensity of $2I \cos \xi$, as illustrated in Fig. 9-22c. This current corresponds to the
Figure 9-21  Conical-beam leaky-wave antenna. (a) Conical-beam leaky-wave radiation produced by a fast isotropic (metamaterial range) radial wave and three corresponding 2D CRLH mushroom-type [23] structures (top view): 1 simple mushroom structure, 2 interdigital mushroom structure, 3 Stepped-impedance balanced structure. (b) Radiation patterns and scanning law obtained with structure 1. The maximum LH and RH gains are 17.3 dB at 10.1 GHz and 12.4 dB at 11 GHz, respectively.
small-dipole radiation resistance \( R_r = 2 \eta_0 (2 \pi/3)(g/\lambda_0)^2 \), where \( g \) is the gap between the two strips [7].

Each crossover section represents a small discontinuity, which generally opens up stopbands in the periodic structure band diagram. However, this discontinuity effect may be suppressed by locally matching each crossover section, following the equivalent circuit shown in Fig. 9-22d. By setting \( Z_m = Z_0 \), \( Z_m = R_r + j \omega L + 1/[j \omega C + 1/(Z_0 + R_r)] \) and comparing the real and imaginary parts, the following LC matching conditions are obtained:

\[
L = \sqrt{\frac{2 R (Z_0 - R_r)}{\omega}}, \quad C = \frac{2 R_r}{\omega (Z_0 - R_r)}. \tag{9-44}
\]

which may be fulfilled by tuning the parameters \( \xi \) and \( s \) (Fig. 9-22b). In this manner, the stopbands are essentially eliminated, as required for broadside radiation.

Figure 9-23 shows the dispersion diagrams for the phase-reversal antenna of Fig. 9-22. The curves of Fig. 9-23a provide an alternative understanding of the radiation mechanism of the antenna in the perspective of periodic structures. Without the crossovers, the OPS structure is a standard transmission line, which is a slow-wave structure characterized by the dispersion relation \( \beta = \sqrt{\varepsilon_0 k_0} \) (thick dashed line), where \( \varepsilon_0 \) is the effective relative OPS permittivity, since this curve does not penetrate into the radiation region (shaded region). The effect of the introduction of the crossovers may be understood by considering the limit \( \omega \to 0 \). In this limit, the electrical lengths of all the strips in Fig. 9-22b tend to zero. However, the phase is inverted by the crossovers, so that the electrical size of the unit cell at DC is not zero but \( \pm \pi \). Due to the zero electrical length of the crossovers, the sign of the phase shift may be arbitrarily chosen as positive (phase delay) or negative (phase advance). Therefore, all the dispersion curves are shifted, without changing their slopes (\( u \)), either to the right or to the left of the dispersion diagram, as illustrated in Fig. 9-23a. In particular, the \( n = -1 \) (positive phase delay) space harmonic intersects the \( k_0 \) axis at \( k_0 p = \pi \sqrt{\varepsilon_0} \), as opposed to at \( k_0 p = 2 \pi \sqrt{\varepsilon_0} \)
While the $n = 0$ (negative phase delay) dispersion curve penetrates in the fast-wave region to reach exactly the same line as the $n = -1$ space harmonic for a positive phase shift. The radiating curve may thus be interpreted either as the $n = -1$ space harmonic, corresponding to the case of $-\pi$ phase shift (delay), or as the $n = 0$ space harmonic, corresponding to the case of $+\pi$ phase shift (advance). Although the diagram includes an infinite number of space harmonics, these harmonics do not display any open-stopbands as a consequence of the unit cell matching (Fig. 9-22d) ensured by Eqs. (9-44). If another type of perturbation (than the phase-reversal crossovers) had been used (e.g., simple stubs, as in Section 9.3.4), the $n = -1$ space harmonic would also have been available for full-space scanning. However, such an antenna would suffer from multiple beams when scanning through the entire spatial region, unless loaded by a material of high permittivity. For the case of an air loading, the dispersion diagram of the conventional periodic leaky-wave antenna essentially follows the FS TEM Brillouin diagram (Fig. 9-11). Then, in the backward range of the $n = -1$ space harmonic, which extends from $k_p = \pi$ to $k_p = 2\pi$, single-beam scanning occurs and the antenna operates as desired, but in the forward range of the $n = -1$ space harmonic, which extends from $k_p = 2\pi$ to higher frequencies, a double beam is produced as the result of the penetration of the $n = -2$ space harmonic (and then other negative space harmonics at higher frequencies) in the fast-wave region as soon as the $n = -1$ beam has passed broadside. Dielectric loading, which reduces the slope of the space harmonics, may be used to mitigate this problem. In the phase-reversal antenna, even without dielectric loading or on a very thin and low-permittivity substrate, single-beam scanning is achieved near broadside, where $k_p = \pi$, because the $n = -2$ space harmonic penetrates in the fast-wave region only at $k_p = 3\pi/2$. Without any dielectric loading, other beams would be generated when scanning the $n = -1$ space harmonic toward end-fire, but not in the direct vicinity of broadside. In all cases, the phase-reversal antenna offers the benefit of achieving...
single-beam full-space scanning, between the frequencies corresponding to \( k_0 = -\beta \) and \( k_0 = +\beta \), with a lower dielectric loading requirement compared to nonreversal antennas, which is of great practical importance. Specifically, it may be easily verified that it relaxes the constraint of \( \varepsilon_r > 9 \) [3] to \( \varepsilon_r > 4 \) [36].

The curves of Fig. 9-23b show the phase constant \( \beta \) and attenuation constant \( \alpha \) obtained from the transmission parameter \( S_{21} \), as \( \beta = -\text{Arg}(S_{21})/\ell \) and \( \alpha = -\ln|S_{21}|/\ell \) where \( \ell \) is the length of the structure, respectively, for different numbers \( N \) of unit cells. The phase term \( \beta \) is essentially invariant in terms of \( N \) and agrees with the periodic analysis of Fig. 9-23a. The leakage constant term converges to a stable curve after a couple of unit cells, where the effects of mutual coupling have been diluted in the response of the overall structure.

Figure 9-24 shows the fabricated prototype. The structure is excited by a microstrip transmission line at one end. A three-stage \( \lambda/4 \) OPS matching section is used for transformation between the 160 \( \Omega \) impedance of the OPS antenna and the 50 \( \Omega \) excitation. The matched load is provided by a 160 \( \Omega \) chip resistance placed on the top metallization and connected to the bottom metallization by a metal via hole.

The results are presented in Fig. 9-25. Good matching (\( |S_{11}| < -15 \text{ dB} \)) is achieved throughout the radiation frequency range. Beam scanning is performed in agreement with the predictions of Fig. 9-23 between 18 and 39 GHz. The sidelobe level is generally lower than -15 dB. It may be further improved by tapering the structure [3], namely by progressively increasing the gap \( g \) between the two strips from the input to the end. At broadside, the half-power beam width is 4° and the gain is 15 dBi.

### 9.3.3 Full-Space Scanning Ferrite Waveguide Antenna

The ferrite waveguide antenna presented in this section features the same full-space beam scanning capability as the CRLH antenna of Section 9.3.1 and the phase reversal antenna of Section 9.3.2. However, in contrast to these antennas, it exhibits a perfectly uniform wave-guiding configuration (i.e., a cross section which is invariant under translation along the axis of propagation). Therefore, the structure belongs to the category of

---

\(^4\)In this interval, the length of the transmission line sections, or period \( p \), is not fixed to \( \lambda_s/2 \), but varies progressively. At the broadside frequency, \( p = \lambda_s/2 \), but \( p \neq \lambda_s/2 \) at other frequencies.
uniform leaky-wave antennas. It does not support any space harmonics and is also much easier to design. It uses its dominant (lowest frequency) propagation mode for radiation, as will be shown.

The antenna structure is depicted in Fig. 9-26a and a corresponding prototype is shown in Fig. 9-26b. It consists of an open rectangular waveguide filled with a ferrite material biased perpendicularly to the large side. Although this structure is extremely simple and relatively similar to that of edge-mode isolators, it was first demonstrated as a full-space scanning leaky-wave antenna only very recently [39].

Figure 9-25 Experimental results for the phase-reversal antenna of Fig. 9-24. (a) Reflection coefficient. (b) Radiation patterns at the selected frequencies: 18, 19.5, 20.5, 21.5, 22.5, 23.5, 24.5, 25, 27, 29, 31, 33, 35, 37, 39 GHz. The range of frequencies shown is limited to 18 to 39 GHz, due to the limitations of the horn antennas used for measurement (K and Ka bands), but actually extends beyond in reality.

Figure 9-26 Uniform ferrite-loaded open waveguide leaky-wave antenna. (a) Basic structure. (b) Prototype with a back conductor and stub matching network. The structure is 10 cm in length, which corresponds to about 2λ₀ at broadside (f₀ = 5.9 GHz).

Usualy, edge-mode isolators are not exactly configured as waveguides. Rather, they consist of a tapered T junction microstrip transmission line three-port network, where the transmit-direction power travels along the straight edge of the structure while the attenuation-direction power is routed at the junction toward the perpendicular port, where it is dissipated by an absorber [37] or by a shorting connection to the ground at the edge of the substrate [38].
The lowest modes of the structure of Fig. 9-26a are quasi-TE\textsubscript{0} modes\textsuperscript{12} when the height of the waveguide is much smaller than its width \[39\]. These modes exhibit the following electric and magnetic field expressions:

\[ E_y = E_0 \sin(k_x x)e^{-j\beta_z}, \]  
\[ H_z = \frac{1}{\omega \mu} \left( \frac{\partial E_y}{\partial z} - \frac{\kappa}{\mu} \frac{\partial E_y}{\partial x} \right), \quad H_x = -\frac{1}{\omega \mu} \left( \frac{\partial E_y}{\partial x} + \frac{\kappa}{\mu} \frac{\partial E_y}{\partial z} \right). \]  

(9-45a)

(9-45b)

where the transverse wavenumber \( k_x \) is related to the longitudinal wavenumber \( \beta \) by

\[ k_x = \sqrt{k^2 - \beta^2} = \sqrt{\omega^2\mu_e - \beta^2}. \]  

(9-46)

In these relations, \( \mu_e \) is the bulk birefringent effective permeability

\[ \mu_e = \frac{\mu^2 - \kappa^2}{\mu} = \frac{\mu_0}{\omega^2 - \omega^2_0(\omega_0^2 + \omega_m^2)} = \frac{\omega^2 - \omega_p^2}{\omega^2 - \omega_m^2}, \]  

(9-47)

where \( \mu \) and \( \kappa \) are the traditional Polder tensor terms \( \mu = \mu_{xx} = \mu_{yy} = \mu_0(1 + \omega_0 \omega_p)/(\omega_0^2 - \omega^2) \) and \( \kappa = -\mu_{xy} = \mu_{yx} = \mu_0 \omega_0 \omega_p/(\omega_0^2 - \omega^2) \), respectively, and where \( \omega_p = \omega(\mu_e = 0) = \omega_0 + \omega_m \) and \( \omega_m = \omega(\mu_\gamma = \infty) = \sqrt{\omega_0(\omega_0 + \omega_m)} \) are the plasma and the resonance frequencies, respectively; furthermore, \( \omega_0 = \gamma H_0 \) is the ferromagnetic resonance frequency and \( \omega_\gamma = \gamma M_s \) is the saturation frequency, where \( \gamma \) is the gyromagnetic ratio, \( H_0 \) is the applied magnetic bias field, and \( M_s \) is the saturation magnetization \[40\].

The dispersion relation of the structure, which may be easily derived by the transverse resonance technique, takes the form of the transcendental equation \[41\]

\[ F(\beta, \omega) = \cot(k_x \omega) - \frac{\beta \kappa}{\mu_e k_x} - j \frac{\omega \mu}{\kappa \kappa} k_x = 0. \]  

(9-48)

The first two modes of the corresponding dispersion diagram are plotted in Fig. 9-27 for typical ferrite and waveguide parameters. The dominant mode is a balanced CRLH type of mode that exhibits four characteristic dispersion regions (LH-guided, LH-leaky, RH-leaky, an RH-guided), while the second mode is the classical edge mode which is of no interest here.

Compared to the CRLH metamaterial-type dispersion (Section 9.3.1), the CRLH dispersion characteristic of the ferrite waveguide antenna exhibits the following distinct features: (i) its LH and RH bands are not related to double negative and double positive effective parameters \( \varepsilon \) and \( \mu \) (see Fig. 9-27), but to the specific anisotropic waveguide

\textsuperscript{12}These modes are exactly TE\textsuperscript{0} in the limit where the permittivity of the ferrite tends to infinity, since then \( E_x = E_y = E_z = 0 \), where the subscripts \( f \) and \( a \) refer to the ferrite and air regions, respectively. In this case, the ferrite-air interface is equivalent for TE\textsuperscript{0} modes to a perfect magnetic conductor (PMC), where radiation is considered as a second-order effect, justified by the fact that the leakage constant is generally very small, \( \alpha / k_e \ll 1 \). In practice, \( \epsilon_r \approx 15 \), and the PMC approximation is therefore generally acceptable for relatively small waveguide heights.

\textsuperscript{13}In the PMC limit \( 1 / \epsilon_r \rightarrow 0 \), or for very small waveguide widths, the last term of \( F(\beta, \omega) \), which accounts for the opening of the waveguide to FS, may be ignored to a good approximation in the dispersion relation.
structure of the antenna; (ii) the dispersion is automatically "balanced," i.e., never exhibits any stopbands between the LH and RH branches of the CRLH mode, which greatly simplifies the design; (iii) due to the gyrotropy of the ferrite, the response is nonreciprocal, i.e., no negative slope ($\partial/\partial b < 0$) curve exists, a characteristic which will be exploited in the combined du/diplexer-antenna of Section 9.4.2. The dispersion behavior of Fig. 9-27 was confirmed by full-wave and experimental results in [39], which also includes an approximate formula for the transition frequency $f_{\beta_0}$, a parametric study for the existence of a balanced CRLH type of mode, and a computation of the leakage constant ($\alpha/\kappa_0 \approx 0.3$ in the prototype demonstrated).

Figure 9-28 shows time-snapshots of the vectorial electric field distribution in the LH range, at $f_{\beta_0}$, and in the RH range. In contrast to the case of metamaterial-type CRLH structures, where the fields distributions are quite diffuse and vectorially complex with local longitudinal components, this ferrite structure, due to its uniformity, exhibits perfectly clear LH and RH triads ($E$, $H$, $\beta$) ($H_z$: transverse magnetic field). The attenuation of the wave observed in Fig. 9-28 is due to a combination of radiation leakage and ferrite dissipation. As in other balanced and matched CRLH structures, the wave has a traveling wave (as opposed to standing wave) nature even at the transition frequency$^{15}$ since $v_z(f_{\beta_0}) \neq 0$ (Fig. 9-27).

In the far-field, the structure of Fig. 9-26a is seen as a current line supporting a CRLH-type current. Consequently, the antenna radiates a conical beam (see Fig. 9-4) with an axis coinciding with the axis of the waveguide ($z$ direction). The far-field

---

14Such a curve, existing in many ferrite structures (see for instance the related CRLH dual-band ferrite waveguide leaky-wave antenna reported in [42]), would not correspond to propagation of energy or information toward the source, which would be noncausal (in a relatively low-loss and nondispersive frequency range), but simply to a mode allowed to propagate only in the direction opposite to the one indicated by the curve in Fig. 9-27b.

15This may be verified by computing the Poynting vector $S = E \times H$, which is nonzero and pointing toward the $+y$ direction through the scanning range, including at $f_{\beta_0}$.
polarization, following the field distribution of Eq. (9-45a), is in the \( \phi \) direction. When unidirectional radiation is preferred, the waveguide structure may be placed on a ground plane, as shown in the prototype of Fig. 9-26b, in which case a half-cone beam is produced. Figure 9-29 shows the radiation patterns of the latter, following the scanning law of Eq. (9-6) for both frequency scanning (Fig. 9-29a) and fixed-frequency magnetic bias field scanning (Fig. 9-29b) in the \( H \)-plane (\( yz \) plane).

Due to its uniformity, the ferrite waveguide antenna presented in this section could be tapered for an optimal aperture field to minimize the slidelobe level [3]. This antenna was recently extended to a dual frequency band of operation, using the dominant CRLH mode for the first band and a third perturbed waveguide mixed CRLH/\( v < 0 \) mode for the second band [42]. Finally, due to its nonreciprocal characteristics, the antenna may be folded into a loop configuration to provide a novel type of traveling-wave low-profile electric monopole antenna [43].

### 9.3.4 Full-Space Scanning Antennas Using Impedance Matching

The full-space scanning (i.e., scanning through broadside) leaky-wave antennas presented previously are all based on different radiation mechanisms. The CRLH antenna
Chapter 9: Leaky-Wave Antennas

(Section 9.3.1) is quasi-uniform and radiates in its fundamental \((n = 0)\) space harmonic. Moreover, it exhibits a strongly dispersive response. The phase-reversal antenna (Section 9.3.2) is periodic; it may be interpreted to radiate either in its \(n = -1\) space harmonic or in its \(n = 0\) space harmonic, due the \(\pm \pi\) unit-cell phase shift provided by phase reversal, but its phase response is essentially nondispersive (i.e., linear versus frequency). The ferrite waveguide antenna (Section 9.3.3) is nonperiodic and uniform. Therefore, it does not support any space harmonics; instead, it uses a dominant CRLH type of mode for radiation.

These three types of antennas are not the only leaky-wave antennas capable of full-space scanning. Full-space scanning, or at least continuous scanning through broadside across an appreciable range of angles, may be achieved by a large class of 1D periodic antenna structures operating in the \(n = -1\) space harmonic if specific design prescriptions are followed to suppress the open stopband, as reported in [44] and pointed out in Section 9.2.5. This section presents the general impedance matching design technique described in [44] for such antennas, using the specific example of a \(\lambda/4\)-transformer stub microstrip structure also presented in this same paper for illustration. The technique may extend to other types of 1D periodic leaky-wave antennas.

Figure 9-30a shows the layout of the \(\lambda/4\)-transformer stub microstrip leaky-wave antenna structure. Essentially, radiation is provided by the stubs, while the \(\lambda/4\)-transformers, which may also be replaced by a matching stub if desired [44], provide internal matching within the unit cell. These \(\lambda/4\)-transformers are tuned to the broadside (\(\beta_0 = 0\)) radiation frequency, so as to prevent microreflections, which typically open a stopband (where \(\alpha \to 0\)) due to standing waves and thereby alter the radiation properties and input match in structures whose unit cells are not properly matched.

The matching of the unit cell is easily performed with the help of the equivalent transmission line model shown in Fig. 9-30b. The characteristic impedance of the main microstrip line is \(Z_0\). In this model, the stubs are represented by the impedance \(Z_j\), which naturally depend on frequency and therefore also on the angle of radiation, i.e., \(Z_j = Z_j(\theta)\). As previously mentioned, matching is optimized at broadside, where \(Z_j = Z_j(0)\). Assume that the impedance looking to the right of the stub located at \(z = 0\) is\(^{16}\)

\[
Z_1 = Z(0^+)^* = Z_0. \tag{9-49}
\]

\(^{16}\)Since the structure is considered infinitely periodic, the impedance depends only on the point of observation within the unit cell and is invariant under periodic translation \(z \to z + mp\) \((m\) an integer). Therefore, the choice of a given unit cell is arbitrary.
The impedance seen looking to the right at the left of the stub is then the parallel combination of the impedances \( Z_s \) and \( Z_0 \),

\[
Z_z = \frac{Z_s Z_0}{Z_s + Z_0}, \tag{9-50}
\]

which is complex in general. In order to later perform a \( \lambda/4 \)-transformer matching, a delay line section of length \( d_1 \) and phase constant \( \beta_1 \) (with impedance \( Z_0 \)) is next used so as to render the impedance seen to the right purely real. This impedance reads

\[
Z_z = \frac{Z_0}{1 + j Z_0 \tan(\beta_1 d_1)} = R \tag{9-51}
\]

where \( R \) is real. A \( \lambda/4 \)-transformer of phase constant \( \beta_2 \), corresponding to the length \( d_2 = \lambda_0/4 = \pi/(2\beta) \), is then inserted to the left of \( z = -d_1 \), with the characteristic impedance of [24]

\[
Z_{\psi} = \sqrt{Z_0 Z_3}, \tag{9-52}
\]

to match \( Z_3 \) to \( Z_{\psi} \); i.e., \( Z_4 = Z[1 - (d_1 + d_2)] = Z_{\psi} \) which ensures the matching of the unit cell.\(^{17}\) In practice, mutual coupling, which may play a very significant role in the overall response of the structure, must be taken into account. Therefore, additional full-wave analysis tuning of the structure, in particular in terms of the parameters \( d_1 \) and \( w_1 \), is required.

Based on the above matching approach, a detailed design procedure is proposed in [44]. The first step, assuming that the \( \lambda/4 \)-transformers only act as small discontinuities and therefore only represent small perturbations along the structure\(^{18}\), consists in computing the dispersion diagram of the unperturbed microstrip line to provide a rough estimate of the frequency \( f_{\psi} \) where \( \beta_{1,\psi} = 0 \). Second, a full-wave software is used to extract \( Z_2 \) at \( f_{\psi} \). Next, the delay length \( d_1 \) is computed using Eq. (9-51), and the impedance \( Z_{\psi} \) of the transformer is subsequently determined by Eq. (9-52). From this point, an iterative full-wave analysis, taking into account mutual coupling and all possible electromagnetic effects, is used to fine-tune the design until the open stopband has been completely eliminated.

Figure 9-31 shows the full-wave simulated phase and impedance results for the antenna of Fig. 9-30 [44]. In the absence of transformers, near the broadside frequency (26.6 GHz) \( \beta \) experiences a significant deviation, \( \alpha \) drops to zero (no radiation), and \( \text{Re}(Z_3) = 0 \) (purely reactive impedance, complete reflection), which are classical manifestations of the presence of the open stopband accompanied with a drastic deterioration of the radiation pattern and input match at broadside. After the introduction of the \( \lambda/4 \)-transformers and some additional full-wave tuning, following the aforementioned procedure, the problem is essentially solved (with a slightly increased broadside

\(^{17}\)Note that this unit-cell matching technique is very similar to that used in the phase-reversal antenna (Section 9.3.2) except that the present matching section is more distributed along the unit cell.

\(^{18}\)This assumption requires that the transformers have a width close to that of the main microstrip line, \( w_1 \approx w \). In this case, the radiating stubs must operate close to their resonance (on either the capacitive or inductive sides), so as to exhibit a real part of \( Z_3 \), \( \text{Re}(Z_3) = R \), sufficiently close to \( Z_0 \), in addition to an imaginary part of \( Z_3 \), \( \text{Im}(Z_3) = X_3 \), sufficiently small.
frequency): $\beta_{-1}$ varies almost linearly across broadside, $\alpha$ only exhibits a minor bump, and $\text{Re}(Z_B) = 0$ remains fairly constant. The open stopband has thus been essentially suppressed for the optimized design that corresponds to the curves labeled as #4.

The benefits of the suppression of the open stopband are clearly apparent in the radiation patterns of Fig. 9-32. The gain is almost perfectly constant at 15 dBi across the frequency range shown [Fig. 9-32a]. Moreover, the magnitude of the reflection coefficient does not exceed –16 dB over this range.

### 9.3.5 Conformal CRLH Antenna

As already seen in Section 9.3.1 and as will be further shown in Section 9.4, CRLH leaky-wave antennas are particularly flexible radiators, and therefore find a vast range of applications. In some applications, requiring the mounting of radiating structures
on curved surfaces, such as for instance the conical nose of a plane or a cylindrical mast, the antenna must be conformal, i.e., capable to adapt to the geometry of the surface while maintaining desired characteristics. This section presents a technique to realize conformal CRLH leaky-wave antennas.

Conformal CRLH leaky-wave antennas were first reported in [45], [46]. Their principle of operation is depicted in Fig. 9-33 for a shape consisting of three adjacent sides of a dodecagonal cylinder, requiring three different leaky-wave antenna sections. Each CRLH section is uniform and is designed to radiate at the proper angle with respect to its surface so that it contributes to the overall antenna radiation pattern at the desired angle and thereby permits maximal directivity. If the antenna is to radiate at a unique angle (e.g., broadside, middle case in Fig. 9-33), the design is relatively easy. In contrast, providing scanning requires a more involved dispersion engineering design procedure, where the group velocities of all the sections, $v_g = \partial \omega / \partial \beta$, must be sufficiently small to set all the frequencies of interest within visible space, and yet not too small to avoid an excessive phase sensitivity $\partial \beta / \partial \omega$, which would compromise the bandwidth of the antenna. The concept can be straightforwardly extended to other shapes, and piece-wise uniform antenna sections may be used to match shapes with a continuous curvature.

Figure 9-34 shows a three-section CRLH conformal leaky-wave antenna prototype, where the three sections approximate a continuous-curvature circular cylindrical shape. In order to avoid reflections, all the CRLH radiating sections must exhibit the same Bloch impedance, which requires the simultaneous adjustment of the interdigital capacitors and stub inductors (Eq. (43b)). The transitions and sections structures on each side are shown in the insets of the figure.

Figure 9-35 shows three sets of experimental radiation patterns at three frequencies (backward, broadside, and forward) for the following cases: (i) flat (nonconformal) fully uniform (only one section overall) antenna, (ii) fully-uniform antenna but bent so as to conform to the cylinder’s shape, (iii) conformal antenna shown in Fig. 9-34 with three different sections. The following observation may be made. The three types of structures scan the beam toward the expected direction. The flat uniform structure...
(case i) corresponds to an ideal case which the conformal antenna should ideally reproduce as closely as possible. The curves for the original (uniform) antenna bent (case ii) show that very poor directivity results from the fact that the different sections now radiate in different directions. In contrast, the properly designed conformal multisection antenna of Fig. 9-34 (case iii) exhibits highly directive radiation patterns in close agreement with the ideal case of the flat original antenna.

### 9.3.6 Planar Waveguide Antennas

Recently, a number of novel planar waveguide leaky-wave antenna implementations and concepts have been reported. This section briefly describes some of them, including substrate integrated waveguide (SIW) fast-wave type and periodic-type implementations, full-space scanning CRLH SIW structures, a dominant mode suppressing
half-width EH microstrip structure, an enhanced-bandwidth inhomogeneous EH microstrip structure, and nonradiating dielectric strip waveguide structures with separately controllable phase and leakage constants.

An SIW is a low-profile planar rectangular waveguide which is directly integrated on a substrate by using arrays of closely-spaced plated vias (period much smaller than \( \lambda \)) as equivalent lateral walls and simple strip metallizations on both sides of the substrate for the top and bottom walls \(^{19} \)\(^{20} \) [47]. Figure 9-36 shows two implementations of conventional leaky-wave antennas in SIW technology. In both cases, the substrate is cut off along the edge of one of the two lateral walls to allow radiation at the resulting dielectric-air interface, where the direction of radiation is modified by Snell’s law. The first antenna, shown in Fig. 9-36a, is a fast-wave type waveguide structure, which must satisfy the condition \( k_0 > \pi / (a \sqrt{\varepsilon_r}) \) to maintain the phase constant \( \beta = \sqrt{\varepsilon_r k_0^2 - (\pi / a)^2} \) of the weakly-perturbed TE\(_{10}\) dominant mode real [48]. The radiation range is further restricted by the critical angle of Snell’s law. The leakage constant of the structure becomes significant when the distance between the vias exceeds twice their diameter and can be modulated by controlling the lengths and number of lateral apertures. The structure can be conveniently analyzed by the transverse resonance technique, modeling the vias by an equivalent conductance, given in [49] for the case of an infinite array of metallic cylinders. The second antenna, shown in Fig. 9-36b, is a periodic type waveguide structure radiating in the \( n = -1 \) space harmonic [50]. This antenna is also capable of operating in the TE\(_{20}\) mode (prototype shown in Fig. 9-36b) with radiation from both edges and improved radiation properties.

Another form of SIW leaky-wave antenna consists of an SIW waveguide with transverse slots in the top wall of the SIW, as shown in Fig. 9-37 [51]. The structure

---

\(^{19}\) Such a waveguide is essentially equivalent to a waveguide with continuous walls for the dominant TE\(_{10}\) mode, which is the mode generally used. Due to the open circuits between the vias in the direction of propagation, modes with a nonzero longitudinal component of the surface current, such as the higher order modes TM\(_{10}\) and TE\(_{10}\), are not allowed.

\(^{20}\) Therefore, the height of the waveguide is the height of the substrate.
operates similarly to a conventional rectangular waveguide with slots in the top wall [52]. The slots are closely spaced so that the structure radiates as a quasi-uniform structure. This structure, like all conventional quasi-uniform structures, cannot radiate at broadside (as can the CRLH and ferrite antennas discussed previously). However, it has been demonstrated to have excellent scan characteristics near end-fire ($\theta_0$ approaching zero). The frequency is chosen so that the TE$_{10}$ mode is above cutoff, but is within the fast-wave region, so that a half-conical beam (see Fig. 9-6) is created at the angle given by Eq. (9-17). As the beam approaches endfire the half-conical beam becomes a pencil beam pointing at end-fire.

CRLH structures are generally quasi-TEM waveguides (i.e., transmission lines), but may also be implemented in conventional waveguide technology, using either corrugations [53] or planar capacitances on the top or/and bottom walls, the latter of which allows SIW implementations of CRLH leaky-wave antennas. Two antennas of this type were recently reported, one using metal-insulator-metal capacitors [54] and the other one using interdigital capacitors [55]. The equivalent transmission line circuit for the TE modes of any closed homogeneous waveguide is composed of a series inductance $L'_r$ and a shunt parallel resonator with a capacitance $C'_r$ and an inductance $L'_l$, where $L'_r = L'_r (\omega_0)$ [56]. Therefore, a TE waveguide to which a series capacitance $C'_l$ is added exhibits the same effective response as a CRLH structure (Fig. 9-18a) over a restricted frequency range$^3$. The SIW (TE$_{10}$) CRLH leaky-wave antennas with added (radiating) $C'_l$ capacitance are shown in Fig. 9-38. Both are capable of full-space scanning.

---

$^3$This applies to the dominant TE$_{10}$ mode. Above cutoff, its shunt resonator is capacitive, so that $L'_r$ and $C'_{l0}$ correspond to positive equivalent $\mu$ and $\varepsilon$, respectively; below the cutoff, this resonator is inductive, and therefore $L'_{l0}$ provides negative $\varepsilon$. The attenuation factor of the higher order modes, $\alpha_{mn} = [(\pi a/\lambda)^2 + (\pi a/b)^2 - 4]\kappa^2 m^2$ with $m+n>1$, is considered large enough so that the corresponding evanescent waves decay to negligible magnitudes between the added capacitors $C'_l$. 

---
The interdigital implementation is particularly convenient in the sense that it is uniplanar, requiring only one substrate layer.

One of the most popular fast-wave type planar leaky-wave antenna is Menzel’s microstrip antenna [Fig. 9-2b]. This is simply a wide (∼λ/2) microstrip line radiating in its EH1 mode above the dominant quasi-TEM mode of the structure, which must be properly terminated by using vias or periodic structures in its center [8], [9]. In [57], a half-width implementation of this antenna was reported. The structure is shown in Fig. 9-39a with its electric field distribution. Using a vertical wall in the substrate, which may conveniently be realized in SIW technology, only half of the width of the original antenna is used, the required odd symmetry is naturally achieved, and the fundamental quasi-TEM mode is automatically suppressed. Another improvement of this antenna was proposed in [58], where, as in resonant planar antennas, bandwidth is improved by using an inhomogeneous dielectric-air substrate. This antenna is shown in Fig. 9-39b. Its phase constant, and hence its beam angle, is controlled by adjusting the width of the strip. The leakage constant, and hence the beamwidth, is controlled by the height of the substrate, which places a limitation of the flexibility of the design.

Another novel class of waveguide leaky-wave antennas is that of nonradiative dielectric strip waveguide antennas shown in Fig. 9-40 [59]. Such structures might be partly implemented in SIW form with an additional waveguiding structure below cutoff extending above the substrate. The main interest of these antennas is that their

\[ \text{Figure 9-39} \quad \text{Improvements of Menzel’s microstrip antenna. (a) Half-width structure [57]. (b) Inhomogeneous dielectric-air substrate structure [58].} \]

\[ \text{Figure 9-40} \quad \text{Nonradiative dielectric strip waveguide antennas [59].} \]

\[ \text{22In the transverse direction, this antenna exhibits odd fields distributions, which are quite similar to those of the resonant patch antenna.} \]

\[ \text{23Note that the resulting structure is similar to that of the ferrite waveguide (Section 9.3.3) as far as metallizations are concerned.} \]
phase constant $\beta$ and leakage constant $\alpha$ can be controlled almost independently. The former is determined by the position and shape of the strip on top of the substrate, while the latter is determined by the transverse size of the waveguide, which may be easily tapered for sidelobe level control.

### 9.3.7 Highly-Directive Wire-Medium Antenna

The recent interest in artificial materials (metamaterials) has led to an interesting new type of radiating structure, in which a source is placed inside of an artificial material consisting of a wire medium (or something equivalent to a wire medium). Such structure were actually first introduced quite some time ago [60], [61], though much recent attention has been devoted to them [62]–[65]. The structure shown in Fig. 9-41 consists of a “slab” of artificial medium over a ground plane, where the artificial medium is composed of a periodic arrangement of closely-spaced metallic wires or rods. The wires (assumed to be perfectly conducting here) have a radius $a$ and are spaced periodically with periods $p_x$ and $p_z$ in the $x$ and $z$ directions, respectively, and are infinite in the $y$ direction. A finite number $N$ of wire rows are stacked vertically in the $z$ direction to form the artificial slab (the figure shows $N = 4$, though in practice many more rows would be used). The bottom row is elevated $p_z/2$ above the ground plane. Although it is not completely obvious how to best define the height $h$ of the artificial slab, a natural choice is $h = N d$, and this choice will be adopted here. That is, the slab boundary at $z = 0$ is defined at a distance $p_z/2$ above the top row of wires. Two sources have been studied: an infinite electric line source in the $y$ direction [66] and a $y$-directed infinitesimal electric dipole [67]. In either case the source is assumed to be located at $x = 0$ and $z = -h_z$, where $h_z$ is the embedding distance to the top interface.

If the wire radius $a$ is very small compared to the periodicities, and the periods are also much smaller than the wavelength inside the wire medium, the wire medium can be homogenized, i.e., described as an artificial homogeneous medium with an anisotropic permittivity that is approximately described by the dyadic permittivity [68]

$$
\mathbf{\bar{\varepsilon}} = \varepsilon_0 \left[ 1 - \frac{k_y^2}{k_0^2 - k_x^2} \right] \hat{y}\hat{y} + \hat{x}\hat{x} + \hat{z}\hat{z}.
$$

(9-53)
Note that the metallic wires only affect the $yy$ component of the permittivity, under the assumption that the wires radius is very small. An approximate expression for the "plasma wavenumber" $k_p$ that appears in the above equation is [69]

$$k_p = \left( \frac{2\pi}{\mu \epsilon_0} \right) \ln \left( \frac{p_p}{x_{w0}} \right) + F(u) = -\frac{\ln(u)}{2} + \sum_{n=1}^{\infty} \frac{\coth(\pi nu) - 1}{n} + \frac{\pi u}{6},$$

(9-54)

where $u = p_y/p_x$. The permittivity result in Eq. (9-53) assumes that the medium is excited by a plane wave, which is associated with wavenumbers $k_x$, $k_y$, and $k_z$. Note that that the $yy$ component of the permittivity dyad $\epsilon_{yy}$ depends on frequency, and hence the medium is said to exhibit temporal dispersion. The component $\epsilon_{yy}$ also depends on the wavenumber $k_y$, and because of this the medium is also said to exhibit spatial dispersion.

For the case of plane-wave incidence normal to the wire axis, for which $k_y = 0$, the permittivity expression simplifies to

$$\epsilon = \epsilon_p \left[ 1 - \frac{\omega_p^2}{\omega^2} \right] \bar{y} \bar{y} + \bar{x} \bar{x} + \bar{z} \bar{z}$$

(9-55)

where $\omega_p$ is a constant defined by $k_p^2 = \omega_p^2 \mu / \epsilon_0$ that is termed the "plasma frequency" of the wire medium, since the frequency response of $\epsilon_{yy}$ in eq. (9-55) is exactly that of a lossless plasma having a plasma resonance frequency $\omega_p$ [70]. Note that for a line-source excitation there will be no $y$ variation in the problem, and hence Eq. (9-55) may be used, while for a dipole excitation Eq. (9-53) should be used. The field of the $y$-directed dipole source may be constructed, via superposition (as a Fourier integral), as a spectrum of fields from infinite phased line sources, with currents varying as $\exp(-jk_y y)$. Each spectral component will see a different permittivity $\epsilon_{yy}(\omega)$.

Eq. (9-55) shows that the $yy$ component of the relative permittivity, $\epsilon_{yy}$, is positive for frequencies above the plasma frequency, and negative for frequencies below it. Hence, a homogenized artificial wire medium can have an effective relative permittivity that is either negative or positive but less than unity. For frequencies that are above, but close to, the plasma frequency, the relative permittivity $\epsilon_{yy}$ will be positive but very small. This is the frequency region for which highly directive beams may be created. To illustrate this, consider first the simpler case of the infinite line source excitation, for which Eq. (9-55) applies. The homogenized model is shown in Fig. 9-42a. In Fig. 9-42b the case is shown where the slab thickness is infinite, corresponding to a half-space of low-permittivity material. Because there is no $y$ variation, an isotropic material may be assumed with $\epsilon = \epsilon_{yy}$. A narrow beam at broadside is created when operating close to but slightly above the plasma frequency, i.e., $0 < \epsilon_{yy} \ll 1$, as illustrated in Fig. 9-42. A simple explanation of the narrow beam effect may be provided by a ray picture, in which rays emanating from the source refract at the slab interface according to Snell’s law, and are bent toward the normal [71]. The lower the relative permittivity of the slab, the more directive is the beam, since the angles of the rays as they exit the slab are closer to the normal direction (the $z$-axis).

For the case where the slab thickness is very large so that it may effectively be replaced by a semi-infinite half-space of material, the ray-optic analysis yields a complete explanation for the narrow-beam effect. (Technically speaking, in order for the
slab to approximate a half-space as the slab thickness increases, a small amount of loss in the slab must be assumed [71].) The far-field pattern for the field component \( E_y \) that is radiated by the line source located at \((x, z) = (0, -h)\) may be conveniently calculated by using reciprocity [17]. In this calculation, a \( y \)-polarized plane wave is incident on the structure at an angle \( \theta \) from the \( z \)-axis, and the field \( E_y(0, z) \) is calculated at the location \((0, -h)\). Under plane-wave incidence, the field \( E_y(0, z) \) inside the homogenized slab may be determined by means of a simple transverse equivalent network for the structure, and hence the exact far-field pattern is easily determined [17]. Results show that the far-field pattern is fairly constant near broadside over an angular region \(-\theta < \theta < \theta_c\), where \( \theta_c \) is the critical angle given by 
\[
\sin \theta_c = \frac{1}{\sqrt{\varepsilon_{r,yy}}},
\]
(The angle \( \theta \) here is allowed to be positive or negative, as indicated in Fig. 9-42.) Outside this angular region the pattern decays rapidly, with the rate of decay increasing as the distance \( h \) increases. Physically, this behavior is expected due to the nature of the critical angle, with the field \( E_y \) inside the slab decaying exponentially with vertical distance away from the interface when the structure is illuminated by an incident plane wave arriving from an angle \( |\theta| > \theta_c \). By reciprocity, the far-field pattern is thus also small for angles in this range. Hence, for sources that are embedded far enough away from the interface, the beamwidth is approximately given by \( \Delta \theta = 2\theta_c \), and the beamwidth is thus directly proportional to \( 1/\sqrt{\varepsilon_{r,yy}} \). The beam is illustrated in Fig. 9-42b. If one plots the field \( E_y(x, 0) \) along the interface due to the line source, one observes a field that decays with distance as \(|x|^{-3/2}\), expected from an asymptotic analysis of an interface problem [71].

It has been found that significantly narrower beams than that obtained in the half-space problem may be produced when the slab has a finite thickness, as shown in Fig. 9-42a, if the thickness is properly optimized. An optimum thickness that maximizes the power density radiated at broadside (and approximately minimizes the beamwidth) occurs when

\[
h = h_{opt} = \frac{n\lambda_c}{2} = \frac{n\lambda}{2\sqrt{\varepsilon_{r,yy}}} \quad n = 1, 2, 3, ... \tag{9-56}
\]

where \( \lambda_c \) is the wavelength inside the slab. The thinnest slab satisfying Eq. (9-56) corresponds to one that is a half-wavelength thick in the artificial material. The physical slab
thickness increases as the permittivity decreases. Although the ray-optic effect is still present for the slab problem, it is found that a leaky wave is responsible for the narrow-beam effect in the optimized slab problem. A bidirectional leaky wave is launched by the source (see Section 9.2.3), producing a narrow beam at broadside as shown in Fig. 9-42a [66]. An analysis reveals that when the optimum slab thickness from Eq. (9-56) is used, the leaky wave has a wavenumber \( k_z = \beta - ja \) given by \( \beta/k_0 = \alpha/k_0 = \epsilon_{r,yy}^{1/2} (\tan \delta)^{1/2} \).

From Section 9.2.3, a leaky wave having \( \beta = \alpha \) will produce a pattern having a beamwidth \( \Delta \theta = 2\sqrt{2}(\alpha/k_0) \) [see Eq. (9-28)]. Hence, the beamwidth in the optimum slab case is proportional to \( \epsilon_{r,yy}^{3/4} \) instead of \( \epsilon_{r,yy} \) as is in the half-space case. Hence, for low permittivities, much narrower beams may be produced in the slab case than the half-space case, for the same permittivity. The power radiated by the line source is maximized when the source is located in the middle of the slab [66], although the source position does not significantly affect the beam shape (which is determined by the wavenumber of the leaky wave). Although narrow beams may be created with the wire-medium slab structure, an obvious disadvantage is that the physical slab thickness is large for low permittivities and low frequencies (from Eq. (9-56)). This limitation may not be too severe at high frequencies, but at lower frequencies it presents a serious restriction.

It is interesting to compare the performance of the wire-medium slab leaky-wave antenna with that of a more conventional parallel-plate leaky wave antenna consisting of a partially reflecting surface (PRS) at a height \( h \) over a ground plane [17]. The PRS may be constructed in various ways, e.g., by using a high-permittivity dielectric layer or by using a grid of metallic wires or strips (see Fig. 9-43 in Section 9.3.8). For this structure the power radiated at broadside is also approximately maximized when Eq. (9-56) is satisfied, with \( \epsilon_{r,yy} \) now referring to the relative permittivity of the actual material inside the parallel-plate region. The directivity increases as the normalized shunt susceptance \( B_s = \eta B_{1s} \) of the PRS in the transverse equivalent network model increases (see Fig. 9-8). For either type of antenna, the beam may be made arbitrarily narrow by either lowering the effective permittivity (wire-medium case) or increasing the value of \( B_s \) (PRS case). For the same beamwidth, a figure of merit that may be used to compare the two antennas is the fractional pattern bandwidth \( BW \), defined by the lower and upper frequency limits \( f_1 \) and \( f_2 \) where the power density at broadside has dropped by 3 dB from that at the design frequency \( f_0 \), that is, \( BW = (f_2 - f_1)/f_0 \). An analysis reveals that the wire-medium slab antenna has a bandwidth of \( BW = 2(\alpha/k_0)^2 \) [66] while the PRS antenna has a bandwidth of \( BW = 2(\alpha/k_0)^2/(\epsilon_{r,yy}) \) [17], where \( \epsilon_r \) and \( \mu_r \) are the parameters of the parallel-plate region. Hence, for a PRS structure having an air-filled parallel-plate region, the two structures will have the same bandwidth. The PRS structure will be much thinner in height, however. As an interesting side note, if the wire medium is replaced by a hypothetical dispersionless low-permittivity material with a frequency-independent value of \( \epsilon_{r,yy} \), the bandwidth will increase to \( BW = (2/\pi^{2/3})(\alpha/k_0)^{2/3} \).

However, such a medium is not practically attainable, at least with simple wires [72].

The results discussed above for the line source may be extended to the case of the \( y \)-directed dipole excitation. The H-plane (xz-plane) pattern of the line source and the horizontal electric dipole are the same, so the results discussed for the line source are applicable for the H-plane of the dipole as well. When the optimum slab thickness is used from Eq. (9-56), the beam produced by the dipole is a narrow azimuthally symmetric pencil beam at broadside, with nearly equal E- and H-plane beamwidths, as shown in Fig. 9-17b. When the slab thickness is increased from the optimum value the leaky wave will have \( \beta > \alpha \) and a conical beam will form as shown in Fig. 9-17a, typical of radiation from a radially-propagating 2D leaky-wave.
One interesting feature of the conical beam that is produced by the dipole when \( \beta > \alpha \) is that the beam angle \( \theta_0 \) is azimuthally symmetric (independent of \( \varphi \)), as opposed to the more conventional PRS-based parallel-plate 2D leaky-wave antenna, where the beam angle is only approximately independent of \( \varphi \) and exhibits more variation with azimuth angle \( \varphi \) [73]. This interesting property of the wire-medium structure arises from the fact that a radially-propagating TM\(_x\) leaky wave is responsible for the pattern, and this leaky wave has a radial wavenumber \( k_r = \beta - j \alpha \) that is independent of the angle \( \varphi \) of propagation on the structure. This propagation property in turn arises by virtue of the fact that the wire medium has spatial dispersion, with \( e_{r,yy} \) being a function of the angle \( \varphi \), due to the \( k_y \) term in Eq. (9-53). This might at first seem counter-intuitive, that having a relative permittivity that is angle dependent would lead to a leaky wave whose wavenumber is independent of angle. However, if one constructed a leaky-wave antenna by using an isotropic low-permittivity slab instead of an anisotropic wire-medium slab, the leaky-wave propagation from the dipole source would not be isotropic. This is because two leaky waves would be excited by the horizontal electric dipole, a TM\(_z\) wave and a TE\(_z\) wave, as discussed in Section 9.2.6. The TM\(_x\) leaky wave would have a \( \sin \varphi \) dependence and would primarily determine the shape of the E-plane pattern, while the TE\(_x\) leaky wave would have a \( \cos \varphi \) dependence and would primarily determine the H-plane pattern (see Eq. (9-39)). These two leaky waves would have slightly different wavenumbers, so the overall leaky-wave propagation, accounting for both waves, would be angle dependent. In a sense, the anisotropic nature of the wire medium compensates for the natural anisotropic nature of the leaky-wave propagation that an isotropic slab would have, resulting in a single TM\(_x\) leaky wave that propagates isotropically. This single TM\(_x\) leaky wave is equivalent to pair of TM\(_z\) and TE\(_z\) leaky waves that have the same wavenumber, which is independent of \( \varphi \). Another structure that supports isotropic leaky-wave propagation, and is thinner than the wire-medium slab structure, is the MSG PRS structure discussed below in Section 9.3.8.

### 9.3.8 2D Metal Strip Grating (MSG) Partially Reflective Surface (PRS) Antenna

One class of 2D leaky-wave antennas that has become very popular recently is the partially reflecting surface (PRS) class of structures. This type of structure was mentioned in Section 9.2.3 in connection with a 1D leaky-wave antenna, and many of the remarks made there apply also to the 2D case. A PRS structure consists of a grounded dielectric substrate on top of which is placed a PRS, forming a leaky parallel-plate waveguide region. A source such as a horizontal electric dipole will excite radially-propagating leaky waves, which are leaky versions of the TM\(_y\) and TE\(_y\) parallel-plate modes that would exist if the PRS were a perfectly conducting sheet. Examples of PRS structures are shown in Fig. 9-43, where The PRS consists of a high-permittivity dielectric layer (Fig. 9-43a) [74], a stack of dielectric layers [Fig. 9-43(b)] [75, 76], a periodic array of metal patches (Fig. 9-43c) [77], or a periodic array of slots (Fig. 9-43d) [78].

The type of source inside the parallel-plate region determines what type of leaky waves get excited in accordance with the discussion of 2D leaky-wave radiation in Section 9.2.6. A vertical dipole source will excite an azimuthally-symmetric leaky wave that is independent of \( \varphi \) for the structures of Figs. 9-43a and 9-43b, and this will radiate a perfectly symmetric beam at some scan angle \( \theta = \theta_0 \) as discussed in Section 9.2.6. Fig. 9-17a shows an example of such a beam. The polarization of the far-field pattern will depend on the type of source (electric or magnetic dipole) An azimuthally-symmetric beam cannot be produced by a vertical dipole source inside the structures of Figs. 9-43c
A horizontal dipole can radiate either a pencil beam at broadside or a conical beam at a scan angle $\theta = \theta_0$ (see Fig. 9-17). Either type of beam may be created with a horizontal dipole using any of the structures shown in Fig. 9-43. The leaky-wave fields in Eq. (9-38) assume either an electric dipole in the $x$ direction or a magnetic dipole in the $y$ direction, and this is the assumed orientation here. For an electric dipole, maximum power is radiated when the source is placed in the middle of the parallel-plate region ($z = -h_1 = -h/2$) while a magnetic dipole radiates maximum power when placed at the ground plane ($z = -h_1 = -h$).

The far-field pattern may be calculated by reciprocity, in which the field at the dipole source location is calculated from an incident plane wave impinging on the PRS structure [77]. The plane-wave incident problem is modeled using a transverse equivalent network as shown in Fig. 9-8. The far-field components $E_q$ and $E_f$ correspond to $TM_z$ and $TE_z$ transmission line models in the equivalent circuit. Assuming an homogenized PRS [79] as in Fig. 9-8, the far field in the E-plane ($\varphi = 0$) contains only $E_q$, and in the H-plane ($\varphi = \pi/2$) only $E_f$.

For a broadside beam, maximum power density is radiated at broadside when the substrate thickness is approximately one-half of a wavelength in the substrate dielectric. For the case of a lossless metallic PRS, such as the periodic array of metal patches or slots, the PRS is modeled as a lossless shunt susceptance as shown in Fig. 9-8. In this case there is a slight de-tuning away from the half-wavelength thickness, and maximum power density is radiated when the substrate thickness is chosen as [80]

$$\cot(k_1 h) = \sqrt{\frac{\mu_r}{\varepsilon_r}}$$

(9-57)

where $k_1$ is the wavenumber of the substrate, $\mu_0 = B_0/\varepsilon_0$ is the normalized shunt susceptance modeling the PRS in Fig. 9-8, and the parameters $\mu_r$ and $\varepsilon_r$ pertain to the substrate.
For the structures shown in parts (a) and (b) of Fig. 9-43, the dielectric superstrate layers have a nonzero thickness, but the radiation performance can still be approximately modeled with an equivalent shunt susceptance [81]. When the substrate thickness is optimized according to Eq. (9-57), the two radial leaky waves that are excited by the dipole source, the TM wave and the TE wave, will have nearly equal wavenumbers, and for each wave \( \beta = \alpha \), consistent with the discussion in Section 9.2.3 for 1D leaky waves. A pencil beam at broadside that is nearly azimuthally symmetric will be created when Eq. (9-57) is satisfied, regardless of the symmetry of the PRS. For example, the PRS may consist of a two-dimensional periodic array of narrow slots in a conducting plane [78], with the slot axes perpendicular to an electric dipole source as in Fig. 9-43d. (Slots parallel to a magnetic dipole source could also be used.) In addition to the very different length and width dimensions of the slots, the periodicities may also be completely different in the \( x \) and \( y \) directions. Although such a PRS is clearly not azimuthally symmetric, and appears quite different along the \( x \) and \( y \) directions, the broadside beam will nevertheless be nearly azimuthally symmetric, as illustrated in Fig. 9-17b. This is a consequence of the fact that the characteristic impedance of the transmission line as well as the value of \( B_\rho \) in Fig. 9-8 are nearly the same in the E- and H-planes for small angles \( \theta \).

Although essentially any PRS (such as the ones shown in Fig. 9-43) can be used to create a symmetric pencil beam at broadside, the situation worsens when using the PRS structure to produce a conical beam at a scan angle \( \theta_0 \). Such a beam, shown in Fig. 9-17a, will be produced for a substrate thickness given approximately as [80]

\[
k_h \sqrt{\mu_r \epsilon_r - \sin^2 \theta_0} = \pi
\]

(9-58)

where \( \mu_r \) and \( \epsilon_r \) describe the substrate. As the substrate thickness increases from the value given in Eq. (9-57) to the one in Eq. (9-58), the pencil beam at broadside “opens up” and becomes a conical beam pointing approximately at an angle \( \theta_0 \) given by Eq. (9-58). However, for most PRS structures the exact beam angle \( \theta_0 \) is a function of the azimuth angle \( \phi \), for \( \theta_0 > 0 \). This is because the two fundamental leaky waves that are excited by the source, the TM, and the TE, waves (see Eq. (9-38)), have different wavenumbers, so that \( k^\mathrm{TM}_\rho \neq k^\mathrm{TE}_\rho \). The wavenumbers typically become more different as the scan angle \( \theta_0 \) increases, so that the beam angles in the E- and H-planes become increasingly different as the scan angle increases. This would normally be undesirable.

It was recently discovered that one particular type of PRS does not suffer from this difficulty, and hence the beam angle is independent of azimuth angle. This is the PRS consisting of a 1D periodic array of narrow metal strips, as shown in Fig. 9-44. The metal
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Strips have a width \( w \) and a periodic spacing \( p \) that are both small compared with a wavelength \( (w < p \ll \lambda) \). This interesting property of omnidirectional propagation exactly holds when the substrate is air, and approximately otherwise. Hence, an air substrate will be assumed here.

Although it is certainly not obvious, such a structure will have azimuthally symmetric leaky-wave propagation [73], and hence a beam angle that is independent of azimuth angle [82], [83]. Assuming an air substrate and narrow strips, a single TM\(_x\) leaky wave will be supported by the structure, since the current on the strips is \( x \)-directed. Hence, for any angle of propagation \( \phi \), a single TM\(_x\) leaky-wave propagates, instead of a pair of TM\(_x\) and TE\(_z\) leaky waves that would propagate on the structures shown in Figs. 9-43a and 9-43b. Hence, the circuit model shown in Fig. 9-8 must be modified for the MSG structure, so that the characteristic impedance of the transmission line is based on a TM\(_x\) wave. The characteristic admittance is [73]

\[
Y_{0}^{TM} = \frac{1}{Z_{0}^{TM}} = \frac{k_{0}k_{10}}{\eta_{0}(k_{0}^{2} - k_{x}^{2})}, \quad k_{10} = \sqrt{k_{0}^{2} - k_{z}^{2} - k_{x}^{2}} = \sqrt{k_{0}^{2} - k_{y}^{2}}.
\]

(9-59)

An approximate expression for the sheet susceptance of a MSG that is homogenized is [49]

\[
B_{s} = \frac{-2\pi k_{0}}{\eta_{0}p} \frac{1}{(k_{0}^{2} - k_{x}^{2})\ln[\csc(\phi\pi)]}.
\]

(9-60)

Comparing Eqs. (9-59) and (9-60), it is seen that both the characteristic admittance and the PRS sheet susceptance vary with angle of propagation \( \phi \) by virtue of the same term \( k_{0}^{2} - k_{x}^{2} - k_{z}^{2} \). The transverse resonance equation becomes

\[
\frac{k_{0}k_{10}}{\eta_{0}(k_{0}^{2} - k_{x}^{2})}[1 - j\cot(k_{x}h)] + jB_{s}(k_{x}) = 0.
\]

(9-61)

Inserting Eq. (9-60) into Eq. (9-61), it is seen that because of the common factor \( k_{0}^{2} - k_{x}^{2} \), the solution of Eq. (9-61) for the modal wavenumber \( k_{x} = \beta - j\alpha \) does not depend on angle \( \phi \). Hence, \( k_{x} \) is not a function of angle \( \phi \) when using the MSG as a PRS.

To illustrate this fact, Fig. 9-45 shows a pattern obtained from a typical MSG PRS structure that has a scan angle of about 12 degrees at a frequency of 20.5 GHz [82]. It is seen that the far-field patterns in the E-plane (\( \phi = 0 \)) and the H-plane (\( \phi = \pi/2 \)) are essentially identical. Fig. 9-45 also compares results from a full-wave method-of-moments (MoM) solution for the pattern with that obtained using the homogenized model of Fig. 9-8 in the reciprocity calculation of the far field. It is seen that the homogenized model gives almost exact agreement with the full-wave results. Other results (not shown) show that excellent agreement is obtained for the beam angle in the E- and H-planes for all angles of radiation as the frequency changes. However, as the beam angle \( \theta \) increases, the power density at the beam peak becomes increasingly different in the E- and H-planes, causing the overall beam to be asymmetric. Nevertheless, the asymmetry is much less than for the PRS structures shown in Fig. 9-43. The ratio of peak power density at the beam peak in the E-plane to that at the beam peak in the H-plane is \( \cos^{2}\theta \) [83] for the MSG PRS, compared to \( \cos^{3}\theta \) [80] for those PRS structures where the PRS can be modeled approximately as a shunt susceptance that is independent of angle \( \theta \). This latter assumption has been shown to hold approximately for the PRS structure shown in Fig. 9-43d [84], and it may approximately hold for other structures as well.
9.4 Novel Systems

9.4.1 Enhanced-Efficiency Power-Recycling Antennas

In a conventional leaky-wave antenna, which is represented in Fig. 9-46a, the power that has not been radiated when reaching the end of the structure is generally lost in the matched load. The corresponding radiation efficiency, ignoring other losses, is

\[ \varepsilon_{\text{r}_0} = \frac{P_f}{P_0} = \frac{P_0 - P_L}{P_0} = 1 - \frac{P_L}{P_0} = 1 - e^{-2\alpha l} \]  

(9-62)
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Figure 9-46: Leaky-wave antenna power recycling concept. (a) Conventional leaky-wave antenna (LWA), with radiation efficiency \( \varepsilon_{\text{r}_0} \) (open-loop radiation efficiency). The power remaining at the end of the structure is wasted in the load \( Z_L \). (b) Power-recycling system with radiation efficiency \( \varepsilon_{\text{r}_s} > \varepsilon_{\text{r}_0} \). The power remaining at the end of the structure is recycled by re-injection into the input of the antenna via a power combination \( P_\Sigma = P_f + P_i \) and isolation (between \( P_i \) and \( P_f \)) mechanism.
where \( P_r \) is the total power radiated by the antenna, \( P_i \) is the power at the input (i.e., the source power) and \( P_L \) is the power dissipated in the load \( Z_L \). Note that the subscript “0” in Eq. (9-62) is introduced to denote the open-loop efficiency, which is the efficiency of the isolated antenna, for later distinction from the power-recycling system-loop efficiency \( \varepsilon_{rs} \). From the last equality in this expression, the electrical size of the antenna as a function of \( \varepsilon_{rs} \) and the leakage constant \( \alpha/k_0 \) is

\[
\frac{\ell}{\lambda_0} = \frac{1}{2\pi} \frac{1}{\alpha/k_0} \ln \left( \frac{1}{\sqrt{1 - \varepsilon_{rs}}} \right),
\]

(9-63)

According to Eq. (9-63), the generally targeted radiation efficiency of \( \varepsilon_{rs} = 90\% \) requires an electrical length of \( \ell/\lambda_0 = 0.18/(\alpha/k_0) \) \[3\]. For most leaky-wave antennas, where \( \alpha/k_0 \) ranges between \( 10^{-1} \) and \( 10^{-3} \), this corresponds to electrical lengths between 1.8\( \lambda_0 \) and 180\( \lambda_0 \). While possibly achievable at millimeter-waves, such lengths are generally impractical in microwave systems. Leaky-wave antennas must therefore often be drastically shortened with respect to the size that provides \( \varepsilon_{rs} = 90\% \), which may lead to very poor radiation efficiencies due to the large amount of power wasted in the load\[25\]. A remedy to this fundamental issue is very desirable for leaky-wave antennas to be used in practical applications involving a trade-off between a relatively large directivity (e.g., larger than that of half-wavelength resonant antennas) and a relatively small size (e.g., much smaller than the aforementioned sizes corresponding to 90\% of radiation).

A power-recycling system providing a solution to this problem was proposed in \[85\]. This system is conceptually described in Fig. 9-46b. It recycles the nonradiated power at the end of the antenna back into its input so as to maximize the radiation efficiency. The system includes a feedback loop from which the feedback power \( P_f \) is added to the input power \( P_i \) by an ideal adder, which sums the two signals to excite the antenna with the power \( P_i + P_f > P_i \) and at the same time prevents leakage of power from the feedback loop \( (P_f) \) to the source. As a result, the radiated power of the power-recycling antenna system is increased compared to the case of the open-loop antenna, and hence the radiation efficiency of the feedback system, \( \varepsilon_{rs} \), is superior to that of the open-loop (isolated) antenna, \( \varepsilon_{rs} > \varepsilon_{rs} \). The power entering the antenna at any instant may perform several loop trips in the system until it has been fully radiated. Theoretically, a system efficiency of \( \varepsilon_{rs} = 100\% \) is achievable in such a power-recycling system in the absence of conductor, dielectric, and mismatch losses. A useful quantity is for the power recycling system is the system gain enhancement factor, defined as \( E_s = \varepsilon_{rs}/\varepsilon_{rs} > 1 \), which measures the enhancement of efficiency produced by power recycling.

The adder maybe realized by various power combiners and couplers. Figure 9-47 shows a rat-race coupler \[24\] implementation of the system. The coupler constructively adds the input \( (i, \text{port 1}) \) and recycled or feedback \( (f, \text{port 3}) \) signals at its sum port \( (\Sigma, \text{port 4}) \), toward the input of the antenna, while using its difference port \( (\Delta, \text{port 2}) \) for matching in the steady-state regime and power regulation in the transient regime \[85\]. In addition, it provides perfect isolation between the input and feedback ports, if its

---

\[24\] Efficiency formula (9-62) assumes that the only power loss is power dissipation in the terminating load. If conductor and/or dielectric losses are also present, then this formula is modified by including a factor \( \alpha_{rad}/\alpha \), where \( \alpha_{rad} \) is the attenuation constant due to radiation (leakage) only.

\[25\] This is naturally accompanied by reduced directivity \( D \), but directivity is always reduced with reduced electrical size of the radiator since \( D = 4\pi A_e/\lambda_0^2 \), where \( A_e \) is the effective aperture of the antenna \[7\].
impedances \( Z_{oa} = Z_0/a \) and \( Z_{ob} = Z_0/b \), indicated in Fig. 9-47b, satisfy the condition \( a^2 + b^2 = 1 \) [24]. Via this positive (i.e., additive) feedback mechanism, the power appearing at the input of the antenna progressively increases during the transient regime until it reaches its steady-state level, where a system radiation efficiency of \( \eta_{rs} = 100\% \) is theoretically achieved. By taking into account the condition \( a^2 + b^2 = 1 \), setting to zero the signal at the \( \Delta \) port, i.e., \( V_\Delta = S_{11}V_1 + S_{23}V_3 = 0 \) where \( S_{23} = e^{j\phi}e^{-j\theta} \sqrt{1-e_{\eta}^2} \) and writing \( V_\Delta = S_{11}V_1 + S_{43}V_3 \), the general magnitude and phase conditions for the rat-race system for \( \eta_{rs} = 100\% \) are found as

\[
a = \sqrt{1-e_{\eta}^2} \quad \text{and} \quad b = \sqrt{e_{\eta}}, \quad (9-64a)
\]

\[
\theta = \frac{\phi}{2} + \frac{3\pi}{4} + m\pi, \quad (m \text{ an integer}), \quad (9-64b)
\]

where \( \theta \) is the electric length of the transmission lines connecting the antenna to the coupler and \( \phi \) is the phase shift across the antenna, as shown in Fig. 9-47a. Figure 9-47b shows the particular case of an \( \eta_{\eta} = 50\% \) open-loop antenna, for which \( a = b = 1/\sqrt{2} = 0.707 \), corresponding to a 3-dB (equal power combining ratio) coupler. This particular system uses a CRLH leaky-wave antenna and operates at its broadside frequency, \( f_0 = 4.58 \) GHz. Lossless full-wave (MoM, Ansoft Designer) simulations for the structure of Fig. 9-47b confirmed that \( |S_{21}| = -3 \) dB with \( \eta_{\eta} = 50\% \) and \( |S_{21}| = -18 \) dB with \( \eta_{\eta} = 97\% \), corresponding to a system gain enhancement factor of \( E_s = 2 \).

Real-world full-wave and experimental results for the prototype of Fig. 9-47b are presented in Tab. 9-2. The directivity (D) is approximately equal for the open-loop and closed-loop structures, as expected from the fact that the size of the antenna is the same in both cases. In contrast, the radiation efficiency has been dramatically increased, by the factors \( E_s,\text{FW} = 2.01 \) (full-wave simulation) and \( E_s,\text{exp} = 1.8 \) (experiment), close to the ideal enhancement of \( E_s = 2 \). The smaller \( G_{\text{exp}} \) is attributed to the losses in the microstrip lines of the loop.

---

Figure 9-47 Rat-race coupler implementation of the power-recycling system of Fig. 9-46.
(a) Layout with relevant design parameters. (b) Prototype with an \( \eta_{\eta} = 50\% \) microstrip CRLH leaky-wave antenna and a corresponding 3-dB coupler.
Figure 9-48 presents the transient electromagnetic field distributions along the system just after the onset of the continuous wave signal. These results are self-explanatory.

The power-recycling leaky-wave antenna system presented in this section operates at a fixed frequency and fixed radiation angle. However, it may naturally accommodate frequency or electronic scanning by using real-time tuning phase shifters in the feedback loop.

While this system is a “self-recycling” system for a single leaky-wave antenna, a “cross-recycling” system for an antenna array is also possible, as demonstrated in [86]. Several power-recycling system alternatives following these concepts may be envisioned.

### 9.4.2 Ferrite Waveguide Combined Du/Diplexer Antenna

Antennas and du/diplexer systems, using either ferrite circulators or directional couplers, are ubiquitous in communication and radar systems. A recurrent issue in such systems is the transmit-to-receive (Tx → Rx) leakage due to signal reflection from the antenna, which may introduce demodulation or detection and ranging errors, or even destroy the receiver. This section presents a combined du/diplexer-antenna system based on the ferrite waveguide leaky-wave structure of Section 9.3.3 which resolves this issue in a simple and elegant manner and which, in addition, provides frequency tunability [87].

The ferrite waveguide combined du/diplexer-antenna system is described in Fig. 9-49. In contrast to the antenna of Section 9.3.3, which uses only one port for excitation, this system includes two ports, the Tx port, operating at the frequency $f_{\text{Tx}}$, and the Rx port, operating at the frequency $f_{\text{Rx}}$, one at each end of the structure. Considering FS as a third port, it may further be seen as a three-port network system, as illustrated in Fig. 9-49a. As also shown in this figure, the system is inclined by an angle of $\theta = \theta_r = \sin^{-1}(\beta_{\text{Tx}}/k_r)$, where $\beta_{\text{Tx}} = k_{\text{Tx}}$, with respect to the direction perpendicular to the

<table>
<thead>
<tr>
<th>Table 9-2</th>
<th>Gain, Directivity, and Efficiency for the Open-Loop Leaky-Wave Antenna of Fig. 9-46a and for the corresponding power-recycling system of Fig. 9-46b with parameters corresponding to those of the prototype shown in Fig. 9-47b.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Open-loop LWA ($e_r = e_{r0}$)</td>
</tr>
<tr>
<td></td>
<td>Full-wave</td>
</tr>
<tr>
<td>$G$</td>
<td>3.68 dB</td>
</tr>
<tr>
<td>$D$</td>
<td>7.84 dB</td>
</tr>
<tr>
<td>$e_r$</td>
<td>38.36%</td>
</tr>
</tbody>
</table>

26A *du*plexer is a three-port network that allows the transmitter and receiver in a radar or communications system to use the same antenna at the same frequency or very close frequencies for the uplink and downlink. A *diplexer* is a three-port network that splits/combines two signals at different frequencies from/to a common port into/from two paths, also called channels; it is the simplest form of a demultiplexer/multiplexer, which can split/combine signals to/from many different channels from/to one common port. [Source: Microwave101 (www.microwaves101.com)]. Duplexers and diplexers with close Rx and Tx frequencies are particularly challenging to realize.

27For instance, in an application using a typical antenna with a return loss of 15 dB and a Tx power of 30 dBm, a power of 35 dBm leaks into the Rx via the circulator (neglecting its losses). Although a power limiter may be used to mitigate this problem, this approach suffers from additional insertion loss, harmonic generation and power handling issues.
Figure 9-48  Full-wave simulated (FIT, CST Microwave Studio) transient electric field distributions for the power-recycling 3-dB LWA system of Fig. 9-47b at different instants. The excitation frequency is $f = 4.58$ GHz, corresponding to the harmonic period of $T = 1/f = 0.218$ ns. Notice the directions of phase progression indicated by the arrows.

$(a)$ $t_0 = 0$ ns  
$(b)$ $t_1 = T/4 = 0.192$ ns  
$(c)$ $t_2 = T/2 = 0.246$ ns  
$(d)$ $t_3 = 3T/4 = 0.301$ ns  
$(e)$ $t_4 = T = 0.519$ ns  
$(f)$ $t_5 = 8T = 1.884$ ns

Figure 9-49  Ferrite waveguide combined du/diplexer antenna system. (a) Configuration [using the antenna structure of Fig. 9-26a] for the case $f_T > f_R$. (b) Corresponding location of $f_T$ and $f_R$ in the dispersion diagram of the same ferrite waveguide structure as in Fig. 9-27b. (c) Prototype with back conductor [same as that of Fig. 9-26b except for the additional port] and stub matching networks at the Tx and Rx ports.
direction of radiation, if \( f_{Tx} > f_{Rx} \); conversely, the angle is \( \theta = \theta_{Rx} = \sin^{-1}(\beta_{Rx}/k_0) \) if \( f_{Tx} < f_{Rx} \). In the former case \((f_{Tx} > f_{Rx})\), which is illustrated in Fig. 9-49a, the Tx signal is radiated in the forward (RH) quadrant of the antenna and the signal incoming from FS is picked up by Rx in the backward (LH) quadrant of the antenna; the converse holds in the other case \((f_{Tx} < f_{Rx})\). In both cases, \( \beta_{Rx} = -\beta_{Tx} \), as shown in Fig. 9-49b, so that \( \theta_{Rx} = -\theta_{Tx} \), ensuring that the beams point to the direction perpendicular to the ground for both the Tx and Rx operations. When \( f_{Tx} \neq f_{Rx} \), the system operates as a diplexer, and requires an inclination angle with respect to the ground. In the particular case \( f_{Tx} = f_{Rx} \), it operates as a duplexer, and is set parallel to the ground. Figure 9-50 plots the required inclination angle of the system as a function of the separation frequency \( \Delta f = f_{Rx} - f_{Rx} \).

The Tx signal is radiated by the leaky-wave antenna as in the antenna of Section 9.3.3. By virtue of the leaky-wave radiation mechanism, the structure may be designed long enough such that all of the Tx signal power has radiated out of the structure before reaching the Rx port on the other side, thereby automatically preventing any Tx \(\to\) Rx leakage and providing large Tx \(\to\) Rx isolation. Moreover, the incoming RF signal picked up by the antenna can only propagate toward the Rx port due to the nonreciprocity of the structure (Fig. 9-27), and therefore extremely high RF \(\to\) Tx isolation is automatically achieved. The antenna can thus simultaneously transmit and receive without any interference or leakage between the Tx and Rx signals. Thus, it constitutes an excellent system with excellent du/diplexer properties, since a single antenna simultaneously performs the Tx and Rx operations with perfect isolation. Moreover, the operation frequencies of the system may be tuned by simply varying the magnetic bias field, and unwanted symmetric \((\pm\theta_0\) with respect to \(\theta_0\)) beams caused by termination reflections are automatically suppressed both at Tx and Rx.

Figures 9-51a and 9-51b show the main scattering parameters obtained by full-wave simulation and experiment, respectively. The diplexing Tx and Rx frequencies
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Figure 9.51. Scattering parameters for the system of Fig. 9.49 between ports 1 (Tx port) and 2 (Rx port) and 3 (radiation port) for different inclination angles, $\theta = -10^\circ$, $0^\circ$, $20^\circ$ in Fig. 9.49a. (a) Full-wave (FEM-HFSS) simulation. (b) Experiment using the prototype of Fig. 9.49c, using a horn antenna as port 3.
agree well with the dispersion diagram predictions of Fig. 9-50. Other relevant scattering parameters (not shown) are: $|S_{21}/S_{12}| = 40$ dB (Tx-Rx/Rx-Tx isolation), $|S_{22}/S_{11}| = 15$ dB (Tx-RF/RF-Tx discrimination), $|S_{31}/S_{13}| = 17$ dB (RF-Rx/Rx-RF discrimination), and $|S_{23}/S_{13}| = 15$ dB (RF-Rx/RF-Tx discrimination).

The concept of the du/diplexer-antenna system presented in this section was recently extended to a novel integrated front-end [88]. This front-end is capable of full-space beam-scanning using magnetic bias tuning at fixed RF and LO frequencies. By setting the RF signal frequency in the CRLH leaky-wave region of the structure and the LO signal frequency in the edge-mode guided-wave region of the structure, this co-designed system uses the ferrite waveguide structure simultaneously as the radiator and as the power combiner for first-stage mixing.

### 9.4.3 Active Beam-Shaping Antenna

Due to the subwavelength nature of metamaterial unit cells ($p \ll \lambda$), low-gain tunable amplifiers may be conveniently integrated along CRLH leaky-wave antenna structures to manipulate the magnitude of the signal along it, in addition to its phase, and thereby control its leakage constant for beam forming. This operation may be performed in real time using voltage controlled amplifiers. The concept is illustrated in Fig. 9-52. The field on the aperture of the antenna is “digitized,” namely discretized along the axis of propagation ($z$ direction) at the location of the amplifiers and quantized, following the exponential decay response of the leaky-wave radiating sections between the amplifiers, with the magnitude controlled by amplifiers with different and tunable gains. Since the radiation pattern of an aperture antenna is the Fourier transform of its aperture field distribution [7], the shape of the radiation pattern of the antenna can be controlled by approximating appropriate aperture distributions, as illustrated in Fig. 9-52. Of note is that the imperfectness of the field distribution tends to be smoothed out by the low-pass effect of the far-field Fourier integral, so that even relatively rough approximations yield radiation patterns which are undistinguishable from those corresponding of the ideal field distributions down to very low power levels.

Exploiting this opportunity, an active CRLH leaky-wave antenna with distributed amplifiers playing the roles of power repeaters was demonstrated in [89]. Since the
limitation of the effective aperture of the resulting antenna is suppressed by the repeaters, extremely high directivities are achievable by such a system, still using a simple transmission line excitation, leading to a system that is much more compact than conventional antenna arrays with their complex and lossy corporate feeding networks. The antenna of [89] is shown in Fig. 9-53a and its performances are presented in Fig. 9-53b. A dramatic gain enhancement of 8.3 dB compared to the case of a passive antenna is easily achieved. This enhancement is naturally due to the increased directivity of the structure, but also to an increased efficiency due to the cancelation of cell reflections resulting from the unilateral nature of the amplifiers.

The active system of Fig. 9-53 is designed for a uniform field distribution. However, this distribution may naturally be reconfigured in real time by variable-gain amplifiers in a more sophisticated system. The beam-forming performance of such a system is shown in shown in Fig. 9-54, where the radiation patterns for uniform and binomial distributions are compared.

CRLH leaky-wave structures incorporating active elements may lead to quasi-“universal” smart antenna systems. Such systems might perform simultaneously
real-time beam scanning and beam shaping using a digital signal processor. They may provide unprecedented solutions for enhanced power gain and multiplexing gain in multiple input multiple output (MIMO) systems, for instance by using the concept of dynamic radiation pattern diversity (DRPD) described in [90]; in this DRPD scheme, efficient and low-cost CRLH antennas perform a real-time scanning calibration to the scattering environment for channel optimization and data-rate maximization.

### 9.4.4 Distributed Amplifier Antenna

Section 9.4.3 showed the enhanced-gain and beam-shaping characteristics enabled by the incorporation of active elements in CRLH leaky-wave antennas. While the active elements in the structures of Section 9.4.3 are placed directly in the path of the leaky wave, an alternative active leaky-wave antenna approach, based on the concept of the distributed amplifier, was proposed in [91]–[93].

A distributed amplifier is a ladder 4-port network structure including a chain of $N$ active elements, generally field effect transistors (FETs), interconnected by their gate and drain to two transmission lines, as depicted in Fig. 9-55 [94]. The resulting gate and drain lines are unilaterally coupled through the transconductance $g_m$ of the transistors. They include the drain-source and gate-source capacitances, $C_{ds}$ and $C_{gs}$, respectively, in their phase constant and characteristic impedance parameters $\beta_{g/d}$ and $Z_{g/d}$: the drain line also includes $g_m$. Most often, the gate and drain lines are terminated by matched loads at the two internal ports of the network, as shown in Fig. 9-55, and the amplifier exhibits the forward gain $G_f = \left(\frac{g_m^3 Z_g Z_d N^3 \sin^2 (\beta_g - \beta_d N) / 2}{Z_g} \right)^2$; which is maximal when the two lines are synchronized ($\beta_g = \beta_d$). However, a reverse gain of $G_r = \left(\frac{g_m^3 Z_g Z_d N^3 \sin^2 (\beta_g + \beta_d N) / 2}{Z_d} \right)^2$ toward the other port of the drain line may also be maximized if $\beta_g = -\beta_d$: such an antisynchronization condition can be satisfied with CRLH transmission lines and was exploited in a novel type of active diplexer [95]. Generally, distributed amplifiers provide very large bandwidth due to their traveling-wave nature.

The concept of distributed amplifier CRLH leaky-wave antennas is described in Fig. 9-55. As in other distributed amplifier structures, the reactances of the FETs are loading the gate or/and drain lines and must be carefully taken into account in the CRLH designs. In the transmit mode, the drain line is replaced by a CRLH leaky-wave antenna structure, as shown in Fig. 9-56a [91]. In this case, the direction of the main
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beam is determined by the dispersion diagram of the CRLH drain line. In contrast, a receive mode system is realized if it is the gate line that is replaced by the CRLH structure, as shown in Fig. 9-56b [92]. In this case, if a wave incident from one quadrant of space is at a frequency in the RH region, a RH wave is generated that is forwardly amplified to the corresponding port with the forward gain $G_f$. On the other hand, if the frequency of the incident wave is in the LH region, a LH wave is generated that is reversely amplified to the other port with the reverse gain $G_r$, as illustrated in Fig. 9-56b. If both the gate and the drain lines are replaced by CRLH antennas, the system receives the signal with the gate antenna and re-radiates it with the drain antenna in the direction symmetrically opposite to that of the incident wave; this system might be used as a repeater or transponder [93]. In all the cases, the CRLH antenna Tx or Rx angles follow the classical scanning law, $\theta_q = \sin^{-1}(\beta/k_0)$, where $\beta = \beta_f$ or $\beta = \beta_r$.

Figure 9-57a shows a transmit-mode microstrip distributed amplifier CRLH leaky-wave antenna prototype. The input signal on the microstrip line is periodically tapped and fed to the gates of the FETs. The outputs of the FETs are next combined in the
CRLH line and coupled to its dominant leaky mode. The phase delays along the gate and drain lines are identical in order to ensure maximal forward power transfer (maximal $G_f$). However, since the microstrip line is nondispersive ($v_{\text{microstrip}} = 1/\sqrt{LC} = \text{const}$) while the CRLH line is strongly dispersive (Eq. (9-43a)), this condition cannot be satisfied across the frequency range spanning the complete scan range. Therefore, a trade-off must be made. Phase synchronization is ensured at a certain frequency within the RH portion in the radiation region of the CRLH line so that the phase deviation at other frequencies of operation is minimized. Figure 9-57b shows the frequency-scanning radiation patterns. These patterns confirm the beam steering capability of the system from the backward to the forward directions as frequency is increased from the LH to the RH ranges of the CRLH dispersion curve. The amplification operation of this system is apparent from the gain larger than 0 dBi at the peaks of the main beam.

### 9.4.5 Direction of Arrival Estimator

Wireless applications such as local positioning for user-tracking, location-based services in WiFi networks, as well as radar and MIMO-based systems all employ some sort of direction-of-arrival (DoA) estimation techniques. Most DoA systems utilize an antenna array where each antenna is connected to an RF down-converter, followed by an A/D converter and subsequently fed into a processor, where various algorithms can be implemented for DoA estimation [96]. A much simpler and lower-cost CRLH leaky-wave antenna DoA system was recently proposed [97], and will be presented in this section.

This DoA system uses only a CRLH leaky-wave antenna operating in the receive mode and two power detectors. It is depicted in Fig. 9-58. As shown in Fig. 9-58a, the antenna’s main beam is scanned across the entire spatial region, typically electronically by tuning the voltage $V$ of varactors (Section 9.3.1). When its pointing angle, $\theta(V)$, coincides with the direction of the incident wave, or direction-of-arrival, $\theta = \theta_a$, a maximum
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of power is coupled into the antenna, as a result of phase matching on its surface \( (\beta_a = \beta, \beta_p): \) tangential component of the incident wave vector, \( \beta \) phase constant of the antenna dictated by its dispersion relation, and the resulting maximum of power measured by one of the detectors indicates the sought angle using the known scanning law of the antenna, illustrated in Fig. 9-58b.

In principle only one detector, placed at either end of the antenna (the other end being terminated by a matched load), would suffice. However, to relax the constraints on the required voltage swing of the varactors, and to reduce the associated losses, the two-detector system represented in Fig. 9-58a is practically preferable. This system may use either of the two modes represented in Fig. 9-59. The direction of the propagation vector \( \beta \) (or phase velocity) along the antenna structure always corresponds to the direction of \( \beta_a \). In contrast, the direction of the pointing vector \( S \) along the surface is dictated by the regime of the CRLH antenna: it is the same as the direction of \( \beta \) in the RH regime and opposite to the direction of \( \beta \) in the LH regime. Since the direction of \( S \) indicates the direction of power flow, the maximum power will be transmitted to the direction indicated by \( S \), as shown in Fig. 9-59. Whether the antenna is operating in the RH or the LH regime, the quadrant of the incident wave is determined by the sign of the power difference between the two detectors, \( \Delta P = PD_1 - PD_2 \), while the DoA estimation is obtained from its peak value.\(^{29}\) Figure 9-59 shows the four possible scenarios, two of them existing for each mode of operation.

\(^{29}\) As with every antenna, the antenna’s gain varies with the scanning angle. As the DoA estimation system proposed here is contingent on measuring the received power, which is a function of the antenna’s gain, a variable-gain antenna might present limitations regarding the accuracy of this system. However, the antenna’s gain may be equalized in the receiver from the known gain vs. angle characteristic of the antenna. This equalization consists de facto in normalizing the radiation patterns of all angles to the most achievable maximum by adding a correction factor so as to obtain a constant gain versus scan angle. In this manner, the received power is no longer a function of the antenna’s gain, but only of the scan angle. The correction factors can thus be applied in DSP once all of the received powers have been measured for all the scan angles.
Figure 9-60. Full-wave (FEM-HFSS) simulation results verifying the direction of power flow (Poynting vector $\mathbf{S}$) in the DoA system of Fig. 9-58. (a) Scenario #3 (LH/backward mode) with $\theta_a = -31^\circ$ in Fig. 9-59: the phase ($\beta$) progresses toward PD2 while $\mathbf{S}$ points toward PD1. (b) Scenario #2 (RH/forward modes) with $\theta_a = 28^\circ$ in Fig. 9-58: the phase ($\beta$) progresses toward PD2 and $\mathbf{S}$ points toward PD2.

Figure 9-60 shows the full-wave simulated Poynting vector for the DoA system in receive mode. In this numerical simulation, a plane wave is incident on the antenna at an angle of $\theta_a$ and the power detectors PD1 and PD2 are represented by two-dimensional planar surfaces perpendicular to the direction of propagation at the two ports, over which the Poynting vector is integrated to obtain the total outflowing power. These electromagnetic results clearly show that the power propagation along the antenna follows the scheme of Fig. 9-59.

Figure 9-61 shows the differential power results from the full-wave simulations for all four scenarios in Fig. 9-59. For scenarios #1 and #2, the incident angle is $\theta_a = 28^\circ$ from
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Figure 9-61. DoA estimation results (crosses represent recorded results and solid line represents the fitting function) based on full-wave (FEM-HFSS) simulations. Scenarios #1–#4 correspond to the same scenarios in Fig. 9-59.
the right and left quadrants, respectively, and the antenna is scanned in the RH/forward region from 0° → +70°. For scenarios #3 and #4, the incident angle is θ = −31° from the left and right quadrants, respectively, and the antenna is scanned in the LH/backward region from 0° → −70°. In all cases, the angle of arrival is easily detected. Measurement results presented in [97] confirmed the successful operation of the system.

The system presented in this section is essentially analog. A digital alternative of this DoA system, encompassing signal processing algorithms, such as multiple signal classification (MUSIC), could be straightforwardly implemented to provide super-resolution estimation and higher immunity to noise, as suggested in [97].

9.5 Conclusions

The past decade has witnessed significant developments in novel leaky-wave antenna concepts, structures, and systems. This chapter has presented some of the most recent and most representative innovations in this area.

First, we have recalled the principle of operation, the main characteristics, and the classification in three fundamental categories—uniform, periodic, and quasi-uniform. Next, the physics and the radiation properties of 1D and 2D leaky-wave antennas have been overviewed. In particular, a general scheme to overcome the open stopband—a problem that has plagued the broadside radiation capability of leaky-wave antennas over the past sixty years!—has been described.

The emphasis of the chapter has been on novel leaky-wave antenna structures and systems. In the former area, a number of novel full-space scanning antennas, capable of efficient broadside radiation and based on different mechanisms, have been presented. The CRLH antenna is quasi-uniform due to its metamaterial type subwavelength unit cell, and radiates in its fundamental (strongly dispersive) space harmonic. The phase-reversal antenna is periodic, but may be interpreted as using either its \( n = -1 \) space harmonic or its fundamental space harmonic for radiation, due to the shifting of its quasi-linear dispersion curve into the fast-wave region. The ferrite waveguide antenna is uniform and owes its full-space scanning capability to a specific anisotropic waveguide configuration. Finally, an \( n = -1 \) space harmonic microstrip antenna including a quarter-wavelength transformer in its unit cell is demonstrated with excellent gain equalization near broadside. In addition to full-space scanning structures, other novel leaky-wave antenna implementations and concepts have been described, including conformal CRLH antennas using a nonuniform phase constant distribution, different SIW conventional and CRLH antennas, a highly directive wire-medium substrate antenna, and a 2D MSG partially reflective surface antenna.

The last section has presented some of the first leaky-wave systems ever reported. First, a general power-recycling approach to maximize the efficiency of leaky-wave antennas, either isolated or arrayed, has been demonstrated. This has been followed by a ferrite system combining in one device the functions of du/diplexing and radiation with excellent isolation properties. Active leaky-wave antenna systems have also been discussed: a system incorporating transistors along the structure for beam shaping by aperture digitization and a system achieving broadband amplification and radiation based on a distributed amplifier architecture. The last system of the chapter is the first ever reported direction-of-arrival estimator based on a leaky-wave antenna; this system features a much greater simplicity than its conventional array counterparts.
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10.1 Introduction

Plasma antennas use partially or fully ionized gas instead of metal as the conducting medium to create an antenna. The advantages of plasma antennas are that they are highly reconfigurable and can be turned on and off. The disadvantage is that plasma antennas require energy to be ionized. Hence, research to reduce the power required to ionize the gas at various plasma densities is important.

Since 1993 contributions to plasma antennas have mainly been made by a few groups in the United States and Australia. The Naval Research Laboratory in the United States under Manheimer et al. [1], [2] developed the reflector plasma antenna called the Agile Mirror which could be oriented electronically and had the capability of providing electronic steering of a microwave beam in a radar or electronic warfare system.

Moisan et al. [3], have proposed that a plasma column could be driven directly from one end by excitation of an RF plasma surface wave. His paper was the foundation of research on plasma antennas in Australia under Borg et al. [4], [5] and they used surface waves to excite the plasma column. Borg et al. used one electrode to simplify the antenna design. The need for two electrodes is eliminated and the plasma column projects from the feed point. The frequency range studied was between 30 MHz to 300 MHz.

In the United States, Anderson and Alexeff [6]–[8] did theoretical work, experimented, and built prototypes of plasma antennas, plasma waveguides, and plasma frequency selective surfaces (FSS). Their research and development focused on theory and experiments to show advantages of plasma antennas, reducing the power required to ionize a plasma tube with higher plasma densities and frequencies, and the development of the smart plasma antenna (see Sec. 10.3). They have built and tested plasma antennas from 30 MHz to 20 GHz. They also have reduced the power required to maintain ionization in a plasma tube to an average power of 5 Watts or less at 20 GHz. This is much less than the power required to turn on a fluorescent lamp. It is anticipated that power requirements will continue to decrease. In 2003, Jenn [9] wrote an excellent survey of plasma antennas, but much progress has been made since then.
10.2 Fundamental Plasma Antenna Theory

In the case of plasma antennas, plasma fluid models [10], [11], [12] can be used to calculate plasma antenna characteristics. For example, we proceed with the derivation of net radiated power from a center-fed dipole plasma antenna with triangular current to obtain an analytical solution. For simplicity, the equations are linearized and one dimension is considered with the plasma antenna dipole antenna oriented along the z-axis.

The momentum equation for electron motion in the plasma [10] is:

\[ m \left( \frac{dv}{dt} + v \nu \right) = -e(E\omega - \nabla \phi) \]  \hspace{1cm} (10-1)

where \( m \) is the mass of the electron, \( v \) is the electron velocity in the fluid model, \( \nu \) is the collision rate, \( e \) is the charge on the electron, \( E \) is the electric field, \( \omega \) is the applied frequency in radians per second, and \( \phi \) is the electric potential.

The continuity equation for electrons in the plasma is

\[ \frac{\partial n}{\partial t} + n_0 \frac{\partial v}{\partial z} = 0 \]  \hspace{1cm} (10-2)

where \( n \) is the perturbed electron density and \( n_0 \) is the background plasma density.

Combining the momentum equation with the continuity equation yields

\[ n j \frac{E}{\epsilon_0} = -\frac{\partial}{\partial z} \left[ \frac{\partial^2 \phi}{\partial^2 z^2} \right] \]  \hspace{1cm} (10-3)

Gauss’s Law is given as

\[ \frac{\partial^2 \phi}{\partial^2 z^2} = \frac{en_0}{\epsilon} \]  \hspace{1cm} (10-4)

The dielectric constant for the plasma is defined as

\[ \epsilon = 1 - \frac{\omega_p^2}{\omega(\omega + j\nu)} \]  \hspace{1cm} (10-5)

where

\[ \omega_p = \sqrt{\frac{ne^2}{\epsilon \gamma m}} \]  \hspace{1cm} (10-6)

is the plasma frequency.

Assuming the plasma antenna is a center-fed dipole antenna with a triangular current distribution as given in Balanis [13] and substituting (10-4), (10-5), and (10-6) into (10-3), and integrating over the center-fed dipole antenna, we obtain for the dipole moment of the plasma antenna:

\[ p = \frac{a e^2 n_0 E_0 d}{2m \left[ \omega(\omega + j\nu) - \omega_p^2 \right]} \]  \hspace{1cm} (10-7)

where \( a \) is the cross-sectional area of the plasma antenna and \( d \) is the length of the plasma antenna.
The total radiated power is then given by

\[ P_{\text{rad}} = \frac{k^2 \omega^2}{12 \pi^2 \epsilon_0 c^2} |p|^2 \]  

(10-8)

where \( k \) is the wavenumber.

Substituting equation (10-7) into equation (10-8) yields

\[ P_{\text{rad}} = \left( \frac{\varepsilon_0 \omega^2}{48 \pi c} \right) (kd)^2 \left\{ \frac{(\omega \epsilon_0)^2}{(\omega^2 - \omega_f^2)^2 + \nu^2 \omega^2} \right\} \]  

(10-9)

In this last expression we see that the net radiated power for a plasma antenna is a function of the plasma frequency and collision rates.

### 10.3 Plasma Antenna Windowing (Foundation of the Smart Plasma Antenna Design)

Plasma antenna windowing is a term coined to describe an RF signal being transmitted through plasma tubes, which are off or low enough in plasma density that RF signals pass through. Various designs of plasma windows appear in patents by T. Anderson [14]–[19]. Papers and conference presentations on plasma windowing have been made by T. Anderson et al. [20], [21]. A detailed numerical analysis of the performance of a reconfigurable antenna comprised of a linear omnidirectional antenna surrounded by a cylindrical shell of conducting plasma is presented. The plasma shield consists of a series of tubes containing a gas that upon electrification, forms a plasma (in practice, fluorescent lightbulbs are used). The plasma is highly conducting and acts as a reflector for radiation for frequencies below the plasma frequency. Thus, when all of the tubes surrounding the antenna are electrified, the radiation is trapped inside.

By leaving one or more of the tubes in a nonelectrified state, apertures are formed in the plasma shield, which allow radiation to escape. This is the essence of the plasma window-based reconfigurable antenna. The apertures can be closed or opened rapidly (on microsecond time scales) simply by applying voltages.

#### 10.3.1 Theoretical Analysis with Numerical Results

The goal of the theoretical analysis is the prediction of the far-field radiation pattern of the plasma window antenna (PWA) for a given configuration. In order to simplify the analysis, we make the approximation that the length of the antenna and surrounding plasma tubes is irrelevant to the analysis, physically assuming that the tubes are sufficiently long enough that end effects can be ignored. In so doing, the problem becomes two-dimensional and as such allows for an exact solution. The problem is therefore posed as follows:

1. Assume a wire (the antenna) is located at the origin and carries a sinusoidal current of some specified frequency and amplitude.
2. Next assume that the wire is surrounded by a collection of cylindrical conductors each of the same radius and distance from the origin.
3. Solve for the field distribution everywhere in space and thus obtain the radiation pattern.
10.3.2 Geometric Construction

One particular configuration for the PWA is illustrated in Fig 10-1 for the case of seven cylinders. Adopt the following simple geometric construction for creating the plasma shield. For a complete shield, assume \( N \) cylinders are placed with their centers lying along a common circle chosen to have the source antenna as its center. Choose some distance from the origin \( d \) and divide the circle of radius \( d \) into equal segments subtending the angles

\[
\psi_l = 2\pi l / N, \quad (10-10)
\]

where the integer \( l \) takes on the values \( l = 0, 1, \ldots (N-1) \). The apertures are formed by simply excluding various cylinders from consideration.

Until this point we have considered only touching cylinders; however, there is no need to restrict our attention only to touching cylinders. In the following analysis, it is convenient to specify the cylinder radius through the use of a dimensionless parameter \( t \), which takes on values between zero and unity (i.e., \( 0 \leq t \leq 1 \)), where \( t = 0 \) corresponds to a cylinder of zero radius (i.e., a wire) and \( t = 1 \) corresponds to the case of touching cylinders. More explicitly, the radius of a given cylinder (all cylinder radii assumed to be equal) is given in terms of the parameter \( t \), the distance of the cylinder to the origin \( d \), and the number of cylinders needed for the complete shield \( N \), by the expression

\[
a = d t \sin(\pi / N). \quad (10-11)
\]

Now define a number of geometric parameters that are needed in the analysis that follows. The coordinates specifying the center of a given cylinder are given in circular polar coordinates by \((d, \psi_l)\), and in Cartesian coordinates by

\[
d_x = d \cos(2\pi l / N) \quad (10-12)
\]

and

\[
d_y = d \sin(2\pi l / N). \quad (10-13)
\]

Define the displacement vector pointing from cylinder \( l \) to cylinder \( q \) by the equation

\[
a_{ql} = \vec{a}_q - \vec{a}_l. \quad (10-14)
\]

The magnitude of this vector is given by

\[
|a_{ql}| = \sqrt{2} \sqrt{1 - \cos(\psi_q - \psi_l)}. \quad (10-15)
\]

The angle \( \psi_{ql} \) is subtended by vectors \( \vec{a}_q \) and \( \vec{a}_l \). In other words, if we consider the triangle consisting of the three sides \(|\vec{a}_q|\), \(|\vec{a}_l|\), and \(|a_{ql}|\), the angle \( \psi_{ql} \) is the angle opposite to the side \(|a_{ql}|\). This angle is easily obtained by the following two relations:

\[
d_q \cos(\psi_{ql}) = d_l \cos(\psi_l) - d \cos(\psi_l) \quad (10-16)
\]

and

\[
d_q \sin(\psi_{ql}) = d_l \sin(\psi_l) - d \sin(\psi_l). \quad (10-17)
\]

Lastly, define the coordinates of the observation point relative to the source as well as with respect to coordinate systems centered on the conducting cylinders. The coordinates of the observation point \( \hat{p} \) with respect to the source are denoted by \((\rho, \phi)\).
To specify the observation point with respect to cylinder \( q \), and define the displacement vector as

\[
\vec{p}_q = \vec{p} - \vec{d}_q. \tag{10-18}
\]

The coordinates of the observation point in the system centered on cylinder \( q \) are thus \((\rho_q, \phi_q)\), which are determined in the same way that the coordinates \( d_{ij} \) and \( \psi_{ij} \) were obtained above.

To complete the specification of the geometric problem, specify the coordinates of the source with respect to each of the coordinate systems centered on the cylinders. Obviously, the distance coordinate, \( d_{ls} \), of the source with respect to the coordinate system centered on cylinder \( l \) is given by \( d_{ij} = d \). The angular coordinate, \( \psi_{ls} \), is easily seen to be given by

\[
\psi_{ls} = \psi_l + \pi. \tag{10-19}
\]

### 10.3.3 Electromagnetic Boundary Value Problem

The solution to the boundary value problem is obtained by assuming the cylinders to be perfect conductors, which forces the electric fields to have zero tangential components on the surfaces of the cylinders. Enforcing this condition on each of the cylinders leads to \( N \) linear equations for the scattering coefficients. The consequence is an \( N \times N \) linear algebraic problem, which is then solved by matrix inversion.

The field produced by a wire aligned with the \( z \)-axis, which carries a current \( I \) is

\[
\vec{E}_{ax}(\rho) = -\frac{I \pi k^2}{c} H_0^{(2)}(k \rho) \tag{10-20}
\]

where \( k \) is the wave vector defined by \( k = \omega/c \), \( c \) is the speed of light, and the angular frequency \( \omega \) is given in terms of the \( f \) by \( \omega = 2\pi f \). The Hankle function of the first kind, of order \( n \) (in this case \( n = 0 \)) is defined by

\[
H_n^{(1)}(x) = J_n(x) + iY_n(x), \tag{10-21}
\]

where \( J_n(x) \) and \( Y_n(x) \) are the Bessel functions of the first and second kind, respectively. This assumes that all quantities have the sinusoidal time dependence given by the complex exponential with negative imaginary unit \( \exp(-i\omega t) \).

### 10.3.4 Partial Wave Expansion (Addition Theorem for Hankel Functions)

The key to solving the present problem hinges on the fact that waves emanating from a given point (i.e., from the source or scattered from one of the cylinders) can be expressed as an infinite series of partial waves:

\[
E(\rho, \phi) = \sum_{m=-\infty}^{\infty} A_m H_m(k \rho) \exp(-im\phi) \tag{10-22}
\]

where, the superscript on the Hankel function is dropped because any given term in the series can be expanded in a similar series in any other coordinate system by using the addition theorem for Hankel functions. The addition theorem for Hankel functions is written

\[
\exp(i\psi)H_m(kR) = \sum_{n=-\infty}^{\infty} I_n(kR)H_{m+n}(kr)\exp(i\phi) \tag{10-23}
\]
where the three lengths $r', r$, and $R$, are three sides of a triangle such that

\[ R = \sqrt{r'^2 + r^2 - 2rr' \cos(\phi)}, \tag{10-24} \]

with $r' < r$, and $\phi$ is the angle opposite to the side $r'$. Another way to express this is as follows:

\[ \exp(2i\psi) = \frac{r - r' \exp(-i\phi)}{r - r' \exp(i\phi)}. \tag{10-25} \]

### 10.3.5 Setting Up the Matrix Problem

A system of $N$ linear equations for the scattering coefficients is obtained by expanding the total field in the coordinate system of each cylinder in turn and imposing the boundary condition that the tangential component of the field must vanish on the surface of each cylinder.

The total field is written as the sum of the incident field $\mathbf{E}_{\text{inc}}$ plus the scattered field,

\[ \mathbf{E}_{\text{scat}} = \sum_{q=-M}^{M} \sum_{n=-M}^{M} A_n^q \mathbf{H}_n(k\rho_q) \exp(in\phi_q), \tag{10-26} \]

where we have truncated the sum over the angular variable and retained terms in the range $-M \leq n \leq M$.

Next, isolate a particular cylinder, say cylinder $l$, and express all fields in the coordinate system centered on cylinder $l$. Upon setting the total field equal to zero and rearranging, we obtain

\[ A^l_i = \sum_{q=-M}^{M} \sum_{n=-M}^{M} \left( -\exp[-i(m-n)\psi_{lq}] \frac{J_n(ka)}{H_n(ka)} H_{m-n}(kd_{lq}) \right) A^q_n \]

\[ + \left( \frac{\pi ol}{c} \right) \exp(-im\psi_{lq}) \frac{J_m(ka)}{H_m(ka)} H_n(kd_{lq}). \tag{10-27} \]

This can be written compactly in matrix notation as

\[ A_\alpha = \sum_\beta D_{\alpha\beta} A_\beta + K_\alpha \tag{10-28} \]

by adopting the composite index $\alpha = (l,m)$, and $\beta = (q,m)$. By writing this symbolically as $A = DA + K$ and collecting terms, we obtain $(I-D)A = K$, where $I$ is the unit matrix.

This equation is solved for the scattering coefficients with matrix inversion to yield

\[ A = (I-D)^{-1} K. \tag{10-29} \]

### 10.3.5.1 Exact Solution for the Scattered Fields

The solution derived in the previous section is formally exact. In practice, one chooses a specific range for the angular sums: $-M \leq n \leq M$, which leads to a $N(2M + 1)$ dimensional matrix problem, the solution of which gives $2M + 1$ scattering coefficients $A^l_i$. 
The quality of the solution is judged by successively increasing the value of $M$ until convergence is reached.

Finally, it is convenient to use the addition theorem to express all of the scattered fields in terms of the coordinate system centered on the source. Thus,

$$
\sum_{q=0}^{N-1} \sum_{p=-M}^{M} A_q^r H_n(kp_q) \exp(i\phi_q) = \sum_{p=-M}^{M} B_p H_p(kp) \exp(ip\phi),
$$

(10-30)

obtaining the new coefficients as

$$
B_p = \sum_{q=0}^{N-1} \sum_{p=-M}^{M} A_q^r J_{p+q}(kp_p) \exp[-i(p - n)\psi_q].
$$

(10-31)

### 10.3.6 Far-Field Radiation Pattern

Now, for convenience choose the amplitude of the source current so as to obtain unit flux in the absence of the cylinders. In other words, choose the source field to be given by

$$
\vec{E}_{inc} = -\frac{2\pi k}{c} H_0(k\rho).
$$

(10-32)

Verifying that this gives unit flux. The far-field limit of the Hankel function is

$$
H_n(kp) = \frac{2}{\pi kp} \exp[i(kp - (2m + 1))\pi/4],
$$

(10-33)

and the magnetic field is obtained from the electric field as

$$
\vec{B}_{inc} = -\frac{i\gamma}{\omega} \nabla \times \vec{E}_{inc}.
$$

(10-34)

The radiation intensity is obtained from this field by computing the Poynting vector:

$$
\vec{P} = \frac{c}{8\pi} \Re[\vec{E} \times \vec{B}^*].
$$

(10-35)

By integrating this over a cylindrical surface of unit height, at a distance $\rho$, the unit flux is obtained.

Now, by extracting a factor of $\sqrt{2\pi k/c}$, the total electric field can be expressed as

$$
\vec{E} = -\frac{2\pi k}{c} \left( H_0(k\rho) - \sum_{n=-M}^{M} B_n H_n(kp) \exp(in\phi) \right).
$$

(10-36)

Using this in the expressions above gives the Poynting vector. The far-field radiation pattern is obtained by plotting the radial component of the Poynting vector at a given distance (in the far field) as a function of angle.

Plots of radiated power and radiation patterns of the antenna configuration of Fig. 10-1 are given in Figs. 10-2 and 10-3.

The next geometry of the PWA is given in Fig. 10-4 with 15 touching cylinders and one removed is given in Fig. 10-4. The radiated power and radiation pattern of the PWA given in Fig. 10-4 is given in Figs. 10-5 and 10-6. Figure 10-7 shows the half beamwidth vs wavelength for the PWA configurations of Fig. 10-1 and Fig. 10-3.
Figure 10-1. Plasma window antenna consisting of seven touching cylinders. The cylinders are arranged with their centers lying on a common circle of a given radius, and their radii are chosen so that they are touching. By adding one more cylinder, a complete plasma shield is formed. The source and an arbitrary observation point are also illustrated.

Figure 10-2. Plot of the radiated flux in the far field. This quantity is obtained by integrating the Poynting vector over a cylindrical surface of unit height in the far field. Physically, this quantity should not exceed unity. Situations in which values greater than unity are obtained indicate the presence of eigenvalues, which lead to singular matrices.
Figure 10-3  
Far-field radiation patterns for various solutions illustrated in Fig. 10-2

Geometry of 15 touching cylinders (one removed) with source and observation point

Figure 10-4  
Plasma window consisting of 15 touching cylinders
Figure 10-5 Plot of the far-field flux radiated from the 15-cylinder plasma window antenna. As in Fig. 10-2, this plot includes all solutions including nonphysical solutions for which the flux exceeds unity.

Figure 10-6 Far-field radiation patterns for the 15-cylinder plasma antenna for several of the solutions illustrated in Fig. 10-5
10.4 Smart Plasma Antenna Prototype

Development of the smart plasma antenna with reconfigurable radomes are given in papers by T. Anderson et al. [22], [23]. A smart plasma antenna has been developed.

The smart plasma antenna currently weighs about 15 pounds. It can steer the antenna beam $360^\circ$ in milliseconds. The future prototypes could steer in microseconds using Fabry-Perot-Etalon effects. It is an intelligent, high performance steerable antenna with compact size, light weight, and it is stealth and jam resistant.

Figure 10-8 is a photograph of the smart plasma antenna commercial prototype.

10.5 Plasma Frequency Selective Surfaces

10.5.1 Introduction

Plasma FSS [8] use plasma as a substitute for metal in a FSS. FSSs have been used for filtering electromagnetic waves. Each FSS layer has to be modeled using numerical methods, and the layers are stacked in such a way as to create the desired filtering.

Genetic algorithms are used to determine the stacking needed for the desired filtering;
this is a complicated and numerically expensive process. A method is developed to replace metal in a FSS with plasma elements. The plasma FSSs can be tuned to a desired filtering by varying the density in the plasma elements, which can save much of the routine analysis involved in the standard analysis of conventional FSS structures. The user simply tunes the plasma to get the filtering desired. Plasma elements offer the possibility of improved shielding along with reconfigurability and stealth. Plasma FSS can be made transparent by turning the plasma off. These characteristics all extend many of the previous scientific achievements in the development of the plasma antenna.

As the density of the plasma is increased, the plasma skin depth becomes smaller and smaller until the elements behave as metallic elements and we create filtering similar to FSS with metallic elements. Until the development of the metallic mode for the plasma, our theory and experiments showed that the plasma FSS had a continuous change in filtering. A basic mathematical model for a plasma FSS was developed by modeling the plasma elements as half-wavelength and full-wavelength dipole elements in a periodic array on a dielectric substrate. The theoretical model with numerical predictions predicted results in good agreement with our experiments on the plasma FSS. Theoretically Floquet’s Theorem is used to connect the elements. The transmission and reflection characteristics of the plasma FSS as a function of plasma
density is developed. Frequencies from around 900 MHz to 12 GHz are utilized with a plasma density around 2 GHz. The plasma tubes are used to continuously vary the plasma density and can be observed the tunability of the reflection and transmission of electromagnetic waves. As the plasma density decays, the amount of transmitted electromagnetic energy increases as expected. However, at electromagnetic signals, at frequencies well above the plasma frequency, the plasma FSS was transparent. The polarization of the transmitting antenna was rotated by 90° and produced a similar but reduced effect.

Next, an array of plasma FSSs was modeled. Similarly, we made the plasma FSS in the laboratory. Our theory and experiment were in close agreement. The plasma FSS is unique and new to the field of electromagnetic filtering. The potential payoff for this technology is high and the risk is moderate. It is moderate since we have developed plasma antennas with transmitters, but the plasma FSS is in some ways easier to develop since it does not require transmitters.

The plasma FSS can shield antennas, military electronics, and radar systems in a tunable way. If no shielding is needed, turning the plasmas off causes the shield to be invisible. Plasma FSS allows users to filter out any undesirable radiation, but at the same time enables operations outside that band. The potential for technology transfer is significant since the plasma FSS can be tuned to filter out unwanted radiation from commercial products or tuned to filter electromagnetic emissions to meet FCC EMC requirements.

10.5.2 Theoretical Calculations and Numerical Results

An FSS dipole array consists of a periodic array of vertically aligned scattering elements. In traditional FSS structures, the scattering elements would be made of some material possessing good electrical conductivity (and thus high reflectivity).

For a plasma FSS structure, we imagine a scattering element to consist of gaseous plasma contained in a tube. The purpose of the present investigation is to determine the electromagnetic scattering properties of the array as a function of the reflectivity of the plasma elements.

10.5.2.1 Method of Calculation

The response (reflection and transmission) of the plasma FSS is calculated in two stages: (1) the response for a perfectly conducting structure is given, (2) and reflectivity is then scale by a function that depends on the incident frequency and the plasma frequency so as to account for the scattering properties of the plasma. Details of these two steps will now be presented.

10.5.2.1.1 Periodic Moment Method

In the first stage of calculation, we use the Periodic Moment Method as described in the book by Munk [25]. The elements are approximated as thin flat wires. The scattered electric field produced by an incident plane wave of a single frequency is given by

$$\bar{E}(\bar{r}) = -I_i \frac{Z}{2\pi D} \sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{e^{-j\beta r}}{r} \left[ (\hat{\mathbf{n}}_z) \langle \Lambda \rangle P + (\hat{\mathbf{n}}_z) \langle \Lambda \rangle P \right].$$

The quantities in this equation are defined as follows. The quantity $I_i$ is the current induced in a single element by the incident plane wave (see Munk [25]), $Z$ is the impedance.
of the medium which we take to be free space \((Z = 377 \ \Omega)\), \(\mathbf{r}\) is the position vector of the observation point, and the scattering vector is defined by

\[
\mathbf{r}_s = \hat{x} r_x \pm \hat{y} r_y + \hat{z} r_z,
\]

with

\[
r_x = s_x + k \frac{\lambda}{D_x}, \quad r_z = s_z + n \frac{\lambda}{D_z}
\]

and

\[
r_y = \sqrt{1 - \left( s_x + k \frac{\lambda}{D_x} \right)^2 - \left( s_z + n \frac{\lambda}{D_z} \right)^2}.
\]

In these equations, \(S_x\) and \(S_z\) are the components of the unit vector specifying direction of the incident plane wave. The array is assumed to lie in the \(xz\)-plane with repeat distances \(D_x\) and \(D_z\), and the directions \(\pm \hat{y}\) indicate the forward and back scattering directions, respectively. Note that for sufficiently high values of the integers, \(n\) and \(k\), the scattering vector component \(r_y\) becomes imaginary corresponding to evanescent modes.

The remaining quantities (in the square brackets of the expression for the scattered field) are related to the way in which the incident electric field generates a voltage in an array element as is described in detail in Munk [25]. The voltage induced in a scattering element by the incident field is given by

\[
V(\mathbf{r}) = \mathbf{E}(\mathbf{r}) \cdot \hat{p} \mathbf{P}
\]

where \(\mathbf{E}(\mathbf{r})\) is the electric field vector of the incident plane wave, \(\hat{p}\) is a unit vector describing the orientation of the scattering element, and \(\mathbf{P}\) is the pattern function for the scattering element. This is defined by

\[
P = \frac{1}{\mathcal{I}(\mathbf{R})} \int \mathcal{I}(l) e^{-i\beta \hat{s} \cdot \hat{r}} dl
\]

where \(\mathcal{I}(l)\) is the current distribution on the element located at \(\mathbf{R}\), \(\mathcal{I}(\mathbf{R})\) is the current at the terminals of the scattering element (e.g., at the center of a dipole antenna), \(\hat{s}\) is the unit vector denoting the plane wave incident direction, and \(\beta = 2\pi/\lambda\) is the wave number. The unit vectors \(\hat{n}\) and \(\hat{\mu}\), which describe the electric field polarization, are defined by

\[
\hat{n} = \frac{-\hat{x} r_x + \hat{z} r_z}{\sqrt{r_x^2 + r_z^2}}
\]

and

\[
\hat{\mu} = \hat{n} \times \hat{r} = \frac{1}{\sqrt{r_x^2 + r_z^2}} \left[ -\hat{x} r_y + \hat{y} (r_x^2 + r_z^2) - \hat{z} r_x \right].
\]

The quantities \(\hat{P}\) and \(\hat{\mu} \mathbf{P}\) are given by multiplying the pattern function by the appropriate direction cosine: \(\hat{P} = \hat{p} \cdot \hat{n} \mathbf{P}\), and \(\hat{\mu} \mathbf{P} = \hat{\mu} \cdot \hat{\mu} \mathbf{P}\). The effective terminal
current $I_a$, which enters the equation for the scattered electric field, is obtained from the induced voltage and the impedance as

$$I_a = \frac{V}{Z_a + Z_L} \quad (10-45)$$

where $Z_L$ is the self-impedance of the scattering element, and $Z_A$ is the impedance of the array.

As in all moment methods, some approximation must be made regarding the detailed current distribution on the scattering elements. In order to calculate the pattern function, we assume the current distribution to be a superposition of current modes. The lowest order mode is taken to be a sinusoidal distribution of the form

$$I_z(z) = \cos(\pi z/l) \quad (10-46)$$

assuming the scattering element to be a conductor of length $l$ centered at the origin. Thus the lowest order mode corresponds to an oscillating current distribution of wavelength $\lambda = 2l$. This lowest order mode gives rise to a radiation pattern equivalent to a dipole antenna with a current source at the center of the dipole. In effect, this mode divides the scattering elements into two segments. The next two higher order modes are constructed by dividing each half of the scattering element into two more segments. These modes are written as

$$I_{1,2}(z) = \cos(2\pi(z \pm l/4)/l) \quad (10-47)$$

Physically these modes correspond to current distributions of wavelength $\lambda = l$ centered at $\pm l/4$. The solution of the problem is then obtained by solving a matrix problem to determine the coefficients of the various modes in the expansion of the currents. For the frequencies considered in this study only the lowest order mode was required, making the calculations extremely fast.

### 10.5.3 Scattering from a Partially-Conducting Cylinder

In order to calculate the reflection from an array of plasma elements we make the physically reasonable assumption that (to first order) the induced current distribution in a partially-conducting plasma differs from that of a perfectly-conducting scattering element only to the extent that the amplitude is different. In the limit of high conductivity the current distribution is the same as for a perfect conductor, and in the limit of zero conductivity the current amplitude is zero.

The scattered electric field is directly proportional to the induced current on the scattering element. In turn, the reflectivity is thus directly proportional to the square of the induced current in the scattering element. Thus, to find the reflectivity of the plasma array, we determine the functional dependence of the induced squared current vs. the electromagnetic properties of the plasma and scale the reflectivity obtained for the perfectly conducting case accordingly.

In order to obtain the scaling function for the squared current, consider the following model problem. The problem of scattering is solved from an infinitely extended dielectric cylinder possessing the same dielectric properties as a partially-ionized, collisionless plasma. Assume that the dielectric function for the plasma takes the following form

$$\epsilon(\omega) = 1 - \frac{\nu_e^2}{\nu_f^2} \quad (10-48)$$
where \( \nu \) is the frequency of the incident electromagnetic wave, and \( \nu_p \) is the plasma frequency defined by

\[
\nu_p = \frac{1}{2\pi} \sqrt{\frac{4\pi n e^2}{m}}
\]

(10-49)

where \( n \) is the density of ionized electrons, and \( e \) and \( m \), are the electron charge and mass, respectively. A good conductor is characterized by the limit of large plasma frequency in comparison to the incident frequency. At in the limit, in which the plasma frequency vanishes, the plasma elements become completely transparent.

Now, turn to the solution of the problem of scattering from a partially-conducting cylinder. The conductivity, and thus the scattering properties of the cylinder are specified by the single parameter \( \nu_p \). Solve the wave equation for the electric field

\[
\nabla^2 E = \frac{1}{c^2} \frac{\partial^2 D}{\partial t^2},
\]

(10-50)

subject to the boundary conditions that the tangential electric and magnetic fields must be continuous at the cylinder boundary. Consider the scattering resulting from the interaction of the cylinder with an incident plane wave of a single frequency. Therefore, assuming all fields to have the harmonic time dependence

\[
e^{-i\omega t}
\]

(10-51)

where \( \omega = 2\pi \nu \) is the angular frequency. We are adopting the physics convention for the time dependence. Individuals more familiar with the electrical engineering convention can easily convert all subsequent equations to that convention by making the substitution \( i \rightarrow -j \).

Next, we assume the standard approximation relating the displacement field to the electric field via the dielectric function:

\[
D(\omega) = \epsilon(\omega)E(\omega).
\]

(10-52)

By imposing cylindrical symmetry, the wave equation takes the form of Bessel’s equation

\[
\frac{\partial^2 E}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial E}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 E}{\partial \phi^2} + \epsilon k^2 E = 0
\]

(10-53)

where \( k = \omega \epsilon / c \) and \((\rho, \phi)\) are cylindrical polar coordinates. The general solution of this equation consists of linear combinations of products of Bessel functions with complex exponentials. The total field outside the cylinder consists of the incident plane wave plus a scattered field of the form

\[
E_{\text{out}} = e^{i\omega \rho \cos \phi} + \sum_{m=-\infty}^{\infty} A_m H_m(k \rho) e^{im\phi}
\]

(10-54)

where \( A_m \) is a coefficient to be determined, and \( H_m(k \rho) = J_m(k \rho) + i Y_m(k \rho) \) is the Hankel function that corresponds to outgoing cylindrical scattered waves. The field inside the cylinder contains only Bessel functions of the first kind since it is required to be finite at the origin:

\[
E_{\text{in}} = \sum_{m=-\infty}^{\infty} B_m J_m(k \rho) e^{im\phi}.
\]

(10-55)
To facilitate the determination of the expansion coefficients $A_m$ and $B_m$, the incident plane wave is an expansion in Bessel functions:

$$e^{ikr \cos \phi} = \sum_{m=-\infty}^{\infty} i^n J_n(k \rho).$$  

(10-56)

To enforce continuity of the electric field at the boundary of the cylinder

$$E_{in} \rho = a, \varphi = E_{out} (\rho = a, \varphi)$$  

(10-57)

where the cylinder is assumed to have radius $a$. The next boundary condition is obtained by imposing continuity of the magnetic field. From one of Maxwell’s equations (Faraday’s law) we obtain

$$\mathbf{E} = -i(1/k) \nabla \times \mathbf{H}.$$  

(10-58)

The electric field is assumed aligned with the cylinder axis (TM polarization). This is the only case of interest since the scattering of the TE wave is minimal. Therefore, the tangential component of the magnetic field is

$$H_\phi = -i(1/k) \left[ -\frac{\partial E_\rho}{\partial \rho} \right].$$  

(10-59)

By imposing the continuity of this field along with the continuity of the electric field, the following set of equations that determine the expansion coefficients is obtained:

$$i^n J_n(ka) + A_m H_n(ka) = B_m (ka \sqrt{\varepsilon})$$  

(10-60)

and

$$i^n J'_n(ka) + A_m H'_n(ka) = B_m J'_n(ka \sqrt{\varepsilon}).$$  

(10-61)

where the primes on the Bessel and Hankel functions imply differentiation with respect to the argument.

These equations are easily solved for the expansion coefficients as follows:

$$A_m = \frac{-i^n (\sqrt{\varepsilon} J_n(ka) J'_n(ka \sqrt{\varepsilon}) - J'_n(ka) J_n(ka \sqrt{\varepsilon}))}{(\sqrt{\varepsilon} H_n(ka) J'_n(ka \sqrt{\varepsilon}) - H'_n(ka) J_n(ka \sqrt{\varepsilon}))}$$  

(10-62)

and

$$B_m = \frac{i^n (J_n(ka) H_n'(ka) - J'_n(ka) H_n(ka))}{H_n'(ka) J_n(ka \sqrt{\varepsilon}) - \sqrt{\varepsilon} H_n(ka) J'_n(ka \sqrt{\varepsilon})}.$$  

(10-63)

Inspection of these coefficients shows that in the limit $\varepsilon \to 1$, (i.e., zero plasma frequency) we obtain $A_m \to 0$, and $B_m \to i^n$. Thus, in this limit, the scattered field vanishes and the field inside the cylinder simply becomes the incident field as expected.

The opposite limit of a perfectly conducting cylinder is also established fairly easily but requires somewhat more care. Consider first the field inside the cylinder, which must vanish in the perfectly conducting limit. A typical term in the expansion of the electric field inside the cylinder is of the form

$$B_m J_m(k \rho \sqrt{\varepsilon}).$$  

(10-64)
The perfect conductivity limit corresponds to taking the limit \( n_p \to \infty \) at fixed \( n \). In this limit \( \varepsilon \to -\nu^2/\nu^2 \), and thus \( \sqrt{\varepsilon} \to i \nu/\nu \). For large imaginary argument, the Bessel functions diverge exponentially. Therefore

\[
B_n I_n(kp\sqrt{\varepsilon}) \to O\left(\frac{\nu}{\nu_p}\right) \to 0.
\] (10-65)

Lastly, we must establish that the tangential electric field just outside the cylinder vanishes in the perfect conductivity limit as expected. Using the fact that the Bessel functions diverge exponentially for large imaginary argument gives the following limit for the scattered wave expansion coefficient:

\[
A_m \to -i^n J_n(ka) \frac{H_n'(ka)}{H_n(ka)}
\] (10-66)

Thus, a typical term in the expansion for the scattered wave, evaluated just outside the cylinder, has the following limit:

\[
A_m H_n(ka) \to -i^n J_n(ka)
\] (10-67)

which exactly cancels the corresponding term in the expansion of the incident plane wave.

The scaling function defined below is used for the analysis of the scattering from a partially conducting cylinder to obtain a reasonable approximation to the scattering from a partially-conducting plasma FSS array based on the computed results for a perfectly-conducting array.

Proceed based on the following observations/assumptions.

1. The reflectivity of the plasma FSS array is determined entirely in terms of the scattered field in contrast to the transmitted field, which depends on both the incident and scattered fields.
2. The shape of the current modes on the partially conducting (plasma) FSS array is the same as for the perfectly-conducting array.
3. The only difference between the partially-conducting and perfectly-conducting arrays is the amplitude of the current modes.

It is now possible to conclude that the reflectivity of the plasma FSS can be determined from that of the perfectly-conducting array by scaling the reflectivity of the perfectly-conducting array by some appropriately chosen scaling function. This conclusion follows from the fact that the reflectivity is directly proportional to the squared amplitude of the current distribution on the scattering elements.

The scaling function (shown in Fig. 10-9) is made with the following approximation. Assume that the amplitude of the current on a finite scattering segment in an FSS array scales with the plasma frequency in the same way as that for the isolated, infinitely-long cylinder.

The scaling function is defined as

\[
S(\nu, \nu_p) = 1.0 - |F_{out}|^2
\] (10-68)
where $E_{\text{out}}$ is the total tangential electric field evaluated just outside of the cylinder. Clearly, from the results of the previous section, the scaling function takes on the values

$$0.0 \leq S(v, v_p) \leq 1.0$$

(10-69)

for fixed incident frequency $v$, as the plasma frequency takes on the values

$$0.0 \leq v_p \leq \infty.$$

(10-70)

This function is plotted vs. $v_p$ for several values of the incident frequency.

### 10.5.3.1 Results

Two cases are presented: (1) an array designed to have a well-defined reflection resonance near 1 GHz (a bandstop filter), and (2) an array designed to operate as a good reflector for similar frequencies.

#### 10.5.3.1.1 Switchable bandstop filter

Each scattering element is assumed to be 15 cm in length, 1 cm in diameter. The vertical separation is taken to be 18 cm, while the lateral separation is taken to be 10 cm. The results for the perfectly-conducting case along with those for several values of the plasma frequency are presented in Fig. 10-10. A well-defined reflectivity resonance exists at 1 GHz. This result indicates that appreciable reflection occurs only for plasma frequencies above 2.5 GHz. The results of Fig. 10-10 illustrate the essence of the plasma FSS: a highly reflective bandstop filter can be achieved, which can be switched on and off simply by controlling the properties of the plasma.
10.5.3.1.2 Switchable Reflector

Next, consider a structure designed to be a switchable reflector. By placing the scattering elements close together we obtain a structure that acts as a good reflector for sufficiently high frequencies. The length, diameter, vertical and lateral spacing are 10 cm, 1 cm, 11 cm, and 2 cm, respectively.

The calculated reflectivity for the perfectly-conducting case as well as for several values of the plasma frequency is presented in Fig. 10-11. For frequencies between 1.8, and 2.2 GHz the structure operates as a switchable reflector. In other words, by changing the plasma frequency from low to high values, the reflector goes from perfectly transmitting to highly reflecting.

In this case, the scattering elements are chosen to be 10 cm in length, 1 cm diameter. The vertical spacing is 11 cm, and the horizontal spacing is 2 cm.

The superposition of the experimental and theoretical work is given in Fig. 10-12 and shows good agreement. Differences occur primary because the theoretical plot was an infinite array and the experimental plot was finite. The peak resonance in the theoretical and experimental plots was very close, and the sub-peaks in the experimental plot are due to the finite size of the array.

Figure 10-10 Calculated reflectivity of a dipole plasma FSS array for several values of the plasma frequency. The results for the perfectly-conducting case were obtained using the Periodic Moment Method. Results for the partially-conducting plasma FSS were obtained by scaling the perfectly-conducting results using the scaling function of Fig. 10-9.
Figure 10-11  Reflectivity for switchable plasma reflector. For frequencies between 1.8 and 2.2 GHz the structure operates as a good reflector for sufficiently high values of the plasma frequency.

Figure 10-12  Theoretical and experimental plots superimposed
10.6 Experimental Work

Borg et al. [4], [5] did experiments that demonstrate that surface waves can form plasma columns over the frequency range from 30 MHz to 300 MHz. They showed that their behavior on a cylindrical plasma column is similar to that of the electromagnetic guided wave along a metal cylinder.

In the United States Anderson and Alexeff [6]–[8], [14] did experiments on plasma reflector antennas, plasma transmitting and receiving antennas, plasma waveguides, high-powered plasma antennas, plasma FSSs, and smart plasma antennas.

In Fig. 10-13, a plasma reflector antenna is installed in an electrical anechoic chamber.

The radiation patterns in Fig. 10-14 show that when the plasma reflector antenna was on, the transmission efficiency was virtually identical to the metal antenna. The sidelobes of the plasma reflector antenna are inside the envelop of the sidelobes of the metal reflector antenna. To date, this is only an observation with no theoretical model for this. However, when the plasma antenna was deenergized, the reflected signal dropped by over 20 dB! In other words, the reflected signal dropped by over a factor of 100.

The plasma waveguide consists of an inner conductor comprising one plasma tube surrounded by an outer shell of eight plasma tubes. When on, the structure transmits radiation almost as well as a coaxial cable; but when off, the transmitted signal decreases by over 100 dB—a factor of $10^{10}$. Such plasma waveguides could convey radiation to the antennas on the mast of a ship, yet become transparent to radiation when deenergized.

Radar signals would pass through a deenergized waveguide rather than be reflected. In fact, these waveguides could pass in front of operating antennas and be virtually invisible when off.
A third plasma antenna application is reconfigurability. The effects of a reconfigurable plasma FSS filter are shown in Fig. 10-15.

In one oscilloscope trace, several spectral lines were emitted from an oscillator driven to a nonlinear limit. In the second oscilloscope trace, several of the higher-frequency lines have been removed by the energizing of a plasma interference filter placed between the transmitter and receiver.
There has been a remarkable discovery in the operation of plasma [16], [26]–[28]. Plasma tubes are ionized by DC current. However, if the tubes are ionized by extremely short bursts of DC current, the following remarkable improvements are observed. The plasma is produced in an extremely short time—2 microseconds. However, the plasma persists for a much longer time—1/100 second. This is the reason why fluorescent lamps can operate on 50 or 60 Hz electric power. Consequently, if the pulsing rate is increased to 1 KHz, the tubes are operating at essentially constant density. There are three benefits to this new mode of operation.

First, the exciting current is on for only 2 microseconds, while it is off for one millisecond. Consequently, the discharge current is only on for 0.2% of the time, so current-driven instabilities are not present for most of the time. However, the current-driven instabilities in general have proven to be not serious.

In general, operating the plasma tubes in the noncurrent-carrying, afterglow state should produce considerably less noise than in operating in the current-carrying state. The decrease in plasma noise is obvious, but detailed measurements have been deferred until later.

Second, the plasma density produced by the pulsed-power technique is considerably higher than the plasma density produced by the same power supplied in the steady state. This observation leads to the third benefit, which produces two beneficial results.

Plasma antennas can operate at much higher plasma densities than before in the steady state without destroying the discharge tube electrodes. Using commercial fluorescent tubes, steady-state operation was below 800 MHz. Now the plasma antenna can operate at several GHz. The upper frequency limit has not been explored.

Thus, the plasma antenna can operate at much higher plasma densities using lower average consumption. This results both in much lower power consumption and reduced heating of the antenna structure.

In Fig. 10-16, the lower trace shows signals from two transmitters at 1.7 GHz and 8 GHz passing through a deenergized plasma barrier. The upper trace shows the 1.7 GHz signal being blocked by the energized plasma barrier while the 8 GHz signal is able to pass through.

Figure 10-16  Signals from the two transmitters
The received signal with the plasma window on shows considerably more noise than that with the plasma window off. The noise signal apparently is not present on the microwave signal, but is primarily due to receiver pickup via the power line. Disconnecting the receiving antenna from the panoramic receiver does not change the observed noise level.

In this schematic, Fig. 10-17, two transmitting antennas are placed inside a ring of fluorescent lamps. The two signals are received by a horn antenna outside the ring of fluorescent lamps.

In conclusion, the recent inclusion of a pulsed power supply for our plasma tubes provides reduced noise, higher steady-state DC plasma density, and reduced power consumption. There are possibly minor problems because of a slight plasma density fluctuation during the pulsing cycle.

### 10.7 Other Plasma Antenna Prototypes

A 2 Megawatt pulsed power supply was tested on a plasma antenna. It was found that in the transmitting mode, the plasma antenna was as efficient as a metal antenna for high power. The plasma antenna has the added advantages of reconfigurability, which a metal antenna does not have. This reconfirms what has been found for lower powers. A pulsed power supply was used similar to the one used at the Naval Research Laboratory to generate megawatt radiation pulses with metal antennas. A section of 50 Ohm coaxial cable is charged to 25 Kilovolts. It then discharges through a spark gap into a second section of coaxial cable and then into four fluorescent lamps connected in series, forming a loop antenna. Previous experiments have shown that if the pulse repetition rate is over one Kilohertz, the plasma in the fluorescent lamps is essentially in the steady state. The pulse of microwave radiation entering the plasma antenna radiates and is received on a small wire antenna about one meter away. The received signal is about 5 Volts in amplitude. Since the input impedance of the antenna is 50 Ohms, as determined by terminating resistors, the received power is \( \frac{1}{2} \) Watt. The frequency of the radiation is about 13 Megahertz, in approximate agreement with the Naval Research Laboratory results with metal antennas. To calibrate the power output from the
transmitter, we replaced the plasma antenna with a wire-loop antenna of the same physical dimensions. We found that the received power from the pulsed power transmitter was the same as for the plasma antenna. The wire antenna was disconnected from the pulsed power supply, and connected it to a 10 Megahertz transmitter; the received power was measured on a panoramic receiver. The transmitter was then connected directly into the panoramic receiver which adjusted the signal strength to the previous value and recorded the attenuation needed to do so. The attenuation required was 70 decibels. If the power received from the pulsed power supply is multiplied via the plasma antenna by 70 decibels, the radiated power from the plasma antenna is 5 Megawatts! This result is in agreement with the measured radiation output from the Naval Research Laboratory where, a metal antenna was used.

Figure 10-18 is a photograph of AM/FM radio plasma antenna.

10.8 Plasma Antenna Thermal Noise

This material is an expansion of the work in the book by Reif [29] for the standard Nyquist’s Theorem in which the well-known result is $H = 4 \text{ RKT}$, where $H$ is the noise spectrum as Volts squared per Hertz (not Watts), $R$ is the resistance of the object in Ohms (not Ohms per unit length), $K$ is Boltzmann’s constant in Joules per degree $K$, and $T$ is the temperature in degrees $K$.

The book acknowledges that the equation is a low-frequency approximation, but states that this approximation is correct, since in metals the collision frequency is a terahertz.

The correction term found by Anderson [30], [31] is

$$H = 4 \text{ RKT} \left( \frac{1}{1 + \left( \frac{2\pi\nu}{v_{\text{ce}}} \right)^2} \right)$$

(10-71)
where $u$ is the frequency of the transmitter in Hertz, and $u_c$ is the electron-gas atom collision frequency in Hertz. The factor of $2\pi$ is a numerical constant that arises from the Fourier Transform Process.

To compare the noise in a given spectral region, $R$ and $u_c$ for metals and for plasmas must be obtained. Considering operation at 10 GHz (3 cm wavelength), in metals, $u_c$ from textbook Reif [29], is 1 THz.

For the resistance, assuming a rod 1 cm square in cross section and 3 cm long. The resistance of copper is $1.692 \times 10^{-6}$ (“Handbook of Chemistry and Physics” [32]), so the metal antenna would be $5.076 \times 10^{-6}$ Ohm if skin depth were to be neglected.

Skin depth is given by

$$\frac{2}{(\sigma \mu \omega)^\frac{1}{2}}$$  \hspace{1cm} (10-72)

where $\sigma$ is the conductivity, $\mu$ is the permittivity, and $\omega$ is the angular frequency of the microwaves (radians per second or $2\pi u$ in Hertz).

The skin depth is 2 exp-5 cm. Hence, the resistivity corresponds to a copper sheet 3 cm long, 4 cm wide, and 2 exp-5 cm thick. This corresponds to a resistance of .063 Ohms.

The temperature of the copper is 300$^\circ$ Kelvin.

For the plasma, the collision frequency is computed as follows. In Cobine’s book, “Gaseous Conductors” [33], assume the pressure in a fluorescent tube to be a maximum of 2 mm hg. The electron-gas atom scattering cross section corresponds to an electron temperature of 1 electron-volt, is deep in the Ramsauer minimum. The mean-free-path is about 1 cm at a pressure of 1 mm hg. This gives a scattering cross section of 2.8 exp-17 cm squared (it is at the Ramsauer minimum), at a pressure of 1 mm hg.

The electron velocity corresponds to 1 electron-volt. The thermal velocity is

$$v = \sqrt{\frac{KT}{m}}$$, where $v$ is the velocity, $K$ is Boltzmann’s constant, $T$ is the electron temperature, and $m$ is the electron mass. Inserting the proper values gives an electron thermal velocity of 4.2 exp 7 cm per second. Using the atom density at mm hg to be 7.02 exp 16 per cc, the collision frequency is computed to be 82 MHz. Actually, if the tube is about 1 cm in diameter, the collision frequency at the wall exceeds this.

Concerning the resistance of the tube, Cobine [33] gives the voltage drop for a 9 inch tube to be 45 and for a 48 inch tube to be 108. Subtracting these to get rid of the cathode drop and to find the voltage drop on the positive column, we get 1.62 volts per inch, or 0.638 volts per cm. The current ranged from .15 to .42 Ampere. Since the tube has essentially a voltage drop independent of current, we use the .42 Ampere value. This yields a resistance of 1.52 Ohms per cm. For a 3 cm long column of plasma, we have 4.56 Ohms.

Computing the noise figure in volts squared per Hertz, the metal gives us 1.04 exp-21. For the plasma antenna at 10 GHz, we obtain 4.29 exp-24.

Thus, in this frequency range, the noise in the plasma antenna is much less than the metal antenna. Of course, at low enough frequencies, the inequality is reversed, but we can address that by reducing the gas pressure in custom made plasma tubes. Note that we used the upper limit for gas pressure in this report on the plasma tube. In the patent application, pressures two thousand times lower have been used. (U.S. Patent 1,790,153). Using the lowest pressure would reduce the plasma noise by about a factor of 2000.
Keep in mind that this analysis has been and is for a fluorescent lamp. Plasma antennas have been made out of fluorescent lamps because they are inexpensive; this shows that people can do research and development and build prototypes of the plasma antenna technology inexpensively.

When plasma antennas are ruggedized with custom-made plasma tubes, the gas pressure inside the plasma tubes can be much less than in a fluorescent bulb which lowers the frequency at which the plasma antenna thermal noise is equal to the metal antenna thermal noise.

Using the highest gas pressure in a fluorescent tube of 2 millimeters, the frequency at which the plasma antenna and the metal antenna have the same thermal noise is 1.27 GHz. Using the lowest gas pressure of a fluorescent tube of 1 micron, this crossover frequency at which the plasma antenna thermal noise and the metal antenna thermal noise are equal is much lower. Above the crossover frequency where the thermal noise of the plasma antenna and the metal antenna, the plasma antenna thermal noise drops rapidly.

As stated above, custom-made plasma tubes can be made such that pressure is much lower than in a fluorescent lamp. This would make the number at which the thermal noise of the plasma antenna and the metal antennas are equal much lower than 1.27 GHz antenna frequency.

Again, fluorescent tubes have often been used to make plasma antennas because this has been an inexpensive way to do our plasma antenna research and development. Custom-made plasma tubes are now being designed to be rugged and to have lower noise than metal antennas over very wide frequency range.

A patent has been filed on low thermal noise designs of plasma antennas [34].

### 10.9 Current Work Done to Make Plasma Antennas Rugged

The plasma tubes have been housed in a strong and lightweight synthetic foam called SynFoam™ (see Fig. 10-19) made by Utility Development Corporation (http://www.udccorp.com/products/synfoamsyntacticfoam.html) [35] which can be molded into various shapes. SynFoam is a high performance syntactic foam combining high strength, heat resistant,
light weight, and very low moisture absorption. SynFoam’s syntactic foam products feature a density of less than 20 pcf and a compressive strength greater than 2000 psi. The index of refraction of the SynFoam is nearly 1 so it is transparent to rf signals.

10.10 Latest Developments on Plasma Antennas

Plasma tubes will intercept microwaves regardless of polarization. A layer of plasma tubes is used as a microwave reflector. The plasma tubes work extremely well in intercepting microwave radiation when the incident wave electric field is parallel to the tubes. However, if the electric field is perpendicular to the tubes, the normally induced plasma current cannot flow, and the plasma effects are not expected to appear. When the plasma tubes were experimentally tested with the electric field perpendicular to the tubes, the plasma tubes not only intercepted the microwave signal, but the observed cutoff with a pulsed plasma lasted almost twice as long.

10.10.1 Theory for Polarization Effect

The polarization effect appears to be due to an electrostatic resonance, and preliminary calculations suggest that a normally ignored term in Maxwell’s Equations is responsible.

\[
\nabla^2 E - \nabla (\nabla \cdot E) = \frac{\mu_0 \epsilon_0}{\epsilon_0} \omega_p^2 E_0 \left( \alpha_T \frac{\partial^2 E}{\partial t^2} \right)
\]

The term responsible appears to be:

\[
\nabla \left( \nabla \cdot E \right).
\]

10.10.2 Generation of Dense Plasmas at Low Average Power Input by Power Pulsing

One of the remarkable plasma effects experimentally discovered is the large increase in plasma density at the same average power input provided by pulsing the power input \[16, 18, 26-28\]. In our experiments, a density increase of over 100 has been observed. Although various experimenters have observed similar effects using different power input techniques, to our knowledge no one has yet provided a theoretical explanation.

A theoretical model for this effect is provided. Since the power is obviously being deposited into the plasma, we assume that during the power input an enhanced plasma loss occurs. This plasma loss occurs on a time scale, \(T_1\). On turning off the power input, this plasma loss process disappears on a time scale, \(T_2\). The resulting afterglow plasma disappears on a much slower time scale, \(T_3\). Modeling this as a system driven by a power delta function repeating on a time period, \(T_4\), the height of the delta function is proportional to \(T_4\), so the longer the time between pulses, the higher the delta function; but the average power input is preserved.

As a first approximation on a single pulse basis, we obtain

\[
\frac{N_{AG}}{N_{SS}} = \exp \left( -\frac{T_2}{T_1} \frac{T_2}{T_3} \right)
\]
where $N_A$ is the afterglow density during pulsing and $N_s$ is the density during steady-state operation. In our experiments, $T_4$ is about 1000 times $T_5$ (the duration of the delta function). If we assume that the fast decay process, $T_4$, is of the same approximate length as the time in which this decay process disappears, $T_5$, the above calculation yields a density enhancement of about 300. This number agrees with our observed density enhancement. This calculation ignores plasma left over from the preceding pulse, but most of this is dumped by the effects of the pulse. In any case, it can only improve plasma density.

### 10.10.3 Fabry-Perot Resonator for Faster Operation of the Smart Plasma Antenna

The characteristic decay time of the plasma after power turn-off is typically many milliseconds, so the opening time of such a barrier generally is also predicted also to be many milliseconds. However, the plasma barrier can be opened and closed in faster time scales.

This can be done by increasing the plasma density rather than waiting for it to decay. If a standing wave is produced between the two layers of plasma that results in microwave transmission, this may be analogous to the transmission found in an optical Fabry-Perot Resonator. The secret lies in the boundary layer behavior of the plasma. Once microwave cutoff occurs, one would expect the plasma behavior to be static. What actually occurs is that at microwave cutoff, the reflection is in-phase with the incident wave, in analogy to an open coaxial line. (The electron and displacement currents are equal, but out-of-phase.) As the plasma density further increases, the reflection smoothly changes from in-phase to $180^\circ$ out-of-phase, in analogy to a shorted coaxial line. (The reflection current is much greater than the displacement current.) The boundary condition at a vacuum-plasma interface of the reflected electric field in terms of the incident electric field is

$$E_r = \left( \frac{1-i\beta}{1+i\beta} \right) E_i$$

where the phase shift is given by

$$\beta = \sqrt{\frac{\omega_p^2}{\omega^2} - 1}.$$  \hfill (10-77)

The consequence of this phase shift is that, given any kind of a plasma resonator, if the plasma density is raised high enough, the resonance required for the Fabry-Perot effect to take place must occur.
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CHAPTER 11

Numerical Methods in Antenna Modeling

J.-F. Lee, R. Lee, V. Rawat, K. Sertel, and F. L. Teixeira

In this chapter, we present three main numerical methods that are capable of solving complex electromagnetic wave radiation and scattering problems in three-dimensional (3D). They are: time-domain methods including finite-difference and finite-element time-domain methods, finite-element frequency-domain methods, and a conformal domain decomposition method using interior penalty formulation. This chapter starts by discussing the state-of-art time-domain methods, followed by a detailed description of the frequency-domain finite-element methods (FEM). Finally, we include a conformal domain decomposition method which does not require additional auxiliary variables. Throughout the chapter, various complex and electrically large numerical examples are also included.

11.1 Time-Domain Modeling

In this section, we shall discuss some time-domain computational electromagnetics (CEM) methods for antenna analysis.¹ Due to space limitations, we will focus on the finite-difference time-domain (FDTD) and finite-element time-domain (FETD) methods [8], [10], [1]. These are two of the most popular methods presently available and widely used in many commercially available software packages.

11.1.1 FDTD and FETD: Basic Considerations

Time-domain simulations of antenna problems are sometimes an attractive alternative to frequency-domain simulations because they can produce wideband data with a single code execution. As a result, they are particularly suited, for example, to ultra-wideband antenna problems, as will be illustrated later on in this section. Antenna scenarios involving nonlinear and/or time-varying media/components are more easily tackled in the time-domain as well.

In general, a time-domain discretization strategy for Maxwell’s equations may involve either explicit or implicit “marching-on-time” updates (also called

¹Portions of this material have previously appeared in [1]–[7].
“time-stepping”). Explicit updates refer to time-domain discretizations whereby the fields to be determined at a given time step depend only on (known) field values at previous time steps. On the other hand, implicit updates refers to time-domain discretizations whereby present field values depend not only on previous field values but also on each other. As a result, implicit updates require the solution of a linear system (typically sparse) at every time step, whereas explicit update may not (the latter are denoted “matrix-free”). This is a clear advantage for explicit updates. The most celebrated explicit time-domain method is the conventional Yee’s FDTD scheme [8]. However, explicit updates are subject to the so-called Courant limit, which sets a bound on the maximum size of the time increment from numerical stability considerations [11]. In contrast, some implicit updates are not subject to the Courant limit and the time increment size in this case can be chosen from accuracy considerations only, which can lead to a time increment much larger than the one set by the Courant limit.

In its basic form as introduced by Yee and pioneered by Taflove, the FDTD method is conceptually very simple and relies on the approximation of time and space derivatives of Maxwell curl equations by central differences on staggered grids, leading to a scheme which is second-order accurate in both space and time [8]. The grid in FDTD is typically a structured rectangular grid. Because FDTD is matrix-free, its memory requirements scale only linearly with the number of unknowns. This, added to the fact that FDTD is massively parallelizable, makes FDTD quite suited for petascale computing and beyond. Higher-order versions of FDTD also exist, which trade simulation accuracy by sparsity.

Being naturally constructed for unstructured irregular grids, FETD is quite suited for numerical solution of antenna problems in complex geometries where the use of a rectangular FDTD grid would give rise to staircasing error. FETD is also suited for implementations with $p$- and $h$-refinement capabilities. However, FETD methods in irregular grids lead to implicit schemes requiring the solution of a sparse linear system at every time step. For Maxwell’s equations, it is possible to obtain explicit (“matrix-free”) FEM using, for instance, mass (matrix) lumping, but not without shortcomings (in particular, they are prone to numerical instabilities). There are two basic approaches for constructing FETD algorithms for Maxwell equations. The first approach is based on the discretization of the second-order vector Helmholtz wave equation (for either the electric or magnetic field) by expanding the unknown field in terms of local basis functions—most commonly (curl-conforming) Whitney edge elements—followed by application of the method of weighted residuals via an inner product with test functions [10]. In order to produce symmetric matrices (assuming reciprocal media), the set of test functions is chosen identical to the set of basis functions (Galerkin testing). The second FETD approach is based on the discretization of the first-order Maxwell curl equations by expanding the electric and magnetic fields in terms of “mixed” elements, most commonly Whitney edge elements for the electric field and (div-conforming) Whitney face elements for the magnetic flux density [12]. This choice avoids the appearance of spurious modes (by satisfying a discrete version of the de Rham diagram). This is followed by either (a) application of the method of weighted residuals with appropriate (also mixed) test functions or (b) by the use of incidence matrices and construction of discrete Hodge operators [12].
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11.1.2 UWB Antenna Problems in Complex Media

Some of the antenna problems where FDTD and FETD are mostly suited for involve UWB operation, as noted above, and/or scenarios where the antenna is loaded by or in close proximity of inhomogeneous and possibly dispersive media. This, of course, necessitates algorithms able to incorporate frequency dispersive effects in the time-domain. In linear, time-invariant, isotropic media, the time-domain constitutive equation relating the electric field and the electric flux density \( \mathbf{D} \) is typically cast as a convolution between \( \mathbf{E} \) and the permittivity as follows:

\[
\mathbf{D} (\mathbf{r}, t) = \int_{-\infty}^{t} \epsilon (\mathbf{r}, t-\tau) \mathbf{E} (\mathbf{r}, \tau) d\tau
\]  

(11-1)

\[
\epsilon (\mathbf{r}, t) = \epsilon_0 \delta (t) + \epsilon_\chi (\mathbf{r}, t)
\]  

(11-2)

where \( \epsilon (\mathbf{r}, t) = \mathcal{F}^{-1} [\epsilon (\mathbf{r}, \omega)] \) is the time-domain permittivity function, \( \mathcal{F} \) stands for Fourier transformation, \( \epsilon_0 \) is the vacuum permittivity, \( \delta (t) \) is the Dirac delta function, and \( \chi (\mathbf{r}, t) \) is the (time-domain) electric susceptibility function. In FDTD or FETD, the time variable is discretized as \( t_l = l \Delta t \) with \( l = 0, 1, 2 \ldots \). We denote \( \mathbf{E} (t_l) = \mathbf{E}_l \), and similarly for the other fields. A direct implementation of the convolution above would require storage of the entire past time series of \( \mathbf{E}_l \), which is obviously impractical. However, due to the exponential nature of the susceptibility kernel, a recursive convolution can be implemented instead where storage of only a few previous time-step values is needed (the actual number depends on the order of accuracy sought—two or three steps are typical in FDTD). The terminology RC is usually reserved for the low-order implementation that assumes a piecewise constant electric field between each time step. Other implementations for the convolution also exist, with the piecewise linear recursive convolution (PLRC) [2] being a popular choice and illustrated below. Since conventional FDTD is second-order accurate in time, it is usually not advantageous to implement a high order accurate recursive convolution unless the time integration in the core FDTD update (of Maxwell curl equations) itself is of high order.

In linear time-invariant media, the constitutive equation in dispersive media can also be cast as ordinary differential equation (ODE) in time involving \( \mathbf{D} \) and \( \mathbf{E} \) or, alternatively, involving \( \mathbf{E} \) and some induced macroscopic polarization field. In linear time-invariant media, this ODE is linear with constant coefficients (in time) with the generic form:

\[
\sum_{p=0}^{N_1} a_p (\mathbf{r}) \frac{\partial^p \mathbf{D} (\mathbf{r}, t)}{\partial t^p} = \sum_{p=0}^{N_2} b_p (\mathbf{r}) \frac{\partial^p \mathbf{E} (\mathbf{r}, t)}{\partial t^p}
\]  

(11-3)

or an analogous ODE involving \( \mathbf{E} \) and polarization fields. In some cases, additional dynamic fields are present in the physical model so that an ODE system ensues.

The order \( N_1, N_2 \) and the coefficients \( a_p (\mathbf{r}), b_p (\mathbf{r}) \) above depend on the particular dispersion model considered for \( \epsilon (\mathbf{r}, \omega) \). In FDTD, the above ODE can be discretized by, for example, recasting it as an equivalent system of ODEs involving only first- and/or second-order differential equations, followed by a FD approximation in time of each differential equation [2]. This is commonly referred to as the auxiliary differential equation (ADE) approach.
The presence of inhomogeneous media of course poses no difficulties for FDTD or FETD as they are volumetric discretization schemes where medium properties are naturally described point-wise. Both methods are also able to model anisotropic media without much difficulty [1], [13], [14]. A recent survey of FDTD and FETD as applied to problems involving media having more complex properties (nonlinear, anisotropic, etc.) can be found in [1]

11.1.3 PML Absorbing Boundary Condition

For problems in unbounded regions, which comprise the vast majority of antenna problems, an absorbing boundary condition (ABC) needs to be imposed at the outer edges of the computational domain to suppress spurious reflection from the grid truncation. The most versatile ABC for complex media is the perfectly matched layer (PML) [15], [16], which can be implemented in either FDTD [8], [2] or FETD [3]. Apart from its numerical efficiency, a major advantage of PML over other ABCs is that its reflectionless absorption properties hold independently of the frequency of the incident wave (in the continuum limit). Most other ABCs are not suited for dispersive media because they require knowledge of the wave velocity near the grid boundary, a quantity that is not well-defined for dispersive media in the time-domain. Another advantage of PML is that it preserves the nearest-neighbor-interaction property of FDTD and FETD, hence retaining their suitability for parallelization. The original PML concept applies only to Cartesian coordinates (planar grid terminations). To extend its range of applicability, the PML concept was implemented in nonorthogonal FDTD grids and curvilinear FEM meshes with good results [17], [18]. However, these implementations were based on an approximate matching because they assumed the metric coefficients to be independent of the spatial coordinates, which is not true in curvilinear coordinates. Later, true PMLs—in the sense of providing reflectionless absorption in the continuum limit—were derived for conformal (doubly-curved) mesh terminations [19], [3], based on a complex stretching (analytic continuation) of the normal coordinate to the mesh termination [16].

A conformal PML is of interest because it can be placed on the convex hull enclosing the antenna/scatterer(s) to reduce the amount of buffer space in the computational domain. The savings in memory can be considerable. The conformal PML can be expressed in terms of dispersive and anisotropic constitutive tensors $\bar{\epsilon}(\bar{r})$ and $\bar{\mu}(\bar{r})$ that depend on the local principal radii of curvature of the FEM mesh termination surface [19].

11.1.4 A PML-FDTD Algorithm for Dispersive, Inhomogeneous Media

In this section, we describe a PML-FDTD method suited for antenna problems in the presence of (possibly) dispersive and inhomogeneous media with conductive losses. This may be due, for example, to the presence of some dielectric or metamaterial dispersive loading and/or the proximity of the antenna to dispersive media such as some soils (as in ground-penetrating radar applications). The dispersion in the medium is characterized by multispecies Lorentz or Debye models and incorporated into the FDTD scheme via the use of the PLRC technique [2], [20]. We use the complex coordinate stretching PML formulation [16] to obtain the following modified Maxwell’s equations ($\epsilon^{-}\text{im}$ convention)

\[ \nabla \times \bar{E} = j\omega \bar{H} \]  \hspace{1cm} (11-4)

\[ \nabla \times \bar{H} = -j\omega \bar{D} + \sigma \bar{E} \]  \hspace{1cm} (11-5)
where \( \sigma \) is the medium conductivity and

\[
\mathbf{\nabla}_s = \hat{x} \frac{1}{s_x} \frac{\partial}{\partial x} + \hat{y} \frac{1}{s_y} \frac{\partial}{\partial y} + \hat{z} \frac{1}{s_z} \frac{\partial}{\partial z}
\]  

(11-6)

with \( s = a_i + j\Omega_i \) (for \( i = x, y, z \)) being the frequency-dependent complex stretching variables (note that \( a_i \) and \( \Omega_i \) are frequency-independent). Eqs. (11-4) and (11-5) are split as follows:

\[
\frac{1}{s_x} \frac{\partial}{\partial x} \hat{x} \times \mathbf{E} = j\omega \mathbf{B}_{as}
\]

(11-7)

\[
\frac{1}{s_x} \frac{\partial}{\partial x} \hat{x} \times \mathbf{H} = -j\omega \mathbf{D}_{as} + \sigma \mathbf{E}_{as}
\]

(11-8)

which can then be written as

\[
\frac{\partial}{\partial x} \hat{x} \times \mathbf{E} = j\omega a_x \mathbf{B}_{as} - \Omega_x \mathbf{B}_{as}
\]

(11-9)

\[
\frac{\partial}{\partial x} \hat{x} \times \mathbf{H} = -j\omega \mathbf{D}_{as} + \Omega_x \mathbf{D}_{as} + a_x \sigma \mathbf{E}_{as} + j \frac{\Omega}{\omega} \sigma \mathbf{E}_{as}
\]

(11-10)

In the time domain, the above become

\[
\frac{\partial}{\partial \tau} \hat{x} \times \mathbf{E} = -a_x \frac{\partial}{\partial \tau} \mathbf{B}_{as} - \Omega_x \mathbf{B}_{as}
\]

(11-11)

\[
\frac{\partial}{\partial \tau} \hat{x} \times \mathbf{H} = a_x \frac{\partial}{\partial \tau} \mathbf{D}_{as} + \Omega_x \mathbf{D}_{as} + a_x \sigma \mathbf{E}_{as} + \Omega_x \sigma \int_0^\tau \mathbf{E}_{as}(\tau) d\tau
\]

(11-12)

These equations are to be discretized both in time and space. However, before that, the dispersive medium characteristics need to be incorporated into these equations. This is carried out through the use of complex permittivity function, which results in the following magnetic and electric flux equations:

\[
\mathbf{B}_{as} = \mu \mathbf{H}_{as}
\]

(11-13)

\[
\mathbf{D}_{as} = \epsilon(\tau) \mathbf{E}_{as}
\]

(11-14)

where \( \epsilon(t) = \mathcal{F}^{-1}(\epsilon(\omega)) \) is the N-species Lorentzian dispersive medium given by the following frequency-dependent relative permittivity function

\[
\epsilon(\omega) = \epsilon_0 \left[ \epsilon_+ + \chi(\omega) \right]
\]

(11-15)

\[
= \epsilon_0 \epsilon_+ + \epsilon_0 (\epsilon_+ - \epsilon_-) \sum_{m=1}^{N} \frac{G_m \omega_m^2}{\omega^2 - j2\omega\alpha_m - \omega_m^2}
\]

(11-16)
where \( \chi(t) \) is the medium susceptibility, \( \omega_m \) is the resonant frequency for the \( m \)th species, \( \sigma_m \) is the correspondent damping factor, and \( \varepsilon_0 \) and \( \varepsilon_\infty \) are the static and infinite frequency permittivities, respectively. A corresponding time-domain susceptibility function can be defined as

\[
\dot{\chi}(t) = \sum_{m=1}^{N} \dot{\chi}_m(t) = \sum_{m=1}^{N} j\gamma_m e^{-i\alpha_m + i\beta_m} u(t)
\]  

(11-17)

where \( \beta_m = \sqrt{\omega_m^2 - \alpha_m^2}, \gamma_m = (\varepsilon_i - \varepsilon_0)\omega_m^2 G_m / \beta_m \) and \( \sum_{m=1}^{N} G_m = 1 \). Note that \( (t) = \mathcal{F}^{-1}(\chi(t)) = \text{Re}(\dot{\chi}(t)) \). Substituting (11-15) and (11-17) into (11-14) yields the following electric flux definition

\[
\mathcal{E}(t) = \varepsilon_0 \varepsilon_\infty \mathcal{E}(t) + \varepsilon_0 \dot{\chi}(t) \varepsilon_\infty \mathcal{E}(0)
\]  

(11-18)

\[
\mathcal{D}(t) = \varepsilon_0 \varepsilon_\infty \mathcal{D}(t) + \varepsilon_0 \sum_{m=1}^{N} \text{Re}(\dot{\chi}_m(t) \varepsilon_\infty \mathcal{E}(0)).
\]  

(11-19)

The electric field at \( t = l \Delta t \) using the piecewise-linear approximation for the time discretization can be written as

\[
\mathcal{E}(t) = \mathcal{E}^l + \frac{l - l_{\Delta t}}{\Delta t} (\mathcal{E}^{l+1} - \mathcal{E}^l).
\]  

(11-20)

Once substituted into (11-19), we get

\[
\mathcal{D}^l = \varepsilon_0 \varepsilon_\infty \mathcal{E}^l + \varepsilon_0 \sum_{m=1}^{N} \text{Re}(\dot{\chi}_m^l)
\]  

(11-21)

where

\[
\dot{\chi}_m^l = \sum_{p=0}^{l-1} \left[ (\dot{\chi}_m^0 - \dot{\chi}_m^p) \mathcal{E}^{l-p} + \dot{\chi}_m^p \mathcal{E}^{l-p-1} \right] e^{-i(\alpha_m + j\beta_m) \Delta t}
\]  

(11-22)

with the constants given as

\[
\dot{\chi}_m^0 = \int_0^{\Delta t} \dot{\chi}_m(t) dt = \frac{j\gamma_m}{\alpha_m + j\beta_m} [1 - e^{-i(\alpha_m + j\beta_m) \Delta t}]
\]  

(11-23)

\[
\dot{\chi}_m^l = \int_0^{\Delta t} \dot{\chi}_m(t) dt = \frac{j\gamma_m}{\alpha_m + j\beta_m} [1 - ((\alpha_m + j\beta_m) \Delta t + 1) e^{-i(\alpha_m + j\beta_m) \Delta t}].
\]  

(11-24)

The following recursive calculation can be carried out for \( \dot{\chi}_m^l \)

\[
\dot{\chi}_m^l = \begin{cases} 0 & l = 0 \\ \left( \dot{\chi}_m^0 - \dot{\chi}_m^l \right) \mathcal{E}^l + \dot{\chi}_m^0 \mathcal{E}^{l-1} + \dot{\chi}_m^l e^{-i(\alpha_m + j\beta_m) \Delta t} & l \geq 0 
\end{cases}
\]  

(11-25)
Once this is substituted in Eq. (11-21), we obtain the following update equation for the electric flux:

\[
\vec{D}' = \varepsilon_0 \left( \sum_{n=1}^{N} \text{Re} \left( \frac{\chi_n}{\lambda_n} \right) \vec{E}' + \varepsilon_0 \sum_{n=1}^{N} \text{Re} \left( \frac{\gamma_n}{\lambda_n} \right) \vec{E}' + \varepsilon_0 \sum_{n=1}^{N} \text{Re} \left( \vec{Q}_{m} e^{-i \alpha_m} + \vec{P}_{m} e^{-i \beta_m} \right) \right)
\]

\[
\sum_{n=1}^{N} \text{Re} \left( \vec{Q}_{m} e^{-i \alpha_m} + \vec{P}_{m} e^{-i \beta_m} \right) \]

(11-26)

\[
\vec{D}' = \varepsilon_0 \left( \lambda_n \vec{E}' + \lambda_n \vec{E}' + \vec{P}' \right)
\]

Note that in this equation, \(\vec{P}'\) depends only on \(\vec{Q}'\).

At this point, we need to apply both time-stepping and space discretization schemes for (11-11) and (11-12). The space discretization follows the conventional Yee’s staggered-grid scheme with a central-difference approximation for the derivatives [8]. The time discretization for them becomes

\[
\frac{\partial}{\partial t} \hat{\vec{E}} = -a_{\gamma} \Delta \left( \vec{F}_{x}^{\gamma 1/2} - \vec{F}_{x}^{\gamma 1/2} \right) - \Omega_{\nu} \vec{F}_{x}^{\gamma 1/2}
\]

(11-27)

\[
\frac{\partial}{\partial t} \hat{\vec{E}} = a_{\gamma} \Delta \left( \vec{D}_{x}^{\gamma 1/2} - \vec{D}_{x}^{\gamma 1/2} \right) + \Omega_{\nu} \vec{D}_{x}^{\gamma 1/2} + a_{x} \sigma \vec{F}_{x}^{\sigma 1/2} + \sigma \Omega_{\nu} \vec{F}_{x}^{\sigma 1/2}
\]

(11-28)

where \(\vec{F}_{x}^{\sigma} = \vec{F}_{x}^{\sigma} (t) \int_{0}^{t} F(t)dt\). These equations can be arranged to give the time-stepping scheme as

\[
\vec{F}_{x}^{\gamma 1/2} = -(a_{\gamma} + \Omega_{\nu} \Delta)^{-1} \left( \Delta \frac{\partial}{\partial t} \hat{\vec{E}} - a_{\gamma} \vec{F}_{x}^{\gamma 1/2} \right)
\]

(11-29)

and

\[
(a_{\gamma} + \Omega_{\nu} \Delta) \vec{F}_{x}^{\gamma 1/2} + a_{x} \sigma \Delta \vec{F}_{x}^{\sigma 1/2} = \Delta \left( \frac{\partial}{\partial t} \hat{\vec{E}} + a_{\gamma} \vec{F}_{x}^{\gamma 1/2} \right) + a_{x} \vec{F}_{x}^{\sigma 1/2} - \sigma \Omega_{\nu} \Delta \vec{F}_{x}^{\gamma 1/2}
\]

(11-30)

Since the left-hand side of (11-31) depends both on \(\vec{D}_{x}^{\gamma 1/2}\) and \(\vec{F}_{x}^{\gamma 1/2}\), it is not suited for time-stepping. However, substituting (11-26) into (11-31), we have

\[
((a_{\gamma} + \Omega_{\nu} \Delta) \lambda_n \varepsilon_0 + a_{x} \sigma \Delta) \vec{F}_{x}^{\gamma 1/2} = \Delta \left( \frac{\partial}{\partial t} \hat{\vec{E}} + a_{\gamma} \vec{F}_{x}^{\gamma 1/2} \right) + a_{x} \vec{F}_{x}^{\sigma 1/2} - \sigma \Omega_{\nu} \Delta \vec{F}_{x}^{\gamma 1/2}
\]

\[
- (a_{\gamma} + \Omega_{\nu} \Delta) \varepsilon_0 \left( \lambda_n \vec{F}_{x}^{\gamma 1/2} + \vec{P}_{x}^{\gamma 1/2} \right)
\]

(11-31)

where \(\vec{F}_{x}^{\gamma 1/2}\) can be updated in an explicit time-stepping. This is also used for updating of \(\vec{F}_{x}^{\gamma 1/2}\) and \(\vec{F}_{x}^{\gamma 1/2}\). The other quantities are updated as follows

\[
\vec{D}_{x}^{\gamma} = \varepsilon_0 \left( \lambda_n \vec{F}_{x}^{\gamma} + \lambda_n \vec{F}_{x}^{\gamma} + \vec{P}_{x}^{\gamma} \right)
\]

(11-32)

\[
\vec{F}_{x}^{\gamma} = \vec{F}_{x}^{\gamma} + 0.5 \Delta \left( \vec{F}_{x}^{\gamma} + \vec{F}_{x}^{\gamma} \right)
\]

(11-33)

\[
\vec{Q}_{m,\nu}^{\gamma} = \left( \frac{\gamma_n}{\lambda_n} \right) \vec{F}_{x}^{\gamma} + \gamma_n \vec{F}_{x}^{\gamma} + \vec{Q}_{m,\nu}^{\gamma} e^{-i \alpha_m} + \vec{P}_{m,\nu}^{\gamma} e^{-i \beta_m}
\]

(11-34)

\[
\vec{F}_{x}^{\sigma} = \sum_{m=1}^{N} \text{Re} \left( \vec{Q}_{m,\nu}^{\sigma} e^{-i \alpha_m} + \vec{P}_{m,\nu}^{\sigma} e^{-i \beta_m} \right)
\]

(11-35)
This scheme is then repeated for \( y \) and \( z \) by replacing them with \( x \). This constitutes the complete FDTD algorithm for use in antenna problems involving dispersive and lossy media. Another variants of this algorithm can be constructed as well. For example, the above PML implementation relied on a field-splitting, akin to the original PML formulation of Berenger [15]. There are also alternative, unsplit formulations of the PML that are attractive for being strongly well-posed and that can be adapted for inhomogeneous, dispersive media as well, as illustrated for example in [2].

11.1.5 A PML-FETD Algorithm for Dispersive, Inhomogeneous Media

We next illustrate a mixed FETD algorithm for application to UWB antenna problems that also allows for a simple implementation of the dispersive and anisotropic tensors that comprise the conformal PML. In this algorithm, the time update procedure associated with the constitutive relations can be derived and implemented separately from the update procedure associated with Maxwell curl equations. The conformal PML implementation boils down to a modification in the calculation of the two Hodge (mass) matrices \([\star_\mu\star]\) and \([\star_\star\mu]\) [3].

The derivation of this algorithm starts by expanding electric field intensity \( \mathbf{E} \) and the magnetic field flux density \( \mathbf{B} \) in terms of Whitney edge elements \( \mathbf{W}_i \), \( i = 1, \ldots, N_e \) and Whitney face elements \( \mathbf{W}^f_i \), \( i = 1, \ldots, N_f \), respectively, as follows

\[
\mathbf{E} = \sum_{i=1}^{N_e} e_i \mathbf{W}_i \quad \mathbf{B} = \sum_{i=1}^{N_f} b_i \mathbf{W}^f_i,
\]

where \( e_i \) and \( b_i \) are the unknown expansion coefficients or degrees of freedom (DoFs) of the problem, \( N_e \) is the number of interior (free) edges in the problem, and \( N_f \) is the number of faces, respectively. If we define column vectors of DoFs as \( \mathbf{E} = [e_1, e_2, \ldots, e_{N_e}]^T \) and \( \mathbf{B} = [b_1, b_2, \ldots, b_{N_f}]^T \), where the superscript denotes transpose, the semidiscrete Maxwell equations can be written as [3]

\[
[\star_\mu]\frac{\partial}{\partial t} \mathbf{E} = D^\text{curl} \mathbf{J} + M^\text{curl} \mathbf{M}^s \quad (11-37)
\]

\[
\frac{\partial}{\partial t} \mathbf{B} = -D^\text{curl} \mathbf{E} - M^s \quad (11-38)
\]

where the \( N_e \times N_e \) matrix \([D^\text{curl}]\) and the \( N_f \times N_f \) matrix \([D^\text{curl}]\) are curl incidence matrices (discrete analogues of the exterior derivative \( d \) acting on 1-forms) on the primal and dual grids, respectively [21]). The primal grid is chosen as the finite-element mesh itself. Both \([D^\text{curl}]\) and \([D^\text{curl}]\) are metric-free matrices whose elements assume only \(-1, 0, 1\) values. Up to boundary terms, we have \([D^\text{curl}] = [D^\text{curl}]^T [21]. The column vectors \( \mathbf{J} = [j_1, j_2, \ldots, j_{N_e}]^T \) and \( \mathbf{M} = [m_1, m_2, \ldots, m_{N_f}]^T \) represent (known) electric and magnetic source current densities, respectively. The column vector \( \mathbf{M}^s \) is associated with faces of the primal (finite-element) mesh, while \( \mathbf{J} \) is associated with faces of the (implicit) dual mesh [21]. The \( N_e \times N_e \) matrix \([\star_\mu]\) and the \( N_f \times N_f \) matrix \([\star_\star\mu]\) represent discrete Hodge star operators, an isomorphism between primal grid variables and dual-grid variables that incorporate all metric information of the mesh [21]. In the finite-element literature, these matrices are commonly referred as mass matrices.
Using a leap-frog time discretization in (11-37) and (11-38), the FETD update equations become

\[ \mathbf{E}^{n+1}_{i} = [\mathbf{I}] \mathbf{E}^{n}_{i} + \Delta t \mathbf{D}_{\text{cur}} \mathbf{F}^{n+\frac{1}{2}}_{i} - \Delta t \mathbf{D}^{n+\frac{1}{2}}_{i} \]  

(11-39)

\[ \mathbf{B}^{n+\frac{1}{2}}_{i} = \mathbf{B}^{n+\frac{1}{2}}_{i} - \Delta t \mathbf{H}_{\text{cur}} \mathbf{E}^{n}_{i} - \Delta t \mathbf{M}^{n}_{i}. \]  

(11-40)

The solution for \( \mathbf{E} \) and \( \mathbf{B} \) at each time step can be obtained by solving a sparse linear system for \( \mathbf{E} \) for each \( n \). Since \([\mathbf{I}]\) is sparse and symmetric positive-definite, the linear solve can be done efficiently using direct (for small- and moderate-size problems) or iterative (for large-scale problems) solvers. The above update equations are similar to the leap-frog update equations in FDTD, except for the fact that in the latter case, \([\mathbf{I}]\) is diagonal and the inversion is trivial.

If we denote \( i \) and \( j \) as the row and column indices respectively, the (Galerkin) Hodge matrices are given by the following volume integrals

\[ [\mathbf{I}]_{ij} = \int_{\Omega} \mathbf{\tilde{W}}^{1} \cdot \mathbf{\tilde{W}}^{1} \, d\Omega \]  

(11-41)

\[ [\mathbf{I}]_{ij} = \int_{\Omega} \mathbf{\tilde{W}}^{2} \cdot \mathbf{\tilde{W}}^{2} \, d\Omega. \]  

(11-42)

along the support where \( \Omega \) of the basis functions.

Inside the PML, the above permittivity and permeability tensors are functions of frequency: \( \varepsilon(\mathbf{r}, \omega) \) and \( \mu(\mathbf{r}, \omega) \), as they depend on complex stretching variables that are frequency-dependent. As a result, the update of the time-domain constitutive equations require the use of techniques such as PLRC or ADE described before. Reference [3] provides a description of the implementation of the ADE technique to discretize (11-41) and (11-42) in the FETD algorithm. Of course, the PLRC or ADE techniques can also be utilized when dispersive media (dielectrics, metamaterials) are present within the physical domain [12].

### 11.1.6 Examples

#### 11.1.6.1 UWB Dielectric Horn Antenna

For detection of shallow objects by ground-penetrating radar (GPR) where high sensitivity is not an issue, elevated antennas are often used for easier scanning and better calibration. On the other hand, most GPR antennas used for the detection of deep targets are operated close to the ground so that most of the energy is radiated into the ground. However, characteristics of such GPR antennas while in field operation are typically difficult to determine a priori because of the large coupling with the environment. This also makes calibration quite difficult. Dielectric horn antennas are good candidates to make antenna characteristics less susceptible to ground effects because the feed system is naturally elevated. Moreover, apart from truncation effects, the geometry of dielectric horn antennas is self-similar and hence they are good candidates for UWB operation [4].

Figure 11-1 shows the geometry of the feed system with the two-arm metallic plate launchers and a detail of the FDTD grid used at the feed point of the dielectric horn antenna UWB antenna considered. This feed system is truncated and the space between the metallic plates is filled with a pyramidal dielectric horn with relative permittivity \( \varepsilon_{r} = 5 \). The FDTD grid discretization of the dielectric horn is illustrated in Fig. 11-2.
Figure 11-1  (a) Geometry of the metallic arm feeds of the UWB dielectric horn antenna, where the space between the arms is filled with a pyramidal dielectric horn. (b) Detail of the FDTD-grid discretization of the two-wire feed systems and coupling with the two metallic arms feeds.

Figure 11-2  FDTD-grid discretization of the dielectric horn and the two opposite-side metallic arm feeders
Figure 11-3 compares the input impedance (real part) of the two-arm feed system, computed by FDTD and by an analytical approach. The flare angle is $\sigma = 60$ degrees, and various plate angles are considered.

Figure 11-3 compares the input impedance (real part) of the two-arm feed system computed by FDTD, for various plate angles and for flare angle $\sigma = 60$ degrees, against analytical results [22]. Figure 11-4 shows the input impedance of the dielectric horn antenna versus frequency computed by FDTD. The dielectric load has relative permittivity $\varepsilon_r = 4$ in this case. The input impedance shows little variation in the 500 MHz to 2 GHz range [4].

11.1.7 Dual-Polarized UWB-HFBT Antenna

Bow-tie antennas are also widely used for UWB applications. To reduce ground susceptibility in GPR applications, bow-tie antennas can be fed by a dielectric horn feed similar the one previously discussed. Moreover, a four arm consideration can be adopted to allow for dual-polarization (polarimetric) operation.

Figure 11-5 shows the geometry of a dual-polarized UWB horn-fed bow-tie (HFBT) antenna designed for GPR operation [5]. This is somewhat similar to a planar bow-tie dipole with the feed point now being raised off the ground. This reduces the sensitivity of the surge impedance to ground properties. Each antenna arm is smoothly curved in the transition from the horn section to the planar bow-tie dipole section. The ends of the
Figure 11-4  Input impedance of the horn-fed bow-tie antenna versus frequency computed by FDTD, for flare angle $\sigma = 60$ degrees and various plate angles (Source:[4], ©IEEE, 2004)

dipoles are terminated with tapered resistive cards (R-cards). The objective of the R-cards is to reduce reflections by gradually dissipating the currents propagating toward the end of each antenna arm. This increases the antenna bandwidth. The prototype considered here has a dielectric horn with $\varepsilon_r = 5$. The plate angle of each antenna arm is 11.5 degrees. The horn angle itself is approximately 150 degrees.

Figure 11-5  Illustration of the UWB-HFBT antenna geometry and dimensions
A full scale FDTD model of the UWB HFB antenna prototype requires computational grid spanning a minimum of $2.5 \, \text{m} \times 2.5 \, \text{m} \times 0.63 \, \text{m}$ space. A spatial cell size of 6.3 mm was chosen to accurately model the geometrical details of the antenna and cable structure [5]. This yields a grid with approximately 96 million unknowns. The four antenna arms were modeled as perfect electric conducting (PEC) plates, and the curved edges and surfaces were approximated by staircases. Each tapered R-card attached to the end of the PEC arm is 63 cm in length and is implemented via a conductive sheet in FDTD. The ground was assumed to be a lossless half space with $\varepsilon_r = 5$.

Figure 11-6 shows side-view snapshots, computed by FDTD, of the field distribution of this antenna launched into the ground at two different time instants: $t = 7.45 \, \text{nsec}$ and $t = 13.09 \, \text{nsec}$ [5]. Figure 11-7 shows snapshots at the same time instants for the same antenna geometry except that the R-cards are now absent. The ringing effect from the antenna terminations and the perturbation of the field distribution are clearly visible in Fig. 11-7. In general, FDTD models provide very useful visualization of dynamic field distributions that can help identify undesired radiation and reflection sources.
11.1.8 Time-Domain Modeling of Metamaterials

In recent years, there has been an upsurge in the design and development of new materials under the conceptual umbrella of “metamaterials,” as they show great promise to expand the design space of RF and optical devices and antennas. FDTD and FETD have proved to be quite effective tools for the analysis of metamaterials.

One interesting periodic material arrangement that provides a photonic crystals (PhCs) with a degenerate band edge (DBE) is shown in Fig. 11-8a. In this arrangement, the unit cell has two misaligned anisotropic dielectric layers, $A_1$ and $A_2$, and one isotropic layer $B$. The dispersion relation can be tailored in order to produce a degenerate band edge by adjusting the thickness and permittivity of each layer. DBE PhCs can be designed to yield a (approximately) quartic dispersion relation just below the DBE frequency rather than the conventional quadratic dispersion relation present below a regular band edge (RBE). Fabry-Perot resonances (associated with narrowband transmission peaks) can be exploited in finite-size slabs made of such periodic stacks. Finite-size DBE PhCs are able to produce gigantic amplitude increase at Fabry-Perot resonances that have very good transmittance (matching) properties, which can be exploited by antennas operating in the resonance frequency [6].

Figure 11-8b shows the simulated transmission spectrum with the Fabry-Perot resonances below the DBE frequency, for $N = 8$ and $N = 16$, where $N$ is the number of units cells. As $N$ increases, the resonances move close to the DBE frequency (while the transmission bands are narrowed). As Fabry-Perot resonances move just below the band edge, a dramatic increase in field intensity is produced because of slow wave effects (decrease in the group velocity). Hence, larger $N$ leads to greater growth in field intensity. Figure 11-9 shows the FETD computed field distribution squared inside this metamaterial. Note that because the group velocity is smaller below the DBE frequency (from the quartic dispersion relation) than the RBE frequency (from the quadratic dispersion relation), a much larger increase in the field amplitude is produced at DBE-based Fabry-Perot resonances than at the RBE counterpart for the same $N$.

Plasmon resonance structures have become the subject of intense study in recent years as potential building blocks of, among other devices, nanoantennas and (subwavelength) optical waveguides at the nanoscale (down to tens on nm). Localized

---

**Figure 11-8** (a) Schematic of a DBE-PhC composed of two anisotropic dielectric layers ($A_i$-layers) and one isotropic dielectric layer ($B$-layer). The dispersion relation can be tailored in order to produce a degenerate band edge by adjusting the thickness and permittivity of each layer. (b) Associated transmission spectrum for different number of unit cells $N$ (Source: [6], © Am. Phys. Soc., 2008).
surface plasmon resonances due to coherent electron oscillations excited at metal/dielectric interfaces yield highly localized field enhancement and provide guiding and confinement of electromagnetic waves well below the diffraction limit [7]. These structures are usually made of noble metals such as Ag and Au that exhibit dispersive response at optical frequencies, which can be modeled by ADE or PLRC techniques.

Figure 11-10 shows FDTD snapshots of the field intensity along a straight chain and a T-junction of a plasmon waveguide made of Au particles excited at center frequency of 580 THz. The excitation is a dipole located the left end of the waveguide. The particles

---

**Figure 11-9** Steady-state (time-average) field intensity $|E|^2$ inside a PhC with $N = 16$. The incident wave has unit amplitude. Increase in the field intensity is observed in DBE-PhC versus RBE-PhC (Source: [6], © Am. Phys. Soc., 2008).

**Figure 11-10** (a) Snapshot of the field distribution computed along a linear chain plasmon waveguide at 516 nm. (b) Snapshot of the field distribution computed along a T-junction (see text for details).
are nanospheres with radius 25 nm and center-to-center spacing of 75 nm. The FDTD grid cell size has 1.5625 nm; 640 × 256 × 256 cells are used for straight chain and 448 × 544 × 256 cells for T-junction simulations. A Drude model is used to model the Au dielectric response in the frequency range considered. The corresponding wavelength is 516 nm, i.e., deep subwavelength guiding is achieved by these waveguides of lateral dimension 50 nm.

11.2 Frequency-Domain FEM

Geometrical and material modeling flexibility of the FEM, has made it one of the most versatile design tools for modern antenna engineering. Recent advances in FEM modeling, coupled with fast and robust solution methods and general purpose mesh generation/graphical interface tools, have been instrumental in the proliferation of several commercial FEM packages in the past decade. Today, such commercial software are the antenna engineers’ most efficient tools in tackling modern antenna design challenges. In this section, we outline the basic components of the FEM and summarize some of the aspects that makes it a popular design tool for antenna engineering (see e.g., [23]–[26], [10] on FEM for antenna analysis).

The partial differential equations (PDEs) that govern "wave phenomena" is of particular interest to the antenna engineer for obvious reasons. Since a full review of Maxwell’s equations is beyond the scope of this chapter, we will simply focus on the time-harmonic wave equation to outline the FEM.

11.2.1 Weak Formulation of Time-Harmonic Wave Equation

In order to develop time harmonic FEM formulation, we will start by introducing the so-called “weak formulation” of the wave equation. For completeness, Maxwell equations in frequency domain (an $e^{-i \omega t}$ time convention is assumed and suppressed) are

$$\nabla \times \mathbf{E} = i \omega \mathbf{B}, \quad \nabla \times \mathbf{H} = -i \omega \mathbf{D} + \mathbf{j}, \quad \nabla \cdot \mathbf{D} = \rho_s, \quad \nabla \cdot \mathbf{B} = 0,$$  \hspace{1cm} (11-43)

where $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic field intensities, and $\mathbf{D}$ and $\mathbf{B}$ are the electric and magnetic flux densities, respectively. Also, $\mathbf{j}$ denotes the electric current density and $\rho_s$ is the electric charge density (related to electric current density via the continuity equation $\nabla \cdot \mathbf{j} = i \omega \rho_s$). In addition, for linear anisotropic media, the electric and magnetic field intensities and flux densities are related through constitutive parameters, viz. $\mathbf{D} = \varepsilon \cdot \mathbf{E}$ and $\mathbf{B} = \mu \cdot \mathbf{H}$.

The wave equation for the electric field intensity is constructed by coupling Maxwell’s curl equations for the electric and magnetic field intensities. Namely, by taking the curl of Maxwell’s first equation ($\nabla \times \nabla \times \mathbf{E} = i \omega \nabla \times \mathbf{B}$) and then substituting Maxwell’s second equation (along with the constitutive relation $\mathbf{B} = \mu \cdot \mathbf{H}$), we arrive at

$$\nabla \times \nabla^{-1}(\mathbf{r}) \cdot \nabla \times \mathbf{E}(\mathbf{r}) - \omega^2 \nabla(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r}) = i \omega \mathbf{J}(\mathbf{r})$$  \hspace{1cm} (11-44)

where $\omega = 2\pi f$ denotes the angular frequency. In (11-44), $\mathbf{J}(\mathbf{r})$ represents the impressed excitations within the solution domain $v$. We remark that the right-hand side of (11-44) vanishes for source-free regions. A similar “dual” equation can also be obtained for the magnetic field intensity $\mathbf{H}(\mathbf{r})$. 
Equation (11-44) is a strong, point-wise condition that the electric field intensity \( E \) must satisfy at all locations \( r \) within the domain of a given problem.

In general, as seen in Fig. 11-11, the solution domain may contain perfectly conducting and/or lossy surfaces, impedance boundaries, and homogeneous-isotropic/anisotropic materials, as well as inhomogeneous material regions. The versatility of the FEM stems from (11-44) in which material properties (e.g., linear, inhomogeneous, and anisotropic) are explicitly expressed.

Although as simple and as general (11-44) is, it is a mathematically strong statement whose solution cannot be readily obtained for arbitrary antenna geometries. However, this strong statement can be relaxed by seeking approximate field solutions that satisfy (11-44) in an average sense. Such an approximate form of (11-44) is mathematically called the “weak form.”

In order to relax the point-wise statement of (11-44), we proceed by defining auxiliary functions that will help us measure the error between the right- and left-hand sides of (11-44). Using a suitable inner product (please see [23], [10], [27]–[30] for a rigorous treatment) defined over the domain of the electric field \( E \) and a set of testing functions \( W = \{w_j, j = 1, \ldots, N\} \), we can rewrite (11-44) as

\[
\int_{\Omega} \, dv \frac{\partial}{\partial t} \left( \nabla \times \nabla \times E - \kappa_0^2 E \right) = i\omega \int_{\partial V} \, dv \nabla \times \mathbf{J} \quad (11-45)
\]

where, for the sake of simplicity, we consider a linear, isotropic, and piecewise homogeneous domain, and the implicit \( r \) dependence is understood.

Our next step is to relax the double differentiation (i.e., double curl operation) requirement in (11-45). This is simply done using the vector identity

\[
\nabla \cdot (A \times B) = (\nabla \times A) \cdot B - A \cdot (\nabla \times B), \quad (11-46)
\]

with \( A = W \) and \( B = \nabla \times E \), and (11-45) can be written as

\[
\int_{\Omega} \, dv \nabla \cdot \left[ (W \times (\nabla \times E)) - (\nabla \times (W \times E)) \right] = k_0^2 \int_{\partial V} \, dv W \cdot E = i\omega \int_{\partial V} \, dv W \cdot \mathbf{J}. \quad (11-47)
\]
Next, Gauss theorem is applied to the first term of (11-47), which results in the weak form of the wave equation

\[
\int_v d\mathbf{v} (\nabla \times \nabla \times \mathbf{E}) - k_0^2 \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{E} - \int_{s_{\text{bd}}} ds \hat{n} \cdot (\mathbf{W} \times (\nabla \times \mathbf{E})) = i \omega \mu \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{j}.
\]

In (11-48), \( \hat{n} \) is the outward normal vector on the boundary \( s = \partial v \). The surface integral can further be simplified using the vector identity

\[
\hat{n} \cdot (\mathbf{A} \times \mathbf{B}) = \mathbf{A} \cdot (\mathbf{B} \times \hat{n}) = \mathbf{B} \cdot (\hat{n} \times \mathbf{A}),
\]

resulting in the alternative expression

\[
\int_v d\mathbf{v} (\nabla \times \nabla \times \mathbf{E}) - k_0^2 \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{E} + \int_{s_{\text{bd}}} ds \hat{n} \times (\nabla \times \mathbf{E}) = i \omega \mu \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{j}.
\]

The weak statements (11-48) and (11-50) must now be satisfied for a set of testing functions \( \mathbf{W} \). Hence, unlike (11-45), an approximate solution for \( \mathbf{E} \) can be computed via the FEM.

It is also interesting to note that if we choose our testing function \( \mathbf{W} \) to be the same as the electric field \( \mathbf{W} = \mathbf{E} \) (Galerkin testing, see [23], [10]), (11-48) becomes an energy conservation statement

\[
\int_v d\mathbf{v} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k_0^2 \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{E} = i \omega \mu \int_s ds \hat{n} \cdot (\mathbf{E} \times \mathbf{H}) + i \omega \mu \int_v d\mathbf{v} \mathbf{E} \cdot \mathbf{j}
\]

where the left-hand side is the total electric and magnetic energy contained in \( v \) and the right-hand side is the total power crossing \( s \) and power delivered into the volume by the impressed source.

The FEM seeks solutions to (11-48) and (11-50), which are weaker statements than (11-44), i.e., they are satisfied in an average sense over the whose solution space \( v \). Thus, solutions \( \mathbf{E} \) to (11-48) may not necessarily satisfy the original wave equation (11-44) exactly, only approximately. The construction of (11-48), starting from (11-44) and imposing (11-45) is called the weighted residuals method. Galerkin’s method, or Galerkin’s testing belongs to this family when the weighting functions is chosen to be the same as the unknown function, as was done in arriving at (11-51). Alternatively, one can arrive at the same weak form statement (also called the variational statement) through the Rayleigh-Ritz procedure, by minimizing the functional associated with the wave equation. Due to space limitations, the reader is referred to [23], [10] for more information on the functional approach in constructing the variational statement.

In the following, we seek solutions to the electric field intensity \( \mathbf{E} \) in the domain \( v \) that satisfy (11-48) exactly, thus (11-44) weakly. Obviously, we can start by assuming a solution \( \mathbf{E} \) and test (by choosing suitable testing functions \( \mathbf{W} \)) whether this solution satisfies (11-48). However, since we can have infinitely many choices for assuming a solution \( \mathbf{E} \), this approach would rather inefficient. Alternatively, we may introduce a tessellation of the problem domain \( v \) via a connected mesh of simple shapes (triangular or quadrilateral finite elements for two-dimensional (2D) problems and tetrahedral or
hexahedral finite elements for 3D) and express the unknown electric field intensity \( E \) as a sum of known functions with unknown coefficients, viz.

\[
E(r) = \sum_{i=1}^{N} a_i e_i(r).
\]  

(11-52)

The “basis” functions, \( \{e_i, i = 1, \ldots, N\} \), are defined on the finite elements in terms of the local coordinates (to facilitate concise universal expressions). They should also respect the properties of the unknown electric field \( E \). For instance, the vector-field nature of \( E \) should be respected by the choice of \( e_i \) and conditions, such as \( \nabla \times e_i \) being well-defined must be satisfied.

Tetrahedral, hexahedral, and triangular-prism elements and associated basis functions are the most popular 3D finite elements used in antenna engineering. In the following section, we briefly summarize the usual 2D and 3D finite elements.

### 11.2.2 Geometry Modeling and Finite-Element Representations

As noted above, the first step in implementing the FEM to analyze a radiating structure is to approximate the antenna geometry and the surrounding solution domain \( V \) by a connected mesh of geometrically simple elements (see Fig. 11-12). This mesh forms an approximation to the solution domain, and basis functions are expressed directly on the mesh elements. Some popular choices for 2D elements are depicted in Fig. 11-13, and those for 3D elements are shown in Fig. 11-14. For example, a 2D triangular element is defined by its three vertices \( r_1, r_2, r_3 \), as shown in Fig. 11-15. Any point \( r \) inside the element has the barycentric coordinates \( \zeta_1, \zeta_2, \zeta_3 \) where \( \zeta_i \) is defined with respect to the area of each subtriangle formed by connecting \( r \) to the vertices, viz. \( \zeta_i = A_i / A \), where \( A = A_1 + A_2 + A_3 \) is the area of the triangle. Similarly, 4 barycentric variables can be constructed for tetrahedral elements.

![Figure 11-12 FEM meshes of the Vivaldi antenna using (a) tetrahedral elements, (b) triangular-prism elements, and (c) hexahedral elements](image)
Alternatively, we can also use a parametric representation of the elements. For instance, a 2D quadrilateral element defined by its 4 vertices as depicted in Fig 11-13c can be considered to be the map of a unit square in a \((u, v)\) domain, viz. \(r(u, v) = [x(u, v), y(u, v), z(u, v)]\). Here, the parametric transformation, are constructed such that the 4 corners of the unit square in the \((u, v)\) space is mapped to the given 4 vertices of the quadrilateral, a.k.a. \(r_1 = r(u = 0, v = 0), r_2 = r(u = 1, v = 0), r_3 = r(u = 1, v = 1), \) and \(r_4 = r(u = 0, v = 1)\). Both the barycentric \((\zeta_1, \zeta_2, \zeta_3)\) representations and the \((u, v)\) parameterizations.

![Figure 11-13](image1.png)

**Figure 11-13** 2D finite elements: (a) flat Triangular, (b) Curvilinear, 6-point triangular, (c) Curvilinear, 7-point triangular, (d) Flat, quadrilateral, (e) Curvilinear, 8-point quadrilateral, and (f) Curvilinear, 9-point quadrilateral.

![Figure 11-14](image2.png)

**Figure 11-14** Popular 3D finite elements: (a) Tetrahedral, (b) Triangular prism (right angled), (c) Trilinear hexahedral (brick), (d) Curved tetrahedral, (e) Distorted prism, (f) Triquadratic, and hexahedral element.
allow for simple expressions for the elements and the basis functions defined on these elements. This simplicity is particularly useful for implementation ease. Representations of 3D tetrahedral, hexahedral, and triangular-prism elements are summarized in the following subsections. Curvilinear versions of such elements can be found in various journal papers [31]–[33].

11.2.2.1 Tetrahedral Elements

The position vector \( \mathbf{r} \) inside the tetrahedral element is given in terms of the 4 barycentric parameters, \( \zeta_i \), defined by connecting the position vector to the 4 vertices defining the element. Each barycentric variable is defined as

\[
\zeta_i = \frac{V_i}{V},
\]

where \( V_i \) is the volume of the subtetrahedron defined by the position vector \( \mathbf{r} \) and the face of the tetrahedron across the \( i \)th vertex, and \( V \) is the volume of the element \( V = V_1 + V_2 + V_3 + V_4 \) (see Fig. 11-16).

11.2.2.2 Hexahedral Elements

Much like the 2D quadrilateral elements, 3D hexahedra can be simply defined as a mapping of a unit cube in the parametric \((u, v, w)\) space, viz.

\[
\mathbf{r}(u, v, w) = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} L_i(u)L_j(v)L_k(w)\mathbf{r}_{ijk}
\]

(11-53)
where \( r_{ij} \), \( i = 1, 2; j = 1, 2; \) and \( k = 1, 2 \) are the 8 vertices of the element as shown in Fig. 11-17. Also, \( L_1(\tau) = \tau \) and \( L_2(\tau) = 1 - \tau \), are the first-order Lagrange interpolators for \( \tau = u, v, w \). We also note that for (11-53) to be valid, the vertices of the element must lie on a topologically rectangular grid.

11.2.2.3 Triangular-Prism Elements

The distorted triangular-prism element [34] shown in Fig. 11-18 can be represented in terms of the parametric height variable \( t \) in addition to the barycentric \((\zeta_1, \zeta_2, \zeta_3)\) coordinates of the triangular faces, viz.

\[
\mathbf{r}(\zeta_1, \zeta_2, \zeta_3, t) = (r_{1}\zeta_1 + r_{2}\zeta_2 + r_{3}\zeta_3)(1-t) + (r_{4}\zeta_4 + r_{5}\zeta_5 + r_{6}\zeta_6)t
\]  

(11-54)
where $r_i, i = 1, \ldots, 6$ are the 6 vertices of the distorted prism. As a special case of the distorted prism element, the right-angled prism element is particularly useful in for layered media, often encountered in modeling antennas.

The previous definitions provide the mathematical tools to represent the finite elements. Next, we summarize some popular vector basis functions defined on these finite elements to express the electric field unknowns in FEM.

11.2.3 Vector Finite Elements
For programming simplicity, it is desirable to use low-order polynomial expressions to construct the basis functions. As such, the following are among the most widely utilized in FEM for antenna modeling [35].

11.2.3.1 Vector Basis Functions on Tetrahedra
Associated with each of the 6 edges of the tetrahedral element, we define 6 basis functions expressed in terms of the barycentric coordinates. Assuming a local edge numbering given in Table 11-1, the basis function associated with the $k$th edge is given as

$$e_k = l_k (\zeta_i \nabla \zeta_j - \zeta_j \nabla \zeta_i), \quad i, j = 1, \ldots, 4,$$

where $l_k = l_j$ is the length of the edge between the vertices $i$ and $j$ forming the $k$th edge. It can be shown that $\nabla \cdot e_k = 0$ and $\nabla \times e_k = l_2 \nabla \zeta_i \times \nabla \zeta_j$.

11.2.3.2 Vector Basis Functions on Hexahedra
One can define the basis function for hexahedral elements in a slightly different manner, in the parametric $(u, v, w)$ space. To do so, we start by introducing partial derivatives (a.k.a. parametric covariant vectors) $a_\tau = \partial r / \partial \tau$ where $\tau = (u, v, w)$. Next, we define a complementary set of vectors, namely the contravariant vectors as

$$a^u = \frac{1}{V_u} a_u \times a_w, \quad a^v = \frac{1}{V_v} a_v \times a_u, \quad a^w = \frac{1}{V_w} a_w \times a_v,$$

where $V_u = V_v = V_w$ and $V = V_u V_v V_w$.

<table>
<thead>
<tr>
<th>Local Edge Number</th>
<th>First Node</th>
<th>Second Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 11-1 Local Edge Numbering for a Tetrahedral Element
where $V = a_u \cdot (a_u \times a_u)$ is the differential volume used for normalization. Using these contravariant vectors, first-order vector finite-element functions can be written as

\begin{align*}
e_1 &= (v)(w)a^v, \\
e_2 &= (1 - v)(w)a^v, \\
e_3 &= (v)(1 - w)a^v, \\
e_4 &= (1 - v)(1 - w)a^v, \\
e_5 &= (u)(w)a^w, \\
e_6 &= (1 - u)(w)a^w, \\
e_7 &= (u)(1 - w)a^w, \\
e_8 &= (1 - u)(1 - w)a^w, \\
e_9 &= (u)(v)a^w, \\
e_{10} &= (1 - u)(v)a^w, \\
e_{11} &= (u)(1 - v)a^w, \\
e_{12} &= (1 - u)(1 - v)a^w.
\end{align*}

Curls of the above functions can be easily evaluated using the standard formula

\begin{align*}
\nabla \times e_1 &= \frac{1}{\sqrt{g}} \left[ \frac{\partial (e_u \cdot a_u)}{\partial v} - \frac{\partial (e_v \cdot a_u)}{\partial u} \right] a_u + \left[ \frac{\partial (e_u \cdot a_u)}{\partial v} - \frac{\partial (e_v \cdot a_u)}{\partial u} \right] a_u, \\
\nabla \times e_2 &= \frac{1}{\sqrt{g}} \left[ \frac{\partial (e_u \cdot a_u)}{\partial v} - \frac{\partial (e_v \cdot a_u)}{\partial u} \right] a_u,
\end{align*}

where $g$ is the determinant of the metric tensor

\begin{align*}
g &= \begin{vmatrix}
(a_u \cdot a_u) & (a_u \cdot a_v) & (a_u \cdot a_w) \\
(a_v \cdot a_u) & (a_v \cdot a_v) & (a_v \cdot a_w) \\
(a_w \cdot a_u) & (a_w \cdot a_v) & (a_w \cdot a_w)
\end{vmatrix}.
\end{align*}

For a rectangular hexahedral element (a.k.a. the brick element), the above expressions can be simplified via $a_u = a^v = r_1 - r_3$, $a_v = a^w = r_2 - r_3$, and $a_w = a^u = r_1 - r_2$. In addition, the metric tensor determinant becomes $\sqrt{g} = V$ where $V$ is the volume of the rectangular prism. Subsequently, the curls of the brick element basis functions also simplify as

\begin{align*}

\nabla \times e_1 &= \frac{1}{V} \left[ (v a_u - w a_u) \right], \\
\nabla \times e_2 &= \frac{1}{V} \left[ (1 - v) a_u - w a_u \right], \\
\nabla \times e_3 &= \frac{1}{V} \left[ (v a_u - (1 - w) a_u) \right], \\
\nabla \times e_4 &= \frac{1}{V} \left[ (1 - v) a_u - (1 - w) a_u \right], \\
\nabla \times e_5 &= \frac{1}{V} \left[ (v a_u - w a_u) \right], \\
\nabla \times e_6 &= \frac{1}{V} \left[ (1 - v) a_u - (1 - w) a_u \right], \\
\nabla \times e_7 &= \frac{1}{V} \left[ (v a_u - (1 - w) a_u) \right], \\
\nabla \times e_8 &= \frac{1}{V} \left[ (1 - v) a_u - (1 - w) a_u \right], \\
\nabla \times e_9 &= \frac{1}{V} \left[ (v a_u - w a_u) \right], \\
\nabla \times e_{10} &= \frac{1}{V} \left[ (1 - v) a_u - (1 - w) a_u \right], \\
\nabla \times e_{11} &= \frac{1}{V} \left[ (v a_u - (1 - w) a_u) \right], \\
\nabla \times e_{12} &= \frac{1}{V} \left[ (1 - v) a_u - (1 - w) a_u \right].
\end{align*}
Vector Basis Functions on Triangular-Prism Elements

Since the triangular-prism element is a hybrid between triangular elements and quadrilateral elements, the basis functions for triangular-prism elements can be expressed as a combination of the barycentric and parametric representations. Namely, the vector functions associated with each of the 6 edges of the element are given as

\[
\begin{align*}
\mathbf{e}_1 &= (\zeta_2 \nabla \zeta_3 - \zeta_3 \nabla \zeta_2)(1-t), \\
\mathbf{e}_2 &= (\zeta_3 \nabla \zeta_1 - \zeta_1 \nabla \zeta_3)(1-t), \\
\mathbf{e}_3 &= (\zeta_1 \nabla \zeta_2 - \zeta_2 \nabla \zeta_1)(1-t), \\
\mathbf{e}_4 &= (\zeta_2 \nabla \zeta_3 - \zeta_3 \nabla \zeta_2)\zeta, \\
\mathbf{e}_5 &= (\zeta_3 \nabla \zeta_1 - \zeta_1 \nabla \zeta_3)\zeta, \\
\mathbf{e}_6 &= (\zeta_1 \nabla \zeta_2 - \zeta_2 \nabla \zeta_1)\zeta, \\
\mathbf{e}_7 &= (\zeta_1)\mathbf{a}', \\
\mathbf{e}_8 &= (\zeta_2)\mathbf{a}', \\
\mathbf{e}_9 &= (\zeta_3)\mathbf{a}',
\end{align*}
\]

where \(\mathbf{a}'\) is the vector defined by \(\mathbf{r}(\zeta_1, \zeta_2, \zeta_3, t = 1) - \mathbf{r}(\zeta_1, \zeta_2, \zeta_3, t = 0)\).

We note here that the electric field boundary conditions require tangential continuity across material interfaces (where there are no magnetic currents). Hence, to carry on with the FEM implementation, the basis functions defined above need to be properly paired across neighboring finite elements such that tangential field continuity is explicitly enforced in the basis function expansion. That is, only a single “composite” basis function (hence a single unknown), spanning several elements that have the associated edge in common, is associated with each edge of the mesh. Indeed, the definitions above constitute only partial-basis functions. Basis functions associated with each edge of the mesh are constructed by pairing all such partial-basis functions that share the common edge. For instance, an internal edge in a tetrahedral mesh might be shared by 6 elements, in which case, the edge basis function would be the collection of all 6 partial-basis functions defined over the corresponding neighboring tetrahedra.

As we discuss in Sec. 11.2.4, the FEM discretization of the weak form in (11-48) relies on the computation of basis functions defined over each element using local coordinates and provides contributions of edge-based basis functions into the global FEM matrix.

Computation of FEM Matrices

We are now ready to discretize the weak form of the wave equation (11-48) numerically. To do so, we first insert the expansion (11-52) into (11-48), viz.

\[
\int d\mathbf{x}_i \left( \mathbf{v} \times \mathbf{W} \right) \left( \nabla \times \sum_{k=1}^{N} s_k \mathbf{e}_j \right) = -k_0^2 \int d\mathbf{v} \mathbf{W} \cdot \nabla \sum_{l=1}^{N} s_l \mathbf{e}_j - io\mu \int_{s_{\partial V}} ds \cdot [\mathbf{W} \times \mathbf{H}] = io\mu \int_{s_{\partial V}} d\mathbf{v} \mathbf{W} \cdot \mathbf{J}.
\]

(11-62)
In order to be able to construct a linear system for the $N$ unknowns, we next choose $N$

testing functions $w_j, j = 1, \ldots, N$, giving

$$
\sum_{j=1}^{N} i \omega \mu \int_{\Omega} ds \cdot \{ w_j \times \mathbf{H} \}
= i \omega \mu \int_{\Omega} ds \cdot \mathbf{J}', \quad j = 1, \ldots, N
$$

(11-63)

which can be written in a compact matrix form $[Z] \{ x \} = \{ f \}$. However, note that the

surface integral contribution is written in terms of the surface magnetic field, which

itself is an unknown. Thus the boundary magnetic field $\mathbf{H}$ must be dealt with before we
can transform (11-63) into a matrix equation. Several efficient methods of mesh

truncation are addressed next.

### 11.2.4.1 Truncation of the Solution Domain

#### 11.2.4.1.1 Absorbing Boundary Conditions

The simplest and one of the most popular

methods for mesh truncation for wave equation is to simply impose the far-field
behavior of fields as the boundary condition on the surface mesh bounding the FEM

domain. As is well-known, fields radiating away from a source can be approximated as

locally planar spherical waves in the far zone. That is, the following relation holds for

the tangential components of electric and magnetic field intensities:

$$
\hat{n} \times \mathbf{H}^{\text{ext}}(r) = i k_0 \hat{n} \times [\hat{n} \times \mathbf{E}^{\text{ext}}(r)].
$$

(11-64)

The above condition approximately applies for the mesh truncation surface if it is

sufficiently away from the sources and/or scattering centers within the FEM domain.

However, since the total field within the domain just inside the truncation boundary

consists of incident and scattered fields, (11-64) must be modified as

$$
\hat{n} \times \mathbf{H}(r) - i k_0 \hat{n} \times [\hat{n} \times \mathbf{E}(r)] = \hat{n} \times \mathbf{H}^{\text{inc}}(r) - i k_0 \hat{n} \times [\hat{n} \times \mathbf{E}^{\text{inc}}(r)].
$$

(11-65)

Using (11-65), the unknown $\mathbf{H}$ under the surface integral in (11-50) can be written in

terms of the electric field intensity $\mathbf{E}(r)$ as

$$
\int_{\omega_0} ds \cdot [\mathbf{W} \times \mathbf{H}] = - \int_{\omega_0} ds \mathbf{W} \cdot [\hat{n} \times \mathbf{H}]
= - \int_{\omega_0} ds \mathbf{W} \cdot [i k_0 \hat{n} \times (\hat{n} \times \mathbf{E}) + \hat{n} \times \mathbf{H}^{\text{inc}} - i k_0 \hat{n} \times (\hat{n} \times \mathbf{E}^{\text{inc}})].
$$

(11-66)

Next, we transfer the first term involving the unknown $\mathbf{E}$ to the left-hand side of (11-48)

and the terms involving the known incident field to the right-hand side. Doing so,

(11-48) becomes

$$
\int_{\omega_0} ds \mathbf{V} \cdot (\nabla \times \mathbf{E}) - k_0^2 \int_{\omega_0} ds \mathbf{W} \cdot \mathbf{E} + i k_0 \int_{\omega_0} ds \mathbf{W} \cdot \{ \hat{n} \times (\hat{n} \times \mathbf{E}) \}
= i \omega \mu \int_{\omega_0} ds \mathbf{W} \cdot \mathbf{J}' - \int_{\omega_0} ds \mathbf{W} \cdot (\hat{n} \times \mathbf{H}^{\text{inc}}) + i k_0 \int_{\omega_0} ds \mathbf{W} \cdot [\hat{n} \times (\hat{n} \times \mathbf{E}^{\text{inc}})].
$$

(11-67)
Alternatively, this can be cast in a more symmetric form as

$$
\int_v dv (\nabla \times \mathbf{W}) \cdot (\nabla \times \mathbf{E}) + k_0^2 \int_v dv \mathbf{W} \cdot \mathbf{E} - ik_0 \int_s ds (\hat{n} \times \mathbf{W}) \cdot (\hat{n} \times \mathbf{E})
= i\omega \int_v dv \mathbf{W} \cdot \mathbf{J} - \int_s ds W \cdot (\hat{n} \times \mathbf{H}^{inc}) - ik_0 \int_s ds (\hat{n} \times \mathbf{W}) \cdot (\hat{n} \times \mathbf{E}^{inc}).
$$

(11-68)

In the above, the right-hand side is recognized as the total excitation, consisting of an incident field excitation due to known sources external to the FEM domain as well as impressed currents within the FEM domain.

Discretization of the above equation as in (11-62) results in a sparse FE matrix. As mentioned earlier, as long as the truncation surface is sufficiently away (such that the electromagnetic fields locally behave as outward traveling plane waves), the absorbing boundary condition (ABC) approximation gives sufficiently accurate results. In discretized form, the FE-ABC equations are given as

$$
\begin{bmatrix}
E^{VV} & E^{SV} \\
E^{VS} & E^{SS}
\end{bmatrix}
\begin{bmatrix}
a_v \\
a_s
\end{bmatrix}
= 
\begin{bmatrix}
f^I \\
f^S
\end{bmatrix},
$$

(11-69)

where

$$
E^{VV} = \int_v dv (\nabla \times \mathbf{e}_i) \cdot (\nabla \times \mathbf{e}_i) - k_0^2 \int_v dv \mathbf{e}_i \cdot \mathbf{e}_i,
$$

(11-70)

for all finite-element edges inside the solution domain \(v\), and

$$
E^{SV} = [E^{VS}]^T = \int_v dv (\nabla \times \mathbf{e}_i) \cdot (\nabla \times \mathbf{e}_j) - k_0^2 \int_v dv \mathbf{e}_j \cdot \mathbf{e}_i
$$

(11-71)

for all basis functions \(\mathbf{e}_i\) in the volume \(v\) and testing functions \(\mathbf{e}_j\) associated with the edges on the boundary surface \(s\). More importantly, the surface unknown contributions in (11-69) are given as

$$
E^{SS} = \int_s ds (\nabla \times \mathbf{e}_i) \cdot (\nabla \times \mathbf{e}_j) - k_0^2 \int_s ds \mathbf{e}_j \cdot \mathbf{e}_i - ik_0 \int_s ds (\hat{n} \times \mathbf{e}_i) \cdot (\hat{n} \times \mathbf{e}_j).
$$

(11-72)

In addition, all excitations inside the FEM volume \(v\) contribute to the first part of the right-hand side and are computed using

$$
f^I = i\omega \int_v dv \mathbf{W} \cdot \mathbf{J}.
$$

(11-73)

Moreover, the surface portion of the excitation vector \([f^I f^S]^T\) in (11-69) may also contain external incident field contributions in the form

$$
f^S = -\int_s ds \mathbf{e}_j \cdot (\hat{n} \times \mathbf{H}^{inc}) - ik_0 \int_s ds (\hat{n} \times \mathbf{e}_i) \cdot (\hat{n} \times \mathbf{E}^{inc}) + f^S_{\text{internal}},
$$

(11-74)

in which any internal sources on the truncation boundary also contribute to the right-hand side, viz.

$$
f^S_{\text{internal}} = i\omega \int_v dv \mathbf{W} \cdot \mathbf{J}^s.
$$

(11-75)
Excitations interior to the solution domain are typically used to model port excitations in antenna design. These include infinitesimal voltage and current sources, as well as waveguide feed ports. We will summarize such excitations in Section 11.2.5.

All integrations involved in (11-70)–(11-75) can be evaluated numerically using a suitable quadrature. However, in most cases closed form expressions using the definitions of the basis functions can also be obtained.

Turning our attention back to mesh truncations schemes, we note that the approximate ABC in (11-65) is sometimes referred to as the zeroth order ABC (or the radiation boundary condition) since it involves only the far-field behavior of the electromagnetic energy. Several higher-order ABCs have also been developed for improved accuracy (see e.g., [36], [37], [15], [23], [10]). Such higher-order ABCs allow one to bring the FEM truncation surface closer to the antenna structure, thereby keeping the FEM domain and the resulting FEM matrix equation small, leading to faster and more efficient solutions. Another alternative to keep the FEM mesh close to the antenna structure is to use perfectly matched layers, which are discussed below.

11.2.4.1.2 Artificial Absorbers and Perfectly Matched Layers Much like the ABCs, artificial absorbers are simply artificial material layers that are placed on the truncation surface inside the FEM mesh. When the surface integral in (11-50) over the truncations surface $s$ is simply discarded, the boundary surface ends up behaving like a conducting surface (the surface integral equals zero when $E_{\text{trunc}} = 0$). Artificial absorbers are placed over this PEC boundary to eliminate reflections back into the solution domain. As such, multiple layers of artificial lossy materials with equal relative permittivity and permeabilities $\varepsilon_i = \mu_i$ (for wave impedance matching) are placed on the inside of the truncation surface. The thicknesses and the material parameters are arranged such that the reflection from the truncation surface is minimized over a broad frequency and incidence angle range. The process of designing such artificial absorbers often requires a multidimensional optimization and results in nonphysical material parameters for the layers [23], [10]. A particular set of artificial absorbers, perfectly matched layers, is rather popular in FEM modeling (as well as in time-domain FEM and finite-difference implementations).

Perfectly matched layers [15] are artificial, anisotropic lossy material layers that do not reflect waves impinging from a lossless medium. Formal derivation of various PMLs is lengthy and beyond the scope of this introductory chapter and can be found in most prominent finite-element books such as [23], [10]. With the predetermined PML material parameters, the FE equation (using anisotropic material formulation)

$$\int_s dv \nabla \times (\nabla \times W) \cdot \vec{\beta}^{-1} \cdot (\nabla \times E) - \alpha^2 \int_s dv W \cdot E = i \omega \int_s dv W \cdot J$$

(11-76)

can be solved straightforwardly without the need to deal with the surface fields on $s$.

Several combinations of ABCs and PMLs have also been considered. In particular, ABC backed PMLs provide better absorption of outgoing energy. Also, averaging two solutions to the same problem, one with with PMC backed PML and the other with the conventional PEC backed PML, can provide much better accuracy.

11.2.4.1.3 Exact Mesh Termination Through Boundary Integral Equations In addition to the mesh truncations summarized above, an exact relation between the tangential
electric and magnetic fields on the truncations surface can be used. These are given in terms of the Stratton-Chu integral representation formulas [38]. Namely, the electric field integral equation (EFIE) is given by

\[
\frac{1}{2} \hat{n} \times (\hat{n} \times \mathbf{E}) + \hat{n} \times [\hat{n} \times \mathcal{L}(\hat{n} \times \mathbf{H})] + \hat{n} \times [\hat{n} \times \mathcal{K}(\hat{n} \times \mathbf{E})] = \hat{n} \times \mathbf{E}^{\text{inc}},
\]

(11-77)

and the magnetic field integral equation (MFIE) is given by

\[
\frac{1}{2} \hat{n} \times \mathbf{H} + \hat{n} \times \mathcal{K}(\hat{n} \times \mathbf{H}) - \hat{n} \times \mathcal{L}(\hat{n} \times \mathbf{E}) = \hat{n} \times \mathbf{H}^{\text{inc}},
\]

(11-78)

where the operators \(\mathcal{L}\) and \(\mathcal{K}\) are defined as

\[
\mathcal{L}(\mathbf{X}) = -ik_{0} \int_{S} \left[ \mathbf{X} + \frac{1}{k_{0}^{2}} \nabla \mathbf{X} \right] \frac{e^{ik_{0}R}}{4\pi R} \quad \text{(11-79)}
\]

and

\[
\mathcal{K}(\mathbf{X}) = \int_{S} \mathbf{X} \times \frac{e^{ik_{0}R}}{4\pi R} \quad \text{(11-80)}
\]

in which \(R = |\mathbf{r} - \mathbf{r}'|\) is the distance between the source and observation points. Both (11-77) and (11-78) are exact relations between the tangential field components; however, while the ABC relation \(\hat{n} \times \mathbf{H} = ik_{0} \hat{n} \times (\hat{n} \times \mathbf{E})\) was used to eliminate \(\hat{n} \times \mathbf{H}\) in (11-48) before, in this case the unknown \(\hat{n} \times \mathbf{H}\) appears under integral operators. Thus, a simple elimination is not possible. Nonetheless, we can treat \(\hat{n} \times \mathbf{H}\) as an unknown as it is and use the EFIE or the MFIE as an additional equation to complement the original FEM system. However, we must note that care must be taken in doing so since both (11-77) and (11-78) are themselves prone to so-called interior resonance problems. To eliminate this problem, a weighted sum of EFIE and MFIE, called the combined field integral equation, is used. The resulting FE-BI system is compactly given as

\[
\begin{bmatrix}
E^{VV} & E^{SV} & 0 \\
E^{VS} & E^{SS} & B \\
0 & B & \mathbf{Z}
\end{bmatrix}
\begin{bmatrix}
E_{V} \\
E_{S} \\
H_{S}
\end{bmatrix}
= \begin{bmatrix}
f_{V} \\
f_{S} \\
b
\end{bmatrix}
\]

(11-81)

In the above, the submatrices \(E^{VV}, E^{SV},\) and \(E^{VS}\) are identical to those given in (11-70) and (11-71). However, the submatrix \(E^{SS}\) in (11-81) is slightly modified in that the surface integral in (11-72) is treated separately as a submatrix \(B\), viz.

\[
E^{SS} = \int_{S} d\omega (\mathbf{V} \times \mathbf{e}_{i}) \cdot (\mathbf{V} \times \mathbf{e}_{j}) - k_{0}^{2} \int_{S} d\omega \mathbf{e}_{j} \cdot \mathbf{e}_{i}
\]

\[
B = -ik_{0} \int_{S} d\omega (\hat{n} \times \mathbf{e}_{i}) \cdot (\hat{n} \times \mathbf{e}_{j}).
\]

(11-82)
In addition, the boundary integral equation submatrices $\tilde{B}$ and $Z$ are given in terms of the EFIE and MFIE contributions as $\tilde{B} = \alpha \tilde{B}_{\text{EFIE}} + (1 - \alpha) \tilde{B}_{\text{MFIE}}$ and $Z = \alpha Z_{\text{EFIE}} + (1 - \alpha) Z_{\text{MFIE}}$ where $\alpha$ is a constant between 0 and 1, typically chosen as 0.5 and

\[
\tilde{B}_{\text{EFIE}} = \int_S ds(\hat{n} \times \mathbf{t}) \cdot \hat{n} \times \left[ \frac{1}{2}(\hat{n} \times \mathbf{e}_r) + \hat{n} \times \mathbf{K}(\hat{n} \times \mathbf{e}_r) \right]
\]

\[
\tilde{B}_{\text{MFIE}} = -\int_S ds(\hat{n} \times \mathbf{t}) \cdot [\hat{n} \times \mathbf{L}(\hat{n} \times \mathbf{e}_r)]
\]

\[
Z_{\text{EFIE}} = \int_S ds(\hat{n} \times \mathbf{t}) \cdot \hat{n} \times \mathbf{L}(\hat{n} \times \mathbf{h}_i)
\]

\[
Z_{\text{MFIE}} = \int_S ds(\hat{n} \times \mathbf{t}) \cdot \left[ \frac{1}{2}(\hat{n} \times \mathbf{h}_i) + \hat{n} \times \mathbf{K}(\hat{n} \times \mathbf{h}_i) \right].
\]

(11-83)

Here, we also introduced the testing functions $\mathbf{t}$ defined over the surface elements on $s$. Moreover, for the CFIE implementation, the excitations submatrix $b$ associated with external excitations is also given as

\[
b = \alpha \int_S ds(\hat{n} \times \mathbf{t}) \cdot \hat{n} \times (\hat{n} \times \mathbf{E}^{\text{inc}}) + (1 - \alpha) \int_S ds(\hat{n} \times \mathbf{t}) \cdot \hat{n} \times \mathbf{H}^{\text{inc}}
\]

(11-84)

Although the previous equations seem complicated, they can be greatly simplified when the surface basis/testing functions for the tangential electric and magnetic field are chosen to be the same such that $\mathbf{e}_r = \mathbf{h}_i$. Also, $\mathbf{t}$ is chosen as $\mathbf{t} = \hat{n} \times \mathbf{h}_i$ on the surfaces of volumetric elements that lie on the boundary $S$. We also note that several variants of the FE-BI system have also been reported [39]–[42].

In numerically solving real-life problems, one would like to be assured that the obtained FEM solution is accurate. In essence, if a solution is obtained using an FEM mesh with an average edge length of $h$, it is important to put an upper bound on the error in the FEM solution in terms of the mesh parameter $h$. That is, we expect that FEM solution accuracy should improve when a denser mesh is used for the same problem. To measure a rate of convergence, the mesh parameter $h$ is used. Another alternative is to improve the modeling abilities of the basis functions using higher-order expansions [43]–[47]. If we denote the FE expansion order with $p$, we must be assured that by increasing $p$ the FEM error can be improved. Obviously, a denser mesh or a higher-order expansion is most beneficial in the regions where the field behavior changes rapidly due to sharp geometrical changes, such as edges and corners, or due to excitations points, such as feeds and waveguide ports. Thus, often both strategies are combined and mesh density and basis function order are adaptively increased over regions with rapid spatial field variations [48].

### 11.2.5 Feed Modeling

For an accurate antenna analysis, it is important that the antenna feeds within the FEM domain are accurately representable in the FEM statement. In addition to material modeling capabilities, the FEM also incorporates various feeding mechanisms used in modern antenna designs. Some of the most frequently used feed models are summarized in the following subsections.
11.2.5.1 Current Probe Feeds
Coaxial transmission lines are widely used in printed antennas, such as microstrip patch antennas. Typically, the center conductor of the coaxial feed is attached to the patch and the outer conductor to the ground plane. The short section of the center conductor behaves as a current probe that excites the patch antenna. Such feeds can readily be modeled with FEM when this short section is treated as an impressed current source under the patch. As such, the coaxial transmission line is replaced by a current probe feed and the excitation of this current probe is computed by

\[ f^1 = i k_0 Z_0 \int_V d \mathbf{W} \cdot \mathbf{J} \]

where the impressed current source is due to a current element along the direction of the original coaxial probe as

\[ \mathbf{J} = \hat{l} \delta(r_\perp). \]

The input impedance of the feeding port can be subsequently found by considering the electric field unknown (after solving the FEM system) at the probe feed location using the well-known formula \( Z_{in} = V/I \), where

\[ V = -\int d \mathbf{E} \cdot \hat{l} \]

in which \( l \) is the length of the probe section.

Alternatively, for modeling antennas fed by other types of transmission lines, such as dipole antennas, a voltage gap model may be more appropriate.

11.2.5.2 Voltage Gap Feeds
If we assume a voltage differential exists across the pth edge of the FEM mesh, such that the electric field across the edge is forced to assume a constant value, we can eliminate the unknown associated with that edge through \( E_s = V/d \), where \( d \) is the length of the edge. With this assignment, the column in the FEM matrix associated with the voltage gap edge can be explicitly evaluated and thus is eliminated from the system, decreasing the matrix size by 1 for each voltage gap source. Consequently, the pth column becomes an excitation to the reduced system as

\[ b_j = \frac{V}{d} \int_{e_p} d \mathbf{v} (\nabla \times \mathbf{w}) \cdot (\nabla \times \mathbf{e}_g) + \frac{k_0^2 V}{d} \int_{e_p} d \mathbf{v} \mathbf{w}_j \cdot \mathbf{e}_g. \]

After the solution of the reduced system, the input impedance of the voltage gap excitation port can be found from \( Z_{in} = V/I \), where the current \( I \) flowing across the voltage gap feed can be found by

\[ I = \frac{1}{i \omega \mu} \int d (\nabla \times \mathbf{E}) \cdot \hat{e}. \]
11.2.5.3 Lumped Circuit Elements
Lumped elements can also be easily implemented by assigning lossy/reactive material parameters to the finite elements associated with the circuit components. For example, a lumped load of impedance $Z_L$ associated with the $k$th edge of the mesh contributes to the FEM via

$$E^{vv} = -\frac{ik_0 Z_0 f^2}{Z_L}$$

(11-90)

As such, modeling of shorting pins is extremely easy in the sense that for each shorting pin edge, simply the associated edge unknown is set to zero, eliminating the associated column from the FEM matrix.

11.2.5.4 Waveguide Port Feeds
For modeling antennas that are fed via waveguides, a modal expansion must be incorporated into the FEM system. This is needed to express the surface $H$ field over the waveguide port in terms of the unknown $E$ field (so that the surface term in (11-48) can be eliminated). For this, a general modal summation expression for the waveguide fields, given as

$$H = H^{inc} + \sum_m a_m h_m e^{i\gamma m}, \quad E = E^{inc} + \sum_m \frac{a_m}{Z_m} e^{i\gamma m}$$

(11-91)

where

$$a_m = e^{-\gamma m} \int_S dS h_m \cdot [H - H^{inc}]_{z=L}$$

(11-92)

is used. Obviously, various orthonormality relationships between waveguide modes can be applied to simplify the above equation [23], [10], [38].

Although we stated the eigenmode expansion using infinitely many modes, the summations in (11-92) are truncated in FEM implementations. If the waveguide port surface inside the waveguide is chosen far enough from the waveguide-antenna junction, only a few terms in (11-92) is sufficient since most higher-order modes are evanescent and will die out before reaching the wave-port surface. Moreover, the wave-port can be chosen sufficiently far from the junction such that considering only the dominant mode would result in accurate FEM solutions. Since waveguides are typically small in size, the additional burden to model the extra waveguide section in the FEM domain is often very small.

In addition to the feed models summarized above, known incident fields from sources external to the solution domain can also be included as excitations using (11-74) and (11-84) for the FE-ABC and FE-BI implementations, respectively. Moreover, FEM problems involving thin lossy material layers and/or conductors coated with thin layers can be further simplified by replacing such thin layers by equivalent impedance boundary conditions. Resistive sheets, thin dielectric layers, etc. can be readily approximated via impedance boundary conditions [49]. In addition, even nonlinear circuit elements such as diodes and transistors can be implemented into the FEM framework coupled with circuit simulation approaches.
11.2.6 Calculation of Radiation Properties of Antennas

As noted in the previous subsection, antenna impedances associated with the small port excitations or waveguide feeds can be readily calculated after the FEM solution. Likewise, the near-zone fields around the antennas are available as an immediate result of the FEM solution. However, far-zone antenna parameters, such as the radiations patterns, need to be separately computed following the FEM solution. Fortunately, this can be accomplished by simply employing the Stratton-Chu integral representations given in (11-79) and (11-80) for observation points in the farzone. Thus, for FEM-ABC and FE-BI solutions, the following simple formulas are employed to compute the far-field radiation patterns of the antennas using the tangential field values on the truncation boundary, \( E^f = L^f (\hat{n} \times \mathbf{H}) + K^f (\hat{n} \times \mathbf{E}) \), where

\[
L^f (\hat{n} \times \mathbf{H}) = \int ds \left( \mathbf{T} - \mathbf{k} \right) \cdot (\hat{n} \times \mathbf{H}) e^{ikr}
\]

(11-93)

and

\[
K^f (\hat{n} \times \mathbf{K}) = \int ds \hat{k} \times [\hat{n} \times (\hat{n} \times \mathbf{E})] e^{ikr}
\]

(11-94)

In case of FEM-PML solution, an auxiliary surface inside the FEM volume, sufficiently far away from the PML region as well as the antenna geometry, must be used to compute the tangential field quantities used in (11-93) and (11-94).

11.2.7 An FEM Example: Broadband Vivaldi Antenna

In this subsection, we demonstrate the FEM solution of a typical wideband antenna. The antenna of choice is a popular wideband Vivaldi, as shown in Fig. 11-19 [50]. As seen, the antenna consists of two tapered slots etched on both sides of a conductor backed dielectric substrate. The permittivity of the substrate used here is \( \varepsilon_r = 2.2 \) and a stripline feed with a wideband open end is integrated into the antenna substrate. This feed is excited by two current probes at the end of the line between the two conductor planes. Alternatively, a coaxial waveguide feed can also be used to excite the stripline.

The Vivaldi antenna has been a popular element for phased arrays. Although the presented FEM is also applicable to antenna array modeling, standard approach often leads to very large FEM systems that are computationally intensive to solve. Several highly efficient methods based on decomposing the original problem into many identical subdomains (these subdomains obviously correspond to the individual antenna elements in a large phased array) have been developed. These domain decomposition methods are discussed in [51]-[54].

The first step in modeling the Vivaldi antenna is to represent its geometry on the computer and generate an FEM mesh. A typical mesh using hexahedral elements is shown in Fig. 11-12c. In order to proceed with the problem setup, first, all FEM unknowns associated with the conducting surface in the geometry are eliminated since the total tangential electric field on PEC surfaces is zero. For this particular example, the total number of non-PEC edges in the mesh is 2,236. Next, all finite elements are assigned a relative permittivity of \( \varepsilon_r = 2.2 \) and the FEM matrix is calculated using (11-81). The two current probe sources contribute to the right-hand side of (11-81) through (11-85). We note that the FEM matrix and the excitation...
vector must be computed for each frequency in order to generate the input impedance behavior of the antenna over a desired range of frequencies. To accelerate this process, fast frequency sweep methods based on the asymptotic waveform evaluation (AWE) expansion [10], domain decomposition based preconditioners (see Section 11.3), as well as model order reduction techniques [26] are used.

Next, we first consider an FE-BI solution of the Vivaldi antenna problem. Since, as described in Section 11.2.4, the BI treatment is an exact mesh truncation scheme, only the antenna structure is meshed as shown in Fig. 11-12c. This discretization results in 986 volume unknowns and 1250 surface unknowns. However, we note that due to the moment method nature of the BI portion, the submatrices $B$ and $Z$ in (11-81) are fully populated, thus, the computational cost of FE-BI can be substantial. For larger size problems, one often resorts to fast integral equation solution methods, such as the fast multipole method or the adaptive integral method [55], [56].

After the matrix is computed, the contributions of the two current probe feeds that excite the stripline feeding the antenna are modeled using (11-85). The input impedance for the feed is computed as a parallel combination of the two current probes, each of which has an impedance according to (11-87).

Alternatively, we can also solve the same problem using FE-ABC, as described in Section 11.2.4. In this case, we need to mesh a substantial amount of space around the antenna so that we can use the ABC approximation of (11-64). For the FE-ABC, the total number of unknowns increase to 48,123. However, since the matrix system is extremely sparse, the computational cost of solving this larger system is still comparable with the FE-BI system.
The resulting systems can be solved using a direct solver when the system size is relatively small since the computational complexity of direct solution scales as $O(N^3)$, where $N$ is the overall matrix size. However, since most antenna simulations are done in the transmitting mode (with a fixed internal excitation), often only a single solution is sufficient for each frequency. Thus, relatively cheaper iterative solution techniques are often used in practice. Particularly, for larger problems, the computational savings of efficient iterative solvers and preconditioners (such as a simple diagonal preconditioner) make them the preferred choice.

After the matrix solution is obtained one can visualize the actual electromagnetic fields in and around the antenna structure. In Fig. 11-20, we plot the electric field on the surface of the Vivaldi antenna at 5 GHz. The coupling of the incident power from the stripline onto the tapered slot is clearly visible. The FE-ABC solution also provides the field behavior around the antenna, as well as inside. As seen in Fig. 11-21, the antenna radiates through the opening of the tapered slot.

In Fig. 11-22 we plot the input impedance of the Vivaldi antenna obtained by FE-BI and FE-ABC solutions. As seen, both are in good agreement with each other and predict that the antenna is designed to operate approximately between 1–5 GHz. We note, however, that this particular antenna design is intended to be used in a phased array configuration, such as the one shown in Fig. 11-23. In this case, the antenna behavior will be affected due to mutual coupling between adjacent elements. In Section 11.3, we address FEM techniques that are particularly well suited for antenna array analysis.

---

**Figure 11-20**  Grayscale rendering of electric field magnitude inside the Vivaldi antenna at 5 GHz. (a) $E_x$, showing the fields within the slot are mostly $x$-polarized, (b) $E_y$, showing that the fields within the stripline are mostly $y$-polarized.
Such fast alternatives for array design by fully harnessing the modeling capabilities of FEM has been instrumental in developing new designs using full material and geometrical flexibility.

Finally, it is straightforward to compute the far zone radiation pattern of the Vivaldi using (11-93) and (11-94). Often depicted as a polar plot, the two principle cut radiation patterns of the Vivaldi as shown in Fig. 11-24. In addition, Fig. 11-24b shows the three-dimensional pattern of the antenna at 5 GHz. By integrating this pattern, standard antenna parameters, such as the directivity $D$ and the total radiated power $P_{rad}$ can be readily obtained. Additionally, any impedance mismatches can also be included in this...
calculation to compute the overall antenna gains. In antenna design problems, the FEM systems needs to be solved for each frequency. For broadband antennas, this might be a time-consuming task. Instead, fast frequency sweep algorithms based on the asymptotic waveform evaluation (see [10] and references therein) can significantly speed up the broadband simulations. Moreover, large phased antenna arrays made of many identical antenna elements can be efficiently solved by exploiting the symmetries in the geometry. Several domain decomposition algorithms have been developed [57], [51], [53] to efficiently tackle large FEM problems with geometrical repetitions. In the next section, we outline the domain decomposition method in the FEM context.
11.3 Conformal Domain Decomposition Method

In this section, we adopt the engineering notation, and employ \( j = \sqrt{-1} \).

11.3.1 Notation

We first introduce some notation and definitions that will be employed throughout the manuscript. Boldface letters (e.g., \( \mathbf{u} \)) are used to denote vectors in \( \mathbb{R}^3 \) while an overhead hat (e.g., \( \hat{u} \)) will signify that the vector has unit magnitude. Finite dimensional matrices will be represented by uppercase italic characters (e.g., \( A \)), while lowercase italic characters will be used to represent column vectors (e.g., \( x \)). The imaginary unit will be represented by \( j \).

We will denote the time-harmonic electric and magnetic fields by \( \mathbf{E} \) and \( \mathbf{H} \), respectively [58]. The free-space wavenumber will be denoted by \( k_0 = \omega \sqrt{\mu_0 \varepsilon_0} \), where \( \omega = 2\pi f \) is the radial frequency of operation and \( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability in free space, respectively. The free-space intrinsic impedance is given by \( \eta_0 = \sqrt{\mu_0 \varepsilon_0} \). In a material region, the wavenumber is given by \( k = \omega \sqrt{\mu \varepsilon} \), where \( \mu \) and \( \varepsilon \) are the permittivity and permeability of the material. Also, we define \( \kappa = \sqrt{\mu \varepsilon} / \sqrt{\mu_0 \varepsilon_0} \) as the relative permittivity and permeability of the material.

In deriving the methods we will often consider a domain \( \Omega \subseteq \mathbb{R}^3 \) and its decomposition into \( N_p = 2 \) subdomains such that \( \Omega = \Omega_1 \cup \Omega_2 \) (see Fig. 11-25). Further, we define the interface between subdomains as \( \Gamma = \partial \Omega_1 \cap \partial \Omega_2 \), and the exterior boundaries as \( \partial \Omega_i = \partial \Omega \cap \partial \Omega_i \). We denote the outward-directed unit normal to \( \partial \Omega_i \) by \( \hat{n}_i \). The subscripts \( i \in \{1, 2\} \) will denote the restriction of a quantity to \( \Omega_i \). For example, in \( \Omega \), \( \mathbf{E} \) will denote the electric field while \( \kappa \) and \( \mu \) will denote the relative permittivity and permeability, respectively.

We will also use the tangential trace operator

\[
\gamma_t(u_i) := \hat{n}_i \times u_i \mid \partial \Omega_i
\]  

and tangential components trace operator

\[
\pi_t(u_i) := \hat{n}_i \times (u_i \times \hat{n}_i) \mid \partial \Omega_i
\]

along with the associated jump and average operators on the interface \( \Gamma \):

\[
\mathbf{u}_\gamma := \gamma_t(u_1) + \gamma_t(u_2)
\]

\[
\mathbf{u}_\pi := \pi_t(u_1) - \pi_t(u_2)
\]

\[
\|\mathbf{u}\| := \frac{1}{2} (\gamma_t(u_1) - \gamma_t(u_2)).
\]

Figure 11.25 Notation for decomposition of the domain
Volume and surface sesquilinear forms are defined by

\[ (\mathbf{u}, \mathbf{v})_\Omega := \int_\Omega \bar{\mathbf{u}} \cdot \mathbf{v} \, dv \tag{11-100} \]

and

\[ \langle \mathbf{u}, \mathbf{v} \rangle_{\partial \Omega} := \int_{\partial \Omega} \bar{\mathbf{u}} \cdot \mathbf{v} \, ds, \tag{11-101} \]

where the overbar denotes conjugation. Note that we sometimes use \((\mathbf{u}, \mathbf{v})_\Omega\) to mean the broken form \((\mathbf{u}_1, \mathbf{v}_1)_\Omega + (\mathbf{u}_2, \mathbf{v}_2)_\Omega\) and, similarly, \(\langle \mathbf{u}, \mathbf{v} \rangle_{\partial \Omega} = \langle \mathbf{u}_1, \mathbf{v}_1 \rangle_{\partial \Omega} + \langle \mathbf{u}_2, \mathbf{v}_2 \rangle_{\partial \Omega} \).

We recall the standard Sobolev spaces \(H^s(\Omega)\) for \(s \in \mathbb{R}\) and \(H^t(\partial \Omega)\) for \(t \in [-1, 1]\), and set

\[ H^s(\Omega) := (H^s(\Omega))^3 \tag{11-102} \]
\[ H^t(\partial \Omega) := (H^t(\partial \Omega))^3 \tag{11-103} \]
\[ L^2(\Omega) := H^0(\Omega) \tag{11-104} \]
\[ L^2(\partial \Omega) := H^0(\partial \Omega). \tag{11-105} \]

Also, we define [60]

\[ H(\text{curl}, \Omega) := \{ \mathbf{u} \in L^2(\Omega) \mid \nabla \times \mathbf{u} \in L^2(\Omega) \} \tag{11-106} \]
\[ H(\text{div}, \Omega) := \{ \mathbf{u} \in L^2(\Omega) \mid \nabla \cdot \mathbf{u} \in L^2(\Omega) \} \tag{11-107} \]
\[ H^{-1/2}(\text{curl}, \partial \Omega) := \{ \mathbf{u} \in H^{-1/2}(\partial \Omega) \mid \nabla \times \mathbf{u} \in H^{-1/2}(\partial \Omega), \hat{n} \cdot \mathbf{u} = 0 \} \tag{11-108} \]
\[ H^{-1/2}(\text{div}, \partial \Omega) := \{ \mathbf{u} \in H^{-1/2}(\partial \Omega) \mid \nabla \cdot \mathbf{u} \in H^{-1/2}(\partial \Omega), \hat{n} \cdot \mathbf{u} = 0 \} \tag{11-109} \]
\[ H_0(\text{curl}, \Omega) := \{ \mathbf{u} \in H(\text{curl}, \Omega) \mid \gamma_t(\mathbf{u}) = 0 \text{ on } \Gamma_D \}. \tag{11-110} \]

Note that \(H_0(\text{curl}, \Omega)\) is the space of curl-conforming functions that satisfy essential boundary conditions on \(\Gamma_D\), the collection of surfaces on which Dirichlet boundary conditions are applied. This is the space in which the electric field resides, with the appropriate Dirichlet conditions imposed on Perfect Electrically Conducting (PEC) surfaces. That is, we may write \(\mathbf{E} \in H_0(\text{curl}, \Omega)\). Similarly, the subscript 0 will be used with other function spaces to denote that essential Dirichlet boundary conditions are enforced.

Finally, we recall that the function spaces for the traces of curl-conforming functions are given via [60]

\[ H^{-1/2}(\text{curl}, \partial \Omega) := \{ \gamma_t(\mathbf{u}) \mid \mathbf{u} \in H(\text{curl}, \Omega) \} \tag{11-111} \]
\[ H^{-1/2}(\text{div}, \partial \Omega) := \{ \gamma_t(\mathbf{u}) \mid \mathbf{u} \in H(\text{curl}, \Omega) \}. \tag{11-112} \]
and that

\[ \mathbf{H}(\text{curl}, \Omega)' = \mathbf{H}(\text{div}, \Omega) \]  

(11-113)

\[ \mathbf{H}^{-1/2}(\text{curl}, \partial \Omega)' = \mathbf{H}^{-1/2}(\text{div}, \partial \Omega) \]  

(11-114)

where \( X' \) denotes the function space dual to \( X \) in the appropriate \( L^2 \) inner product.

### 11.3.2 Interior Penalty Based Domain Decomposition Method

In this section, we introduce a conformal DD method that does not require auxiliary variables to solve for time-harmonic Maxwell equations. The method is closely related to the Interior Penalty (IP) Discontinuous Galerkin (DG) methods of [61], [62]. A general derivation of the method leads to many possible formulations, but one that provides an optimal rate of convergence in solution error as well as robust iterative solver convergence is selected for further study.

When compared to the conventional FEM, the proposed method is less accurate for a given mesh due to energy dissipation on interfaces. As with all computational methods, solution accuracy to a prescribed tolerance can only be guaranteed using adaptive procedures that either produce finer computational meshes (\( h \)-refine) or increase the polynomial order of basis functions (\( p \)-refine) based on reliable a posteriori error estimators. We note that adaptive mesh refinement is most efficient when the numerical method gives an optimal error convergence rate. The current work therefore addresses two of the three key ingredients for a robust numerical method by providing an efficient, reliable solution procedure and an optimal rate of convergence. The final ingredients, adaptive refinement procedures, are left to future research and the work in [63], in the context of DG methods, may provide a starting point.

#### 11.3.2.1 Boundary Value Problem

We begin by defining a Boundary Value Problem (BVP) for the decomposed problem of Fig. 11-25. It may be written as

\[ \nabla \times \mu_j^{-1} \nabla \times \mathbf{E}_1 - k_0^2 \varepsilon_j \mathbf{E}_1 = -j k_j \eta_j \mathbf{J}_\text{imp} \quad \text{in} \ \Omega_i \]  

(11-115)

\[ \nabla \times \mu_j^{-1} \nabla \times \mathbf{E}_2 - k_0^2 \varepsilon_j \mathbf{E}_2 = -j k_j \eta_j \mathbf{J}_\text{imp} \quad \text{in} \ \Omega_2 \]  

(11-116)

\[ \pi_j(\mathbf{E}_1) = \pi_j(\mathbf{E}_2) \quad \text{on} \ \Gamma \]  

(11-117)

\[ \gamma_j(\mu_j^{-1} \nabla \times \mathbf{E}_1) = \gamma_j(\mu_j^{-1} \nabla \times \mathbf{E}_2) \quad \text{on} \ \Gamma \]  

(11-118)

\[ \gamma_j(\mu_j^{-1} \nabla \times \mathbf{E}_1) = j k_j \mu_j^{-1} \pi_j(\mathbf{E}_1) \quad \text{on} \ \partial \Omega_i \]  

(11-119)

\[ \gamma_j(\mu_j^{-1} \nabla \times \mathbf{E}_2) = j k_j \mu_j^{-1} \pi_j(\mathbf{E}_2) \quad \text{on} \ \partial \Omega_2 \]  

(11-120)

where \( \mathbf{E}_i \in \mathbf{H}_0(\text{curl}, \Omega) \) represents the electric field in a subdomain. Note that \( \mathbf{E}_1 \) and \( \mathbf{E}_2 \) are allowed to be discontinuous on \( \Gamma \). Equations (11-117) and (11-118) enforce the
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necessary continuity of the electric and magnetic fields on the interface between subdomains and render the BVP above equivalent to that of the original problem without decomposition. Equations (11-119) and (11-120) provide a simple first-order absorbing boundary condition (ABC) on \( \partial \Omega \), though other conditions may also be applied to the boundary. The impressed electric current is assumed to be given such that \( J_{\text{imp}} \in H(\text{div}, \Omega) \).

We ignore other boundary conditions (e.g., PEC, PMC, and impedance conditions) and sometimes omit discussion of the ABC treatment in what follows as they can be accounted for as in the conventional FEM.

11.3.2.2 Weak Formulation

To derive the weak form we first introduce the following residual quantities and their associated function spaces:

\[
R_{\Omega^0}^{(1)} := \nabla \times \mu_1 \nabla \times E_1 - k_0^2 \varepsilon_0 E_1 + j_{k_0} \eta_0 J_{\text{imp}}^{(1)} \in H(\text{div}, \Omega) \quad (11-121)
\]

\[
R_{\Omega^2}^{(2)} := \nabla \times \mu_2 \nabla \times E_2 - k_0^2 \varepsilon_0 E_2 + j_{k_0} \eta_0 J_{\text{imp}}^{(2)} \in H(\text{div}, \Omega_2) \quad (11-122)
\]

\[
R_{\gamma}^{(3)} := \gamma_\gamma (\mu_1 \nabla \times E_1) - \gamma_\gamma (\mu_2 \nabla \times E_2) \in H^{-1/2}(\text{curl}, \Gamma) \quad (11-123)
\]

\[
R_{\gamma}^{(4)} := \gamma_\gamma (\mu_1 \nabla \times E_1) + \gamma_\gamma (\mu_2 \nabla \times E_2) \in H^{-1/2}(\text{div}, \Gamma) \quad (11-124)
\]

\[
R_{\gamma}^{(5)} := \gamma_\gamma (\mu_1 \nabla \times E_1) - j k_0 \mu_1 \gamma_\gamma (E_1) \in H^{-1/2}(\partial \Omega_1) \quad (11-125)
\]

\[
R_{\gamma}^{(6)} := \gamma_\gamma (\mu_2 \nabla \times E_2) - j k_0 \mu_2 \gamma_\gamma (E_2) \in H^{-1/2}(\partial \Omega_2). \quad (11-126)
\]

These residuals can be interpreted in terms of physical error currents that support a difference between the exact field solution and that obtained through the numerical method. \( R_{\Omega^0}^{(1)} \) and \( R_{\Omega^2}^{(2)} \) represent scaled volume electric error currents, \( \overline{E} \) and \( \overline{E}^{(1)} \), respectively, and \( \overline{J} \) and \( \overline{J}^{(2)} \) are electric current. The former defines a rotated magnetic current, \( \hat{n} \times \mathbf{M}^{\text{err}} \), whereas the latter gives an electric current, \( \mathbf{J}^{\text{err}} \).

Following the Galerkin procedure we introduce test functions to form proper dual pairs. These dual pairs can be interpreted via functional space arguments, or we may rely on a more physical interpretation using energy densities. These densities arise from dual pairs and we can then see that the volume electric currents, \( R_{\Omega^0}^{(1)} \) should be paired with volume electric fields to give rise to the familiar \( \mathbf{E} \cdot \mathbf{J} \) density. Thus, the test functions, \( \mathbf{w} \), are chosen from the same functional space as the electric field and we choose \( (\mathbf{w}, \mathbf{w}) \in H_0(\text{curl}, \Omega) \times H_0(\text{curl}, \Omega) \). Similarly, we pair the rotated magnetic current of \( R_{\Omega^0}^{(1)} \) with a rotated magnetic field to give a surface energy density of the form \( \mathbf{H} \cdot \mathbf{M} \). Since the rotated magnetic field lies in the space \( H^{1/2}(\text{div}, \Gamma) \), we may use test functions of the form \( \pi_\gamma (\mathbf{w} \times \mathbf{w}) \). Lastly, the electric current of \( R_{\Omega^0}^{(1)} \) is paired with a surface electric field to give a surface density of the form \( \mathbf{E} \cdot \mathbf{J} \). The surface electric fields lie in the space \( H^{-1/2}(\text{curl}, \Gamma) \) and we may use test functions \( \pi_\gamma (\mathbf{w}) \).
On $\Gamma$, two possibilities arise for the choice of basis functions, one from either side of the interface. Here, we simply choose an average of the two possibilities as testing functions. Now, we may write a linear combination of the weighted residuals

$$\left( w_1, R_\omega^{(1)} \right)_{\Omega_1} + \left( w_2, R_\omega^{(2)} \right)_{\Omega_2}$$

$$+ c_3 \left( \gamma_r (\mu_1 \nabla \times w_1) - \gamma_r (\mu_2 \nabla \times w_2) R_1^{(3)} \right)_{\Gamma} + c_3 \left( \pi_r (w_1) + \pi_r (w_2) R_1^{(9)} \right)_{\Gamma}$$

$$+ c_4 \left( \pi_r (w_1), R_\omega^{(3)} \right)_{\Omega_1} + c_4 \left( \pi_r (w_2), R_\omega^{(6)} \right)_{\Omega_2}$$

$$+ \left( \pi_r (w_1) - \pi_r (w_2), p R_\omega^{(3)} \right)_{\Gamma} + \left( \gamma_r (\mu_1 \nabla \times w_1) + \gamma_r (\mu_2 \nabla \times w_2) R_1^{(3)} \right)_{\Gamma} = 0$$

with coefficients $c_\gamma$, $c_\pi$, $c_\gamma$, $c_\pi$, $p$ and $q$ to be determined based on accuracy and convenience.

We note that the first four residuals are tested using the appropriate functions to give proper dual pairings whereas the ABC residuals, $R_\partial_{\Omega_1}$ and $R_\partial_{\Omega_2}$, are tested with curl-conforming functions as in the conventional FEM.

The final two terms on the left-hand side of (11-127), inspired by the DG and IP methods (see, e.g., [61], [62], [64], [65]), are included to penalize the discontinuities of the electric and magnetic fields across $\Gamma$. We see their importance upon considering the boundary testings

$$\left( \gamma_r (\mu_1 \nabla \times w_1), c_3 R_1^{(3)} + q R_1^{(4)} \right)_{\Gamma} = 0 \quad \forall w_1 \in H_0(\text{curl}, \Omega_1)$$

$$\left( \gamma_r (\mu_2 \nabla \times w_2), c_4 R_1^{(3)} - q R_1^{(4)} \right)_{\Gamma} = 0 \quad \forall w_2 \in H_0(\text{curl}, \Omega_2)$$

and

$$\left( \pi_r (w_1), c_4 R_1^{(3)} + p R_1^{(3)} \right)_{\Gamma} = 0 \quad \forall w_1 \in H_0(\text{curl}, \Omega_1)$$

$$\left( \pi_r (w_2), c_4 R_1^{(3)} - p R_1^{(3)} \right)_{\Gamma} = 0 \quad \forall w_2 \in H_0(\text{curl}, \Omega_2).$$

The coefficients appearing in (11-128) and (11-129) can be chosen to weakly enforce transmission conditions on the interface between subdomains and thereby satisfy (11-117) and (11-118). For a planar interface, the theory of non-overlapping DD methods for scalar and vector Helmholtz equations indicates that convergent iterative methods (for propagative modes) may be obtained by enforcing a complex, mixed TC [66]–[68]. In the present work, evanescent modes are handled through the use of a Krylov subspace iterative solver, as is common in DD methods for wave phenomena [69]. Specifically, we choose $c_\gamma$ and $c_\pi$ real, and set $p = -jc k \tilde{\mu}$, $q = jc \tilde{\mu}/k$ with $k = (k_1 + k_2)/2$ and $\tilde{\mu} = (\tilde{\mu}_1 + \tilde{\mu}_2)/2$. Then, the TCs become the familiar ones of non-overlapping DD. Specifically

$$\gamma_r (\mu_1 \nabla \times E_1) - j k \tilde{\mu} \pi_1 (E_1) = -\gamma_r (\mu_2 \nabla \times E_1) - j k \tilde{\mu} \pi_1 (E_1)$$

$$\gamma_r (\mu_2 \nabla \times E_2) - j k \tilde{\mu} \pi_1 (E_2) = -\gamma_r (\mu_1 \nabla \times E_2) - j k \tilde{\mu} \pi_1 (E_1).$$

We denote the method that uses the Robin TC above as the IP-DD method.
Now, after integrating the first two terms of (11-127) by parts, we obtain
\[
\left( \nabla \times \mathbf{w}, \mu_r^{-1} \nabla \times \mathbf{E} \right)_\Omega - k_0^2 (\mathbf{w}, \varepsilon_r, \mathbf{E})_\Omega
+ \left( \gamma_r \left( \mu_r^{-1} \nabla \times \mathbf{E} \right) \mathbf{w} \right)_\partial \Omega,
\]
\[
+ c_3 \left( \gamma_r \left( \mu_r^{-1} \nabla \times \mathbf{w} \right) \mathbf{w} \right)_\partial \Gamma
+ 2c_4 \left( \beta_r \left( \mu_r^{-1} \nabla \times \mathbf{E} \right) \mathbf{w} \right)_\partial \Gamma
- j \frac{k}{\mu_r} \left( \mathbf{w} \times \mathbf{E} \right)_\partial \Gamma
+ j c_3 \left( \gamma_r \left( \mu_r^{-1} \nabla \times \mathbf{w} \right) \mathbf{w} \right)_\partial \Gamma
+ c_4 \left( \beta_r \left( \mu_r^{-1} \nabla \times \mathbf{E} \right) \mathbf{w} \right)_\partial \Gamma
= -j k_0 n_\Omega (\mathbf{w} \cdot \mathbf{J}^{\text{imp}} )_\Omega.
\]

(11-131)

Turning to the choice of constant coefficients, we first set \( c_4 = c_5 = -1 \) to enforce the ABCs on \( \partial \Omega \) as in the usual FEM. Examining (11-131) and assuming that the media are isotropic and \( \mu_r \) is real, we can obtain a (convenient) symmetric formulation if \( c_3 = c_4 = 1/2 \). Then, the weak formulation is given by
\[
\left( \nabla \times \mathbf{w}, \mu_r^{-1} \nabla \times \mathbf{E} \right)_\Omega - k_0^2 (\mathbf{w}, \varepsilon_r, \mathbf{E})_\Omega
+ \left( \gamma_r \left( \mu_r^{-1} \nabla \times \mathbf{w} \right) \mathbf{E} \right)_\partial \Omega,
\]
\[
+ j \frac{k}{\mu_r} \left( \mathbf{w} \times \mathbf{E} \right)_\partial \Gamma
+ \frac{1}{2} \left( \mathbf{w} \cdot \mathbf{E} \right)_\partial \Gamma
+ \frac{1}{2} \left( \gamma_r \left( \mu_r^{-1} \nabla \times \mathbf{w} \right) \mathbf{E} \right)_\partial \Gamma
+ j k_0 \left( \beta_r \left( \mu_r^{-1} \varepsilon_r \right) \mathbf{E} \right)_\partial \Omega
= -j k_0 n_\Omega (\mathbf{w} \cdot \mathbf{J}^{\text{imp}} )_\Omega.
\]

(11-132)

We also note that many formulations can be derived by selecting different coefficients in (11-130). However, it is as yet unclear how an effective preconditioner can be constructed for the resulting matrix. For example, with \( q = 0 \), the symmetric, nonsymmetric, and incomplete interior penalty methods can be obtained by setting \( c_4 = \frac{1}{2}, \frac{1}{2} \), or 0, respectively. The approximating properties of these methods have been analyzed in [61] and [62]. Note that some choices of coefficients may lead to suboptimal rates of convergence in the solution. We demonstrate via numerical experiment in Sections 11.3.4, that an optimal rate of convergence is obtained with the IP-DD method.

11.3.3 Discrete Formulation

While the IP-DD method is applicable to both conformal and nonconformal meshes, we restrict ourselves here to the conformal case and introduce a partitioning, \( K \), of \( \Omega \) into a
conformal mesh of tetrahedra, \( K \). To form the subdomains \( \Omega_1 \) and \( \Omega_2 \), the mesh is partitioned by grouping whole tetrahedra to give submeshes \( K_1 \) and \( K_2 \). The surface meshes induced by the partitioning are denoted by \( T_x \), with the subscript \( x \) referring to the original domain. For example, the triangulation on \( \Gamma \) is denoted by \( T_\Gamma \) and that on \( \partial \Omega \) is given by \( T_{\partial \Omega} \). On each of the subdomains, we define discrete trial and test functions, \( E_i^h \in X_i^h \) and \( w_i^h \in X_i^h \) respectively, with \( X_i^h \) taken to be the space of second-order, first kind Nedelec curl-conforming basis functions [70] over \( K_i \), given in [71]. We also set \( E^h := (E_1^h, E_2^h) \), \( w^h := (w_1^h, w_2^h) \), and \( X^h := X_1^h \times X_2^h \). The discrete problem is then given by: Seek \( E^h \in X^h \) such that

\[
a(w^h, E^h)_K = -j k_0 \eta_0 (w^h, J^{imp})_K \quad \forall w^h \in X^h. \tag{11-133}
\]

The sesquilinear form in (11-133) is given by

\[
a(u, v)_K = \left\langle \nabla \times u, \mu^{-1} \nabla \times v \right\rangle_K - k_0^2 (u, \varepsilon, v)_K
\]

\[
+ \left\langle \mu^{-1} \nabla \times u, \mu^{-1} \nabla \times v \right\rangle_T + \frac{j}{2} \left\langle u, \frac{k}{\mu} v \right\rangle_T
\]

\[
+ \frac{j}{2} \left\langle \mu^{-1} \nabla \times u, \frac{k}{\mu} \mu^{-1} \nabla \times v \right\rangle_T
\]

\[
+ j k_0 \left\langle \varepsilon_i (u), \mu_i (\varepsilon, \varepsilon, v) \right\rangle_{T_\Omega}. \tag{11-134}
\]

After expanding the field in terms of the basis functions, the discrete system (11-133) can then be cast as a matrix equation for the electric field coefficients \( E_1 \) and \( E_2 \):

\[
\begin{pmatrix}
A_1 & C_{21} \\
C_{21} & A_2
\end{pmatrix}
\begin{pmatrix}
E_1 \\
E_2
\end{pmatrix} =
\begin{pmatrix}
b_1 \\
b_2
\end{pmatrix}
\tag{11-135}
\]

where

\[
A_i = \begin{pmatrix}
A^A & A^B \\
A^B & A^A + D^A + (D^B)^T + T^B + S^B + R^B
\end{pmatrix}
\]

\[
C_i = (C_A)^T = \begin{pmatrix}
0 & 0 \\
0 & -D^A - (D^B)^T - T^B + S^B
\end{pmatrix}
\]

\[
E_i = \begin{pmatrix}
E_i^A \\
E_i^B
\end{pmatrix}
\]

\[
b_i = \begin{pmatrix}
b_i^A \\
b_i^B
\end{pmatrix} \tag{11-136}
\]
In (11-136), the superscripts $x \in \{I, B\}$ correspond, respectively, to tetrahedra interior to the subdomain and those adjacent to its boundary, $\partial\Omega$. The block matrices are given by

$$A_i^x := \left( \nabla \times w_i, \mu_r^{-1} \nabla \times w_i \right)_{k_i} - k_0^2 \left( \mathbf{w}_i, \epsilon_r \mathbf{w}_i \right)_{k_i}$$

$$D_i^x := \frac{1}{2} \langle \boldsymbol{\pi}_i (\mathbf{w}_i) \gamma_T \left( \mu_r^{-1} \nabla \times \mathbf{w}_i \right) \rangle_{\tau_i}$$

$$T_i^x := \frac{j}{2} \langle \mathbf{\pi}_i (\mathbf{w}_i) \mu_r \mathbf{\pi}_i (\mathbf{w}_i) \rangle_{\tau_i}$$

$$S_i^x := \frac{j}{2} \langle \gamma_T \left( \mu_r^{-1} \nabla \times \mathbf{w}_i \right) \frac{\mu_r}{k} \gamma_T \left( \mu_r^{-1} \nabla \times \mathbf{w}_i \right) \rangle_{\tau_i}$$

$$R_i^x := j k_0 \langle \mathbf{\pi}_i (\mathbf{w}_i) \sqrt{\mu_r^{-1} \epsilon_r} \mathbf{\pi}_i (\mathbf{w}_i) \rangle_{\tau_{10}}.$$  

(11-137)

We can solve (11-135) via a preconditioned Krylov subspace method. The simplest preconditioner is of block-Jacobi type and can be written as

$$M = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}.$$  

(11-138)

The system to be solved is of the form $M^{-1}A x = M^{-1}b$ and we see that application of the preconditioner requires the inversion of each subdomain matrix, $A$. The subdomain matrices can be factorized in a preprocessing step or solved via another preconditioned Krylov method at each iteration (an “inner loop” iteration). Here, as a compromise between solution speed and memory usage, we use an incomplete factorization of each subdomain matrix to construct the preconditioner.

In addition to (11-138), other block preconditioners (e.g., Gauss-Seidel) may also be used. In serial these preconditioners entail a reasonable amount of additional computational effort; in parallel they may significantly increase communication costs.

### 11.3.4 Numerical Results

In this section, we study the proposed method via numerical experiment. We restrict ourselves to the symmetric case with $\kappa$, real and use a preconditioned Conjugate Residual (CR) solver [72] for the solution of (11-135). Note that despite the increased memory requirement, we prefer the CR algorithm to a Conjugate Gradient method because we have found that it provides more stable convergence. The convergence criteria for the CR solver is defined as

$$\epsilon \equiv \frac{M^{-1} (A x - b)^2}{M^{-1} b^2}.$$  

(11-139)
Note that for serial methods we have found that a block Gauss-Seidel preconditioner with truncated Generalized Conjugate Residual (GCR) method [73] to be a better approach.

To apply the proposed method here, the subdomains, \( K_i, i = 1, \ldots, N_p \), are formed by partitioning the tetrahedral mesh \( K \) using the METIS software package [74]. Drop tolerances of \( \xi = 10^{-6} \) are used for the preconditioner's incomplete Choleski factorizations. Although double-precision arithmetic is used throughout, the factorizations are performed using only single-precision. First-order ABCs are used to truncate the computational regions unless otherwise noted. All computational statistics are reported using a workstation with two quad-core 64-bit Intel Xeon X5450 CPUs and 32 GB of RAM. Unless otherwise specified, 8 threads are used in an OpenMP [75] threaded implementation. All computational timings are reported as wall clock times.

### 11.3.4.1 Rectangular Waveguide

We first use an X-band (WR-90) rectangular waveguide excited by a TE\(_{01}\) mode and operating at 10 GHz to verify that with mesh refinement, the solution converges to the exact one at the proper rate. Successively finer quasi-uniform meshes are generated and then partitioned into two domains for the simulations. The waveguide ports are terminated with perfectly matched layers (PMLs). Figures 11-26a and 11-26b show that reflection and transmission coefficients computed with the proposed method, and the method of [53] that employs divergence-conforming cement variables, converge at the same rate as those of the FEM.

Figure 11-27 shows the number of CR iterations required for the two DD methods' solutions as the mesh is refined. The figure clearly demonstrates the IP-DD method's improvement over that of [53]. The figure also shows that solver convergence is sensitive to mesh size and a linear dependence is observed. This is due to the fact that the number of evanescent modes on the interface increases linearly as the mesh is refined. We remark that although a stopping criteria of \( \varepsilon = 10^{-4} \) is used here, a tolerance several orders of magnitude larger is usually sufficient for the accuracy required of practical simulations.

Next, we use an \( 8 \lambda_0 \) long segment of waveguide to examine the energy loss due to the method. We first solve the problem via a conventional FEM solver and then partition it with transverse slices into \( N_p \in \{2, 4, 8, 16\} \) partitions and solve via the proposed method. The total power at each port is determined and normalized against the power.

![Figure 11-26](image)

**Figure 11-26** Error convergence of waveguide S-parameters
obtained from the FEM solution. The experiment is repeated for several mesh sizes and the results are shown plotted in Fig. 11-28. We first note that the total power decreases linearly as the number of domains is increased. That is, each additional interface introduces a constant amount of loss. We also note that once again, as the mesh is refined, the solution converges toward the exact one at the optimal rate.

We note that in the present method, as with the conventional FEM and all numerical methods, no guarantee in solution accuracy is available unless \((h \text{ or } p)\) adaptive procedures are employed. No simple heuristic on mesh size is sufficient to guarantee a certain level of numerical accuracy. The important point for the method is that arbitrary solution accuracy can be obtained via mesh refinement or by increasing the polynomial order of the basis functions. If the method converges at the optimal rate, as shown above, the adaptive procedure is most efficient. Adaptive refinement for the present method will differ slightly from the conventional FEM in that additional refinement on subdomain
interfaces may be desired. This local mesh refinement or polynomial enrichment on the interface would mitigate the energy dissipation since the order of the error is always on the same order of the error of the FEM method used within each subdomain.

### 11.3.4.2 Coated Sphere

We further examine the accuracy of the proposed method using a plane-wave incident upon a dielectric-coated perfectly electrically conducting (PEC) sphere. The radii of the PEC sphere and the outer surface of the coating are \( r_1 = 1\lambda_0 \) and \( r_2 = 1.2\lambda_0 \), respectively. The coating has relative permittivity \( \varepsilon = 4 \) and the domain is truncated by a sphere of radius \( r_3 = 3.2\lambda_0 \). The bistatic radar cross-section (RCS) is found via a conventional FEM solver and the proposed method with \( N_p \in \{50, 100, 200\} \) partitions. The error in RCS is determined using

\[
\text{RCS Error} = \frac{\int_{0}^{\pi} \int_{0}^{2\pi} |\sigma_{\text{num}}(\theta, \phi) - \sigma_{\text{ref}}(\theta, \phi)|^2 \sin \theta d\theta d\phi}{\int_{0}^{\pi} \int_{0}^{2\pi} |\sigma_{\text{ref}}(\theta, \phi)|^2 \sin \theta d\theta d\phi},
\]

where \( \sigma_{\text{num}} \) is the numerical solution and \( \sigma_{\text{ref}} \) is a reference solution obtained using the Mie series. Figure 11-29 shows that the solution of the proposed method once again converges at a rate equal to that of the FEM. Note that as the number of subdomains is increased, more error is introduced, as evidenced by the slight upward shift in the curves with increasing \( N_p \). This error is due to the loss of energy previously demonstrated in Section 11.3.4. The rates of convergence remain optimal and diminish as the solutions approach one where the error is dominated by the truncation error of the simple first order absorbing boundary condition. The bistatic RCS for mesh size \( h = \lambda_0/6 \) is given in Fig. 11-30 and demonstrates good agreement with the Mie Series solution.

We now study the performance of the proposed method by comparing it to a \( p \)-type multiplicative Schwartz (pMUS) preconditioned FEM solver [76]. Here, only a single thread is used for a more fair comparison of the methods. It should be noted however,
that one of the IP-DD’s benefits is that it is an efficient parallel algorithm. We begin at an operating frequency of $f = 50$ MHz and use a coated sphere with $r_1 = 0.5\lambda_0$, $r_2 = 0.6\lambda_0$, $r_3 = 0.75\lambda_0$, and $\sigma = 4$. The domain is meshed with $h = \lambda_0/5$ and solved via pMÜS-FEM (that we denote by $N_p = 1$) and the proposed method with $N_p \in \{25, 50\}$ partitions. The experiment is repeated for higher frequencies with the same computational domain and a new mesh such that $h = \lambda_0/5$. A drop tolerance of $\epsilon = 10^{-3}$ is used for the factorizations of subdomain blocks.

The computational statistics are given in Table 11-2 where we see that for small problem geometries, the pMUS-FEM method is superior in terms of convergence and solution time. Also, its memory requirements are reasonably low.

As the electrical size of the problem increases, we see that the pMUS preconditioner is no longer effective and the solver fails to converge to $\epsilon = 10^{-3}$ within 1000 iterations. However, the proposed method is still able to obtain a solution.

The time and memory required for pMUS-FEM grow large due to the factorizations of large subblocks in the FEM matrix (that are obtained by splitting the hierarchical DoFs according to polynomial order). The time and memory required by the proposed method remains low due to the ability to control the size of the subblocks required for factorization; increasing $N_p$ leads to smaller subblocks for factorizations. Of course, the energy considerations discussed above and the effect on solution time must also be considered in determining the number of partitions to employ.

We now use the largest of the coated spheres to examine the parallel scalability of the method. We use $N_p = 50$ subdomains and solve with 1 to 8 threads. The parallel speedup is measured as the total solution time required with $t$ threads divided by the time required by the serial method. The results are shown in Fig. 11-31 and illustrate that a linear speedup is obtained when up to 4 threads are used. Beyond this, the
### Table 11.2: Computational Statistics for Coated Sphere Simulations

<table>
<thead>
<tr>
<th>N_p</th>
<th>Frequency (MHz)</th>
<th>Degrees of Freedom</th>
<th>Iterations ($\varepsilon = 10^{-3}$)</th>
<th>Preconditioner Time (s)</th>
<th>Solution Time (s)</th>
<th>Peak Memory Usage (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>11,382</td>
<td>6</td>
<td>1</td>
<td>0.3</td>
<td>26</td>
</tr>
<tr>
<td>100</td>
<td>77,868</td>
<td>54</td>
<td>20</td>
<td>18</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>256,196</td>
<td>40</td>
<td>213</td>
<td>53</td>
<td>699</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>612,726</td>
<td>a</td>
<td>974</td>
<td>—</td>
<td>1792</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>1,067,078</td>
<td>—</td>
<td>2670</td>
<td>—</td>
<td>3553</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>1,875,096</td>
<td>—</td>
<td>9215</td>
<td>—</td>
<td>7692</td>
<td></td>
</tr>
</tbody>
</table>

25
| 50  | 15,016          | 49                  | 0.5                                  | 1.4                     | 8                |
| 100 | 90,088          | 118                 | 19                                   | 31                      | 20               |
| 150 | 284,204         | 161                 | 225                                  | 179                     | 74               |
| 200 | 662,938         | 185                 | 1210                                 | 593                     | 213              |
| 250 | 1,136,124       | 170                 | 3752                                 | 1095                    | 434              |
| 300 | 1,978,766       | 240                 | 11923                                | 3190                    | 870              |

50
| 50  | 17,154          | 72                  | 0.3                                  | 2.3                     | 8                |
| 100 | 95,624          | 146                 | 11                                   | 35                      | 20               |
| 150 | 296,066         | 135                 | 118                                  | 135                     | 52               |
| 200 | 684,042         | 239                 | 659                                  | 677                     | 118              |
| 250 | 1,166,672       | 188                 | 2110                                 | 1082                    | 202              |
| 300 | 2,024,852       | 352                 | 5833                                 | 4040                    | 402              |

*a Failed to converge within 1000 CR iterations

Figure 11-31: Parallel speedup for a coated sphere
speedup degrades. This can be explained by the fact that the processors of the dual quad-core machine are not truly parallel in terms of memory access. The four processors on a single die share two banks of 6 MB L2 cache. When more than two processors are used on a die (or more than four overall), the cache must be shared and this causes the observed degradation in speedup. Because the algorithm itself is highly parallel, we expect it to scale extremely well given the proper architecture.

11.3.4.3 Dielectric Cube
We now simulate a plane-wave incident upon a dielectric cube with permittivity \(\varepsilon_r = 2\) and edge length \(l_1 = 1.2\lambda_0\). The scatterer is enclosed within a larger vacuum-filled cube with edge length \(l_2 = 2\lambda_0\). The model is meshed quasi-uniformly with \(h = \lambda_0/6\). In Fig. 11-32a, solver convergence with respect to the number of partitions is examined. A fit through the data shows a dependence of about \(N_p^{1/8}\) in the number of iterations and demonstrates an insensitivity to the number of partitions used in simulation.

Starting from a similar geometry with \(l_1 = 0.6\lambda_0\), \(l_1 = 1\lambda_0\) \(h = \lambda_0/6\), and \(N_p = 4\), we study the behavior as problem size increases. To do so, the cube volume and \(N_p\) are doubled for successive simulations. \(h\) is kept constant and the results of Fig. 11-32b demonstrate a dependence of the iterations on number of DoFs, \(N\), of about \(N^{1/7}\) and therefore very good scalability with respect to problem size.

11.3.4.4 Conformal Vivaldi Array with Meander-Line Polarizer
To examine the proposed method’s performance on large-scale problems, a 7 × 7 Vivaldi antenna array and a meander-line polarizer are simulated. The geometrical specifications of the antenna elements and polarizer can be found in [51] and [77](App. C.8), respectively. After meshing, the mesh is transformed so as to be conformal to a spherical surface. The geometry and mesh are depicted in Fig. 11-33 where the polarizer is placed \(\frac{1}{3}\lambda_0\) away from the antenna aperture. The effect of the meander-lines is to change the field polarization from linear to circular. By using two such polarizers, the direction of linear polarization may be rotated. This may be desirable when, due to physical constraints, rotating the polarizers may be far simpler than manipulating the antenna. The simulation is performed at 5 GHz with \(N_p = 1000\) and requires 10,275,060 DoFs. Preconditioner setup and matrix solution require 4 minutes, and 22 minutes, respectively. 226 CR iterations are required \((\varepsilon = 10^{-8})\) and peak memory usage is 22.4 GB. The electric field magnitude on the antenna, ground plane and exterior truncation surface are shown in Fig. 11-34 on a logarithmic scale. The radiation field pattern of the array is given in Fig. 11-35.

---

**Figure 11-32** Dielectric cube solver convergence with respect to varying problem parameters, \(\varepsilon = 10^{-8}\)
Figure 11-33  Conformal 7 × 7 Vivaldi array with meander-line polarizer: geometry and mesh

Figure 11-34  Conformal 7 × 7 Vivaldi array with meander-line polarizer: electric field magnitude (log. scale)
11.3.4.5 Dipole Array in an Aircraft Radome

Next, a circular array of 137 quarter-wavelength dipoles operating at \( f = 5 \) GHz is simulated in the presence of a conical dielectric aircraft radome with \( \sigma_r = 3 \). The array and radome are shown in Fig. 11-36a along with a shape-conforming truncation surface \( \frac{1}{2} \lambda_0 \) away from the radome’s exterior. The radome has length \( 14.7 \lambda_0 \), outer diameter \( 7 \lambda_0 \).
and thickness \( \frac{1}{4} \lambda_0 \). The mesh of 1,993,853 tetrahedra is partitioned into 500 domains (shown in Fig. 11-36b) and results in 14,370,776 DoFs. Preconditioner setup requires 32 minutes, while 21 minutes are required for 82 CR iterations (\( \varepsilon = 10^{-3} \)). Peak memory usage is 24.5 GB. The magnitude of the electric field on the radome is shown in Fig. 11-36c. Figures 11-37 and 11-38 show, respectively, the radiation field patterns of the dipole array alone and in the presence of the radome. The effect of the radome on the copolarization is apparent in the increased level of the sidelobes, with the first one increasing from –28 to –12 dB relative to the main lobe. Significant cross-polarization is also introduced, with the peak value increasing from –55 to –19 dB.

### 11.3.4.6 Horn Antenna Array Fed by a Rotman Lens

The next electrically large simulation is that of a horn antenna array fed by a Rotman lens. The goal of the lens is to provide linear phase to an antenna array such that the radiated power can be guided in a particular direction. The geometry is depicted in Fig. 11-39. The lens has width 12\( \lambda_0 \) and length 10.4\( \lambda_0 \) at the operating frequency in the upper C to lower X band. The lens is filled with a dielectric of permittivity \( \varepsilon_r = 2.5 - j0.00475 \). Sixteen input ports and 32 output ports are connected to microstrip transmission lines via SMA connectors as shown in the center inset of Fig. 11-39. The output ports are then connected via coaxial cables of equal length to 32 horn antenna elements. The horn elements have a small transition from coaxial cable to the wave
guiding structure (upper inset of Fig. 11-39). Each horn element is \(6.6\lambda_0\) high and \(2\lambda_0 \times 0.36\lambda_0\) at the aperture. The entire geometry is enclosed in an L-shaped box with its boundary never less than \(\frac{1}{3}\lambda_0\) from the geometry.

Simulations are performed for two input port excitations with the first excitation toward the center of the lens and the second one off-center. The excitation port determines the amount of phase variation in the output ports: the further the excitation port from center, the larger the phase variation and beamsteering angle.

The mesh consists of 2,847,778 tetrahedra and a decomposition into 1000 domains leads to 18,190,650 DoFs. The preconditioner setup requires 12 minutes and must be performed only once for both port excitations. The center port simulation requires 42 minutes for 281 CR iterations \(\epsilon = 10^{-2}\), whereas the off-center excitation requires 48 minutes for 313 iterations. Both simulations have peak memory usages of 30.7 GB.

The electric field magnitudes, plotted with logarithmic scales, are given in Figs. 11-40a and 11-40b and the radiation patterns in Fig. 11-41. The effect of varying the excited input port is clearly visible upon examination of the wavefronts in Figs. 11-40a and 11-40b. Note that in the case of the “center” port excitation, a small phase difference occurs at the output ports due to the fact that the even number of input ports requires a slightly off-center input. A much larger phase variation is seen for the off-center input. The fields on the apertures of the horn antennas confirm this as do the radiation patterns that show main lobes centered at 3.5 and 39.5 degrees, for center and off-center excitations, respectively.


11.3.4.7 F-16 Scattering

Finally, we simulate the scattering of a \( f = 1 \) GHz plane-wave incident upon a long-range F-16 jet. The problem geometry, with a truncation boundary at least \( \lambda_0/3 \) away from the scatterer, is approximately 15 m long, 8 m wide, and 4.5 m high. A hollow dielectric radome with permittivity \( \varepsilon = 3 \) is placed at the front of the aircraft while a glass canopy with \( \varepsilon = 4.7 - j0.0705 \) sits atop the PEC body to form the cockpit. Figure 11-42 shows the geometry of the jet along with the surface mesh and the inset illustrates the partitioning of the 2,844,939 tetrahedra into 500 domains. In this case, simulation of the 19,817,336 DoF problem could not be fit entirely into RAM, and the factorizations were written and read from disk only when necessary. This considerably increases the wall clock time and, because the disk operations are performed serially, seriously impacts parallel efficiency. In light of this, we employ a serial Gauss-Seidel preconditioner with a truncated GCR(5) solver for this simulation, though the matrix vector multiplication is still performed in parallel.

Figure 11-40 (a) Electric field (log. scale) of a Rotman lens feeding a horn antenna array, center port excitation. (b) Electric field (log. scale) of a Rotman lens feeding a horn antenna array, off-center port excitation.

Figure 11-41 Radiation patterns of a Rotman lens feeding a horn antenna array
The simulations of both nose-on and oblique incidence required 1 hour and 52 minutes for preconditioner setup and a peak memory of 19.23 GB. The nose-on simulation required 4 hours and 50 minutes for 39 iterations while the oblique simulation used 4 hours and 10 minutes for 36 iterations. The electric fields on the F-16 are depicted in Figs. 11-43a and 11-43b for the nose-on and oblique excitations.
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