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Zusammenfassung 

Gegenstand dieser Arbeit ist die Entwicklung von bi- und mono-statischen 

Mikrowellenradarsensoren zur Nahfelddetektion, Entfernungsmessung und 

Füllstandskontrolle. Wesentliche Komponenten des entwickelten 

Ultrabreitband-Radars (UWB), wie UWB-Antenne, mehrstufige 

Impulsversteilerungsschaltung and Breitband-Duplexer, werden detailliert 

beschrieben.  

Es wurde eine neue Antenne mit der Bezeichnung “Rugby-Ball Antenna” 

entwickelt, welche als Sende- und Empfangsantenne eingesetzt wird. Die 

Einspeisung der Antenne erfolgt über eine Grundplatte in der Bildebene mit 

zusätzlichem Reflektor. Das Antennenelement wird durch die Schnittmenge 

zweier Kreisflächen mit unterschiedlichen Kurvenradien gebildet. Die 

Bandbreite der Antenne wird durch deren oberen und unteren Krümmungsradius 

bestimmt. Die entwickelte Antenne weist eine große Bandbreite von 187,4% 

auf, welche hervorragend zur Aussendung und Detektion von ultrakurzen 

elektrischen Impulsen geeignet ist. Das Ziel des Radarentwurfs war die 

Realisierung einer Antenne, welche kurze Impulse mit einer Anstiegszeit (tr) 

von etwa 50 ps (10-90%) und einer Impulsbreite (FWHM) von 75 ps senden und 

empfangen kann. Zur Erreichung dieses Ziels wurden mit Hilfe des 

elektromagnetischen 3D Feldsimulators “High Frequency Structure Simulator” 

(HFSS, Version 10, Ansoft Corp.) Simulationen verschiedener 

Antennenkonfigationen durchgeführt. Bei der endgültigen Version erfolgt  die 

maximale Amplitude der Impulsabstrahlung unter einem Erhebungswinkel von 

60o in Quer- und Kantenrichtung. In azimuthaler Richtung wird die maximale 

Abstrahlung bei 0o und 90o erreicht, und zwar in Quer- bzw. Kantenrichtung. 

Es wurde mit Hilfe der Software ADS (Advanced Design System) eine neue 

Konfiguration eines resistiven Duplexers entwickelt. Dieser 3-Kanal Duplexer 

wurde in Mikrostreifenleitungstechnik realisiert. Das im 
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Impulsversteilerungsschaltkreis erzeugte Radar-Ausgangssignal wird im 

Duplexer in zwei Pfade aufgeteilt. Ein Teil speist die Antenne zur Abstrahlung 

des Radarsendesignals und der andere Teil dient als Radarreferenzpuls. Beide, 

Signalereferenzimpuls und der verzögerte Messimpuls (vom Ziel reflektierter 

Impuls), werden an die Samplingeinheit weitergeleitet, welche die Pulse zur 

präzisen Laufzeitmessung in zeitgedehnte Signale umwandelt. Der Duplexer 

deckt eine Bandbreite von 12 GHz ab. Der Eigen-Reflexionsfaktor ist kleiner als 

-10 dB. Der Übertragungsfaktor beträgt mehr als -3 dB.  

Es wurden bi-statische und mono-statische Radarsensoren aufgebaut und 

Experimente innerhalb einer maximalen Messentfernung von 100 cm 

durchgeführt. Es wurden Metallplatten im freien Raum und vergraben in 

trockenem Sand gemessen. Zusätzlich wurden Füllstandsmessungen in einem 

Wassertank in einem Messbereich von 0 bis 80 cm ausgeführt.  

Untersuchungen zur Messunsicherheit ergaben einen Wert von 4.5 mm für 

den bi-statischen  bzw. 5.5 mm für den mono-statischen Radarsensor. 
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Abstract 

The objective of this work is the development of concepts for the design of 

bi-static and mono-static microwave radar sensors for near-field detection, 

ranging and level control measurement. Design details are presented for relevant 

components of ultra-wideband (UWB) radar, which includes UWB antenna, 

multi-stage SRD-pulse sharpening circuit and broadband duplexer.  

A new antenna named “rugby-ball antenna”, has been developed as the 

radiating and receiving element. The antenna is fed through the image ground 

plane and backed by a reflector. Intersection of two circular areas with different 

radius of curvature shapes the antenna element. Antenna bandwidth is 

determined by upper and lower radius of curvature of the antenna element. The 

developed antenna exhibits a large bandwidth of 187.4%, which is well suited 

for the ultra-short electrical pulse detection. The goal of the radar design was to 

realize an antenna that can transmit and receive short pulses with a 10%-90% 

rise time (tr) of approximately 50 ps and pulse width (FWHM) of 75 ps. To 

achieve this goal, simulation of diverse antenna configurations has been 

performed using the full-wave electromagnetic solver “High Frequency 

Structure Simulator” (HFSS, version 10, Ansoft Corp.). The pulse radiation with 

maximum amplitude of the antenna occurs at an elevation angle of 60o from 

broadside and edge-on directions. Regarding the azimuth angle, maximum 

radiation is observed at 0o and 90o from broadside and edge-on directions, 

respectively. 

A new pulse sharpening circuit has been developed for the radar sensor. It 

includes a multi-stage design with beamlead packaged step recovery diode 

(SRD). The circuit produces electrical pulses with a pulse width (FWHM) of 75 

ps, a rise time of 50 ps and a peak voltage of 1.25V. The pulses provide the 

output signal of the radar.  
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 IX

A new configuration of broadband resistive duplexer has been designed 

using ADS (Advanced Design System) software. This 3-port duplexer has been 

realized in microstrip technique. The radar output signal generated in the pulse 

sharpening circuit is split through the duplexer into two parts. One part is fed to 

the antenna for radiation and the other part serves as a reference pulse. Both 

reference pulse and the delayed measuring pulse (pulse reflected from the target) 

are transmitted to a sampling unit, which converts the pulses into time-extended 

ones for precise time-of-flight measurement. The duplexer covers a bandwidth 

of 12 GHz. The return losses are more than 10 dB. The insertion losses have 

turned out to be less than 3 dB.  

Experiments were performed using a fabricated bi-static and a mono-static 

radar sensor with a maximum detection range of 100 cm. Targets such as metal 

plate in free space and metal plates buried in dry sand were measured. In 

addition, water level control measurement in rainwater tank was performed 

within a water level interval of 0 to 80 cm.     

The long-term range measurement uncertainty of the radar sensor was found 

to be less than 4.5 mm for the bi-static system and 5.5 mm for the mono-static 

configuration. 





Chapter 1 

Introduction 

1.1 Objective of Work 

This thesis represents a continuation of previous work in the high frequency 

engineering (HFT) department, which has long experience both in near-field 

laser and microwave radar technology. Already in 1984 short-range pulsed laser 

radar was built, using the sampling principle for low-cost range detection [1]. 

Recent laser radar development [2] in the HFT department includes optical 

pulses of approximately 450W peak power, pulse width (FWHM) of 44 ps, and 

rise time of about 32 ps. The laser radar sensor has been used for 2D and 3D 

imaging of targets [3].  

In 2001, the proven laser radar concept was used to realize the UWB 

microwave radar in bi-static configuration. The key point was to replace the 

optical head of the laser radar by an UWB antenna and to provide adequate fast 

electrical pulses. In his work, Duzdar [4] established a first version of an UWB 

antenna. The antenna, named “vertical inverted trapezoidal antenna”, is fed 

through an image ground plane and backed by a reflector. The antenna is made 

of aluminium and has a relative bandwidth of 62.5%. This covers a frequency 

range of 1 GHz to 5 GHz. The respective voltage standing wave ratio (VSWR) 

is less than 2. Pulse radiation occurs both from the side edges and broadside of 

the antenna. Maximum pulse amplitude occurs at an elevation angle of 60º and 
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35º from edges and broadside directions, respectively. These excellent data were 

confirmed by researchers at Helsinki University of Technology [5].  

For fast electrical pulse, the pulse sharpening circuit [4] was developed with 

physical dimension of 4 cm x 6 cm which was based on the well-known step 

recovery diode (SRD). This circuit was simulated using a table-based model of 

the SRD, which requires no DC bias and that can produce Gaussian pulses with 

a pulse width (FWHM) of 150 ps, rise time of 130 ps and peak amplitude of 

5.5V. This electrical pulse was used as transmitting signal. The measurement 

uncertainty of the developed radar sensor was 6 mm. 

In 2002, Abuasakar [6] has improved the sensitivity of the sampling unit by 

introducing a balanced sampling gate. For providing the balanced signal, an 

ultra-wideband balun was designed to operate in a frequency range from 600 

MHz to 6 GHz. The circuits of the receiver were realized in microstrip 

technique.  

Both laser and microwave radar sensors developed in the HFT department 

are based on the time-of-flight principle ([2]-[4], [7]-[8]). The target distance is 

obtained by the time difference between the time significant points of the 

reference pulse and the delayed pulse, which is reflected at the target (see Figure 

1.1). The error (σR) in the range measurement of a radar sensor is dependent on a 

number of factors, i.e. the rise time (tr) of the electrical pulse, the signal to noise 

ratio (SNR), and the n number of measurement which are averaged. It is shown 

in [9]-[10] that the error in the range measurement is proportional to the rise 

time of the electrical pulse and inversely proportional to the square root of the n 

number and the SNR. The resolution is then given by 

 

SNR
t

n
c r

R ⋅=
2

σ ,     (1.1) 

 

where c is the speed of light in free space.  
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Figure 1.1 Measured time significant points in pulsed laser radar [7]. 

 

The objective of the current work can be classified into following 4-parts 

concerning the full development of the radar sensor envisaged in [4]. The first 

part focuses on improving its range accuracy. One technique for increasing 

range accuracy is to reduce the rise time of the radiated pulse as confirmed by 

equation (1.1). To achieve this aim, the pulse sharpening circuit should be 

designed to generate a fast electrical pulse with maximum rise time of about 

50% of what was realized in [4]. Simultaneously, the rise time should not be too 

fast in order to comply with the rules of federal communication commission 

(FCC) [11]. The design and realization of the developed fast electrical pulse 

sharpening circuit is simulated using a table-based model of the SRD. This 

circuit does not need any DC power supply. The realization is in microstrip 

environment. 

To satisfy the requirement of reduced pulse rise time for increased accuracy 

of radar sensor, the second part is needed to develop an UWB antenna which 

supports radiation and receive of those ultra-fast pulses. The new antenna should 

be designed to have relative bandwidth greater than 62.5% and operating 

frequency range covering 10.6 GHz, defined at VSWR < 2. Additionally, it is 

essential that the new antenna is compact and suited for portable application. To 
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reach this goal, the antenna structure should be reduced to at least 50% of 

previously designed size [4].  

The third part is to reduce the size of the bi-static radar sensor for mono-

static configuration. The mono-static radar sensor uses only one antenna for 

radiating and receiving fast electrical pulses. For signal separation a 3-port 

duplexer is required. The duplexer should exhibit low reflection loss, at least 

more than 10 dB and insertion loss less than 3 dB. 

The final part of this current work is to assemble the developed system 

components to a functioning bi-static and mono-static radar sensor as well. 

System performance is confirmed by level control measurement and detection of 

metal objects buried in sand. 

1.2 Organization of Work 

In Chapter 2, the UWB radar history, concept, and antenna are reviewed. 

The antenna section includes the definition of antenna bandwidth and describes 

the dispersion of antenna. The functioning of bi-static and mono-static radar 

sensors is discussed.  

In addition, a novel rugby-ball antenna is presented in Chapter 3. It has been 

derived from the monopole disc and inverted trapezoidal antennas. The rugby-

ball antenna was developed using several hardware test models. The results 

show that the rugby-ball antenna has significantly increased radiation pattern 

bandwidth compared to the inverted trapezoidal antenna. Moreover, the rugby-

ball shape has smaller size and is lighter than the inverted trapezoidal antenna. 

Finally, the rugby-ball antenna is optimized for reducing weight. The 

measurement results and their comparison with the simulation results are 

discussed. 

In Chapter 4, the developed modules of the bi-static and mono-static radar 

sensor are presented. First, a table-based circuit model of the highly non-linear 

step recovery diode (SRD) element used in the Advanced Design System 
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(ADS®) software is introduced. After that, a circuit used for picosecond pulse 

sharpening comprising a multi-stage SRD circuit and a filter network is 

discussed. Finally, the design and realization of a 3-port broadband resistive 

duplexer is presented. 

Chapter 5 deals with the measurement setups and measured results both for 

the bi-static and mono-static radar sensor. The experiments include detection 

and ranging of different targets and water level control measurements. In 

addition, test of range uncertainty measurement is presented for both radar 

sensors. 

In Chapter 6, the results are summarized and conclusions are given for 

future work. 
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Chapter 2 

UWB Radar Evolution and System Aspects 

2.1 Historical Review 

The subject of this work is focused on microwave radar system using ultra-

wideband (UWB) signal waveforms. Application of UWB signal waveform 

implies advantages such as higher spatial resolution and easier target 

information recovery from reflected signals. Before starting the design of a radar 

sensor, the understanding of UWB concepts is essential. Therefore, a brief 

historical review of UWB technology, radar specification, antenna 

configuration, and radar sensor concepts is described in this chapter.     

In this section, we first give a historical survey of UWB technology [1]. The 

term “ultra-wideband” has several similar meaning such as impulse, carrier-free, 

baseband, and large relative-bandwidth radio or radar signals. Contributions to 

the development of UWB RF signals and their application started in the late 

1960’s with the pioneering contributions of Harmuth, Ross and Robbins, and 

Etten. The Harmuth books and published papers [2]-[6], placed in the public 

domain, are based on the basic design for UWB transmitters and receivers. At 

approximately the same time, the Ross and Robbins patents [7]-[8] pioneered 

the use of UWB signals in several application areas, including communications, 

radar, and using coding schemes. In 1973, the work described in [9] is a 

landmark patent in UWB communications. Both Harmuth and Ross and Robbins 

applied the 50-year-old idea of matched filtering to UWB systems. Etten’s [10] 

empirical test of UWB radar systems resulted in developing system design and 
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antenna concepts. In 1974, Morey [11] designed an UWB radar system for 

ground penetration, which afterwards had become a commercial success at 

Geophysical Survey Systems, Inc. (GSSI). Other subsurface UWB radar designs 

followed [12].  

The development of sample and hold receivers at Tektronix Inc. (mainly for 

oscilloscopes), which have supported the evolution of the UWB field, were 

available commercially in the late 1960s [13]. Other advances in the 

development of the sampling oscilloscope were made at the Hewlett Packard 

Company. These activities were important to UWB system designs. Starting in 

1964, both Hewlett Packard and Tektronix produced first time domain 

instruments for pulse diagnostics. In the 1960s both Lawrence Livermore 

National Laboratory and Los Alamos National Laboratory performed original 

research on pulse transmitters, receivers and antennas. Cook and Bernfeld [14] 

presented the developments in pulse compression, matched filtering and 

correlation techniques that began in 1952 at the Sperry Gyroscope Company.  

In the 1970s Lawrence Livermore National Laboratory expanded its laser-

based diagnostics research into pulse diagnostics. Thus, by the early 1970s basic 

designs of UWB signal systems were done, however, no strong efforts could be 

observed in perfecting such systems. In fact, by 1975 an UWB communication 

link or UWB radar could be constructed from components purchased from 

Tektronix. After the 1970s, the only innovation in the UWB field could come 

from improvements in particular of the electrical properties of subsystems, but 

not in the overall system concept itself, not even in the overall subsystem’s 

concepts. The basic known components were pulse train generators, pulse train 

modulators, switching pulse train generators, detection receivers and wideband 

antennas. Moreover, particular properties of the subcomponents and methods 

were also known such as avalanche transistor switches, light responsive 

switches, integration and averaging matched filters, synchronous detectors and 

antennas driven by step pulse. 
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In 1978, Bennett and Ross [15] presented the known pulse generation 

methods. Since then, there have been many meetings at various conferences, at 

Society for Photo-optical Instrumentation Engineers (SPIE) meetings, meetings 

held by Los Alamos National Laboratory, and other national meetings, where 

many approaches to pulse generation techniques have been discussed till date.  

In 1988, Barret was able to organize an UWB workshop for the United 

States Department of Defense’s Director of Defense Research and Engineering 

attended by over 100 participants [16]. Then, there was already substantial 

progress in UWB in the Russian Federation and China, which paralleled the 

progress in United State. There were also active academic programs (e.g., at 

Lawrence Livermore National Laboratory, Los Alamos National Laboratory, 

and University of Michigan), which focused on the physics of short pulse 

transmissions that differed from the physics of continuous or long pulse signals. 

With the conference held at W. J. Schafer Associates [16] and one at Los 

Alamos National Laboratory in 1991 [17], there have been many meetings held 

on impulse radar or radio - e.g., at the SPIE [18] and at the Polytechnic 

University [19]-[22], as well as numerous books on the subject e.g.: [23]-[25]. 

In 1994, McEwan, then at Lawrence Livermore National Laboratory, 

invented the micropower impulse radar (MIR) which provided for the first time 

an UWB operating at ultra-low power, besides being compact and inexpensive 

[26]. This was the first UWB radar that required only microwatts of power to 

operate.  

In summary, the pioneering work of Harmuth, Ross, Robbins, Etten, and 

Morey defined UWB systems and did so in a very practical manner. There was 

never a time wherein a particular subcomponent invention was required for 

UWB systems to become possible, except, perhaps, the sample and hold 

oscilloscope [1]. In the commercial arena, UWB systems have been used and 

commercialized beginning in the early 1970s. 
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2.2 UWB Specification [24] 

Terms such as narrowband and wideband can have several meanings 

depending on the subject, i.e., communications, radar, etc. This section will give 

details of what UWB is accepted to be. In the assessment, the Defense 

Advanced Research Project Agency (DARPA) [27] has proposed that 

“definitions need liberal interpretation and that mathematical definitions are 

difficult to achieve and not often useful in a practical sense”. Therefore, the 

following definitions are given.  

Bandwidth (BW) is simply the difference between the upper (fH) and lower 

(fL) operating frequency 

LH ffBW −=      (2.1) 

 

The bandwidth of a system is often described relative to the centre frequency 

(fC). Often, the centre frequency is defined as the arithmetic average of the upper 

and lower operation frequencies 

( LHC fff +=
2
1 )     (2.2) 

 

An alternate definition of the centre frequency involves the geometric average 

 

HLC fff =      (2.3) 

 

The fractional bandwidth (bw) of a system is the ratio of the bandwidth to the 

centre frequency   

Cf
BWbw =      (2.4) 

 

Using the arithmetic average definition of centre frequency, the fractional 

bandwidth is given by  

 11



)(
)(2

LH

LH

ff
ffbw

+
−

=     (2.5) 

 

Therefore, UWB refers to electromagnetic signal waveforms that have 

instantaneous bw greater than 0.25 with respect to the centre frequency [27]. 

There are two other radar classes identified by signal fractional bandwidth: 

narrowband, where the fractional bandwidth is less than 1%, and wideband, with 

a fractional bandwidth from 1% to 25%. Most narrowband systems carry 

information, also called the baseband signal, as a modulation of a much higher 

carrier frequency signal. The important difference between both of them is that 

the UWB waveform combines the carrier and baseband signal while narrowband 

waveform comprises only information. Baseband or impulse radar is other 

names for UWB radar and radio signals [28]. The UWB signal generally occurs 

as either a short duration impulse signal or as a nonsinusoidal (e.g. square, 

triangular, chirped) waveform.  

2.3 UWB Antennas  

In this work, the development of a microwave radar sensor is considered 

mainly for low-power and short-range applications due to the restriction of 

pulse-forming electronics, which is based on Gaussian-shaped pulse. In order to 

transmit and receive very short-time duration pulses of electromagnetic energy, 

an UWB antenna is needed. Therefore, in the following section some 

fundamental characteristic of UWB antennas are discussed.  

2.3.1 Definition of UWB Antenna 

UWB antennas exhibit very large bandwidth compared to antennas in 

general. There are two criteria available for identifying when an antenna may be 

considered UWB. A definition given by DARPA [29] says that an UWB 

antenna has a fractional bandwidth (bw) greater than 0.25. An alternate 

definition, fundamental by the United States federal communications 
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commission (FCC), places the limit bw at 0.2. Using the fraction bandwidth in 

equation (2.5) we can write 

 

⎩
⎨
⎧

≥
+
−

=
FCC
DARPA

ff
ffbw
LH

LH

20.0
25.0

)(
)(2    (2.6) 

 

Additionally, the FCC provides an alternate definition whereby an UWB 

antenna is any antenna with a bandwidth greater than 500 MHz.  

2.3.2 Determining Antenna Bandwidth  

The definition of the antenna bandwidth may comprise impedance pattern, 

gain, and radiated bandwidths [30]. However, the definition should include all 

properties which are important to a particular application. Thus, the IEEE 

(Institute of Electrical and Electronics Engineers) standard [31] defines the 

bandwidth of an antenna as “the range of frequencies within which the 

performance of the antenna, with respect to some characteristics, conforms to a 

specific standard.” In this work, the impedance bandwidth is used and defined 

for a voltage standing wave ratio VSWR < 2. Using the relation
1
1

+
−

=Γ
VSWR
VSWR , 

the respective reflection coefficient becomes |Г| = 0.33 corresponding to -10 dB. 

Then, the relative antenna bandwidth in percent (Bp) can be denoted as the 

difference of the upper and lower frequencies of operation (fu, fl) related to the 

centre frequency (fc) 

%100×
−

=
c

lu
p f

ffB     (2.7) 

where
2

ul
c

ff
f

+
= . Antenna bandwidth may also be defined as a ratio (Br) as 

[32]:  

l

u
r f

f
B =       (2.8) 
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Also in this case fu and fl denote the frequency interval in which the 

impedance requirement is fulfilled. The upper operating frequency of many 

UWB antennas is limited only by the frequency dependence of the feed 

mechanism.  

2.3.3 Dispersion 

The properties of an UWB antenna depend strongly on the frequency. 

Therefore, the transmitted pulse waveform is filtered by the antenna structure. 

For free space propagation, impulse response depends only on the antenna’s 

filtering behaviour and the distance [33]. The choice of an antenna concept 

needs consideration of size and cost as well as efficiency and low dispersion. 

Dispersion manifests itself as an extended pulse waveform. Alternatively, 

dispersion is a variation in pulse waveform as a function of phase angle of 

signal. The effective origin of signals from an antenna is referred to as the 

“phase centre [30].” In antenna design theory, the phase centre is the point from 

which the electromagnetic radiation spreads spherically outward, with the phase 

of the signal being equal at any point on the sphere. Apparent phase centre is 

used to describe the phase centre in a limited section of the radiation pattern (see 

Figure 2.1). If the phase centre moves as a function of frequency, the resulting 

radiated waveform will be dispersive [34].  

Horn antenna

Apparent phase center

 
 

Figure 2.1 The apparent phase centre of horn antenna. 

 14



However, the dispersion of the pulse waveform of an antenna can be 

possibly compensated [35]. In a point-to-point link, the dispersion remains the 

same. Thus, it is possible to construct a filter to undo the dispersive effects of an 

antenna. Unfortunately, dispersion will tend to be different at different phase 

angles of signal. That is making the compensation procedures more 

complication. An overview on typical UWB antenna dispersion is given in Table 

2.1. 
Table 2.1 Overview dispersion of typical UWB antenna. 

 
 

Type of antenna 
 

 
Name of antenna 

 

 
Dispersion 

 

- TEM horn [36] No dispersion 
- Vivaldi or exponential tapered slot [37] Very low 
- Monocone [38] Extremely low 

Impulse radiating 
antennas 

- Planar monopole [39] Very low 
- Spiral and sinuous [34] High Frequency independent 

antennas - Logarithmic periodic [37] High 
- Elliptical dipole [40] From 2.5 - 7 GHz Broadband antennas - Multimode slot [38] Medium 

 

Additionally, to study dispersion of several UWB antennas have been 

carried out [33]. In Andrews’s work [33], he built up a short UWB radio link to 

demonstrate the principles of UWB transmission, reception and propagation. For 

his experiments he used monopole, conical, TEM horn and D-dot probe 

antennas. Both differentiation and integration effects in the time domain have 

been showed by these various antennas. The UWB test signal was a step pulse 

with amplitude of 4V, 10%-90% rise time of 9 ps as shown in Figure 2.2.  

 

 

 
 

 

 

 

Figure 2.2 Step pulse with amplitude of 4V, rise time of 9 ps used for antenna testing [33]. 
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In order to study the dispersion behaviour of various antenna structures, 

experiments were conducted using the HP-54752B oscilloscope as receiver to 

measure time-domain waveform. The used conical antenna was 7 cm high and 

had an impedance of 132Ω. The TEM horn antenna was 15 cm long and had an 

impedance of 106Ω. The separation between the antennas was 25 cm. The input 

step pulse was fed directly to the conical antenna. The output of the TEM horn 

antenna was connected to the oscilloscope. Figure 2.3 shows the output of the 

TEM horn antenna, which has rise time of 23 ps. The waveform pattern obtained 

from the TEM horn antenna (see Figure 2.3) is in good agreement with the input 

step pulse waveform (see Figure 2.2). The D-dot antenna is basically an 

extremely short monopole antenna. The equivalent antenna circuit consists of a 

series capacitance and the voltage source induced into an antenna (Vant) given by 

[33] 

inceffant EhV ⋅=     (2.9) 

 

where heff  is the effective height of antenna and Einc is the incident electrical 

field.  

 
 
Figure 2.3 Transmission from a conical antenna to a TEM horn antenna over a 25 cm path 

[33]. 

For a very short monopole, the antenna capacitance is very small and the 

capacitor thus acts like a differentiator to transient electromagnetic fields. 

Therefore, the output from a D-dot probe antenna is the first derivative of the 

incident electrical field. Figure 2.4 shows the radiated field from a D-dot 
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transmit antenna. It was received by a TEM horn antenna. This shows that the 

transmitting transient response of D-dot antenna is the second derivative of the 

driving generator voltage.  

 

 
 

Figure 2.4 Transmission from a D-dot antenna to a TEM horn antenna over a 25 cm path 

[33]. 

 
 

Figure 2.5 Transmission between a pair of identical D-dot antenna over a 25 cm path [33]. 

 

Figure 2.5 is the received output signal using a pair of D-dot antennas for both 

transmit and receive. The signal is the third derivative of the input step pulse. 

 

 
 

Figure 2.6 Transmission from a monopole antenna to a TEM horn antenna [33]. 
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Figure 2.7 Transmission between a pair of identical 10 cm monopole antennas [33]. 
 

A final experiment has been conducted on a monopole antenna to observe 

its dispersion behaviour. The monopole antenna is sometimes used as a simpler 

version of a conical antenna for transmitting UWB signals, which are similar in 

wave shape to the driving point voltage. However, its radiated fields are not as 

uniform as those for the conical antenna. Its driving point impedance is not 

constant, but rises with time. This leads to distortion of the radiated 

electromagnetic fields. Figure 2.6 shows the radiated step pulse of a 10 cm 

monopole. It resembles the step pulse from conical antenna (Figure 2.3). 

However, the top line is longer flat, but sags with increasing time. This is due to 

the non-uniform impedance of this antenna. Figure 2.7 shows the transmission 

response of a pair of 10 cm monopoles for both transmit and receive. This is 

essentially the integral of the generator’s step pulse. 

2.4 The UWB Radar Sensor Concepts 

UWB microwave radar sensors have received significant interest recently 

[41]-[42]. Many of these systems operate in the time-domain and have an 

effective frequency spectrum of about 0.1 GHz to 10 GHz [42]. Very short 

pulses are used in UWB radar sensor and communications. Main advantages are 

[41]:  

- Ability to mitigate multi-path as a result of its short duration. 

- Ability to operate indoor as well as in cities and obstructed areas. 

- Facilitate high-precision ranging and radar. 
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- Low-power wide-bandwidth characteristic enables low probability of 

interception by undesired receivers.  

However, almost all UWB radar systems designed rely on sending a pulsed 

sinusoidal signal at specific frequency to obtain range information [43]-[49]. 

These systems are constructed for long-range application and have very high 

costs. Target range calculation of microwave radar sensor is a complicated 

process due to the system parameters, which are needed in the range equation 

[47]. An easier range computation method, which is known as the time-of-flight 

principle, can replace this complicated equation. This method is used 

extensively by pulsed laser radar sensors to calculate the range [50]-[54]. The 

range (R) can be calculated from the elapsed time between the transmitter pulse 

and the return target according to the equation: 
 

c
Rt 2

=                    (2.10) 

 

where t is the elapsed time between transmitted and reflected pulse from the 

target and c is the light velocity in the free space. The maximum measurable 

range Rmax in such system is a function of the pulse repetition period T and is 

given by [55] 

2
R max

cT
=                 (2.11) 

 

Within this range, the elapsed time between transmitted and reflected pulse 

from the target will include multiple transmitted pulses from unexpected targets 

that should be sometimes eliminated. But, beyond this range, the calculation of 

the distance from the target is ambiguous. 

2.4.1 Bi-Static Radar Sensor 

In a bi-static configuration (see Figure 2.8), the transmitting antenna (Tx) 

and the receiving antenna (Rx) are spatially separated while the target distance 
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(d) is calculated between the target point and the vertical centre to the antenna 

plane. In Figure 2.8, the bi-static system generates ultra-short pulses, which are 

fed to the transmitting antenna. Received pulses at the antenna (Tx) from the bi-

static system are transmitted in two paths, i) path t1: target pulse and ii) path t3: 

reference pulse. Then, the target pulses are reflected from the target to the 

receiving antenna following path t2: reflected pulse. After that, reference and 

reflected pulses from the receiving antenna are then fed to the bi-static system. 

Finally, the target distance (d) is calculated using the time difference between 

reference and reflected pulses. 

Several years ago, the basic idea of a bi-static radar sensor was developed in 

the HFT derivations from the pulsed laser radar sensor technology [55]. The 

respective microwave system comprises a clock synchronization module, a pulse 

generation module, a sampler module, an interface module and the UWB 

antennas. Figure 2.9 shows a detailed block diagram of the previous radar sensor 

version [55]. The description of the system components is given in the following 

sub-section. 

Bi-static system

dUWB antenna (Tx) 

Target

θ

90o

Reflector
element

Reflector
element

t3

t1 t2 UWB antenna (Rx) 

 
 

Figure 2.8 Bi-static configuration. 
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A. Clock Synchronization and Pulse Generation Module  

The clock synchronization module controls the timing signals in the radar 

sensor and the sampling module to realize the extended time method. It 

comprises the quartz oscillator, frequency divider-I and frequency divider-II, a 

fast and slow RC-generator, and a comparator. It is based on a stabilized 20 

MHz crystal oscillator to provide the basic reference clock signal. The frequency 

is converted by the frequency dividers into 100 kHz and 20 Hz, respectively. 

The frequency divider-I circuit, which is built using CMOS IC’s, has a 

selectable output that ranges from 26 kHz to 6.66 MHz, which sets the pulse 

repetition frequency (PRF) of the radiated pulses and sampling rate of the 

sampler.  

Quartz
oscillator

Frequency
divider-I

Avalanche
pulser

SRD pulse
sharpener-I

Frequency
divider-II

Fast RC-
generator

Slow RC-
generator

Comparator SRD pulse
sharpener-II

Sampling
gate

A/D
converter

Trans-
impedance
amplifier

Target

To
Computer

UWB 
Antennas

Pulse generation 
module

Clock synchronization 
module

Sampler
module

Interface module  
 
Figure 2.9 Block diagram of the developed bi-static microwave radar sensor [55]. 

 

 The output pulse of the signal divider-I has logic 1 with a pulse width 

(FWHM) of 500 ns (see Figure 2.10 and Figure 2.11). This signal is fed into a 

high-pass filter when it is differentiated yielding a positive and a negative pulse. 

Then, the differentiated signal is fed into a 74HCT245 bi-directional transceiver 

digital logic IC. This logic device has TTL-compatible inputs having several 
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buffer amplifiers connected in parallel [56]. Due to the use of several of the 

buffer amplifiers the logic device delivers an output with short step pulse as 

shown in Figure 2.11. The block diagram and the output waveform of the signal 

obtained from a SPICE simulation at different nodes inside the frequency 

divider-I are shown in Figure 2.10 and Figure 2.11, respectively.  

High-pass 
filter

Bi-directional 
transceiverReceiving from 

frequency divider-I
Feeding to avalanche 
pulser, fast RC-generator, 
and frequency divider-II  

 

Figure 2.10 The block diagram of different nodes inside the frequency divider-I. 

 

The sharpened step pulse from the bi-directional transceiver has a pulse 

width of 50 ns (FWHM), amplitude of 4.85V, and a 10%-90% rise time (tr) of 1 

ns (see Figure 2.11). This pulse triggers a pulse generation module (see Figure 

2.9), which consists of an avalanche pulser and SRD pulse sharpener-I. In this 

module, the avalanche pulser circuit can be used as a first stage at the input of 

pulse sharpening circuit and is based on avalanche phenomena occurring in 

bipolar transistor operating in the breakdown region [57], [58].  
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1.57

-0.62

-2.81

-5.00
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m
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 (v

)

 
 

Figure 2.11 Output voltage waveforms of frequency divider-I [55]. 
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To generate current pulses, the transistor is biased at an operating point that 

is near to the first breakdown point [57]. When the base of transistor is triggered 

(by the pulse from bi-directional transceiver), a breakdown in the transistor 

occurs. A collector current of about 1A to 3A and voltage drop over the 

collector-emitter path of about 10V to 20V [59] appear. The voltage pulse is fed 

into SRD pulse sharpener-I. The SRD pulse sharpener-I enhances the rise time 

and shapes the pulse. An improved 10%-90% rise time of 120 ps and a pulse 

width (FWHM) of 150 ps are achieved. The output of the pulse generation 

module excites directly the UWB transmitter antenna.  

Another output from the frequency divider-I feeds both a fast RC-generator 

and a frequency divider-II. The fast RC-generator has a charging time constant 

τf of 100 ns and the output of the frequency divider-II, whose frequency is about 

20 Hz feeds a slow RC-generator with the charging time constant τs of 375 ms. 

Output voltage from each RC-generator is used to trigger a comparator. The 

output of comparator is shifted in time at each clock signal input of the fast RC 

charger by a fixed time interval of around 6 ps. The output pulse from the 

comparator is shifted by 6 ps according to the equation [51]: 

 

s

f
fTt
τ
τ

≈Δ   with  fs ττ >> ,      (2.12) 

 

where τf and τs are the charging time constants of the fast and slow RC circuit, 

respectively, which are monotonously increasing voltage functions. The Δt 

represents the system time resolution and Tf is the time period of the fast RC-

generator. 

B. Sampling and Interface Module 

The sampling module consists of a SRD pulse sharpener-II and a sampling 

gate (see Figure 2.9). After comparison of the output pulses from fast and slow 
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RC-generator, the comparator output pulse, which is used for sampling purpose, 

is delivered to a SRD pulse sharpener-II. 
 

Amplitude

Received 
picosecond 
pulses

Sampling
pulses

Low-frequency
pulse after
sampling and hold

Low-frequency
pulse after
Low-pass filtering

Tp

Ts

Te

Time

Time

Time

Time

1 t 2 t 3 t 4 t 5 t 6 t

 

Figure 2.12 Graphical representation of the extended-time sampling technique [59]. 
 

The reshaped pulses from the SRD pulse sharpener-II are fed into the 

sampling gate through 50Ω microstrip transmission lines. The second input 

pulses of the sampling gate are obtained from the receiver antenna. Extended-

time sampling is used to downconvert the received picosecond pulses into the 

millisecond range by using the sampling pulse from the SRD pulse sharpener-II. 

A graphical representation of this sampling process can be seen in Figure 2.12, 

where Tp represents the received pulse repetition period. Ts and Te are the 

sampling pulse repetition period and the time-extended period of the sampled 

pulses, respectively. In the final process, the sampled low-frequency (LF) output 

pulses from the sampling module are fed directly into the interface module, 

which consists of a transimpedance amplifier and analog-to-digital (A/D) 

converter. In this module, the transimpedance amplifier acts as an active low-

pass filter with an upper 3 dB cut-off frequency of about 12 kHz. Further 8-bit 

analog-to-digital converter [60] was used to convert the amplified and sampled 

pulses into digital format. This converter is controlled via an I/O card on a 
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computer. In-house built software was used to read the data from the RAM and 

to save it on a disk. All data are used to display the target returned pulse and to 

extract target range information from the received signals. 

2.4.2 Mono-Static Radar Sensor 

Although in [55] the bi-static radar sensor demonstrated good performance 

for near-range target detection, the largeness of the system is a disadvantage for 

general use. To satisfy the requirement of reduced dimension and preserved low-

cost aspect of the radar sensor, it is attractive to replace the bi-static 

configuration by a mono-static system. This mono-static radar sensor uses only 

one antenna for signal transmitting and receiving as shown in Figure 2.13.  
 

Mono-static system

2t
d

Target

90o

Reflector
element

UWB antenna (Tx, Rx)

 
 

Figure 2.13 Mono-static configuration. 

A block diagram of the mono-static radar sensor is shown in Figure 2.14. A 

pulse generator from Picosecond Pulse Labs (model 10000A) delivers 

rectangular pulses with amplitude of 8V, a pulse width (FWHM) of 20 ns and a 

10%-90% rise time of 400 ps as shows in Figure 2.15. This pulse is formed to a 

Gaussian picosecond pulse with a pulse width (FWHM) of 75 ps and a 10%-

90% rise time of 50 ps by using a SRD pulse sharpener, which consists of a 2-

stage SRD circuit. Then, the picosecond pulse is split into two pulses by the 
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duplexer, which is designed in microstrip technique. A first output pulse is fed 

to the antenna, which acts both as radiating and receiving element covering an 

operation frequency range of 0.65 GHz to 20 GHz. A second output pulse (used 

as reference pulse) is fed to the sampling unit, which is a HP 54120B digital 

sampling scope with 50 GHz sampling head. Reflection pulses from the target 

are received via the antenna and fed to a sampling unit through the duplexer. 
 

Target

Duplexer

UWB antenna

Pulse 
generator

SRD pulse
sharpener

Sampling
unit

Computer

Front-end

 
   

Figure 2.14 Block diagram of the mono-static microwave radar sensor. 

 

After downconverting the picosecond pulses, the reference and 

measurement pulses are transferred from the digital sampling scope to a 

computer through an interface port using a General Purpose Interface Bus 

(GPIB) cable. Through digital signal processing, using in-house built software, 

noise reduction of the signal was achieved. Finally, the time difference between 

reference and reflected pulses is used to calculate the target information. The 

data of the target is displayed and saved in the computer. A description of the 

mono-static radar sensor including design details of the SRD pulse sharpener, 

duplexer, and antenna as well as measurement results are described in Chapter 3 

and 4. 
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Figure 2.15 Measured output pulse of Picosecond Pulse Labs generator. 
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Chapter 3 

UWB Rugby-Ball Antenna 

3.1 Introduction  

Ultra-wideband (UWB) applications have stimulated a surge of interest in 

antenna design by providing new challenges and opportunities for antenna 

designers. The main challenge in UWB antenna design is achieving wide 

impedance bandwidth while still maintaining high radiation efficiency [1]. 

Recently, the need for UWB antenna with omni-directional coverage is 

increasing in both military and commercial applications. Metal-plate antennas 

are preferred in most situations. The classic solution is to obtain an omni-

directional pattern using a thin wire dipole or its counterpart monopole version 

with a ground plane. However, the wire dipole and monopole suffer from 

narrow impedance bandwidth, but it can be widened by using flat metal rather 

than a thin wire structure [2].  

In case of UWB or ultra-fast electrical pulse application, it is important to 

find solution to improve the operational bandwidth, to reduce unwanted 

reflection and dispersion in antennas. Previously, many types of UWB antenna 

were presented such as bow-tie antenna [3]-[4], trapezoidal flat monopole 

antenna [5], circular disc antenna [6]-[7] and vivaldi antenna [8]. As shown in 

[9], the bow-tie antenna configuration needs additionally capacitive and resistive 

loading to reduce unwanted reflections from the driving point and also from the 

top end of the antenna. Also, Duzdar [10] presented a planar trapezoidal 

antenna, which is useful only for a bandwidth of 1 GHz to 5 GHz. The limited 
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bandwidth restricts its application to electrical pulses with a minimum rise time 

of 70 ps. In order to overcome the frequency-band limitation, researchers [11]-

[13] presented an antipodal vivaldi antenna operating in a frequency range of 3 

GHz to 20 GHz applying the -10 dB bandwidth definition. However, Guangyou 

[13] found a large amount of unwanted reflection from a feeding transition 

configuration. He proposed a technique to reduce the reflection by realizing 

through microstrip technique with 3-layers of metallic and 2-layers of dielectric. 

However, this made the design and realization complicated. In another attempt, 

planar inverted cone antenna (PICA) was proposed in [14] for radiating ultra 

wideband signals having a bandwidth of 18.5 GHz (1.5 GHz to 20 GHz). The 

application of this antenna is restricted to frequencies below 1.5 GHz due to the 

condition of the PICA antenna structure. In order to overcome the discussed 

limitations, this work focuses on the design and realization of a new compact 

low-cost UWB antenna, which covers the specified frequency-band of an UWB 

ground penetrating radar (GPR), UWB communication and measurement 

systems. According to the federal communication commission (FCC) 

recommendation [15], the operational frequency ranges of GPR are below 960 

MHz and/or from 3.1 GHz to 10.6 GHz, while communication and measurement 

systems operate from 3.1 GHz to 10.6 GHz. 

3.2 Design Procedure of Antenna Structure 

The main focus of this chapter is the design of an UWB antenna with 

improved bandwidth and reduced the physical dimensions. The upper frequency 

limit of 10.6 GHz would result in a 10%-90% rise time of fast electrical pulse of 

33 ps. As will be shown the length of new antenna in bi-static radar senor could 

be reduced about 50% of the length of previous antenna design [16]. Thus, the 

new antenna is more compact and well-suited for mono-static radar sensor 

application. The excitation of the new antenna is done by a 50Ω coaxial cable 

via SMA connector. 
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The proposed special shape of the UWB antenna may be regarded as a 

variation of the conventional circular disc antenna [6], [17] and [18], but has 

been introduced to overcome the previously mentioned limitations. The new 

antenna geometry is obtained from an intersection of two circular elements 

having different radii of curvature as shown in Figure 3.1. This antenna design is 

termed rugby-ball antenna because of the similarity of its shape with rugby ball 

in rugby sport. Lower cut-off frequency of the rugby-ball antenna [19] is 

determined by the height h of the antenna element (Figure 3.1). 
 

4
Lh λ

=      (3.1) 

where λL is the wavelength at the lowest operating frequency of the antenna and  
 

( ) DRRh −+= 21     (3.2) 
 

where R1 and R2 are the radii of upper and lower circles, respectively, and D is 

the distance between the centers of the two circles as shown in Figure 3.1.  

Antenna element

 

a

Dh =   L/ 4 λ

R1

R2

 
 

Figure 3.1 The geometry of the rugby-ball antenna. 
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Impedance matching of the antenna depends on the radii R1 and R2. Length a 

determines the radiation property of the antenna. It is related to D, R1 and R2 by 

the following equation  

( ) 22
2

2
1

22
2

241 RRDRD
D

a +−−=    (3.3) 

3.3 Simulation and Measurement Results 

The prototype rugby-ball antenna was investigated using both simulations 

and measurements. Simulation software is based on numerical technique such as 

Method of Moment (MoM), Finite Element Method (FEM) and Finite 

Integration Technique (FIT). Each technique has its own benefits and 

disadvantages but none of them gives “exact” results. Validation of the design is 

needed and it is usually done by conducting test measurements for the prototype 

structures. In order to determine the input impedance, bandwidth, gain, 

polarization or other parameters of an antenna, usually S-parameter and 

radiation pattern measurements are conducted.  

3.3.1 Simulations 

The numerical simulation is an important stage in the modern antenna 

design. Although, the simulation itself is performed by a personal computer 

(PC), the preparation of the simulation setup requires understanding of the 

physical properties of the structure to be simulated. Also, the designer has to be 

aware of software-related issues in order to obtain proper results. 

A. ADS (MoM)   

The dimensions of the antenna element are obtained by using equation (3.1) 

- (3.3). Subsequently, simulations were first conducted using the Advanced 

Design System (ADS) software version 2004A and performed on a PC with 

single processor: Intel Pentium-III of 800 MHz and installed memory of 512 

MB. The electromagnetic simulation could be performed by ADS in momentum 
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environment. This software simulation package provides design and analysis of 

the antenna element by using Method of Moment (MoM). Therefore, the 

performance and behavior of the antenna are known before it is constructed. 

Electromagnetic fields are obtained by calculation of electric and magnetic 

surface currents on the conducting surfaces. Using this software, the simulated 

structure of the antenna includes only the antenna element itself but dose not 

take into account the reflector and ground plane. The antenna element was 

assumed to be constructed form aluminium, which is a lightweight metal. It is an 

excellent conductor of electricity. The aluminium plate has a thickness of 2 mm 

and a conductivity of 3.77 x 107 S/m [20]. Prior to the simulation of the antenna 

element, the following process should be fulfilled. First of all, the antenna 

element model is drawn in ADS as shown in Figure 3.2. Then, the substrate 

(metal) and surrounding environment (enclosure media for e.g. free space 

having permittivity and permeability equal to 1) are defined suitably. The 

conductivity and thickness of aluminium is set to 3.77 x 107 S/m and 2 mm, 

respectively. The current in each cell of antenna element is calculated by a pre-

computing step. The results of the pre-computing mesh are used to calculate S-

parameter of the antenna structure. The final step, prior to running simulation, is 

to setup a frequency plan, which in this case was chosen to be from 45 MHz to 

20 GHz. 

Feed point
Antenna element: aluminum 
thickness 2 mm

135 mm

115 mm

z

x
y

 
Figure 3.2 The antenna element layout implemented in ADS. 
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After several simulations and experimental trials, the optimal dimension of 

antenna element has been achieved as tabulated in Table 3.1. 
 

   Table 3.1 Antenna element parameters. 
Parameters Dimension (mm) 

h 
R1 
R2 
D 
a 

115 
70 
67 
22 
135 

 

mA

0.00

0.60

mA

0.00

0.60
mA

0.00

0.60

mA

0.00

0.60

(a) (b)

(c) (d)

z

x
y

z

x
y

z

x
y

z

x
y

 
Figure 3.3 The current distributions on the surface of the rugby-ball antenna at 

(a) frequency of 1 GHz  (b) frequency of 5 GHz 

  (c) frequency of 10 GHz    (d) frequency of 20 GHz. 
 

Figure 3.3 shows the current distributions on the antenna surface, which are 

obtained from momentum visualization tool in ADS simulation. This surface 

current is helpful in identifying regions of the antenna geometry that needs to be 

optimized in order to minimize current reflections at discontinuities or bends. 
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The currents that flow on the antenna surface in the z-direction and y-direction 

were recorded from the simulation at different frequency. In several 

experiments, the behavior of the antenna surface current contour can be studied 

from three main positions namely positions 1, 2 and 3 (see Figure 3.4), which 

are the major points of the surface current reflection. As time progresses, the 

surface current propagates from the excitation point at position 1 to the top of 

antenna edge. The surface current reflects back from edge positions 2 and 3. 

Therefore, the current along these lines is attenuated. Additionally, it is 

important to notice the radial distribution of this surface current, which has 

higher amplitude at the side edges (see Figure 3.3). 

 

1

2

33

z

x
y

 
 

Figure 3.4 Critical positions of the surface current reflection of rugby-ball antenna. 

 

Figure 3.5 shows a view of the 3D far-field pattern simulation results for the 

same rugby-ball antenna. These results depict symmetrical far-field pattern 

obtained in absence of reflector element. From these results, the major radiation 

lobes become visible in both negative and positive x-axis directions. However, 

in presence of a reflector element, it is possible to achieve the major radiation 

lobe of the antenna only in one direction. With increasing frequency, the major 

radiation lobes decrease while the minor radiation lobes increase due to the 

influence of skin effect [21] on the antenna surface current contour (see Figure 

3.5).  
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Figure 3.5 3D view of radiation pattern from ADS at  

(a) frequency of 1 GHz (b) frequency of 10 GHz (c) frequency of 20 GHz. 
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B. CST MWS (FIT) 

The prototype rugby-ball antenna consists of 3-parts: antenna element, 

ground plane, and reflector. In ADS simulation only the properties of the 

antenna element could be analyzed. However, to obtain more realistic data, the 

antenna model must be completed by the ground plane and reflector. Ideally, the 

size of ground plane should be infinite which is impossible in practice to have 

size as large as possible. In practical vertical trapezoidal antenna [16], the size of 

the ground plane is chosen from the edge of the antenna element in all direction 

to be at least 1/15 of wavelength at the lowest operating frequency (λL) as, 

which is given by  

15/LgL λ≥      (3.4) 

 

where Lg is the extension length of the ground plane from the edge of the 

antenna.  

Thus, in the initial design, the size of the ground plane should be chosen on 

the periphery of antenna element to be at least 30.7 mm (λL/15 at frequency of 

650 MHz.). This value is calculated from equation (3.4).  

In order to control the directivity (edge and broad side) or major radiation 

lobe of the antenna, a reflector is needed as shown in Figure 3.6. The reflector 

dimension can be also calculated from equation (3.4). Thus, the reflector of the 

initial prototype rugby-ball antenna is designed having 30.7 mm extension from 

the edge of antenna element both in vertical and horizontal directions.  

The next significant design procedure is the definition of the feed point of 

the antenna. A SMA connector through a ground plane is use for stimulation. 

The height between ground plane and antenna element is estimated to be 3.75 

mm [16]. 
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Figure 3.6 The initial prototype structure of the rugby-ball antenna. 

 

After design of the initial prototype of the rugby-ball antenna shown in 

Figure 3.6 is completed, the structure model has been simulated using Computer 

Simulation Technology Microwave Studio (CST MWS) version 5. The CST 

simulations were performed on the PC with single processor Intel Pentium-III of 

800 MHz and installed memory of 512 MB. This full three-dimensional (3D) 

electromagnetic (EM) simulation tool is based on the finite integration technique 

(FIT). The flexibility of FIT allows for problems to be formulated on Cartesian 

or general non-orthogonal grids both in the time domain as well as in the 

frequency domain. Initially, the frequency domain solver using the full Floquet 

modal expansion and periodic boundaries was used to calculate the resonant 

frequency of the unit cell.  

The geometry of the antenna structure for simulation is drawn in a 3D form 

as shown in Figure 3.7. The dimensions are defined as shown in Figure 3.6. The 

aluminium plate was again 2 mm thin. The boundaries of the calculation domain 

were defined as Perfectly Matched Layer (PML) boundaries. The appropriate 

depth of air boundary surrounding the antenna is automatically determined by 

CST. An adapted waveguide port was used to model the coaxial line (50Ω), 

which excites the antenna. Before starting simulation, the most important step is 
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to set the frequency domain solver. In order to keep the number of calculated 

frequency points as small as possible, the automatic frequency sampling option 

is used to simulate the antenna model within a frequency range of 45 MHz to 20 

GHz. 

 

x y

z

 
Figure 3.7 The geometry of the structure of proposed rugby-ball antenna in CST.  
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Figure 3.8 The magnitude of S11 of initial and optimized prototype antenna of frequency 

simulation from CST. 
 

The magnitude of S11 of the initial prototype antenna obtained from CST 

simulations is shown in Figure 3.8 (dot line). The simulation result shows the 

resonance peaks of |S11| data occurring at 2.4, 3.0, 4.8, 5.4, 5.6, and 6.4 GHz 

with a peak dip amplitude of -26 dB, -38 dB, -47.5 dB, -39.75 dB, -39.75 dB, 

and -38 dB, respectively. It can be seen that the input frequency bandwidth of 
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initial prototype antenna, using the condition of |S11| < -10 dB, is about 18.55 

GHz (1.45-20 GHz) as shown in Figure 3.8.  

After several CST simulations and experimental trials, the |S11| and 

frequency bandwidth of the initial prototype antenna could be improved by 

adjusting the height of the feed point of the antenna. For instance, when a height 

of the feed point of the antenna is reduced from the initial 3.7 mm value to 1.0 

mm (see Figure 3.9), the simulation results of the optimized antenna show the 

dips occurring at 2, 2.6, 4.4, and 5.2 GHz with a peak dip of -28.2 dB, -40.8 dB, 

-49.8 dB, and -40.8 dB, respectively. Also, the frequency bandwidth has 

improved from 1.45-20 GHz to 0.9-20 GHz. This is due to the reduction of the 

height of the feed structure. Moreover, the ground plane and reflector size of the 

antenna have been optimised after several experimental trials. The optimized 

dimension decreased from 30.7 mm (λL/15 at frequency of 650 MHz.) to 20.0 

mm (λL/23 at frequency of 650 MHz.). There was no significant difference 

observed in |S11| of the antenna in the whole frequency range. The final 

optimised structure is shown in Figures 3.9. 

The 3D far-field pattern at frequencies of 1, 10 and 20 GHz are shown in 

Figure 3.10. It can be concluded that the radiation patterns have only one major 

lobe in the x-axis, which is different from ADS simulation. This is due to the 

inclusion of the reflector in the antenna structure model. 
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Figure 3.9 The optimized prototype structure of the rugby-ball antenna. 
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Figure 3.10 3D view of radiation pattern of optimized prototype antenna from CST at 

(a) frequency of 1 GHz (b) frequency of 10 GHz (c) frequency of 20 GHz. 
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C. HFSS (FEM) 

The last simulation of the optimized prototype rugby-ball antenna (Figure 

3.9) was then carried out using High-Frequency Structure (HFSS) version 10. 

The simulation is based on finite element method (FEM), which was performed 

on a PC with single processor: Intel Pentium-4 of 3.0 GHz and installed memory 

of 4.0 GB. In the HFSS, the geometry of the antenna model to be simulated is 

drawn in its 3D form as shown in Figure 3.11.  

The antenna, ground plane, feed point and reflector element was simulated 

in HFSS using dimensions as depicted in Figure 3.9. All metal plate made of 

aluminium have thickness of 2 mm. In order to get proper results, the radiation 

boundary must be drawn around the structure. The radiation boundary is an 

approximation of free space. The air region surrounding the antenna was 

terminated by using a PML type of absorbing boundary. This type of boundary 

condition was chosen because of its excellent properties close to a radiating 

source. The size of the air box should be large enough to prevent distortion in 

the radiation and impedance characteristics. It is recommended that the distance 

from the radiating sources to the radiation boundary should be set to λL/10 [22], 

where λL is the wavelength at the lowest operating frequency. In this simulation, 

the size of the air box is chosen to be 4.6 cm (λL/10 at frequency of 650 MHz.). 

x

z

y

 
 

Figure 3.11 The geometry of the structures of rugby-ball antenna in HFSS. 
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Figure 3.12 3D view of radiation pattern of optimized prototype antenna from HFSS at  

(a) frequency of 1 GHz (b) frequency of 10 GHz (c) frequency of 20 GHz. 

 

In S-parameter and input impedance sweep simulation, the frequency sweep 

data is generated using Adaptive Lanczos Pade Sweep (ALPS) from Ansoft, 

which provides broadband and reliable fast frequency sweep capabilities. The 
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ALPS fast sweep capability coupled with a field calculator allows microwave 

cavity resonances and quality factors to be determined precisely. 

The 3D far-field patterns at frequencies of 1, 10 and 20 GHz, which are 

recorded from HFSS simulation, are shown in Figure 3.12. It can be noticed that 

the radiation patterns have one major lobe in the x-axis. Also, with increasing 

frequency, the major radiation lobes decrease while the minor radiation lobes 

increase, which are related to CST results. The main influential factors to these 

phenomena are surface currents (propagate on the antenna element), feed point 

position and shape of antenna element.  

In section 3.5, the continued simulation results, which are obtained from 

ADS, CST, and HFSS software, are presented and compared with measurement 

results. 

3.3.2 Fabrication and Measurements 

In this section, the procedure to build up the rugby-ball antenna and the 

measurement setups to study characteristics of antenna are presented. Firstly, the 

fabricated rugby-ball antenna will be presented. Then, calibration of the 

measurement system for S-parameter measurements is described. Measurements 

were conducted to determine the input matching of the antennas. Finally, 

radiation pattern measurements have been performed to test how the antennas 

radiate in reality. 

A. Fabricated Antenna 

The rugby-ball antenna, shown in Figure 3.13, was built using 2 mm thick 

aluminium for antenna element, reflector and ground plane. The fabricated 

antenna has same dimensions as shown in Figure 3.9. The input feed of antenna 

uses SMA connector. The inner conductor penetrates the ground plane and is 

connected to the antenna element. The outer conductor is connected with the 

flange to the image ground plane. 
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Figure 3.13 Photograph of the realized rugby-ball antenna. 

 

The feed region of the radiating element is preferably arranged to have an 

impedance of 50 ohm for a well-matched coupling with common coaxial cable. 

The configuration of the feed region of the radiating elements can be 

approximated theoretically by regarding the spacing between the radiating 

element and the ground plane element as the slot portion of a slot radiator as 

described in [23]. A 50 ohm input impedance of the feed was estimated by using 

an iterative simulation when the feed was elevated 1 mm from the ground plane. 

A reflector was added to the antenna to control the major lobe and hinder any 

back lobe radiation. In several simulations and experimental trials, the reflector 

spacing from the antenna was experimentally determined to be about 30 mm so 

that the input impedance is minimally affected. 

B. Measurement System Calibration (S-Parameter) 

The instrument used for antenna measurements, is a Vector Network 

Analyzer (VNA) as shown in Figure 3.14. It consists of the HP8510B network 

analyzer, HP 8516A S-parameter test set, and HP 8360 sweep frequency 

synthesizer that acts as a microwave source. Before measurement, calibration of 

the VNA much be performed. The calibration method used in this work is a 

complete one-port network calibration called SOL (Short, Open, Load) [24], 
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which requires a short circuit, open circuit, and matched load standard. The 

manufacturer, Hewlett Packard (now Agilent), supplies these standards for a 

coaxial cable calibration for the HP8510B. For the measurement of the 

reflection coefficient of the antenna, the SOL calibration standard was used for 

an APC-3.5 coaxial connector. The reference plane of the measurements was set 

at the connector just underneath the image ground plane of the antenna. The 

calibration was carried out over a frequency range from 0.1 GHz to 20.1 GHz in 

0.1 GHz frequency steps which yields 201 measurement points. The antenna 

was connected to the VNA port, and the S11 data was measured and recorded 

over the above specified frequency range in the laboratory.  
 

HP8510B

HP8516A

HP83620A

Display / Process
Rugby-ball antenna

`

HP-IB

Vector Network Analyzer

 
 

Figure 3.14 VNA Instrument setup for the characterization of the rugby-ball antenna. 

 

C. Radiation Characteristics Measurements 

In this section, the radiation measurement setups of the antenna are reported, 

which were used to measure the transient and gain radiation pattern. Both the 

radiation patterns represent radiation properties (such as radiation intensity, 

directivity, gain) of the test antenna as a function of space coordinates. In this 

case, the radiation patterns are determined for the far-field region, which is 
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considered to exist at distances greater than 2D2/λ [25] where D is the largest 

dimension and λ is the wavelength at operational frequency of antenna. 

Transient Radiation Pattern 

The measurement set up for transient radiation pattern is shown in Figure 

3.15. Initially, the rectangular pulses from a picosecond pulse labs generator 

(model 10000A) with a 10%-90% rise time of 400 ps, pulse width (FWHM) of 

20 ns and amplitude of 8V, are sent to an ultra-short pulse sharpener circuit 

using a step recovery diode (SRD). A full description of the SRD operation 

characteristics, modeling technique and circuit design will be discussed in the 

next chapter. Pulses with 10%-90% rise time of 100 ps, pulse width (FWHM) of 

140 ps, and amplitude of 2.5V from the SRD pulse sharpening were fed directly 

to the antenna under test (AUT) in order to transmit ultra-short pulses. At the 

receiving side, output of the receiver rugby-ball antenna (test antenna) was 

measured using digitizing oscilloscope mainframe (HP54120B) via four-channel 

test set (HP54124A). 
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Figure 3.15 Transient radiation pattern measurement setup. 

 

Measurements were carried out for maximum radiated power at different 

elevation angles θ. The maximum power radiated by the test antenna can be 
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obtained by measuring the amplitude of pulse, which is received form AUT as 

various elevation angles θ in broadside and edge-on direction according to [9].  

The broadside and edge-on far-field transient radiation pattern results from 

measurement will be presented in next section. The setups of broadside and 

edge-on far-field measurement are shown in Figure 3.16 and Figure 3.17, 

respectively. They show electric field versus time for various elevation angle θ 

(0° to 90°) and fixed azimuth angle φ of 90° and 0° for both of broadside and 

edge-on orientation, respectively.  
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Figure 3.16 Transient radiation pattern measurement setup of broadside radiation with 

azimuth angle φ of 90° and elevation angle θ of 90°. 
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Figure 3.17 Transient radiation pattern measurement setup of edge-on radiation with azimuth 

angle φ of 0° and elevation angle θ of 90°. 
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Radiation (Gain) Pattern 

The radiation (gain) pattern can be generally viewed in the two-dimensional 

or three-dimensional spatial distribution which is function of field-intensity over 

all angles of space. Therefore, it is necessary to specify various space angles 

with respect to the antenna under test and to take radiation pattern in the xy-

plane (elevation angle θ of 90° and azimuth angle φ of 0° to 360°) and xz-plane 

(elevation angle of 0° to 360° and azimuth angle θ of 90°). In this work, the 

radiation (gain) pattern measurements setup for characterization the rugby-ball 

antenna is shown in Figure 3.18. It consists of a signal generator (HP83650B) 

which delivers RF signals with an output power of 1 mW, the transmitting and 

receiving antenna (rugby-ball), a digital power meter (HP437B), and a power 

sensor (HP8487A). 
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Signal generator
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Figure 3.18 Radiation (gain) pattern measurement setup. 

3.3.3 Results 

In this section, the simulation and measurement results of rugby-ball 

antenna are presented and compared. 

A. Antenna Matching 
One important antenna parameter is impedance matching. A perfect 

impedance match maximizes the efficiency of the antenna. On the other hand, 
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the impedance mismatch yields undesirable reflection pulses and reverberation 

into the radar system. The quality of the antenna match is usually measured by 

voltage standing wave ratio (VSWR) [27] which is given in terms of reflection 

coefficient as, 

||1
||1VSWR

Γ−
Γ+

=      (3.5) 

In this work, the VSWR has been calculated from simulated S-parameters 

using three commercial softwares: ADS®, CST®, and HFSS®. These simulation 

results are compared with the measurement results acquired with VNA 

(HP8510B). Figure 3.19 compares ADS simulated and measured results 

showing some discrepancy at frequencies below 1 GHz and above 13 GHz. This 

is expected as the 2D simulation setup in ADS® does not allow regarding the 

reflector and the ground plane. Specifically, it was discussed in section 3.3.1 that 

the tuning of the antenna element above the ground plane improves the 

impedance matching, and this feature is missing in the simulation setup and 

hence a disagreement between simulation and measurement occurs. However, 

considering the simulation results using HFSS and CST, there is very good 

agreement with measurement in the frequency range under consideration as 

shown in Figure 3.20 and 3.21. This indicates successful design and 

optimization of the antenna geometry as well as an optimal positioning of the 

antenna element with respect to the reflector and ground plane as has been 

described in section 3.3.1.  

The usable bandwidth of the antenna is defined as the frequency range for 

which the VSWR is less than 2. From the measured diagrams we get a 

bandwidth of 19.35 GHz (650 MHz to 20 GHz) or 187.4% (percent bandwidth) 

or 30:1 (ratio bandwidth). 
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Figure 3.19 Simulated (ADS) and measured VSWR of antenna. 
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Figure 3.20 Simulated (HFSS) and measured VSWR of antenna. 
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Figure 3.21 Simulated (CST) and measured VSWR of antenna. 
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B. Transient Radiation Patterns 

 The transient radiation measurements were carried out for maximum 

radiated power at different elevation angles θ. The broadside and edge-on far-

field radiation from measurement results of rugby-ball antenna are shown in 

Figure 3.22 and Figure 3.24, respectively. Electric field versus time for various 

elevation angle θ for both the broadside (azimuth angle φ of 90°) and edge-on 

(azimuth angle φ of 0°) orientation are shown. These two planes of transient 

radiation were enough to characterize the far-field time-domain radiation of the 

antenna. Regarding the bi-static radar sensor, edge-on radiation is utilized to 

provide a reference pulse. Broadside radiation is used to detect targets and to 

receive their returns for both the bi-static and mono-static radar sensor. 

Broadside Far-Field Radiation 

Figure 3.22 shows the electric field radiated from broadside of antenna, i.e. 

at azimuth angle φ = 90°. The components were plotted for values of elevation 

angle θ ranging from 0° to 90°. From broadside radiation of antenna, it can be 

seen that at zero degree θ very little radiation is presented which is expected 

considering the geometry of the antenna. Maximum peak pulse amplitude is 

attained at an angle of θ equal to 60°. At broadside of 60°, the measurement 

pulse amplitude of 20 mV has been recorded by the sampling oscilloscope.  

A 20 dB attenuator was used during the measurement with the sampling 

oscilloscope. Therefore, the scope display of 20 mV corresponds to the 

amplitude of 200 mV. The plot of the normalized peak amplitude of the pulse 

for co-polar and cross-polar radiation is shown in Figure 3.23. The co-polar 

component is at least 30 dB higher than the cross-polar radiation at all angles. 

There is no clear definition in the literature related to pulsed radiation as 

compared to the definition of the half power beamwidth (HPBW) with respect to 

frequency-dependant antennas, to quantify the opening angle of radiation. 

Nevertheless, in [16], a suitable definition has been proposed for the angle at 

 56



which the pulse amplitude drops to one-half of the maximum pulse amplitude 

for given a specific direction. In broadside case, shown in Figure 3.23, the 

opening radiation angle extends from about 30° to 90° giving a radiation 

aperture opening of 60°. 
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Figure 3.22 Measurement results for the broadside far-field radiation of antenna. 
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Figure 3.23 Normalized peak pulse amplitudes radiation from broadside of antenna as a 
function of elevation angle θ for both co-polar and cross-polar components. 

 

Edge-on Far-Field Radiation 

In edge-on face of rugby-ball antenna (see Figure 3.24), the maximum peak 

pulse amplitude of 50 mV occurs at an angle of θ equal to 60°. While the 
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minimum peak pulse amplitude of 10 mV occurs at an angle of θ equal to 0°. In 

general a symmetrical transient radiation pattern is observed on either side of z-

axis. The normalized peak amplitudes in dB of the radiated pulses for both co-

polar and cross-polar in edge-on case are plotted as a function of the elevation 

angle θ in Figure 3.25. 
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Figure 3.24 Measured results for the edge-on far-field radiation of antenna. 
 

The co-polar component is higher than the cross-polar radiation by at least 

17 dB for all angles. Maximum co-polar pulse radiation occurs at θ = 60° and 

the radiation aperture opening is about 72° in the θ interval 12° to 84°. 
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Figure 3.25 Normalized peak pulse amplitudes radiation from edge-on of antenna as a 
function of elevation angle θ for both co-polar and cross-polar components. 
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C. Gain Pattern 

The measured and simulated (HFSS) radiation (gain) pattern in azimuth-

plane (xy-plane) and elevator-plane (xz-plane) of the proposed antenna are 

presented in Figure 3.26 to Figure 3.33 at 3.5 GHz, 7 GHz, 15 GHz, and 20 

GHz, respectively. Regarding the azimuth-plane, the directional radiation beams 

for each frequency were separated in two directions symmetrical to x-axis, while 

in elevator-plane one directional radiation beam is observed. The antenna 

directional radiation, which is defined by HPBW, and the angle between the 

beams are tabulated in Table 3.2.  
 

Table 3.2 The directional radiation beam of the antenna. 

Azimuth-plane  Elevation-plane  
Frequency 

(GHz) Directional radiation 
beam (degree) 

Angle between 
beam (degree) 

Directional radiation 
beam (degree) 

3.5 50 (±10) 135 (±10) 85 55 (±15) 
7.0 40 (±10) 140 (±10) 100 60 (±10) 
15.0 30 (±10) 155 (±10) 125 75 (±8) 
20.0 20 (±10) 170 (±10) 150 65 (±4) 

 

It is evident from Table 3.2 that as the operation frequency of the antenna 

increases, the angle between the directional radiation beams in azimuth-plane 

diverges from 85° to 150°. This behavior of rugby-ball antenna can be attributed 

to the flat metal plate antenna. Furthermore, with respect to the elevation-plane, 

the directional radiation beam becomes narrower with the increase of frequency. 
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Figure 3.26 The azimuth gain pattern of the antenna for θ = 60° at 3.5 GHz. 
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Figure 3.27 The elevation gain pattern of the antenna at 3.5 GHz. 
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Figure 3.28 The azimuth gain pattern of the antenna for θ = 60° at 7 GHz. 
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Figure 3.29 The elevation gain pattern of the antenna at 7 GHz. 
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Figure 3.30 The azimuth gain pattern of the antenna for θ = 60° at 15 GHz. 

 

0

30

60

90

120

150

180

210

240

270

300

330

[dB]100-10-20

Simulation
Measurement

z

y
x

 

Figure 3.31 The elevation gain pattern of the antenna at 15 GHz. 
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Figure 3.32 The azimuth gain pattern of the antenna for θ = 60° at 20 GHz. 
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Figure 3.33 The elevation gain pattern of the antenna at 20 GHz. 
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3.4 Reducing Weight of Antenna  

In previous sections, the design and analysis of the prototype rugby-ball 

antenna has been discussed and fabricated using aluminium. In order to use the 

antenna in a portable system, the antenna weight becomes importance. Weight 

reduction can be accomplished by drilling holes in the metal plate as reported in 

[26]. The size of a hole should be smaller than 0.1λh to 0.3λh, where λh is the 

wavelength at the upper operating frequency of antenna. Therefore, 4 mm-

diameter holes (0.3λh is equal to 4.5 mm at 20 GHz.) were drilled into the 

reflector, the ground plane, and the radiation element as shown in Figure 3.34.  

 

Figure 3.34 Photograph of the realized rugby-ball antenna with holes. 

In Figure 3.35, VSWR was used to compare the impedance match of the 

original antenna to the light-weight design. The antenna with holes has become 

significant lighter. The VSWR characteristics remained very stable when 

compared with the performance of the original design. The original element had 

a total weight of 0.24 kg but the modification brought this down to 0.19 kg 

(20.83 % weight reduction). Both input resistance and reactance of the rugby-

ball antenna (with and without holes) are calculated from S-parameter 

measurement results and are shown in Figures 3.36 and 3.37, respectively. 
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Figure 3.35 Comparison of measured VSWR of holes and without holes rugby-ball antenna. 
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Figure 3.36 Measured antenna input resistance from rugby-ball antenna with holes (solid 
line) and without holes (dot line). 

 

The input resistance measurement results of the antenna with and without 

holes are varying around 50Ω for frequencies in the range of 0.6 GHz to 20 GHz 

(Figure 3.35). In this frequency range, the input resistance varies between a 

maximum of 80Ω and a minimum of 35Ω for antenna without holes. The 

antenna with holes has input resistance varying between a maximum of 67Ω and 

a minimum of 35Ω. 
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Figure 3.37 Measured antenna input reactance from rugby-ball antenna with holes  
(solid- line) and without holes (dot-line). 

 
This oscillatory shape of the input resistance of both measurement results 

are attributed to the multiple resonance of the antenna due to the rounded shape 

of the lower circle. The input reactance measurement results of the both types of 

antennas are also varying about zero for the same frequency range (Figure 3.37). 

Applications of the rugby-ball antennas with and without holes for bi-static 

and mono-static radar sensor are discussed in Chapter 5. 
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Chapter 4 

Description of the Developed Radar Modules 

4.1 Multi-Stage SRD-Pulse Sharpening Circuit 

UWB transmitters are attractive for pulsed radar and high data rate 

communication applications. This section describes design details for the 

formation of ultra-short electrical pulses. Measurement accuracy is increased if 

the rise time of the pulses is reduced in case of range measurement using time-

of-flight principle [1]-[2].   

Recently, many efforts have been given for generating and shaping of ultra- 

short monocycle Gaussian pulses [3]-[4]. There are several ways to reduce rise 

time of pulses. For example, with use of nonlinear transmission line (NLTL) [5], 

photoconductive switches [6], avalanche transistor switches together with step 

recovery diode (SRD) based pulse sharpening circuits. In case of NLTL and 

photoconductive switches, monolithic integrated circuits (MMIC) are preferred 

and useful only for low power applications. In case of UWB radar applications, 

in order to achieve short (sub-nanosecond) rise time of the transmitted pulses, 

SRD based circuits are extensively used as the pulse-forming network, where 

SRD is used as a charge-controlled switch [7]-[8]. SRD based circuits are easy 

to fabricate and cost-effective compared to NLTL or photoconductive switch 

methods. The rise time of the pulses is dependent on the diode biasing condition, 

and parasitics in the circuit [7]. Parasitics arise from the diode package and 

discontinuities in the biasing and matching circuitry. From the hardware 

designer’s point of view, these circuits encounter number of challenges 
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regarding broadband matching with the antenna. In the present approach, self-

biased mode of the SRD was used. Design of the circuit becomes much simpler 

as the parasitics are reduced in the circuit and broadband matching with the 

antenna becomes easier, keeping the switching performance unaltered. 

The following section will describe the properties of the SRD and the SRD 

model used for the design of multi-stage SRD-pulse sharpening circuit. Finally, 

experimental results will be discussed for the single-stage and double-stage 

pulse sharpener. 

4.1.1 Properties of the SRD 

The SRD is a two-terminal P-I-N junction [7] whose static characteristics 

are similar to the usual p-n junction diode, but whose dynamic characteristics 

are quite different. The SRD dynamic characteristics are extremely important for 

switching circuit applications. 

A. Ideal Dynamic Characteristics 

The most distinguishing feature of the SRD is the very abrupt dependence of 

its junction impedance upon its internal charge storage [9]. This storage of 

charge occurs as a result of the non-zero recombination time of minority carriers 

that have been injected across the junction under forward bias conditions. In 

case of reverse biasing, the device continues as low impedance (generally less 

than 1 ohm) until all the charge is totally removed, at which point it rapidly 

switches from low impedance to high impedance, thereby stopping the flow of 

reverse current. The ability of the SRD to store charge and to rapidly change 

impedance levels can be exploited in the generation of extremely fast rise time 

pulses. The impedance transition time of the SRD diodes used in this work, 

which were supplied by Metelics Corporation [10], was about 30 - 38 ps for the 

beam lead-packaged SRD. The photograph and dimensions of SRD (MMDB-

30-B11) diode is shown in Figures 4.1.  
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Figure 4.1 Photograph and dimensions in mils of the SRD (MMDB-30-B11).  

 

The charge stored under forward bias can be obtained from the charge 

continuity equation [7] 
 

0for)( >+= QQ
dt
dQti

τ
,    (4.1) 

 

where i(t) is the total instantaneous diode current, Q is the charge stored at 

junction, and τ is minority carrier lifetime of diode. In case of a constant 

charging current, the stored charge can be defined as 

 

)1( /ττ Ft
FF eIQ −−= ,     (4.2) 

 

where QF is stored charge from forward current, IF is the forward charging 

current and tF is the length of time during which forward charging current is 

applied. When a constant reverse current is applied across the SRD, the time 

used to remove the stored charge is 
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where tS is time required to remove the charge stored by IF and IR is the reverse 

current. 
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B. Actual Dynamic Characteristics 

In a practical SRD, the presence of package parasitic effects should be taken 

into accounts, which in turn affect the ideal diode characteristics. Consequently, 

the differences between the output waveform of ideal and practical SRD become 

visible as shown in Figure 4.2. For detail understanding of actual dynamic 

characteristics of SRD, the equivalent circuit of a packaged SRD must be 

considered (see Figure 4.3). 

The first parasitic effect in the waveform is the voltage drop across the diode 

under the forward bias condition and can be expressed as 

 

SFF RIV += φ ,      (4.4) 

 

where VF is the voltage drop, φ is the contact potential (0.7V to 0.8V) and  is 

dynamic parasitic resistance. This voltage drop becomes visible itself in the 

waveform before the sharpening occurs (see Figure 4.2). 
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Figure 4.2 Ideal and actual dynamic characteristics of SRD diode [7].  
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Figure 4.3 SRD equivalent circuits [7].  

 

The second effect exhibits voltage spikes caused by the rapid change of 

reverse current through package inductance, which can be identified by the 

value of package inductance and reverse current as 

 

max

(max) ⎥⎦
⎤

⎢⎣
⎡=

dt
diLV d

PL     (4.5) 

 

where VL (max) is the maximum voltage spike and LP is the package inductance. 

The value of voltage spike will be reduced when using the lower value of 

package inductance.  In this work, the beam lead-packaged SRD (MMDB-30-

B11) are used. For this model, the package inductance (LP) is 0.1 nH. Other 

electrical parameters of SRD are tabulated in Table 4.1. 
 

Table 4.1 Electrical parameters of SRD [10]. 

Breakdown 
voltage: VBR (V) 

Capacitance: 
Ct (pF) 

Lifetime:
τ (ns) 

Transition time: 
tt (ps) Model-outline 

Min Max Typical Max Typical Typical Max 
 

MMDB-30-B11 
 

14 25 0.15 0.25 10 30 38 
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The third effect is voltage plateau. This voltage appears because of the 

reverse current component flowing through the dynamic series resistance RS of 

the SRD for the period of the storage phase. This voltage is defined as 

  

SRFP RIIV )( +=      (4.6) 

 

where VP is the voltage plateau. In general, the value of voltage plateau is 

usually small (approximately: 0.16 V). This effect can be neglected when the 

sharpened pulse has large amplitude. 

The last parasitic effect is the overshoot and ringing waveform (see Figure 

4.2). This effect is due to a damped resonance of the SRD, package capacitance 

(CP) with the package inductance (LP), and the stray inductance of the circuit. 

Exciting of the high frequency components of the output current occur this stray 

inductance. This effect can be reduced by minimizing stray circuit reactance and 

choosing a SRD with a minimized package capacitance and inductance.  

C. Transition Rise Time 

The transition rise time (tr) of the SRD is defined as the time during which 

the SRD changes its impedance states within a circuit, which is dependent on the 

diode design, circuit constraints, and the level of stored charge. The transition 

rise time is composed of two components, as follows 

 
22

RCtr ttt +=      (4.7) 

 

where tt is the intrinsic diode transition time which depends on the diode itself 

and is usually specified by the manufacturer (in this work tt = 30 ps), and tRC is 

the circuit control rise time which is dependent on the diode reverse biased 

capacitance (CVR) [junction capacitance (Cj) in parallel with package 
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capacitance (CP)] of SRD and the equivalent circuit resistance in parallel with 

SRD. In case of 10% to 90% rise time, the tRC is given by 
 

VReqRC CRt 2.2=      (4.8) 

 

and in case of 20% to 80% rise time, the tRC is  
 

VReqRC CRt 4.1=      (4.9) 

 

where Req is the equivalent resistance, consisting of the parallel combination of 

the source and load resistances.  

4.1.2 Used ADS Model of SRD 

A table-based SRD model used in this work was developed in [11]. The 

SRD model [11] was developed at the Department of High Frequency 

Engineering. This model is based on DC and the bias-dependent high-frequency 

(HF) measurements of the SRD. In [11], the circuit model used for each bias 

point was a modified version of the model proposed in [12] and [13], where the 

commonly used internal series resistance (Rn) are replaced by a more accurate 

resistance network (see Figure 4.4) where Rmax is the maximum resistance of the 

diode at the reverse bias, Rv represents the forward resistance at high forward 

current (depends on voltage bias), and where Rs is the series resistance. Bias 

dependent junction capacitance and junction resistance were modelled using 

symbolically defined device (SDD) in Advanced Design System (ADS) 

software. The schematic of the SRD model is described in Figure 4.5. The two 

capacitances Cf and Cr represent the forward and reverse capacitance of the 

diode, respectively, Cj and Rj represent the p-n junction capacitance and 

resistance of the SRD diode, and Cp and Lp are package capacitance and 

inductance, respectively. SRD model was implemented in ADS. All the circuit 

parameters were determined from the DC and S-parameter measurements at 
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difference bias point. First, the DC I-V characteristics of beam lead-package 

SRD were measured [11]. This was done to determine a starting value for the 

junction resistance (Rj) of diode before extraction was applied on the basis of the 

RF measurements. Measured DC properties of the diode are shown in Figure 

4.6. Current limiter (maximum current of 20 mA) was used during DC forward 

measurement. Threshold voltage (VT) is calculated to be 0.89V.   

The circuit model parameters in Figure 4.5 were extracted according to [11]. 

The starting values for Cp, Lp, Rs, Cf and Cr were obtained from the 

manufacturer’s data and from the DC measurements that were conducted. 

 

Rv

Rs

Rmax  
 

Figure 4.4 Internal series resistance (Rn) model [11]. 
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Figure 4.5 Table-based circuit model of the beam lead-package SRD [11]. 
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Figure 4.6 DC properties of the beam lead-package SRD [11]. 
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Figure 4.7 Junction resistance characteristic of beam lead-package SRD [11]. 
 

The results of the optimization process for both junction resistance and 

capacitance of the beam lead-packaged SRD are shown in Figure 4.7 and 4.8, 

respectively. The junction RF resistance, shown in Figure 4.7, is equal to 0.75Ω 

at a high-level forward bias current, which is the value of Rs. Moderate forward 

current level of 1 mA has been used to model Rv. At 0V bias, Rmax is obtained as 

2 GΩ. Figure 4.8 shows the C-V characteristics of the beam lead-packaged SRD 
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diode. At strong forward bias conditions, the junction capacitance is very large 

reaching a value of 5.28 nF at a forward voltage of 0.95V. Under reverse bias 

conditions, the capacitance becomes very small reaching a value of 0.12 pF at a 

reverse voltage of -5V. When lower reverse bias or higher forward bias voltages 

are needed, the value of the capacitances can be easily extrapolated from the 

graph. 
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Figure 4.8 Junction capacitance characteristic of beam lead-package SRD [11]. 

4.1.3 Circuit Design 

In general the cost of a pulse generator plays a major role in the conception 

and design process of a radar sensor [14]-[18]. A cost-efficient way of 

generating such pulses is through the use of a SRD. This section gives a detailed 

description of design and simulation of two-stage SRD pulse sharpening circuit, 

which is developed from single-stage SRD circuit. A block diagram of the 2-

stage SRD-pulse sharpening circuit, similar to the one discussed in [11], is 

shown in Figure 4.9. The circuit is composed of an input high-pass filter 

matched to a 50Ω microstrip line, an input matching network to the SRD diodes, 

the 2-stage SRD for negative pulse rise time (in this case fall time) picosecond 

sharpening, a coupling network, an output matching network, and an output 
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high-pass filter for Gaussian shaping purposes, which is also matched to a 

50Ω microstrip line.  
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Figure 4.9 Block diagram of the SRD based 2-stage pulse sharpening circuit. 
 

The high-pass filter differentiates the pulse obtained from the picosecond 

pulse labs generator (Model 10000A) with 10%-90% rise time of 400 ps, pulse 

width (FWHM) of 20 ns, and the peak amplitude of 8V (see Figure 2.15). The 

output of the filter is matched to the impedance of the SRD1 stage through an 

input matching network. The positive pulse supplies the forward bias current 

that charges the SRD1 diode, which causes the diode to act as a low impedance 

device. When the negative pulse arrives at the terminals of the SRD1, the stored 

energy is discharged, that was accumulated under forward bias. When the 

charge is totally removed, the SRD1 snaps to a high impedance state very 

rapidly. Using such a feeding configuration at the input of the SRD, helps to 

avoid DC biasing of the SRD in the forward direction. After sharpening the fall 

time of the negative-going pulses by the SRD1, a SRD2 is used to shape the 

pulse again to obtain faster fall time of negative pulse. Finally, a high-pass filter 

is used to shape the pulse to achieve a Gaussian waveform. Gaussian pulse 

shaping was necessary since the pulse is fed directly into the radiation antenna. 

Designed pulse sharpening circuit using two-stage SRD diodes is shown in 

Figure 4.10. The SRD model was implemented using SDD elements available in 

ADS software. Model parameters were defined based on the extracted values 
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from DC and S-parameter measurement. Junction capacitance of the diode was 

extracted to be 0.2 pF at the threshold bias point, and transition time was 

calculated to be 35 ps for the beam lead type SRD. The pulse sharpener was 

realized in microstrip technique using fiber-woven Teflon substrate with 

dielectric permittivity (εr) of 2.51, dielectric substrate height (h) of 0.381 mm, 

and conductivity thickness (t) of 18 μm. Lumped component models include 

parasitics, and the impedances are defined according to the datasheet supplied 

by manufacturer [10]. 
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Figure 4.10 Schematic of SRD based 2-stage pulse sharpening circuit in ADS. 
 

4.1.4 Experimental Results  

To verify the 2-stage SRD pulse sharpener design, a sharpening circuit was 

fabricated and tested. Figure 4.11 shows the fabricated circuit of 2-stage SRD 

pulse sharpener in housing. The optimized physical size of 2-stage circuit is 3 

cm x 3.5 cm, while the size of single-stage is 4 cm x 6 cm [11]. Thus, the 

dimension of new pulse sharpener is reduced to 50%. Here, the connecting input 

and output of pulse sharpener circuit is using 50Ω coaxial cables. A 50Ω 
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microstrip line was used to realize the circuit. Using HP-54120B Digital 

Oscilloscope, the input and output pulses of the circuit were measured.  

Experimental and simulation results of single-stage [11] and 2-stage SRD 

pulse sharpener are shown in Figure 4.12 and Figure 4.13, respectively. 

Measured 10%-90% rise time (tr) of the single-stage SRD circuit was found to 

be 100 ps (amplitude = 2.5V), whereas using the 2-stage SRD circuit, 10%-90% 

rise time of 50 ps and amplitude of 1.25V were obtained. In both cases, the 

circuits were excited by rectangular pulse with amplitude of +8V, 10%-90% rise 

time of 400 ps, 90%-10% fall time of 900 ps, and pulse width (FWHM) of 20 ns 

(see Figure 2.15) by picosecond pulse labs generator (model 10000A). Time 

domain measured pulse parameters for the single stage and 2-stage SRD circuits 

are summarized in Table 4.2. 
 

 
 

Figure 4.11 Fabricated 2-stage SRD pulse sharpener. 
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Figure 4.12 Transient simulation and measurement result of SRD single stage pulse 

sharpening circuit. 
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Figure 4.13 Transient simulation and measurement result of SRD 2-stage pulse 

sharpening circuit. 
 
 

Table 4.2 Pulse parameters. 
Parameter Single-stage Two-stage 
Rise time  

(10%-90%) 100 ps 50 ps 

Pulse width (FWHM) 140 ps 75 ps 
Pulse amplitude 2.5V 1.25V 
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Figure 4.14 Measured output pulse amplitude as function of the input pulse amplitude using 
the beam lead-packaged diode.  

 

Since the output pulse of the 2-stage SRD sharpening circuit depends only 

on the input pulse, several measurements were conducted using the digital 

sampling scope (HP 54120B) to measure the output pulse characteristics such as 

its amplitude, pulse width (FWHM) and 10%-90% rise time (tr) as function of 

the input pulse amplitude. The input pulse rise time (10%-90%) was for all 
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measurements 400 ps and its PRF was set to 100 kHz. The change in that 

parameter had no significant effect on the output pulse parameters. Each 

measurement was repeated 10 times. The average of these measurements was 

recorded. The results are shown in Figure 4.14 and Figure 4.15.  

First, the input pulse width (FWHM) was set to 20 ns and its amplitude 

varied between 5 - 14V at 1V step intervals. Figure 4.14 shows the absolute 

output pulse amplitude as function of input pulse amplitude for the 2-stage SRD 

pulse sharpening circuits using the MMDB-30-B11 beam lead-package SRD. As 

can be observed in Figure 4.14, the relationship between the input and output 

pulse amplitude is nonlinear. This nonlinearity of the SRD can be attributed to 

the dynamic junction capacitance (Cj) and resistance (Rj) as shown in Figure 4.5, 

Figure 4.7, and Figure 4.8. 
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Figure 4.15 Measured output FWHM and tr as a function of the input pulse amplitude.  
 

Figure 4.15 shows the pulse width (FWHM) of the output pulse and its 

10%-90% rise time (tr) as a function of the input pulse amplitude. There are 

changes in both pulse width (FWHM) and rise time (tr) as the input pulse 

amplitude increases. The 10%-90% rise time increases from 48 ps to 58 ps while 

the pulse width (FWHM) increases from 74 ps to 80 ps as the input pulse 

amplitude increased from 5V to 14V. The dependency of the output pulse rise 
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time and pulse width (FWHM) on the input pulse amplitude is due to the 

increase in the amount of injected charges in SRD under forward bias conditions 

as the input pulse peak amplitude is increased. This implies that the SRD needs 

longer time to remove these stored charges under reverse bias conditions before 

the change of state of impedance occurs. 

4.2 Broadband Resistive Duplexer 

A mono-static radar sensor has been developed using system components of 

the realized bi-static radar. Regarding a mono-static radar system, the transmitter 

and receiver antenna are contained within one element referred to as a 

transceiver antenna. A broadband resistive duplexer (BRD) is essential for the 

detection of the transmitted and received signal and couples these signals 

directly to the sample unit. The duplexer is principally a three port device and 

each port is matched to a 50Ω. Port 1 is connected to the multi-stage SRD pulse 

sharpener. Port 2 is connected to the sampling unit and port 3 is connected to the 

rugby-ball antenna as shown in Figure 4.16.  
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Figure 4.16 The three port broadband resistive duplexer. 

4.2.1 Design  

The design of a three-port duplexer depends on two important goals. The 

first one is to keep the eigen-reflection coefficients (S11, S22, and S33) below -10 

dB. The second goal is related to the transmission coefficients (S21, S31 and S32), 
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which should be more than -3 dB. In this work, the resistive bridge used in the 

duplexer is designed on the basis of reflectometer concept [19]. The three port 

divider contains lossy components to improve simultaneous matching of all 

ports. The circuit was realized with 50Ω planar microstrip lines. Design and 

optimization of the duplexer circuit has been performed using the 

electromagnetic field simulator in ADS software. After having performed 

several simulation and optimization, the final network of this type is shown in 

Figure 4.17 (a).  
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Figure 4.17 (a) The schematic of the potential divider. 

                    (b) Model of the resistance with parasitics. 
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The duplexer consists of symmetrical resistive films deposited on ceramic 

substrate. Models of resistor were extracted for thick film resistors considering 

its parasitic inductance and capacitance as in Figure 4.17 (b). Extracted values 

are given in Table 4.3. In Figure 4.17 (a), the duplexer splits the input pulse, 

which is received from the SRD pulse sharpener at port 1 into two pulses, a 

reference pulse at port 2, which is fed to the sampling unit, and the other as a 

transmitted pulse at port 3, which is fed to the antenna for radiation. Afterwards, 

the received return pulses are driven through the duplexer at port 3 and 

transmitted to port 2, which is then fed to the sampling unit. The measured and 

the simulated results of the duplexer are shown in the next section. 
 

Table 4.3 Extracted values of resistor parasitics. 

Ra 
(     )Ω

L1
(pH)

L2
(pH)

L3
(pH)

L4
(pH)

C1
(pF)

C2
(pF)

R1

R2

R3

R4

5

2k

53.0666 112.367 0.179331

53.0666

53.0666

53.0666

1k

2k

112.367

112.367

112.367

112.367

112.367

112.367

112.367

53.0666

53.0666

53.0666

53.0666

0.179331

0.179331

0.179331

0.179331

0.179331

0.179331

0.179331
 

4.2.2 Fabrication and Results  

In this section, the realization, simulation and measurement results will be 

presented and discussed. The hybrid duplexer circuit has been fabricated in 

microstrip technique using fiber-woven Teflon substrate with dielectric 

permittivity (εr) = 2.51, dielectric substrate height (h) = 0.381 mm, and 

conductivity thickness (t) = 18 μm. In order to avoid mismatch at the ports of the 

circuit, uniform 50Ω microstrip lines (width = 1.056 mm) have been realized. 

The SMD (surface mounted device) chip resistors were then soldered to the 

microstrip lines.  
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Measurement and simulation results of the reflection and transmission 

coefficients of the duplexer are shown in Figure 4.18 to Figure 4.20. The 

reflection and transmission coefficients were measured from DC to 12 GHz 

using a vector network analyzer of type HP8510. Figure 4.18 shows the 

transmission coefficient S31 from SRD pulse sharpener (port 1) to the antenna 

(port 3), and the eigen-reflection coefficient S33 of port 3 (antenna). In Figure 

4.19, the transmission coefficient S23 from antenna (port 3) to sampling gate 

(port 2), and the eigen-reflection coefficient S22 of port 2 are shown. Figure 4.20 

gives the transmission coefficient S21, for the reference pulse from port 1 (SRD 

pulse sharpener) to port 2 (sampling gate), and the eigen-reflection coefficient 

S11 of port 1 (SRD pulse sharpener). In general, the simulated S-parameters 

agree very well with measurement results. For all ports of the duplexer, a return 

loss of more than 10 dB was measured for S11, S22 and S33 up to 7 GHz. At 

higher frequencies, increase of the return loss was noticed due to parasitic 

effects in the microstrip-to-coaxial transition [20]. Also, the transmission 

coefficients (S31, S23, and S21) are attenuated by 3 dB due to insertion of resistive 

components. The application of the broadband resistive duplexer in the mono-

static radar system will be discussed in chapter 5. 
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Figure 4.18 Simulated and measured eigen-reflection coefficients (S33) and transmission 
coefficients (S31) of the broadband resistive duplexer. 
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Figure 4.19 Simulated and measured eigen-reflection coefficients (S22) and transmission 
coefficients (S23) of the broadband resistive duplexer. 
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Figure 4.20 Simulated and measured eigen-reflection coefficients (S11) and transmission 
coefficients (S21) of the broadband resistive duplexer. 
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Chapter 5 

Application of New UWB Microwave Radar Sensor 

5.1 Radar Sensor Measurement Setup 

The bi-static and mono-static radar sensor was tested in the laboratory for 

distance measurement to metallic targets, for the detection of buried metallic 

targets in dry sand and for water level control measurements. In case of mono-

static radar measurements, the target is placed in line with the centre point at the 

top edge of the antenna (see Figure 5.1). In the bi-static setup the reference is 

taken as virtual centre point between the two central top edges of the antennas, 

spaced at a distance of 10 cm (see Figure 5.2). This was done to assure 

maximum illumination of targets and to obtain the shortest-range measurement 

possible.  

Top edge centre point of antenna

 
 
 
Figure 5.1 Top edge centre point of antenna used as a reference to measure a target range for 

mono-static configuration. 
 

 92



In both cases, the sensors are mounted on a single-legged stand, which 

determines the height of the antennas from the ground, for metallic target 

detection, hidden in dry sand, and for water level control measurements. In case 

of distance measurement to metallic targets, a three-legged stand was utilized. 

With the single-legged and three-legged stands angular orientation in both 

elevation and azimuth direction could be changed. To investigate the UWB 

microwave radar “front end”, comprising UWB antennas, pulse sharpening 

circuit and broadband resistive duplexer circuit, experiments were conducted 

with absorber material surrounding the measurement setup to reduce unwanted 

reflection signals. 

 

 

Virtual top edge centre point of antenna

 
 

Figure 5.2 Virtual top edge centre point between the two antennas of the bi-static 
configuration used as a reference to measure a target range. 

 

The measurement setup of bi-static and mono-static radar sensor is 

illustrated in Figure 5.3 and Figure 5.4, respectively. In all measurements, a 

rectangular pulse (see Figure 2.15) with amplitude of 8V and a pulse width 

(FWHM) of 20 ns was used to feed the SRD pulse sharpening circuit. The 

output of the sharpener was a Gaussian pulse with an amplitude of 1.25V, a 

10%-90% rise time of 50 ps, and a pulse width (FWHM) of 75 ps (see Figure 

4.13).  

In the bi-static configuration, the output of the pulse sharpening circuit was 

fed directly to the transmitter of the rugby-ball antenna (TX). As a result the Rx 
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antenna receives, first the reference pulse (using the edge-on radiation 

characteristic of the antenna) and secondly the target return pulses (using the 

broadside radiation characteristic of the antenna). In case of the mono-static 

configuration, Gaussian pulses were fed to port 1 of the broadband resistive 

duplexer circuit. The output, at port 2 and port 3 of the duplexer, was fed to the 

sampler to act as a reference pulse and to the antenna for target detection. 
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Figure 5.3 Measurement setup of the bi-static radar sensor. 

 

In case of both bi-static and mono-static configuration, the Rx antenna and 

port 2 of duplexer, respectively, were connected to the digital sampling 

oscilloscope (HP 54120B having a 50 GHz sampling head). For data acquisition 

during measurements, general purpose interface bus (GPIB) was used to 

interface personal computer (PC) and oscilloscope. 
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Figure 5.4 Measurement setup of the mono-static radar sensor. 

 

The raw data obtained from measurement involved noise and unwanted 

peaks due to reflector edge diffraction, edge diffraction, and target ringing (see 

Figure 5.5 (a)). These unwanted pulses were reduced by using a companding 

technique [1]-[2] in which the pulse amplitude was raised to power 3. This 

resulted in a clear distinguishing characteristic of wanted and unwanted data. 

The processed data was again scaled back to the original pulse amplitude by 

which the noise and unwanted peaks disappear. Subsequently, digital signal 

processing (DSP) using one-dimensional multilevel stationary wavelet 

decomposition technique (wavelet toolbox of MATLAB® [3]) was used to 

reduce the noise of the target information pulse. This toolbox builds on the 

numeric and visualization capabilities of MATLAB software to provide point-

and-click graphical tools and command line functions for analysis, synthesis, de-

noising, and compression of signals and images. In this case, the de-noising 

command line function was applied. The options of de-noise function have 5 
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level to remove noise of pulse signal, which can be varied from level 1-5. The 

level 1 implies minimum noise reduction while level 5 refers to maximum 

cancellation of noise from the measurement data. However, the higher level of 

de-noise function will considerably affect the amplitude and sharpness of the 

pulse signal. For this reason, level 3 was chosen in this work, which was also 

verified by conducting several experiment trails. The illustration of signal before 

and after using reduced unwanted pulse signal and noise process is shown in 

Figure 5.5. In this figure, the time-domain target response of an aluminium plate 

is depicted having the dimensions of 48 cm x 22 cm and thickness of 2 mm, 

with the target being placed at a distance of 75 cm from the virtual central 

antenna. The target’s lower edge and the antenna ground image plane were both 

aligned. The virtual central antenna is labelled in the figure as the “reference 

pulse” where the first radiation pulse occurs, and the “reflector edge diffraction” 

presents the radiation of the edge reflector at the back of the antenna.  
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Figure 5.5 Time-domain response of the sensor in bi-static configuration (a) before and (b) 

after data processing using multilevel stationary wavelet decomposition. 
 

 96



After target return pulse, edge diffraction in time-domain is detected. This 

pulse is diffracted from the edge of the aluminium plate target. In addition, 

another small ringing pulse is detected after the edge diffraction has occurred. 

Creeping waves or surface waves, which move forward and backward on the 

target surface, causes this ringing. The target distance is estimated using the 

standard time-of-flight method. In this method, the 50% amplitude points at the 

falling front slope of both the reference pulse and the target return pulse should 

be estimated (see Chapter 1). The estimation is based on the detection of 10% 

and 90% amplitude points in each falling edge. The time difference between 

these two points is used in conjunction with equation (2.1) in Chapter 2 to 

calculate the distance. 

5.2 Distance Measurement to Metal Plates 

The first experimental test for bi-static and mono-static radar sensor is to 

measure the distance of metallic targets. In both configurations, the antennas and 

targets were supported by the stand, which are mounted 92 cm and 87 cm (see 

Figure 5.6) above the ground, respectively.  

 

 
 

Figure 5.6 Position of the metal plate target and the antenna in distance measurement. 

AntennaMetal plate target

Hr = 92 cm
Hr = 87 cm
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The antennas were tilted in such a way that the radar beam was directed to 

the target (elevator angle θ is approximately 60°). The transmitted Gaussian 

pulses had a 10%-90% rise time of 50 ps, an amplitude of 1.25V, and a pulse 

width (FWHM) of 75 ps. Figures 5.7 to 5.10 show the time-domain response of 

the sensor with a large aluminium plate with lateral dimensions of 48 cm x 22 

cm and with a thickness of 2 mm. The target was placed in the horizontal 

position, at distances of 50 cm and 100 cm from the antenna. Figure 5.7 and 

Figure 5.8 show the results of the bi-static radar sensor while Figure 5.9 and 

Figure 5.10 show the results from the mono-static radar sensor. 
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Figure 5.7 Time-domain response of the bi-static radar sensor [aluminium plate (48 cm x 22 
cm x 0.2 cm) is located at 50 cm from the virtual centre of the antenna]. 
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Figure 5.8 Time-domain response of the bi-static radar sensor [aluminium plate (48 cm x 22 
cm x 0.2 cm) is located at 100 cm from the virtual centre of the antenna]. 

 

In the next step, bi-static and mono-static radar sensors were used to 

measure the distance of a smaller aluminium plate target. The plate had 
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dimensions of 10 cm x 10 cm x 5 mm and was positioned at a distance of 50 cm 

and 100 cm away from the antenna. In these measurements, the placement of 

antennas and metallic targets were similar for both radar sensors as shown in 

Figure 5.6 but the height of the antennas and metallic targets were reduced to 85 

cm and 82 cm, respectively, in order to maintain line of sight between the 

antenna and metallic target.  The time-domain response of the radar sensor in bi-

static configuration is shown Figure 5.11 and Figure 5.12. In both figures, the 

target lies in the horizontal position at a distance of 50 cm and 100 cm away 

from antenna. Figure 5.13 and Figure 5.14 show the respective response signals 

for the mono-static configuration. 
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Figure 5.9 Time-domain response of the mono-static radar sensor [aluminium plate (48 cm x 
22 cm x 0.2 cm) is located at 50 cm from the centre of the antenna]. 

 

-0.15

-0.10

0

-0.05

0.05

-0.20

A
m

pl
itu

de
 (V

)

0 1 2 3 4 5 6 7 8 9 1
Time (ns)

0
 

 

Figure 5.10 Time-domain response of the mono-static radar sensor [aluminium plate (48 cm 
x 22 cm x 0.2 cm) is located at 100 cm from the centre of the antenna]. 
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Figure 5.11 Time-domain response of the bi-static radar sensor [aluminium plate (10 cm x 10 
cm x 0.5 cm) is located at 50 cm from the virtual centre of the antenna]. 
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Figure 5.12 Time-domain response of the bi-static radar sensor [aluminium plate (10 cm x 10 

cm x 0.5 cm) is located at 100 cm from the virtual centre of the antenna]. 
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Figure 5.13 Time-domain response of the mono-static radar sensor [aluminium plate (10 cm 

x 10 cm x 0.5 cm) is located at 50 cm from the centre of the antenna]. 
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Figure 5.14 Time-domain response of the mono-static radar sensor [aluminium plate (10 cm 
x 10 cm x 0.5 cm) is located at 100 cm from the centre of the antenna]. 

 

In these measurements (involving small and large metallic targets), the 

targets were detected and the ranges were easily calculated. The amplitude of 

target return pulse has been found to be inversely proportional to the square of 

the distance between the antennas and metal target [4]. As shown in Figure 5.15, 

the normalized amplitude characteristics obtained from mono-static radar sensor 

shows good agreement with the theory (≈ 1/R2) when compared to the bi-static 

case. In addition, the reflector edge diffractions (see Figure 5.5) occurred only in 

bi-static sensor since reference pulses in mono-static sensor were not sent 

through receiver antenna while in the case of bi-static sensor edge side radiation 

of the antennas was used as reference pulse. However, it has been observed that 

in the mono-static sensor, the amplitude of the target return pulses are lower 

than the pulses received from the bi-static sensor. This is due to the fact that, in 

mono-static sensor, the signal from the generator is attenuated by 3 dB due to 

the insertion loss of the broadband resistive duplexer. Moreover, an additional 3 

dB attenuation is introduced when the signal returns from the target through the 

duplexer again. Consequently, the signal is attenuated by 6 dB, which results in 

small amplitude of the target return pulse.  
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Figure 5.15 Received signal as function of distance (R). 

5.3 Detection of Metal Plates Buried in Dry Sand  

In this experiment, the metallic target is buried in dry sand. The bi-static 

radar sensor has been used in order to measure the target return pulse. This 

experiment could not be performed with the mono-static due to the weak 

amplitude of the return pulse. A test sand bucket was set up in the laboratory for 

testing the response of the sensor. In this case, an aluminium plate with 

dimensions of 26 cm x 9 cm x 0.2 cm was buried in the test sand bucket (46 cm 

x 60 cm x 28 cm). The sand bucket was placed under the antenna. The antenna 

was oriented to radiate in the direction perpendicular to sand bucket. The 

distance between sand bucket and antenna was 41 cm. The antenna setup was 

the same as used with the distance measurement to metal plates with same 

power, with a radar pulse rise time of 50 ps (10%-90%) and a pulse width 

(FWHM) of 75 ps. The amplitude of the transmitted pulse was 1.25V. In Figure 

5.16, the target return pulse is clearly seen and easily detected, similar to the 

case of metallic targets in distance measurement.  
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Figure 5.16 Measured time-domain response of the bi-static radar sensor [aluminium plate 

(26 cm x 9 cm x 0.2 cm) is buried 26 cm underneath of dry sand and located 41 cm from the 
virtual centre of the antenna]. 
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Figure 5.17 Measured time-domain response of the bi-static radar sensor [aluminium plate 
(26 cm x 9 cm x 0.2 cm) is buried 15 cm underneath of dry sand and located 100 cm from the 

virtual centre of the antenna]. 
 

The last measurement setup was used to increase the measurement distance 

to 100 cm away from the virtual centre of the antennas. In this case the metal 

plate was buried 15 cm in the sand. The measurement result is shown in Figure 

5.17. In both experiments conducted, the increasing thickness of sand poses 

attenuation and dispersion on the measurement return pulses [5]-[6].    

5.4 Water Level Control Measurement  

In addition to metallic target detection, water level control was conducted 

using reflection and ranging. This was an interesting test to determine the water 

level inside the rainwater tank with mm accuracy. The measurement setup of bi-

static and mono-static configuration for water level control measurement is 
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shown in Figure 5.18 and Figure 5.19, respectively. In both configurations, a 

commercial 200 litres plastic rainwater tank was filled with predetermined 

increments of water level and having reached the specified water level, the water 

surface was determined. The water level was changed in steps of 5 cm till a level 

of 80 cm was reached. The antennas were hanged above the ground of 100 cm, 

which is supported by the single-legged stand (see Figure 5.18 and Figure 5.19). 

Figure 5.20 shows the time-domain response signal of the bi-static radar sensor 

for a water level of 40 cm, which shows the reference and return pulse with 

absolute peak-to-peak amplitude of 0.3V and 0.4V, respectively. Since, in 

Figure 5.20, the distance (D) between the antenna and water surface is 

calculated as 60 cm which implies that the water level is equal to 40 cm (100-

D). Figure 5.21 shows a similar time-domain response for which the water was 

detected at 45 cm. The absolute peak-to-peak amplitude of reference and water 

surface return pulse are 0.15V and 0.025V, respectively.  

With respect to water level control measurements, it has been shown that the 

amplitude of return pulse from surface of water are relatively large due to the 

high value of dielectric constant (εr) (see Appendix A). The amplitudes are 

comparable with the detected return pulses from the metallic plate.  

 

 
 

Figure 5.18 Water control measurement with bi-static microwave radar. 
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Figure 5.19 Water control measurement with mono-static microwave radar. 

(Note for simplification the broad-side of the antenna is draw parallel to the water surface and 

not under a rated angle of 60 degrees.) 
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Figure 5.20 Measured time-domain response of the bi-static radar sensor at a water level of 
40 cm. 
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Figure 5.21 Measured time-domain response of the mono-static radar sensor at a water level 
of 45 cm. 
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In order to observe the variation of the amplitude of the return pulse for 

mono-static and bi-static radar sensor while increasing the water level a plot of 

detected and actual water level is shown in Figure 5.22 and Figure 5.23, 

respectively. For mono-static case, at higher water levels (upper 55 cm), the 

measurements become more uncertain when compared to bi-static case because 

of the sensitive of radar sensor (near-field region) as show in Figure 5.15. 
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Figure 5.22 Detected water levels as function of actual water level (bi-static radar sensor). 
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Figure 5.23 Detected water levels as function of actual water level (mono-static radar sensor). 
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5.5 Ranging Uncertainty  

The ranging uncertainties of the mono-static and bi-static radar sensors were 

tested. The experiments should indicate the effect of long-term sensor 

temperature drift on the range measurement calculation. In both configurations, 

the measurement results were carried out by keeping a metal placed at 100 cm 

far from the antenna. Range measurement calculations were performed using 

100 measurement results. 

5.5.1 Measurement Accuracy of Bi-Static Radar Sensor 

The first test of ranging uncertainty measurement is presented for the bi-

static radar sensor. A statistical analysis of the measurement errors has been 

performed for the 100 measurements, which were computed for a metal plate 

(dimensions of 10 cm x 10 cm x 0.5 cm) at position 100 cm from the central 

virtual point of antennas.  
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Figure 5.24 Measured ranging uncertainty of the bi-static radar sensor. 
 

The ranging uncertainties are obtained by taking the difference of the actual 

and the measured distances. An uncertainty of 4.5 mm was observed as shown 

in Figure 5.24. In order to investigate the statistical occurrence of distance error, 
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the distance errors are plotted as function of the probability as shows in Figure 

5.25. The mean range uncertainty is found to be well within 0.075 mm. 
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Figure 5.25 Plot of the statistical distribution of the distance error of range measurements 
with bi-static radar sensor. 

5.5.2 Measurement Accuracy of Mono-Static Radar Sensor 

In this section, the measured ranging uncertainty of the mono-static radar 

sensor is discussed. The setup and process of measurement accuracy is similar to 

the bi-static radar sensor (see section 5.5.1). Figure 5.26 shows the measured 

ranging uncertainty of 100 distance measurements. An uncertainty of 5.5 mm 

was achieved, which is more than the bi-static case. In addition, Figure 5.27 

shows a statistical distribution of the distance error. The mean range uncertainty 

is found to be well within 3.18 mm. Consequently, it can be conducted that the 

mono-static sensor exhibits larger measurement uncertainty than the bi-static 

one due to the weaker power transmitted. Thus, the experiments have shown that 

both the bi-static and mono-static system are well suited for near range distance 

measurement. 
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Figure 5.26 Measured ranging uncertainty of the mono-static radar sensor. 
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Figure 5.27 Plot of the statistical distribution of the distance error of range measurements 
with mono-static radar sensor. 
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Chapter 6 

Conclusion and Future Work 

This dissertation has been focused on near-field ranging using radar sensors 

which send ultra-short electrical pulses to the targets and measure the elapsed 

time between the sent and received pulses. Both bi-static and mono-static pulsed 

microwave radar sensors have been referenced. The proposed front-end of the 

mono-static radar sensor consists of an UWB rugby-ball antenna, a SRD (step 

recovery diode) based electrical pulse sharpening circuit, and a broadband 

resistive duplexer. In case of the bi-static radar sensor, two separate antennas are 

implemented to transmit and receive picosecond electrical pulses. On the other 

hand, in case of mono-static radar sensor, a single UWB antenna is used for both 

transmitting and receiving purpose. 

Main focus of the research work was on the design of a UWB “rugby-ball” 

antenna. The three dimensional simulation and optimization were performed 

prior to practical antenna realization. The antenna was constructed using a metal 

plate with a thickness of 2 mm. The antenna is fed through an image ground 

plane and backed by a reflector. The percentage of bandwidth of the antenna is 

defined by the voltage standing wave ratio (VSWR) having a value less than 2 

and has found to be 187.4%, extending from about 0.65 GHz to 20 GHz. The 

simulation results could be verified by measurements. 

Based on measurements of far-field pulse radiation, the proposed antenna 

can transmit and receive ultra-short electrical pulses with 10%-90% rise time of 

50 ps and pulse width (FWHM) of 75 ps. The pulse radiation with maximum 

amplitude of the antenna occurs at an elevation angle of 60o from broadside and 
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edge-on directions. Regarding the azimuth angle, maximum radiation is 

observed at 0o and 90o from broadside and edge-on directions, respectively. A 

radiation aperture (θ direction) at the broadside of the antenna was found to be 

60° (between angle θ of 30° to 90°) while in edge-on direction of antenna it was 

72° (between angle θ of 12° to 84°).  

After fabrication and investigation of the optimized prototype ruby-ball 

antenna, holes with a diameter of 4 mm were drilled in the radiator element, 

ground plane, and reflector of the antenna which reduced the antenna weight 

considerably by 20%, without affecting the overall antenna characteristics. In 

this regard, the VSWR remained less than 2 retaining the impedance close to 

50Ω with negligible reactance within a frequency range of 0.65 GHz to 20 GHz. 

For feeding the antenna, a new electrical pulse sharpening circuit, based on 

the step recovery diode (SRD), was developed. The circuit requires no DC bias 

and can produce Gaussian pulses with a 10%-90% rise time of 50 ps, a pulse 

width (FWHM) of 75 ps, and a peak amplitude of 1.25V. By increasing the 

amplitude of the input pulse from 5V to 14V, the property of the output pulse 

changed. The pulse width (FWHM) increased from 75 to 80 ps and the rise time 

grew from 48 to 58 ps. 

The bi-static radar sensor was reconfigured as a mono-static radar sensor 

wherein one antenna was used for both transmitting and receiving purpose. 

Consequently, the broadband resistive duplexer couples the transmitted and 

received pulses directly into the sample unit. This duplexer was realized in 

microstrip technique using lines with a characteristic impedance of 50Ω and 

contains symmetrical resistive films deposited on ceramic substrate. The return 

loss of the duplexer was measured and simulated more than 10 dB up to 7 GHz. 

Also, the transmission coefficients (S31, S23, and S21) are attenuated by 3 dB up 

to 10 GHz due to insertion of resistive components. 

In the above described system, the developed mono-static and bi-static radar 

systems were used for water level control measurements and for the detection of 
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metallic target, placed in air and buried in dry sand. Target ranging was 

performed using the standard time-of-flight concept wherein the range of 

obstacle was computed from the returned signal, which is distorted. The wanted 

information signal from the distorted signal was obtained after implementing 

companding and wavelet decomposition techniques. The range measurement 

uncertainty was achieved well below of 4.5 mm and 5.5 mm with the bi-static 

and mono-static configuration, respectively, by repeating the range 

measurements 100 times.  

Thus, it has been shown that the developed sensors can be used for diverse 

non-contact measurement applications such as detection of buried metallic 

objects, fluid level control measurements, and nondestructive detection of 

materials used for construction (e.g. bridge, buildings, etc.). 

For future work, both bi-static and mono-static low-cost pulsed microwave 

radar sensors should be enhanced for increasing range detection, which can be 

accomplished by developing a ultra-short electrical pulse generator and a 

sharpener to generate ultra-short electrical pulses with higher output power.  

In multiple sensor application, such as three dimensional image surface 

measurement and long-range detection, both radar sensor configurations can be 

modified from single-sensor to multi-sensor. This modification could be carried 

out by enhancing the output power of ultra-short electrical pulse sharpener, 

multiple duplexer (applicable only to mono-static system) and antennas. 

 

 

 

 

 



Appendix A 

Reflection Factor and Dielectric Constant of Water 

 

A.1 Reflection Factor [1] 

Significant operating parameter of a radar level measuring device are 

dependent upon the reflected useful signal of the microwave, e.g. measurability, 

accuracy, repeatability, error probability and detectives in the case of non-ideal 

surfaces or interference reflectors. The power reflection factor (Rpwr) is defined 

here as being the ratio of reflected power density to the power density of the 

incident beam ( ρρ /refpwrR = ). 

Electromagnetic waves are reflected by electromagnetic interaction: 

- From conductive surfaces (metals, and highly conductive liquids such as 

acids and saline solutions of sufficient concentration). In these cases, 

reflection is almost 100%. 

- From dielectric liquids (described by the relative permittivity (εr), which 

describes the interaction with electric fields): the reflection factor (R) is a 

function of εr which is expressed in [1] as 
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 From Figure A.1, at εr = 3.5, the reflection factor is about 10% (-10 dB) 

whereas for εr = 1.5, about 1% (-20 dB) is observed (see Figure A.1). However, 
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from Figure A.2, according to the HFT optical laboratory environment, the εr of 

water is about 78 at room temperature of 20 C° and atmospheric pressure of 100 

kPa. This implies that, form Figure A.1, the reflection factor is 63% (-2 dB), 

which is very high, aids in the determining the microwave level measuring 

system. 

10
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The percent of reflection factor

    
Figure A.1 Reflection factor (R) of dielectric media [1]. 

   

A.2  Dielectric Constant of Water 

In [2], the dielectric constant of water as a function of pressure is described 

as 

[ ])/()(ln),( 110 ii PaPaaPTXX +++=     (A2) 

 

where X is the dielectric constant of the water at temperature T. Pi (in Mpa) is 

the reference pressure and the coefficients ai are adjusted to fit experimental 

values. The dielectric constants of water as a function of pressure with 

temperature as parameter are plotted in Figure A.2. The Figure shows the 
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proposed equation adjusted to fit data from the international association for the 

properties of water and steam [3].  

 

 
 

Figure A.2 Dielectric constant of water as a function of pressure at constant temperature [3]. 
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