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Preface

As an essential element of a radio system, the antenna has always been an interesting but
difficult subject for radio frequency (RF) engineering students and engineers. Many good
books on antennas have been published over the years and some of them were used as our
major references.

This book is different from other antenna books. It is especialy designed for people who
know little about antennas but would like to learn this subject from the very basicsto practical
antenna analysis, design and measurement within a relatively short period of time. In order
to gain a comprehensive understanding of antennas, one must know about transmission lines
and radio propagation. At the moment, people often have to read a number of different books,
which may not be well correlated. Thus, it is not the most efficient way to study the subject.
In this book we put all the necessary information about antennas into a single volume and
try to examine antennas from both the circuit point of view and the field point of view. The
book covers the basic transmission line and radio propagation theories, which are then used
to gain a good understanding of antenna basics and theory. Various antennas are examined
and design examples are presented. Particular attention is given to modern computer-aided
antenna design. Both basic and advanced computer software packages are used in examplesto
illustrate how they can be used for antenna analysis and design. Antenna measurement theory
and techniques are also addressed. Some special topics on the latest antenna development are
covered in the final chapter.

The material covered in the book is mainly based on a successful short course on antennas
for practising professionals at the University of Oxford and the Antennas module for students
at the University of Liverpool. The book coversimportant and timely issues involving modern
practical antennadesign and theory. Many examples and questions are given in each chapter. It
isanideal textbook for university antennacourses, professional training courses and self-study.
Itisalso avaluablereferencefor engineersand designerswho work with RF engineering, radar
and radio communications.

The book is organized as follows:

Chapter 1: Introduction. The objective of this chapter isto introduce the concept of antennas
and review essential mathematics and electromagnetics, especialy Maxwell’s equations. Ma-
terial properties (permittivity, permeability and conductivity) are discussed and some common
ones are tabul ated.

Chapter 2: Circuit Concepts and Transmission Lines. The concepts of lumped and dis-
tributed systems are established. The focus is placed on the fundamentals and characteristics
of transmission lines. A comparison of various transmission lines and connectorsis presented.
The Smith Chart, impedance matching and bandwidth are also addressed in this chapter.
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Chapter 3: Field Concepts and Radio Waves. Field concepts, including the plane wave,
intrinsic impedance and polarization, are introduced and followed by a discussion on radio
propagation mechanisms and radio wave propagation characteristics in various media. Some
basic radio propagation models are introduced, and circuit concepts and field concepts are
compared at the end of this chapter.

Chapter 4: Antenna Basics. The essential and important parameters of an antenna (such
as the radiation pattern, gain and input impedance) are addressed from both the circuit point
of view and field point of view. Through this chapter, you will become familiar with antenna
language, understand how antennas work and know what design considerations are.

Chapter 5: Popular Antennas. In thislong chapter, some of the most popular antennas (wire-
type, aperture-type and array antennas) are examined and analyzed using relevant antenna
theories. The aim is to see why they have become popular, what their major features and
properties are (including advantages and disadvantages) and how they should be designed.

Chapter 6: Computer-Aided Antenna Designand Analysis. Theaim of thisspecial and unique
chapter is to give a brief review of antenna-modeling methods and software development,
introduce the basic theory behind computer simulation tools and demonstrate how to use
industry standard software to analyze and design antennas. Two software packages (one is
simple and free) are presented with step-by-step illustrations.

Chapter 7: Antenna Manufacturing and Measurements. Thisis another practical chapter to
address two important issues: how to make an antenna and how to conduct antenna measure-
ment, with a focus placed on the measurement. It introduces S-parameters and equipment. A
good overview of the possible measurement systems is provided with an in-depth example.
Some measurement techniques and problems are also presented.

Chapter 8: Special Topics. Thisfinal chapter presents some of the latest important devel op-
mentsin antennas. It covers mobile antennas and antenna diversity, RFID antennas, multiband
and broadband antennas, reconfigurable antennas and electrically small antennas. Both the
theory and practical examples are given.

Theauthorsareindebted tothemany individual swho provided useful comments, suggestions
and assistance to make this book a reality. In particular, we would like to thank Shahzad
Magbool, Barry Cheeseman and Yang Lu at the University of Liverpool for constructive
feedback and producing figures, Staff at Wiley for their help and critical review of the book,
Lars Foged at SATIMO and Mike Hillbun at Diamond Engineering for their contribution to
Chapter 7 and the individuals and organizations who have provided us with their figures or
allowed us to reproduce their figures.

Yi Huang and Kevin Boyle
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1.1 A Short History of Antennas

Work on antennas started many yearsago. Thefirst well-known satisfactory antennaexperiment
was conducted by the German physicist Heinrich Rudolf Hertz (1857—1894), pictured in
Figure 1.1. The Sl (International Standard) frequency unit, the Hertz, is named after him. In
1887 he built asystem, asshown in Figure 1.2, to produce and detect radio waves. The original
intention of his experiment was to demonstrate the existence of electromagnetic radiation.

In the transmitter, a variable voltage source was connected to a dipole (a pair of one-meter
wires) with two conducting balls (capacity spheres) at the ends. The gap between the balls
could be adjusted for circuit resonance aswell asfor the generation of sparks. When thevoltage
was increased to a certain value, aspark or break-down discharge was produced. The receiver
was asimpleloop with two identical conducting balls. The gap between the ballswas carefully
tuned to receive the spark effectively. He placed the apparatus in a darkened box in order to
see the spark clearly. In his experiment, when a spark was generated at the transmitter, he al'so
observed aspark at the receiver gap at almost the same time. This proved that the information
from location A (the transmitter) was transmitted to location B (the receiver) in a wireless
manner — by electromagnetic waves.

The information in Hertz's experiment was actualy in binary digital form, by tuning the
spark onand off. Thiscould be considered thevery first digital wirelesssystem, which consisted
of two of the best-known antennas: the dipole and the loop. For this reason, the dipole antenna
isalso called the Hertz (dipole) antenna.

Whilst Heinrich Hertz conducted his experiments in a laboratory and did not quite know
what radio waves might be used for in practice, Guglielmo Marconi (18741937, pictured
in Figure 1.3), an Italian inventor, developed and commercialized wireless technology by
introducing a radiotelegraph system, which served as the foundation for the establishment of
numerous affiliated companies worldwide. His most famous experiment was the transatlantic
transmission from Poldhu, UK to St Johns, Newfoundland in Canada in 1901, employing
untuned systems. He shared the 1909 Nobel Prize for Physics with Karl Ferdinand Braun
‘in recognition of their contributions to the development of wireless telegraphy’. Monopole
antennas (near quarter-wavelength) were widely used in Marconi’s experiments; thus vertical
monopole antennas are also called Marconi antennas.

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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Figure1.1 Heinrich Rudolf Hertz

During World War 1, battles were won by the side that was first to spot enemy aeroplanes,
ships or submarines. To give the Allies an edge, British and American scientists developed
radar technology to ‘see’ targets from hundreds of miles away, even at night. The research
resulted in the rapid development of high-frequency radar antennas, which were no longer just

wire-type antennas. Some aperture-type antennas, such as reflector and horn antennas, were
developed, an exampleis shown in Figure 1.4.

Variable . Loop
\bltage Source .

Figurel.2 1887 experimental set-up of Hertz's apparatus
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Figure 1.3 Guglielmo Marconi

Broadband, circularly polarized antennas, as well as many other types, were subsequently
developed for various applications. Since an antenna is an essential device for any radio
broadcasting, communication or radar system, there has always been a requirement for new
and better antennas to suit existing and emerging applications.

More recently, one of the main challenges for antennas has been how to make them broad-
band and small enough in size for wireless mobile communications systems. For example,
WiMAX (worldwide interoperability for microwave access) is one of the latest systems aimed
at providing high-speed wireless data communications (>10 Mb/s) over long distances from
point-to-point linksto full mobile cellular-type access over awidefrequency band. Theoriginal
WiIMAX standard in IEEE 802.16 specified 10 to 66 GHz asthe WiMAX band; | EEE 802.16a

Figure 1.4 World War |l radar (Reproduced by permission of CSIRO Australia Telescope National
Fecility)
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was updated in 2004 to 802.16-2004 and added 2 to 11 GHz as an additional frequency range.
The frequency bandwidth is extremely wide athough the most likely frequency bands to be
used initially will be around 3.5 GHz, 2.3/2.5 GHz and 5 GHz.

The UWB (ultra-wide band) wireless system is another example of recent broadband radio
communication systems. The allocated frequency band isfrom 3.1 to 10.6 GHz. The beauty of
the UWB system is that the spectrum, which is normally very expensive, can be used free of
charge but the power spectrum density islimited to —41.3 dBm/MHz. Thus, it isonly suitable
for short-distance applications. The antenna design for these systems faces many challenging
issues.

The role of antennas is becoming increasingly important. In some systems, the antennais
now no longer just asimpletransmitting/receiving device, but adevicewhichisintegrated with
other parts of the system to achieve better performance. For example, the MIMO (multiple-in,
multiple-out) antenna system has recently been introduced as an effective means to combat
multipath effects in the radio propagation channel and increase the channel capacity, where
severa coordinated antennas are required.

Things have been changing quickly in the wireless world. But one thing has never changed
since the very first antenna was made: the antenna is a practical engineering subject. It will
remain an engineering subject. Once an antennais designed and made, it must be tested. How
well it worksis not just determined by the antenna itself, it also depends on the other parts of
the system and the environment. The standal one antenna performance can be very different
from that of an installed antenna. For example, when a mobile phone antennaiis designed, we
must take the case, other parts of the phone and even our hands into account to ensure that it
will work well in the real world. The antennaiis an essential device of aradio system, but not
an isolated device! This makesit an interesting and challenging subject.

1.2 Radio Systems and Antennas

A radio system isgenerally considered to be an electronic system which employs radio waves,
atype of electromagnetic wave up to GHz frequencies. An antenna, as an essential part of a
radio system, is defined as a device which can radiate and receive electromagnetic energy in
an efficient and desired manner. It is normally made of metal, but other materials may also be
used. For exampl e, ceramic material shave been employed to makediel ectric resonator antennas
(DRAS). There are many thingsin our lives, such as power leads, that can radiate and receive
electromagnetic energy but they cannot be viewed as antennas because the electromagnetic
energy is not transmitted or received in an efficient and desired manner, and because they are
not a part of aradio system.

Since radio systems possess some unique and attractive advantages over wired systems,
numerous radio systems have been developed. TV, radar and mobile radio communication
systems are just some examples. The advantages include:

e mobility: thisis essential for mobile communications;

 good cover age: the radiation from an antenna can cover avery large area, which is good for
TV and radio broadcasting and mobile communications,

* low pathloss: thisis frequency dependent. Since the loss of atransmission line is an expo-
nential function of the distance (thelossin dB = distance x per unit lossin dB) and the loss
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of aradio waveis proportional to the distance squared (thelossin dB = 20 log;, (distance)),
the pathloss of radio waves can be much smaller than that of a cable link. For example,
assumethat thelossis 10 dB for both atransmission line and aradio wave over 100 m; if the
distance is now increased to 1000 m, the loss for the transmission line becomes 10 x 10 =
100 dB but the loss for the radio link is just 10 + 20 = 30 dB! This makes the radio link
extremely attractive for long-distance communication. It should be pointed out that optical
fibers are also employed for long-distance communications since they are of very low loss
and ultra-wide bandwidth.

Figure 1.5 illustrates a typical radio communication system. The source information is
normally modulated and amplified in the transmitter and then passed on to the transmit antenna
via a transmission line, which has a typical characteristic impedance (explained in the next
chapter) of 50 ohms. The antenna radiates the information in the form of an electromagnetic
wave in an efficient and desired manner to the destination, where the information is picked up
by the receive antenna and passed on to the receiver via another transmission line. The signal
is demodulated and the original message is then recovered at the receiver.

Thus, the antenna is actually atransformer that transforms electrical signals (voltages and
currents from a transmission line) into electromagnetic waves (electric and magnetic fields),
or vice versa. For example, asatellite dish antennareceives the radio wave from a satellite and
transformsit into el ectrical signalswhich are output to acableto befurther processed. Our eyes
may be viewed as another example of antennas. In this case, the wave is not a radio wave but
an optical wave, another form of electromagnetic wave which has much higher frequencies.

Now it is clear that the antenna is actually a transformer of voltage/current to electric/
magnetic fields, it can also be considered abridge to link the radio wave and transmission line.
An antenna systemis defined as the combination of the antennaand itsfeed line. Asan antenna
is usually connected to a transmission line, how to best make this connection is a subject of
interest, since the signal from the feed line should be radiated into the space in an efficient
and desired way. Transmission lines and radio waves are, in fact, two different subjects in
engineering. To understand antenna theory, one has to understand transmission lines and radio
waves, which will be discussed in detail in Chapters 2 and 3 respectively.

In some applications where space is very limited (such as hand-portables and aircraft), it is
desirable to integrate the antenna and its feed line. In other applications (such as the reception
of TV broadcasting), the antenna is far away from the receiver and a long transmission line
has to be used.

Unlike other devicesin aradio system (such asfilters and amplifiers), the antennais avery
special device; it dealswith electrical signals(voltagesand currents) aswell aselectromagnetic
waves (electric fields and magnetic fields), making antenna design an interesting and difficult

Electromagnetic

Transmission wave

Line =% " e~ —

®_,, ) ) 4‘.-'.- s _..®

Transmitter Receiver
Antenna Antenna

Figurel.5 A typical radio system
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subject. For different applications, the requirements on the antennamay be very different, even
for the same frequency band.

In conclusion, the subject of antennasis about how to design a suitable device which will be
well matched with its feed line and radiate/receive the radio waves in an efficient and desired
manner.

1.3 Necessary Mathematics

To understand antenna theory thoroughly requires a considerable amount of mathematics.
However, the intention of this book isto provide the reader with a solid foundation in antenna
theory and apply thetheory to practical antennadesign. Herewe arejust going to introduce and
review the essential and important mathematics required for this book. More in-depth study
materials can be obtained from other references[1, 2].

1.3.1 Complex Numbers

In mathematics, a complex number, Z, consists of real and imaginary parts, that is
Z=R+ X (1.2)

where R is called the real part of the complex number Z, i.e. Re(Z), and X is defined as the
imaginary part of Z, i.e. Im(Z). Both R and X are real numbers and j (not the traditional
notationi in mathematicsto avoid confusion with achanging current in electrical engineering)
istheimaginary unit and is defined by

j=+v-1 (1.2)
Thus
ji2=-1 (1.3)

Geometrically, a complex number can be presented in a two-dimensional plane where the
imaginary part is found on the vertical axis whilst the real part is presented by the horizontal
axis, as shown in Figure 1.6.

In this model, multiplication by —1 corresponds to a rotation of 180 degrees about the
or|g|n Multiplicationby j correspondsto a90-degree rotation anti-clockwise, and the equation
j? = —1isinterpreted as saying that if we apply two 90-degree rotations about the origin, the
net result isasingle 180-degree rotation. Note that a 90-degree rotation clockwise al so satisfies
this interpretation.

Another representation of a complex number Z uses the amplitude and phase form:

Z=Ae" (1.4)
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oV

Figure1.6 The complex plane

where A isthe amplitude and ¢ is the phase of the complex number Z; these are also shown
in Figure 1.6. The two different representations are linked by the following equations:

Z =R+ jX = Ae¥;
A=JVR2+ X2 ¢ =tan"{(X/R) (1.5)
R = Acosp, X = Asing

1.3.2 Vectors and Vector Operation

A scdar isaone-dimensional quantity which has magnitude only, whereas a complex number
is atwo-dimensional quantity. A vector can be viewed as a three-dimensional (3D) quantity,
and a special one — it has both a magnitude and a direction. For example, force and velocity
are vectors (whereas speed is a scalar). A position in space is a 3D quantity, but it does not
have a direction, thus it is not a vector. Figure 1.7 is an illustration of vector A in Cartesian

Figure 1.7 Vector A in Cartesian coordinates
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coordinates. It has three orthogonal components (Ay, Ay, A;) aongthex, y and z directions,
respectively. To distinguish vectors from scalars, the letter representing the vector is printed
in bold, for example A or a, and a unit vector is printed in bold with a hat over the letter, for
example X or .

The magnitude of vector A is given by

|Al=A= AL+ A+ A (1.6)

Now let us consider two vectors A and B:

A=AK+AY+ A2
B = BX + B,y + B,2

The addition and subtraction of vectors can be expressed as

A+ B = (Ac+ B)X+ (Ay + By)Y + (A + By)Z wn
A-B= (Ax - BX))A( + (Ay - By)g/ + (Az - Bz)2 -
Obviously, the addition obeys the commutative law, thatis A+ B = B + A.
Figure 1.8 shows what the addition and subtraction mean geometrically. A vector may
be multiplied or divided by a scalar. The magnitude changes but its direction remains the
same. However, the multiplication of two vectors is complicated. There are two types of
multiplication: the dot product and the cross product.
The dot product of two vectorsis defined as

where 0 is the angle between vector A and vector B and cos6 is also called the direction
cosine. Thedot « between A and B indicates the dot product, which resultsin ascalar; thus, it
isalso called ascalar product. If theangle6 iszero, Aand B arein parallel —thedot product is

A+B

Figure 1.8 Vector addition and subtraction



Introduction 9

Right-Hand
Rule

Figure1.9 The cross product of vectors A and B

maximized — whereas for an angle of 90 degrees, i.e. when A and B are orthogonal, the dot
product is zero.
It is worth noting that the dot product obeys the commutative law, that is, AeB = Be A.
The cross product of two vectors is defined as

Ax B="A|A||B|sind =C 19
= X(AyB; — A;By) + (A, Bx — A(B;) + 2(AxBy — AyBy) (1.9)
where fi is a unit vector normal to the plane containing A and B. The cross x between A
and B indicates the cross product, which results in a vector C; thus, it is also called a vector
product. The vector C isorthogonal to both A and B, and the direction of C follows aso-called
right-hand rule, as shown in Figure 1.9. If the angle 6 is zero or 180 degrees, that is, A and B
arein parallel, the cross product is zero; whereas for an angle of 90 degrees, i.e. A and B are
orthogonal, the cross product of these two vectors reaches amaximum. Unlike the dot product,
the cross product does not obey the commutative law.

The cross product may be expressed in determinant form as follows, which is the same as
Equation (1.9) but may be easier for some people to memorize:

X % 2
AxB=|Ac A, A (1.10)
B« By B

Another important thing about vectors is that any vector can be decomposed into three
orthogonal components (such as x, y and z components) in 3D or two orthogonal components
ina2D plane.

Example 1.1: Vector operation. Given vectors A = 10X + 5Y + 12 and B = 2¥, find:

A+B; A—B; AeB; and Ax B
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Solution:

A+B =10+ (54+2)y+ 12 =108 + 7y + 17,
A—B=10x+(5—2)y + 1z = 10K + 3y + 17;
AeB=0+(5x2)+0=10;

Ax B=10x 22+ 1 x 2% = 20Z + 2%

1.3.3 Coordinates

In addition to the well-known Cartesian coordinates, spherical coordinates(r, 0, ¢), as shown
inFigure1.10, will also be used frequently throughout thisbook. Thesetwo coordinate systems
have the following relations:

X =T Sinf cos¢
y=rsnésng (1.12)
Z =1 cos6

and

r = /X2_|_y2+22

z

§=cost —-—;0<6<m (1.12)
VX2 4 y2 + 72
¢=tan‘l¥; 0O<¢=<2r
z
A
P
-

X

Figure1.10 Cartesian and spherical coordinates
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The dot products of unit vectorsin these two coordinate systems are:

r: = sinf cos¢; gan:sin@ sing; 2-r“A: coso
>“<-q = €0S6 COoS¢; y-e = cosf) sing; 200 = —sind (1.13)
¢ = —8ng¢; Yo = cos¢; z2¢ =0

Thus, we can express a quantity in one coordinate system using the known parametersin the
other coordinate system. For example, if A;, Ay, A, are known, we can find

Ay = AeX = A sind cosg + Ay cosd cosg — A, sing

1.4 Basics of Electromagnetics

Now let us use basic mathematics to deal with antennas or, more precisely, electromagnetic
(EM) problems in this section.

EM waves cover the whole spectrum; radio waves and optical waves are just two examples
of EM waves. We can see light but we cannot see radio waves. The whole spectrum is divided
into many frequency bands. Some radio frequency bands are listed in Table 1.1.

Although the whole spectrum isinfinite, the useful spectrum is limited and some frequency
bands, such asthe UHF, are already very congested. Normally, significant license fees have to
be paid to use the spectrum, although there are some license-free bands. the most well-known
ones aretheindustrial, science and medical (1SM) bands. The 433 MHz and 2.45 GHz are just
two examples. Cable operators do not need to pay the spectrum license fees, but they have to
pay other fees for things such as digging out the roads to bury the cables.

The wave velocity, v, is linked to the frequency, f, and wavelength, A, by this simple
equation:

(1.14)

_)\.
VTR

It iswell known that the speed of light (an EM wave) is about 3 x 108 m/sin free space. The
higher the frequency, the shorter the wavelength. Anillustration of how the frequency islinked

Tablel.1 EM spectrum and applications

Frequency Band Wavelength Applications

3-30kHz VLF 100-10 km Navigation, sonar, fax

30-300 kHz LF 10-1 km Navigation

0.3-3MHz MF 1-0.1km AM broadcasting

3-30 MHz HF 100-10 m Tel, fax, CB, ship communications
30-300 MHz VHF 10-1m TV, FM broadcasting

0.3-3 GHz UHF 1-0.1m TV, mobile, radar

3-30 GHz SHF 100-10 mm Radar, satellite, mobile, microwave links
30-300 GHz EHF 10-1 mm Radar, wireless communications

0.3-3THz THz 1-0.1mm THz imaging
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Figure1.11 Frequency vs wavelength

tothewavelengthisgivenin Figure 1.11, where both the frequency and wavel ength are plotted
on alogarithmic scale. The advantage of doing thisisthat we can see clearly how the function
is changed, even over avery large scale.

Logarithmic scales are widely used in RF (radio frequency) engineering and the antennas
community since the signals we are dealing with change significantly (over 1000 times in
many cases) in terms of the magnitude. The signal power is normally expressed in dB and is
defined as

PW).
w

P(W)

P(dBW) = 10log,, P(dBm) = 10log;g ——— (1.15)

Thus, 100 watts is 20 dBW, just expressed as 20 dB in most cases. 1 W is 0 dB or 30 dBm
and 0.5 W is —3dB or 27 dBm. Based on this definition, we can also express other parameters
in dB. For example, since the power is linked to voltage V by P = V2/R (so P o V?), the
voltage can be converted to dBV by

(1.16)

V(dBV) = 20log;, <V(V))

i\

Thus, 3 kVoltsis 70 dBV and 0.5 Voltsis—6 dBV (not —3 dBV) or 54 dBmV.

1.4.1 TheElectric Field

Theelectric field (in V/m) is defined as the force (in Newtons) per unit charge (in Coulombs).
From this definition and Coulomb’s law, the electric field, E, created by a single point
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charge Q at adistancer is

E=—= Q
Q A4mer?

F(V/m) (1.17)

where
F isthe electric force given by Coulomb'slaw (F = 2);

4mer?

fisaunit vector along ther direction, which is also the direction of the electric field E;

¢ istheelectric permittivity (it isalso called the diel ectric constant, but isnormally afunction
of frequency and not really a constant, thus permittivity is preferred in this book) of the
material. Its Sl unit is Farads/m. In free space, it is a constant:

0 = 8.85419 x 1072 F/m (1.18)

The product of the permittivity and the electric field is called the electric flux density, D,
which is ameasure of how much electric flux passes through a unit area, i.e.

D = ¢E = & 5E(C/m?) (1.19)

where e, = ¢/¢ is called the relative permittivity or relative dielectric constant. The relative
permittivities of some common materials are listed in Table 1.2. Note that they are functions
of frequency and temperature. Normally, the higher the frequency, the smaller the permittivity
in the radio frequency band. It should aso be pointed out that almost all conductors have a
relative permittivity of one.

The electric flux density is aso called the electric displacement, hence the symbol D. Itis
also a vector. In an isotropic material (properties independent of direction), D and E are in
the same direction and ¢ is a scalar quantity. In an anisotropic material, D and E may bein
different directionsif ¢ isatensor.

If the permittivity isacomplex number, it meansthat thematerial hassomeloss. The complex
permittivity can be written as

e=¢ —j¢&" (1.20)

Theratio of theimaginary part to the real part is called the loss tangent, that is

1

tans = (1.21)
&

It has no unit and is also afunction of frequency and temperature.
Theelectricfield E isrelated to the current density J (in A/m?), another important parameter,
by Ohm’s law. The relationship between them at a point can be expressed as

J=0E (1.22)

where o isthe conductivity, which isthereciprocal of resistivity. It isameasure of amaterial’s
ability to conduct an electrical current and is expressed in Siemens per meter (S/m). Table 1.3
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Table1.2 Relative permittivity of some common materials at 100 MHz

Material Relative permittivity  Material Relative permittivity
ABS (plastic) 24-38 Polypropylene 2.2
Air 1 Polyvinylchloride (PVC) 3
Alumina 9.8 Porcelain 5.1-5.9
Aluminum silicate 5355 PTFE-teflon 21
Balsawood 1.37 @ 1 MHz PTFE-ceramic 10.2
1.22 @ 3GHz
Concrete ~8 PTFE-glass 2.1-2.55
Copper 1 RT/Duroid 5870 2.33
Diamond 5.5-10 RT/Duroid 6006 6.15 @ 3 GHz
Epoxy (FR4) 4.4 Rubber 3.0-4.0
Epoxy glass PCB 52 Sapphire 94
Ethyl alcohol (absolute) 245 @ 1 MHz Sea water 80
6.5@ 3 GHz
FR-4(G-10)
—low resin 49 Silicon 11.7-12.9
—highresin 4.2
GaAs 13.0 Sail ~10
Glass ~4 Soil (dry sandy) 259 @1 MHz
255 @3 GHz
Gold 1 Water (32°F) 88.0
(68°F) 80.4
(212°F) 55.3
Ice (pure distilled water) 415@ 1 MHz Wood ~2
3.2@3GHz
Table1.3 Conductivities of some common materials at room temperature
Material Conductivity (S/m) Material Conductivity (S/m)
Silver 6.3 x 10’ Graphite ~ 10°
Copper 5.8 x 107 Carbon ~ 10*
Gold 4.1 x 107 Silicon ~ 10°
Aluminum 3.5 x 107 Ferrite ~ 102
Tungsten 1.8 x 107 Sea water ~5
Zinc 1.7 x 107 Germanium A2
Brass 1x 107 Wet soil ~1
Phosphor bronze 1x 107 Animal blood 0.7
Tin 9 x 10° Animal body 0.3
Lead 5% 10° Fresh water ~ 1072
Silicon steel 2 x 10° Dry soil ~ 1073
Stainless steel 1x 106 Distilled water ~ 1074
Mercury 1 x 10° Glass ~ 10722
Castiron ~ 106 Air 0
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lists conductivities of some common materialslinked to antennaengineering. The conductivity
is also afunction of temperature and frequency.

1.4.2 The Magnetic Field

Whilst charges can generate an electric field, currents can generate a magnetic field. The
magneticfield, H (in A/m), isthevector field which forms closed loopsaround el ectric currents
or magnets. The magnetic field from a current vector | isgiven by the Biot—Savart law as

| xf
T 4gr2

H (A/m) (1.23)

where
f isthe unit displacement vector from the current element to the field point and
r isthe distance from the current element to the field point.
I, f and H follow the right-hand rule; that is, H is orthogonal to both | and f, asillustrated
by Figure 1.12.

Like the electric field, the magnetic field exerts a force on electric charge. But unlike an
electric field, it employs force only on a moving charge, and the direction of the force is
orthogonal to both the magnetic field and the charge’s vel ocity:

F = Qv x uH (1.24)

where
F isthe force vector produced, measured in Newtons,
Q isthe electric charge that the magnetic field is acting on, measured in Coulombs (C);
v isthe velocity vector of the electric charge Q, measured in meters per second (M/s);
1 isthe magnetic permesbility of the material. Its unit is Henries per meter (H/m). In free
space, the permeability is

wo = 4 x 107"H/m (1.25)

In Equation (1.24), Qv can actually be viewed as the current vector | and the product of
uH iscalled the magnetic flux density B (in Tesla), the counterpart of the electric flux density.

Figure1.12 Magnetic field generated by current |
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Table1.4 Relative permeabilities of some common materials

Material Relative permeability Material Relative permeability
Superalloy ~ 1 x 10° Aluminum ~1
Purified iron A~ 2 x 10° Air 1
Silicon iron ~ 7 x 10° Water ~1
Iron ~ 5 x 10° Copper ~1
Mild steel ~ 2 x 10° Lead ~1
Nickel 600 Silver ~1
Thus
B=uH (1.26)

Again, in anisotropic material (propertiesindependent of direction), B and H arein the same
direction and 1 is a scalar quantity. In an anisotropic material, B and E may be in different
directionsand i is atensor.

Like the relative permittivity, the relative permeability is given as

Hr = /1o (1.27)

The relative permeabilities of some materials are given in Table 1.4. Permeability is not
sensitive to frequency or temperature. Most materials, including conductors, have a relative
permeability very closeto one.

Combining Equations (1.17) and (1.24) yields

F=QE+vxuH) (1.28)
Thisis called the Lorentz force. The particle will experience a force due to the electric field

QE, and the magnetic field Qv x B.

1.4.3 Maxwell’s Equations

Maxwell’s equations are a set of equations first presented as a distinct group in the latter
half of the nineteenth century by James Clerk Maxwell (1831-1879), pictured in Figure 1.13.
Mathematically they can be expressed in the following differential form:

VxE:—d—B
dth
VXH=J+W (1.29)
VeD =p
VeB =0

where
p isthe charge density;
V=2=%+ %9 + - Zisavector operator;
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Figure1.13 James Clerk Maxwell

V x isthe curl operator, called rot in some countries instead of curl;
Ve isthe divergence operator.

Here we have both the vector cross product and dot product.

Maxwell’s equations describe the interrelationship between electric fields, magnetic fields,
electric charge and electric current. Although Maxwell himself was not the originator of the
individual equations, he derived them again independently in conjunction with his molecular
vortex model of Faraday’s lines of force, and he was the person who first grouped these equa-
tions together into a coherent set. Most importantly, he introduced an extraterm to Ampere's
Circuital Law, the second equation of (1.19). This extra term is the time derivative of the
electric field and is known as Maxwell’s displacement current. Maxwell’s modified version
of Ampere’s Circuital Law enables the set of equations to be combined together to derive the
electromagnetic wave equation, which will be further discussed in Chapter 3.

Now let us have acloser look at these mathematical equations to see what they really mean
in terms of the physical explanations.

1.4.3.1 Faraday’sLaw of Induction

dB
VxE=— 1.
X at (2.30)

This equation simply means that the induced electromotive forceis proportional to the rate of
change of the magnetic flux through a cail. In layman’s terms, moving a conductor (such as
a metal wire) through a magnetic field produces a voltage. The resulting voltage is directly
proportional to the speed of movement. It is apparent from this equation that a time-varying
magnetic field (,uc:j—': = 0) will generate an electric field, i.e. E # 0. But if the magnetic field
is not time-varying, it will NOT generate an electric field.
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1.4.3.2 Ampere'sCircuital Law

dD

This equation was modified by Maxwell by introducing the displacement current ‘fj—tD . It means
that a magnetic field appears during the charge or discharge of a capacitor. With this concept,
and Faraday’'s law, Maxwell was able to derive the wave equations, and by showing that the
predicted wave velocity was the same as the measured vel ocity of light, Maxwell asserted that
light waves are el ectromagnetic waves.

This equation shows that both the current (J) and time-varying electric field (e ‘:j—'f) can
generate amagnetic field, i.e. H # 0.

1.4.3.3 GausssLaw for Electric Fields

VeD = P (132)

This is the electrostatic application of Gauss's generalized theorem, giving the equivalence
relation between any flux, e.g. of liquids, electric or gravitational, flowing out of any closed
surface and the result of inner sources and sinks, such as electric charges or masses enclosed
within the closed surface. Asaresult, it isnot possible for electric fields to form a closed loop.
Since D = ¢E, it isalso clear that charges (p) can generate electric fields, i.e. E # 0.

1.4.3.4 Gauss'sLaw for Magnetic Fields

VeB =0 (1.33)

This shows that the divergence of the magnetic field (Ve B) is aways zero, which means that

the magnetic field lines are closed loops; thus, the integral of B over aclosed surfaceis zero.
For atime-harmonic electromagnetic field (which means afield linked to time by factor e/t

where w isthe angular frequency and t isthe time), we can use the constitutive relations

D=¢E, B=uH, J=0E (1.34)
to write Maxwell’s equations in the following form

VxE=—-jouH

VxH:J—i—JweE:st(l—j—)E
we

VeE =p/e

VeH =0

(1.35)

where B and D are replaced by the electric field E and magnetic field H to simplify the
equations and they will not appear again unless necessary.
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It should be pointed out that, in Equation (1.35), (1 — j ) can be viewed as a complex
permittivity defined by Equation (1.20). In this case, the loss tangent is

"

s =" =2 (1.36)

& weé

It is hard to predict how the loss tangent changes with the frequency, since both the permit-
tivity and conductivity are functions of frequency as well. More discussion will be given in
Chapter 3.

1.4.4 Boundary Conditions

Maxwell’s equations can a so be written in the integral form as

ygE-dI //dB-ds
fH-dl =/ (J+
#DOds—f//,odv_

S

#B-ds:
S

Consider the boundary between two materials shown in Figure 1.14. Using these equations,
we can obtain a number of useful results. For example, if we apply the first equation of
Maxwell’s equations in integral form to the boundary between Medium 1 and Medium 2, it is
not difficult to obtain [2]:

)-ds
(1.37)

fi x El =N x Ez (138)

where i isthe surface unit vector from Medium 2 to Medium 1, as shown in Figure 1.14. This
condition means that the tangential components of an electric field (i x E) are continuous
across the boundary between any two media.

Medium 1 A ,1‘\ &, 01, M

Medium 2 &, 0, Uy

Figure1.14 Boundary between Medium 1 and Medium 2
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Figure1.15 Electromagnetic field distribution around a two-wire transmission line

Similarly, we can apply the other three Maxwell equations to this boundary to obtain:

ﬁX(Hl—Hz)ZJS
fe(e1E1 — e2E2) = ps (1.39)
fe(uiH1 — poH2) =0

where Jq is the surface current density and ps is the surface charge density. These results can
be interpreted as

« the change in tangential component of the magnetic field across a boundary is equal to the
surface current density on the boundary;

» the change in the normal component of the electric flux density across a boundary is equal
to the surface charge density on the boundary;

« thenormal component of themagneti c flux density iscontinuousacrossthe boundary between
two media, whilst the normal component of the magnetic field is not continuous unless
H1= 2.

Applying these boundary conditions on a perfect conductor (which means no electric and
magnetic field inside and the conductivity o = co) inthe air, we have

AxE=0 Ax H=Jg A*E = ps/e; heH =0 (1.40)

We can aso use these results to illustrate, for example, the field distribution around a two-
wire transmission line, as shown in Figure 1.15, where the electric fields are plotted as the
solid lines and the magnetic fields are shown as broken lines. As expected, the electric field
isfrom positive charges to negative charges, whilst the magnetic field forms loops around the
current.
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15 Summary

In this chapter we have introduced the concept of antennas, briefly reviewed antenna history
and laid down the mathematical foundationsfor further study. The focus has been on the basics
of electromagnetics, which include electric and magnetic fields, electromagnetic properties of
materials, Maxwell’s equations and boundary conditions. Maxwell’s equations have revealed
how electric fields, magnetic fields and sources (currents and charges) are interlinked. They
are the foundation of electromagnetics and antennas.
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Problems

Q1.1 What wireless communication experiment did H. Hertz conduct in 1887? Use a
diagram to illustrate your answer.

Q1.2 Use an example to explain what a complex number means in our dalily life.

Q1.3 Given vectors A =10x+ 5y + 1z and B = 5z, find
a. the amplitude of vector A;

b. the angle between vectors A and B;
c. the dot product of these two vectors;
d. a vector which is orthogonal to A and B.

Q1.4 Given vector A = 10sin(10t + 102)x + 5y, find
a. VeA;

b. Vx A;
c. (VeV)A;
d. VVeA
Q1.5 Vector E = 10e/(101-102) %,
a. find the amplitude of E;
b. plot the real part of E as a function of ¢;
c. plotthe real part of E as a function of z;
d. explain what this vector means.

Q1.6 Explain why mobile phone service providers have to pay license fees to use the
spectrum. Who is responsible for the spectrum allocation in your country?

Q1.7 Cellular mobile communications have become part of our daily life. Explain the
major differences between the 1st, 2nd and 3rd generations of cellular mobile
systems in terms of the frequency, data rate and bandwidth. Further explain why
their operational frequencies have increased.

Q1.8 Which frequency bands have been used for radar applications? Give an example.

Q1.9 Express 1 kW in dB, 10 kV in dBV, 0.5 dB in W and 40 dBuV/m in V/m and
uVv/m.

Q1.10 Explain the concepts of the electric field and magnetic field. How are they linked
to the electric and magnetic flux density functions?
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Q1.11 What are the material properties of interest to our electromagnetic and antenna
engineers?

Q1.12 What is the Lorentz force? Name an application of the Lorentz force in our daily
life.

Q1.13 If a magnetic field on a perfect conducting surface z= 0 is H = 10 cos(10t — 52)x,
find the surface current density Js.

Q1.14 Use Maxwell's equations to explain the major differences between static EM fields
and time-varying EM fields.

Q1.15 Express the boundary conditions for the electric and magnetic fields on the surface
of a perfect conductor.
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Circuit Concepts and
Transmission Lines

In this chapter we are going to review the very basics of circuit concepts and distinguish
the lumped element system from the distributed element system. The focus will be on the
fundamentals of transmission lines, including the basic model, the characteristic impedance,
input impedance, reflection coefficient, return loss and voltage standing waveratio (VSWR) of
atransmission line. The Smith Chart, impedance-matching techniques, Q factor and bandwidth
will also be addressed. A comparison of various transmission lines and associated connectors
will be made at the end of this chapter.

2.1 Circuit Concepts

Figure 2.1 shows a very basic electrical circuit where a voltage source V is connected to a
load Z via conducting wires. This simple circuit can represent numerous systemsin our daily
life, from asimple torch —aDC (direct current) circuit —to a more complicated power supply
system — an AC (alternating current) circuit. To analyze such a circuit, one has to use the
following four quantities:

e Electric current | is ameasure of the charge flow/movement. The Sl unit of current is the
Ampere (A), which is equal to aflow of one Coulomb of charge per second.

 \bltage V is the difference in electrical potential between two points of an electrical or
electronic circuit. The Sl unit of voltage is the Volt (V). Voltage measures the potential
energy of an electric field to cause an electric current in a circuit.

e Impedance Z = R+ j X is a measure of opposition to an electric current. In genera, the
impedanceisacomplex number, itsreal part R isthe electrical resistance (or just resistance)
and reflects the ability to consume energy, whilst the imaginary part X is the reactance
and indicates the ahility to store energy. If the reactance is positive, it is called inductance
since the reactance of an inductor is positive (wL); if the reactance is negative, it is then

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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Figure2.1 A simpleelectrical circuit with asource and load

called capacitance since the reactance of a capacitor is negative (—1/wC). The same unit,
the Ohm (2), isused for impedance, resistance and reactance. Theinversesof theimpedance,
resistance and reactance are called the admittance (Y), conductance (G) and susceptance
(B), respectively. Their unit isthe Siemens (S) and it is 1 Ohm.

» Power P isdefined as the amount of work done by an electrical current, or the rate at which
electrical energy is transmitted/consumed. The Sl unit of power is the Watt (W). When an
electric current flows through a device with resistance, the device converts the power into
various forms, such as light (light bulbs), heat (electric cooker), motion (electric razor),
sound (loudspeaker) or radiation for an antenna.

Ohm's law is the fundamental theory for electrical circuits. It reveals how the current,
voltage and resistance are linked in a DC circuit. It states that the current passing through a
conductor/device from one terminal point on the conductor/device to another terminal point
on the conductor/deviceis directly proportional to the potential difference (i.e. voltage) across
the two terminal points and inversely proportiona to the resistance of the conductor/device
between the two terminal points. That is

(2.1)

In an AC circuit, Ohm’s law can be generaliz

| = — (2.2)

i.e. theresistance Risreplaced by theimpedance Z. Sincetheimpedanceisacomplex number,
both the current and voltage can be complex numbers as well, which means that they have
magnitude and phase.

The average power can be obtained using

P=1V=V?R=RI? forDC (2.3)
P —1IV—V°2—1RI2 for AC
TR0 TR T 270

where Vy and | are the amplitudes of voltage and current, respectively.
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2.1.1 Lumped and Distributed Element Systems

Intraditional circuit theory, webasically divide circuitsinto thosethat are DC and those that are
AC. Thevoltage, current and impedance arereal numbersin DC circuits but complex numbers
in AC circuits. The effects of conducting wires can normally be neglected. For example, the
current acrosstheload Z in Figure 2.1 can be obtained using Ohm'’slaw. It isgiven by Equation
(2.2) and considered to be the same voltage across the load.

In most countries, the electrical power supply system operates at 50 or 60 Hz, which means
a wavelength of 6000 or 5000 km (close to the radius of the Earth: 6378 km), much longer
than any transmission line in use. The current and voltage along the transmission line may
be considered unchanged. The system is called a lumped element system. However, in some
applications the frequency of the source is significantly increased, as a result the wavelength
becomes comparable with the length of the transmission line linking the source and the load.
The current and voltage along the transmission line are functions of the distance from the
source, thus the system is called a distributed element system. If Figure 2.1 is a distributed
element system, Equation (2.2) isno longer valid since the voltage across the load may now be
very different from the source voltage. Vy should therefore be replaced by the voltage across
the load.

Conventional circuit theory was developed for lumped element systems whose frequency
is relatively low and where the wavelength is relatively large. However, the frequency of
a distributed system is relatively high and the wavelength is relatively short. It is therefore
important tointroducethetransmission linetheory, which hasbeen devel oped for thedistributed
element system and hastaken thedistributed nature of the parametersin the systeminto account.

2.2 Transmission Line Theory

A transmission line is the structure that forms al or part of a path from one place to another
for directing the transmission of energy, such as electrical power transmission and optical
waves. Examplesof transmission linesinclude conducting wires, el ectrical power lines, coaxial
cables, dielectric slabs, optical fibersand waveguides. Inthisbook we areonly interested in the
transmission lines for RF engineering and antenna applications. Thus, dielectric transmission
lines such as optical fibers are not considered.

2.2.1 Transmission Line Model

The simplest transmission lineis atwo-wire conducting transmission line, as shown in Figure
2.2. It has been widely used for electrica power supply and also for radio and television
systems. In the old days, the broadcasting TV signal was received by an antenna and then
passed down to a TV via such atwo-wire conducting wire, which has now been replaced by
the coaxia cable. Thisis partially due to the fact that the antenna used now (the Yagi—-Uda
antenna, a popular TV antenna to be discussed in Chapter 5, which has an input impedance
around 75 ohms) is different from the antenna used then (the folded dipole, which was a
popular TV antennamany years ago and had an input impedance around 300 ohms). Also, the
coaxial cable performs much better than the two-wire transmission line at the UHF (ultra-high
frequency) TV bands.
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Figure2.2 A two-wire transmission line model

Asshown in Figure 2.2, if we divide the transmission line into many (almost infinite) short
segmentsof length Az, whichismuch smaller than thewavelength of interest, each segment can
then berepresented using a set of lumped elements. By doing so, adistributed transmission line
ismodeled as an infinite series of two-port lumped elementary components, each representing
an infinitesimally short segment of the transmission line. To make the analysis easier, the
equivalent circuit of the segment of the transmission line is simplified to Figure 2.3, where
R=R +RyandL =L;+ Lo.

» Theresistance R represents the conductive loss of the transmission line over a unit length,
thus the unit is ohms/unit length (©2/m).

e Theinductance L isthe self-inductance of the transmission line and is expressed in Henries
per unit length (H/m).

¢ The capacitance C between the two conductors is represented by a shunt capacitor with a
unit of Farads per unit length (F/m).

e The conductance G of the dielectric material separating the two conductors is represented
by a conductance G shunted between the two conductors. Itsunit is Siemens per unit length
(S/m).

I(2) R L I(z + AZ)
— AT Lo
>
V(z) G g CT | V(z + A2)
—

Figure2.3 Schematic representation of the elementary component of atransmission line
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It should be repeated for clarity that the model consists of an infinite series of elements
shown in Figure 2.3, and that the val ues of the components are specified per unit length. R, L,
C and G may be functions of frequency.

Using this model we are going to investigate how the current and voltage along the line are
changed and how they arelinkedto R, L, C and G.

It is reasonable to assume that the source is time-harmonic and has an angular frequency
(= 27 f, where f isthe frequency), thusits time factor is el®t,

Using Ohm'’s law, we know that the voltage drop and current change over a segment of Az
can be expressed in the frequency domain as:

V(z+ Az2) —V(2) = —(R+ jowL)Az- 1(2)

) (2.9)
1(z+ A2)— 1(2) = —(G + jwC)AZ-V(z+ A2)
When Az approaches zero, these two equations can be written in differential form as:
dv(z .
di) =—(R+jol)-1(2)
412 (2.5)
z .
iz = —(G+jwC)-V(2

Differentiating with respect to z on both sides of the equations and combining them gives:

d2v _ .

dzgz) — (R+ jwl)G + joC) - V(2)
41 (2) . . (29

= (R+joL)G+je0)- 1D

That is,
v
iz y V(2 =0 -
Cl) @0
=@ =0
where

¥y =V(R+ joL)(G + jwC) (2.8)

and is called the propagation constant, which may have real and imaginary parts. Equation
(2.7) isapair of linear differential equations which describe the line voltage and current on a
transmission line asafunction of distance and time (the time factor e/t is omitted here). They
are called telegraph equations or transmission line equations.
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2.2.2 Solutions and Analysis

The general solution of V(2) in the telegraph equations can be expressed as the sum of the
forward and reverse voltages[1, 2]

V(2) =V, (@) + V_(2) = A" + Age’? (2.9)

where A; and A, are complex coefficientsto be determined by the boundary conditions, which
means the voltage, current and impedance at the input and the load of the transmission line —
we need to know at least two of thesein order to determine the two coefficients.

Replacing V (2) in Equation (2.5) by Equation (2.9), we can find the solution of the line
current as

— v —YZ __ Y Z
@) = g or (e - A (2.10)

This can be written as

I(2) = Zio(Ale—ﬂ — A€ (2.12)

ZO:VJF(Z): R+ jolL _ R+!wL (2.12)

and is the ratio of the forward voltage to the current thus it is called the characteristic
impedance of thetransmission line. Itsunit isthe ohm (€2). It isafunction of the frequency and
parameters of the line. The industrial standard transmission line normally has a characteristic
impedance of 50 or 75 €2 when the loss can be neglected (R ~ 0 and G ~ 0).

Since the propagation constant is complex, it can be written as:

where

y=a+jB (2.13)

where« iscalled the attenuation constant (in Nepers/meter, or Np/m) and  iscalled the phase
constant. Because y = /(R+ jwL)(G + jwC), we can find that mathematically:

1/2
o= B (\/(RZ + 0?2L2)(G2 + w2C2) + (RG — a)ZLC))}
(2.14)

p= B (VIR +@?L9)(G? + w?C?) — (RG “”ZLC))T/Z

They are functions of frequency aswell as the parameters of the transmission line.
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Figure2.4 Forward- and reverse-traveling waves

If we take the time factor into account, the complete solution of the voltage and current
along atransmission line can be expressed as

V(Z, t) — Alejwtfyz_'_ Azejwt+yz — AlefaZJrj(wtfﬂz) + AzeptZJrj(thrﬁz)

| (Z, t) — Zio(Alejwt—yz _ Azeja)t+)/2) — Zio(Ale—mZJrj(wt—ﬁz) _ Azeaz+j(wt+ﬂz)) (2-15)
Physically, the line voltage solution can be considered the combination of two traveling
voltage waves. the wave traveling towards the z direction (called the forward wave) has an
amplitude of |V, (2)| = | Are~*?|, which attenuates as z increases, whereas the wave traveling
towards the —z direction (called the reverse wave) has an amplitude of | A,e*?|, as shown in
Figure2.4. Theamplitudesof A; and A, are actually the voltage amplitudes of theforward and
reversewavesat z = 0, respectively. If thereisno reflection at the end of thetransmission line,
it means that the boundary conditions have forced A, to be zero, thus the reverse wave will be
zero and only the forward-traveling voltage will exist on the transmission line in this case.

Similarly, the line current can also be viewed as the combination of two traveling current
waves. It isworth noting that the reverse-traveling current has aminus sign with the amplitude,
this means a phase change of 180 degrees and reflects the direction change in the returned
current.

The velocity of the wave is another parameter of interest and it can be determined from the
phase term: wt — Bz. At afixed reference point, the wave moves Az over aperiod of At, i.e.
we have wAt — BAZz = 0, thus the velocity

dz o

Since the phase constant g is a function of the angular frequency, as shown in Equation
(2.14), the velocity is a function of frequency, which is a well-known dispersion problem
(change with frequency).

Using Equation (2.16), the phase constant can be expressed as

gzt _ 2w 2.17)
v v A
where A is the wavelength. The phase constant is also called the wave number. For every one
wavelength, the phase is changed by 27.
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These solutions are general and can be applied to any transmission linein principle. We can
see that the characteristic impedance may be complex and the attenuation constant and phase
constant are complicated functions of frequency. But, in practice, we always prefer something
simpler and easier to use.

2.2.2.1 Losdess Transmission Lines

Since the function of the transmission lineisto transmit information from one place to another
with little change, the loss of the transmission line should be minimized — this is one of the
reguirements for transmission line manufacture. There are indeed many low-loss transmission
lines available on the market.

For alosslesstransmission line, elements R and G can be considered to be zero (R ~ 0 and
G ~ 0). Inthishypothetical case, the model dependsonly on elements L and C, which greatly
simplifies the analysis.

Thecharacteristicimpedance of thetransmission line, Equation (2.12), can now besimplified
to

L
Zo = g (2.18)
Thisisjust areal number (resistance) and isdetermined only by L and C; it isnot afunction
of the frequency.
Similarly, Equation (2.14) becomes

a=0
B =wy/LC

Thismeansthat thereisno attenuation and the propagati on constant isnow just an imaginary
number:

(2.19)

y=iB=joVvLC
The voltage and current along the line are

V(z,t) = Ajel@=82 1 pjellet+h2)

. . 2.20
I(z,t) = Zio (Arel (@1=F2) _ A, el(@t+52)) (2.20)
Neither theforward nor thereverse waveisattenuated and their amplitudes are not afunction
of the distance.
The velocity of the wavesis now

1
v=2 o (2.21)

B JLC

which is not a function of the frequency and is only determined by the transmission line
itself-no dispersion. Thisis an important feature required for al transmission lines.
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2.2.2.2 Low-Loss Transmission Lines

In practice, most transmission lines cannot be considered lossless structures but, instead, are
low-loss transmission lines.
The definition of ‘low loss' is

R« wlL, G K wC

This seemsto imply extremely high frequency. Thereality isthat both R and G are functions
of frequency. Normally, the higher the frequency, thelarger R and G. Thus, this condition does
not mean high frequency. It applies for any frequency when this condition is met.

For alow-loss transmission line, the characteristic impedanceis

R+ jowL joL(1+ R/jowL joL(1 L
+joL  [joL(Q1+R/jol) = [joL(1+0) /L (222)

O_\/G+ij _\/ja)C(1+G/ij) “\/ij(1+0) ~Vc

Thus, it is the same as the lossless case. The characteristic impedance is a pure resistance and
isdetermined by L and C; it is not afunction of the frequency. This is why the characteristic
impedance of industrial standard transmissions has a constant value, normally 50 or 75 ohms,
over alarge frequency band, even when the lineloss is not zero.

Similarly, the attenuation and phase constants can be approximated as

R GZp

R G
GQEN/C/L_’_EVL/C:——FT

2Zo (2.23)
B~ wvLC

The loss (attenuation) is caused by the resistive loss R and the material loss G between the
conductors. The phase constant is again the same as for lossless lines.

However, the voltage and current are attenuated asthey travel along theline (dueto theloss)
and can be expressed as

V(Z, t) — Alefutz+j(wtfﬂz) + Azea2+j(wt+/32)

1 . . 2.24
I (Z, t) — Z_O(Ale—az+](wt—ﬁz) _ AzeaZ+J(wt+ﬂZ)) ( )

where the attenuation constant is given by Equation (2.23).
Just like the lossless line, the velocity of the waves in a low-loss transmission line is only
determined by L and C, i.e.

-t (2.25)

w
B JLC

vV =

Thereisno dispersion (it is not changed with frequency).
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Zo o

z-axis

Figure2.5 A transmission line terminated with aload

2.2.3 Terminated Transmission Line

Itisnow clear that the voltage and current of atransmission line are distributed quantities; they
are functions of the position z. However, the characteristic impedance of atransmission lineis
not adistributed parameter but a constant. When the line is terminated with aload impedance
Z, , asshown in Figure 2.5, what is the input impedance?

2.2.3.1 Input Impedance

The input impedance of atransmission line is defined as the ratio of voltage to current at the
input port and is the impedance looking towards the [oad, i.e.

V(Z) . Aje 7% 4+ Ayer? 7 e 724 Tper?

Ve et

= = = 2.26
(2 0 Aje7vz — Ayer? (220

wherel'g = Az/Al iscalled the reflection coefficient at the load and isequal to theratio of A,
to A;. which are the complex coefficients of the forward and reverse voltage waves at z = 0.
The input impedance at the load should be the load impedance, that is

1+To
1-To

Zin(0) = Zo =27 (2.27)

Thus, the reflection coefficient at the load can be expressed as

Z, -2

R 2.28
ZL+ 2o (2.28)

o

A general expression of the reflection coefficient on atransmission line at reference point z
is

. V_(Z) . Azeyz .

_ _ _ 2L~ 20 2y
Vi(2) Az

e —
ZL+ 7o

() (2.29)

0

This means that the reflection coefficient is a distributed parameter and is a function of the
load impedance as well as the transmission line characteristic impedance.
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Replacing I'g in Equation (2.26) by Equation (2.28), we have
(ZL + Zo)e 7* + (2L — Zo)€'?
(2L + Zo)e 7 — (20 — Zo)er*

L Zy (@ e ) — Zo(e? —e7?)
T Zerrery) —zZ (@7 —e 1)

Zin(z) =Z

Thus
Z, — 2o tanh(yz)
Z =27 2.30
o) = Zo 5= e (230
where
erz —evz

is the hyperbolic tangent function.
In practice, the input impedance is measured at a given distance | rather than at its z-axis
value, as shown in Figure 2.5. Thus, the input impedance at | meters away from the load is

Z| + Zptanh(yl)

Zin(l) = Zo=t "0 =21
in() 9Zo + Z. tanh(y1)

(2.32)

Note that there is a sign change from Equation (2.30) since the distance should not be
negative and we have used | = —z and tanh(—yl) = — tanh(y1).

If the loss of the transmission line can be neglected, that isy ~ B, Equation (2.32) can be
simplified to

ZL + jZotan(Bl)

Zin) = 207 =7 an(an)

(2.33)

Thisisavery useful equation. Special attention should be paid to the following cases:

e Matched case: Z| = Zg
Zin(l) = Zo, the input impedance is the same as the characteristic impedance and is not a
function of the length of theline.

e Open circuit: Z| = oo

1
Zin()=Z 2.34
nll) = Zosip o (2:39
The input impedance has no resistance, just reactance (capacitive for small I).
e Short circuit: ZL, =0
Zin(l) = j Zotan(Bl) (2.35)

Again, the input impedance has no resistance, just reactance (inductive for small I).
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e Quarter-wavelength case: | = A/4

Z3

Zin(l) = 7L (2.36)

This specia case is called the quarter-wavelength transform since the load impedance is
transformed (after aquarter wavelength) to theinput impedence given by this simple equation.
It is often used for impedance-matching purposes.

It should be pointed out that, in calculating the wavelength A and wave number 8 = 2 /A,
the wavelength inside the transmission line is generally different from that in free space. The
dielectric properties of the material of the transmission line haveto be taken into account when
doing such a calculation. The simplest case is that the wavelength is linked to the relative
permittivity e, (also called the relative dielectric constant) of the material by

Ao
= (2.37)

where Aq is the free space wavelength. More details will be given later in this chapter.

Example 2.1: Input impedance. A lossless transmission line with a characteristic impedance
of 50 Q2 isloaded by a 75 2 resistor. Plot the input impedance as a function of the line length
(up to two wavelengths).

Solution:

Since it is alossless transmission line, Equation (2.33) is employed to calculate the input
impedance. The result is shown in Figure 2.6 where both the resistance and reactance are
plotted as a function of the normalized (to wavelength) line length. It is apparent that

80 y -
d : —— Resistance.
60 F\ooreeennof- A i\ | =—- Reactance
<= : :
S : :
9 S S .
e 20 s M\ AY g
K] II \i /7 /N /7
I . ! A /
g 0t o AR R fooeeees frooee oo
= v i ,' \ !
vy Ny v/
20 s LA \.
40 ' '

0 0.5 1 15 2
Line length in wavelength

Figure2.6 Inputimpedanceasafunction of thetransmissionlinelengthfor Z, = 75Q andZ, = 50
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e The input impedance is a periodic function of the line length. The period is half of awave-
length.

¢ Theinputimpedanceisacomplex number even when theload impedanceisapureresistance.
The resistance changes between 75 ©Q and 33 2, whilst the reactance changes between
—20 Q and +20 Q.

» There are two resonant points (where the reactance is zero) over one period. These are at
/A = 0and 0.25in this case.

* When 0 < I/1» < 0.25, the reactance is negative, i.e. capacitive. When 0.25 < I/A < 0.5, the
reactance is positive, i.e. inductive.

Example 2.2: Input impedance of a low-loss transmission line. A 75 Q resistor is now
connected to agood transmission line with characteristic impedance of 50 2. The attenuation
constant is not zero but 0.2 Np/m at 1 GHz. Plot the input impedance as a function of the line
length (up to 2.). Assume that the effective relative permittivity is 1.5.

Solution:

For alow-loss transmission line, the characteristic impedanceis still aconstant (= 50 2 in
this case). Thelinelength changes from 0 to 2i.. Since the effective relative permittivity is 1.5
and the frequency is 1 GHz, the wavelength in the medium is

c 3 x 108
A= = ~ 0.245(m
f/& 10915 (m)

Thus, thelength | isfrom 0 to 0.49 m.

The propagation constant isy = o + j8 = 0.2+ j2r/A. Using Equation (2.32), we can
plot the input impedance, as shown in Figure 2.7. It can be seen that the only changeisthat the
input impedance is no longer a periodic function of the line length. However, it still exhibitsa

period feature if we neglect the amplitude changes. All other features remain the same asin
the lossless case.
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Figure2.7 Theinput impedance along alow-loss transmission linefor Z, = 75 Q2 and Zo = 50
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Example 2.3: Quarter-wavelength transform. A 75 Q resistor isto be matched with atrans-
missionlineof characteristicimpedance50 Q. If aquarter-wavel ength transformer isemployed,
what should its characteristic impedance be?

Solution:
Using Equation (2.36), we have

Zo=+/ZinZL = 75-50 ~ 61.2 (Q)

Sincethisis not a standard characteristic impedance of a transmission line, special dimen-
sions and/or materials will be needed to construct thisline.

2.2.3.2 The Reflection Coefficient and the Return L oss

The reflection coefficient was defined by Equation (2.29). If we replace the z-axis value by the
length of the linel, it can be rewritten as

ZL — Zo o —2yl
)= ———e " =Tee 2.38
O=3—% 0 (2.39)
This is the voltage reflection coefficient. Since the power is proportional to the voltage
squared, as shown in Equation (2.3), the power reflection coefficient is

Tp(l) = [D(1))? = |To> e (2.39)

Both reflection coefficients are a good measure of how much signal/power is reflected
back from the terminal. Obviously, when the load impedance is the same as the characteristic
impedance, they are both zero and that is the matched case.

When the voltage reflection coefficient and power reflection coefficient are expressed in
logarithmic forms, they give the same result, which is called the return loss:

Lrr (1) = —20l0g,(I"()]) = —1010gy(Te (1)) (2.40)

Sincethereturn loss should not be smaller than zero, thereisaminus sign in Equation (2.40)
(but in practice some people ignore the minus sign, which is not correct). A 3 dB return loss
correspondsto thereflection coefficient being 1/4/2 ~ 0.707 or the power reflection coefficient
being 0.5.

It is worth noting the following specia cases for alossless transmission line:

e Matched case: Z| = Zg
I'(l) = 'y = 0—thereflection is zero at any point of the line (even for a non-perfect trans-
mission line).
Lrt = 00 dB —in practice, this means that the return loss is huge, say 50 dB.



Circuit Concepts and Transmission Lines 37

e Open circuit: Z| = oo
I'o=1andI'(I) = e~ 12%' —the amplitude of the reflection coefficient is 1 at any point of the
line.
Lrr = 0dB —thismeans that all power is reflected back from the load.

e Short circuit: Z, =0
o= —landI'(l) = —e 1?#' —_theamplitudeof thereflection coefficientis1 at any reference
point of theline; thereisaphase shift of 180 degrees between theinput and reflected voltages
at the end of theline.
Lrr = 0dB —again, thismeans that all power is reflected back from the load.

Example 2.4: Reflection coefficient and return loss of a losslesstransmission line. A 75
resistor is connected to a lossless transmission line with characteristic impedance of 50 €2.

a. What isthe voltage reflection coefficient for | = 0 and 1 /4, respectively?
b. What isthereturn lossfor | = 0 and 1 /4, respectively?

Solution:
For alossless transmission line, the attenuation constant « is zero.

a. Using Equation (2.38), we have

Z, -2y 75-50

= =02
ZL + Zo 75+50

r(0) =

and

A ZL— 2o 5, —j2*2n/4 —j
r(=)= el =0.2e712%/4 = 02e717 = 0.2
(4) Z. + Zg

This means that the phase of the reflection coefficient is changed by 180 degrees when the
length of the transmission line isincreased by a quarter-wavelength.
b. Thereturn loss can be obtained by using Equation (2.40), i.e.

Lrr = —20log,o(IT (1)) = —10log,o(T'r(l)) = 13.98 dB
for| = 0 and 1/4, and actually any length of such atransmission line.

Example2.5: Reflection coefficient and return loss of alow-losstransmission line. A 75 Q
resistor is connected to a low-loss transmission line with characteristic impedance of 50 €.
The attenuation constant is 0.2 Np/m at 1 GHz.

a. What isthe voltage reflection coefficient for | = 0 and 1 /4, respectively?
b. Plot the return loss as a function of the line length. Assume that the effective relative
permittivity is 1.5.
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Solution:
For thislow-loss transmission line, the attenuation constantise = 0.2 Np/m. At 1 GHz, the
wavelength in thelineis

c 3 x 108
A= = ~ 0.245(m
f/er 10915 m
a. Using Equation (2.38), we have
Z —-Z 75—-50
ro) ==-—29_ =02

ZL+Z9 75450

and

r() = Me—bI = 0.2e202°0245/4-j2"2n/4 _ 0 1952el™ = —0.1952
4 Z + Zy

This means that not only the phase of the reflection coefficient but also the amplitude is
changed when the length of the transmission line isincreased by a quarter-wavel ength.
b. Thereturn loss can be obtained by using Equation (2.40), i.e.

Lrr(0) = —20log,,(IT(1)]) = 13.98 dB

and
A
Lrr (z) = —20logy(I"'(1)]) = 14.19dB

The return loss is dlightly increased, as expected. Over two wavelengths, the change is
shown in Figure 2.8. It follows 0.2e=2* and is a straight line on a logarithmic scale, i.e.
Lrr(l) = 13.98 + 3.471 dB.

2.2.3.3 The Voltage Standing Wave Ratio (VSWR)

The VSWR (aso known as the standing wave ratio, SWR) is defined as the ratio of the
magnitude of the maximum voltage on the line to the magnitude of the minimum voltage on
theline, as shown in Figure 2.9. Mathematically, it can be expressed as

Vigae IVl +IVo]  14]0(0)]

VIR = o = N = V]~ T=IF0)

(2.41)

Obviously, the VSWR is just another measure of how well atransmission line is matched
with its load. Unlike the reflection coefficient, the VSWR is a scalar and has no phase in-
formation. For a nonperfect transmission line, the VSWR is a function of the length of
the line (I) as well as the load impedance and the characteristic impedance of the line.
But for a lossless transmission ling, the VSWR is the same at any reference point of the
line.
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Figure2.8 Return loss as afunction of the line length
From Equation (2.41), we can prove that
VASAWR -1
I = —/——— (2.42)
VOMR+ 1

This can be used to calculate the reflection coefficient once the VSWR is known.
Note the following special cases.

e Matched termination Z| = Z,:

VSAVR =1
e Open circuit Z; = oc:
VSWR = oo
e Short circuit Z, =0:
VSAVR = o0
= A -
2 1
"*-\ i _-Vd i sy ).-"" |Vmax|
'IH_--,I' |d| |Vm|n|
- 7\' -
4
d =
Zmin Zmax

Figure2.9 Standing waves of the voltage and current on atransmission line
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Thus, the VSWR of alineis bounded by unity and infinity:
1< VSWR < o0

For most applications, the VSWR is required to be smaller than 2, which is considered a
good match. But for the mobile phone industry, the desired VSWR is normally less than 3,
which is due to the considerable effects of the human body on the performance of mobile
phones.

Example 2.6: VSWR. A 75 Q resistor is connected to a transmission line of characteristic
impedance of 50 2. What isthe VSWR at the termination?

Solution:
The reflection coefficient at the termination is

Z, -2y 75-50

) = = =02
© Z + Zg 75+ 50
Using Equation (2.41) gives
141 (0)
VOMR(0) = —————- =15
©O=1"r0)

Thisissmaller than 2, thus this can be considered a very well-matched case.

In this section we have discussed the reflection coefficient, the return loss and VSWR. All
these quantities are measures of impedance matching. Table 2.1 isalist of sometypical values
to show how they are interrelated. It isinteresting to note that, if Z, isareal number,

Table2.1 Links between normalized impedance, reflection coefficient, return loss and VSWR

Z /Zo r Lrt (dB) VSWR Note

00 +1 0 00 Open circuit

5.8470 0.7079 3 5.8470 Half power returned
3.0096 0.5012 6 3.0096

1.9248 0.3162 10 1.9248 Closeto VOWR = 2
1.2222 0.1000 20 1.2222

1.0653 0.0316 30 1.0653

1.0202 0.0100 40 1.0202

1 0 00 1 M atched

0.9802 —0.0100 40 1.0202

0.9387 —0.0316 30 1.0653

0.8182 —0.1000 20 1.2222

0.5195 —0.3162 10 1.9248 Closeto VOWR = 2
0.3323 —0.5012 6 3.0096

0.1710 —0.7079 3 5.8470 Half power returned
0 -1 0 00 Short circuit
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e when ZL/ZO >1, ZL/ZO = VIR,
e when ZL/ZO <1, ZL/ZO = 1/VSANR.

However, if Z| isacomplex number and itsimaginary part isnot zero, these simplerelations
linking Z, /Zo and VSWR do not hold. For example, for Z, = j50 ohmsand Zy = 50 ohms,
wehavel = j, Lrr = 0dB and VAR = o0 * ZL/Zo.

2.3 The Smith Chart and Impedance M atching
2.3.1 The Smith Chart

The Smith Chart, as shown in Figure 2.10, was invented by Phillip H. Smith (1905-1987) and
is a graphical aid designed for use by radio frequency (RF) engineers to solve transmission
line and matching circuit problems. Although computer-aided tools have grown steadily over
the years, the Smith Chart is still widely used today, not only as a problem-solving aid,
but as a graphical demonstrator of how RF parameters behave and an aternative to using
tabular information. The Smith Chart can be utilized to represent many parameters including
impedances, admittances, reflection coefficients, scattering parameters, noise figure circles,
constant gain contours and regions for unconditional stability. It is most frequently used at, or
within, the unity radius region. However, the remainder is still mathematically relevant, being
used, for example, in oscillator design and stability analysis.

The Smith Chart is plotted on the complex reflection coefficient plane in two dimensions,
as shown in Figure 2.11. The horizontal axisisthereal part of the reflection coefficient while
the vertical axis shows the imaginary part of the reflection coefficient. The origin or center is

Toward generator

150
160
170
7

170
160

Toward load

Figure2.10 The standard Smith Chart
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Ir'=1
—\——>
1Re (I')

Figure2.11 The Smith Chart showing the complex reflection coefficient

IT| = 0 (VSWR = 1). In the standard Smith Chart, only the circle for |I'| = 1 (VSWR = )
is shown and other circles are not displayed to make the chart simple and neat.

Most information shown on the standard Smith Chart is actually the normalized complex
impedance as shown in Figure 2.12: the resistance is displayed in circles and the reactance is
shown asarchedlines. Theupper half spaceisinductivewhilst thelower half spaceiscapacitive.
Themiddlelineis pure resistance from O to infinity. If areference point on atransmission line
is moved away from the load (i.e. towards the source), this can be shown on the Smith Chart
as the impedance point is moved on the |T'| (or VSWR) circle clockwise. When the reference
point is moved towards the load, it means that the impedance point is moved on the |T"| circle
anti-clockwise. The distance is hormalized to the wavelength.

The Smith Chart can also be shown in other forms, such as normalized admittance, whichis
oftenknown asthe Y Smith Chart. In thisbook we are mainly interested in using theimpedance
Smith Chart. Other forms which can be found in references such as [1] are not discussed in
this book.

Asimpedances change with frequency, problems using the Smith Chart can only be solved
manually using one frequency at atime, the result being represented by a point. Thisis often
adequate for narrowband applications (typicaly up to about 10% bandwidth) but for wide
bandwidthsit isusually necessary to apply Smith Chart techniques at more than one frequency
across the operating frequency band. Provided that the frequencies are sufficiently close, the
resulting Smith Chart points may bejoined by straight linesto create alocus. A locus of points
on a Smith Chart covering arange of frequencies can be employed to visually represent:

 how capacitive or inductive aload is across the frequency range;
¢ how difficult matching is likely to be at various frequencies,
¢ how well matched a particular component is.

The accuracy of the Smith Chart is reduced for problems involving a large spread of
impedances, although the scaling can be magnified for individual areasto accommodate these.
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1 Constant inductive

0.5

Constant resistance

Constant capacitive

-1

Figure2.12 The Smith Chart showing the complex impedance

Example2.7: Inputimpedanceand reflection coefficient. UseaSmith Chart to redo Example
2.1, and aso display the reflection coefficient on the chart.

Solution:

The characteristic impedance of the line is 50 €2, thus the normalized load impedance is
75/50 = 1.5, which can be uniquely identified as point A in the Smith Chart in Figure 2.13.
The distance from the origin (center) to A is 0.2, thus the reflection coefficient |I'| = 0.2.
Moving the reference plane away from this load means moving point A along the |T"| = 0.2
circle clockwise into the capacitive half space, and then past the resonant point at R = 0.67
(i.e.0.67 x 50 2 = 33.5 Q) into the inductive half space. After 360 degrees (half wavelength),
it is back to A. Over this period, the normalized reactance changes between — 0.4 and +0.4,
i.e. —20 © and +20 Q2. The results are the same asin Example 2.1.

\Away from the load

AY

Figure2.13 The Smith Chart showing the complex reflection coefficient
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2.3.2 Impedance Matching

Impedance matching is the practice of making the output impedance of a source equa to the
input impedance of the load in order to maximize the power transfer and minimize reflections
from the load. Mathematically, it means the load impedance being the complex conjugate of
the source impedance. That is,

Zs=Z =(RL+ X)) "=RL— X, (2.43)
When the imaginary part is zero, the two impedances are the same:
Zs=7Z{ =72 =R_ (2.44)

Normally, we can use either lumped networks or distributed networks to match impedance.

2.3.2.1 Lumped Matching Networks

L umped matching networks can be divided into three basic types:. the L network, the T network
andthepi (i) network. Theaim of matching isto make the equival ent impedance of the network
the same asthe desired resistance R, — usually the characteristic impedance of atransmission
line. Generally speaking, resistors are not employed for impedance matching since the power
could be consumed by the resistor without making auseful contribution to the operation of the
system.

In Figure 2.14(a) an L network is employed to match the impedance R;,. It can be shown
that this impedance is linked to the network elements by the following equations:

B— i«/nA— 1
Rin (2.45)
X::I:Rin nn_l—XL

wheren = R,/R. and should be greater than 1. If this condition cannot be met, the second
lumped L network, shown in Figure 2.14(b), may be used. The components are interrelated by

Y, =1/Z, =G + B,

m-—1
B=+ - B 2.46
nR. L (2.46)
X =+Rpvm-1

wherem = 1/(R,G) and should be greater than 1.

It should be pointed out that lumped L networks have no degree of freedom to optimize the
bandwidth, whilst the bandwidth is actually a very important consideration of many applica-
tions. To resolve this problem, one should consider adding further reactive elementsto create
T or & networks to optimize the overall bandwidth.
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X
[ |
| I—
R, ! iB Z =R +jX,

@

X
i
Rip 1 JB YL=G|_+jBL

(b)
Figure2.14 Lumped L networks (a) for Rip > R ; (b) for Rin\G. < 1

Figure 2.15isa T network, which may be viewed as another reactance (jX;) added to the
L network in Figure 2.14(a). The design process can be summarized by the following three
steps:

Step 1: according to the load impedance and the desired bandwidth, choose X4,

Af R
Bf = —
fo  IXe+ Xl

(2.47)

Step 2: since Z, and jX; are in series, the composite load impedance can be obtained as
Zin = Z + X

Step 3: use Z| y and the L network design in Equation (2.45) to find B and X.

Another option for impedance matching is to use a = network, as shown in Figure 2.16,
which can be seen as an admittance (jB,) added to the L network in Figure 2.14(b). The design
processisvery similar to that of the T network. That is:

1% X
]
| I—
Rin E JB ZL

Figure2.15 Lumped T network
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X
1
I
Rio i |jj82 E]jsl |:|YL

Figure2.16 Lumped 7 network

Step 1: according to the load impedance and the desired bandwidth, choose By,

Af G,

Bi= b — 2t 2.48
f fo [B1+ Bl (2.48)

Step 2: since Y, and jB; arein paralel, the composite |load admittance can be obtained as
Yin = YL +]B1.
Step 3: use Y,y and the L network design in Equation (2.46) to find X and B,.

Example 2.8: Impedance matching. A load with an impedance of 10 — j100 Q is to be
matched with a 50 © transmission line. Design a matching network and discuss if there are
other solutions available.

Solution:
SinceZ, = R_+ jX. =10— j100andn = R/R. = 50/10 = 5 > 1, theL network in
Figure 2.14(a) is a suitable matching network. Using Equation (2.45) we obtain

B—2Y""1_ 12 _ Lom

Rin 50

U1 50 x 2
X:iRmf—XL:j: ; 4100 = 420 + 100

Thus, there are two sets of solutions: (B, X) = (0.04, 120) and (B, X) = (—0.04, 80).

Now let usseeif thereare other possiblesolutions. Because Y, = 1/(R. + j X)) ~ 0.001 +
j0.00landm=1/(RnG.) =1/0.05= 20 > 1, wecanalsousetheL network inFigure2.14(b)
to match the impedance:

-1 /19
B—+Y""" g -4 — 0,001 ~ 40,0043 — 0,001
MR 20 x 50

X = £Ripv/Mm — 1 = +50¢/19 ~ +217.9

Therefore, we have obtained another two sets of solutions: (B,X) = (0.0033, 217.9) and
(B,X) = (—0.0053, —217.9).

In addition, we can also use T and 7 networks to match the load with the transmission line
and the bandwidth can be controlled.
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It is apparent that, for a given load impedance, there is more than one matching network
available. In practice, the decision as to which network to adopt normally depends on some
other parameters such as the bandwidth (to be discussed in Example 2.9) and values of the
elements.

2.3.2.2 Distributed Matching Networks

Distributed matching networks can be formed by a quarter-wavelength transmission line, an
open-circuit transmission line, a short-circuit transmission line or their combinations. They
can berepresented mathematically by Equations (2.34) to (2.36). The processisbest visualized
on the Smith Chart.

The quarter-wavel ength transformer mentioned earlier is a unique and popular narrowband
impedance-matching technique and the process is quite straightforward. The short- and open-
circuit stub tuning is very similar to the lumped matching circuit tuning: reactance and/or
admittance is added to the matching network. The example below isagood illustration of how
to realize matching using a distributed network.

Example 2.9: Impedance matching and bandwidth. A load with an impedance of 10 —
j100 2 is to be matched with a 50 @ transmission line. Design two distributed matching
networks and compare them in terms of the bandwidth performance.

Solution:
The normalized load impedanceis:

7, =27, /50=02— 2

As shown in Figure 2.17, this corresponds to a unique point A on the Smith Chart. The
reflection coefficient is

7L —50

- Z +50

IT'| =0.9235

= 0.5588 — j0.7353

The |T'| = 0.9235 circleis shown in Figure 2.17 as a broken line. To match the impedance,
we can move this point (A) clockwise (towards the source) along this circle to points B1, B2,
B3 or B4, which are the crossover points with the circleof z=1 or 1/z = 1. It can then be
further moved either along circle z= 1 or 1/z = 1 to the center O—the matching point. The
normalized admittances at B1 and B2 are —0.04 and +0.04, and the normalized reactances
at B3 and B4 are +217.9 and —217.9, respectively. These four routes correspond to the four
solutions from the L networks, as demonstrated in Example 2.8.

The matching network using B1 or B2 can beillustrated by Figure 2.18(a), where the open-
or short-circuit stub isin parallel with the load impedance, while the matching network using
B3 or B4 can be shown by Figure 2.18(b), where the open- or short-circuit stub is in series
with the load impedance. The rotational angles (from A to B1, B2, B3 or B4) on the Smith
Chart determine the stub lengths |, and |,. There are at least four possible designs.
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L1
\ Inductive

Capacitive

Figure2.17 Impedance matching using a Smith Chart

LT T R L

e

Hl Vg urdie i

__..- -

i) {tpem ar shov

Figure2.18 Stub-matching networks (a) parallel stub matching; (b) series stub matching
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To design a matching network using B1 we can follow the steps below:

Step 1: Move from point A to B1, the rotational angle is about 0.5827 (i.e. 104.8°) on the
Smith Chart, which corresponds to |; = 0.1455. Note that the rotational angle is twice jl;
(= 0.291, not 0.5827, since the impedance period is 7, not 277). The impedance at point B1
i50.0413 — j0.1984 while its admittance is 1.0 + j4.8318.

Step 2: Move from point B1 to the center O. This can be achieved easily using a stub
connected in parallel with the line, thusit is advantageous to work in admittances. The stub in
parallel with the line should produce a susceptance of —4.8318. This can be achieved by the
following two designs:

A. ashort circuit with astub length |, = 0.03252;
B. an open circuit with a stub length |, = 0.2825.

The stub length can also be obtained from the Smith Chart.

Now let us examine the bandwidth of these two designs. Assuming the center frequency is
1 GHz, we havel; = 0.1455)1 = 4.365 cm, and |, = 0.03251 = 0.975 cm for Design A, and
|, = 0.2825) = 8.475 cm for Design B. We can use the input impedance formula:

Z + jZotan(Bl)

Zin(l) = ZO—ZO T jZL tan(,BI)

and the following two equations:

-2,
ZL+ Zo
14T

11T

VSWR

to obtain the VSWR as afunction of the frequency. The results are shown in Figure 2.19. It is
apparent that

* both designs have an excellent impedance match at the center frequency 1 GHz;
« the stub length of Design A is shorter than that of Design B whilst the bandwidth of Design
A is much wider than that of Design B. Thisis avery interesting and useful result.

Similar conclusions can be drawn from the matching networks built at the other points (B2,
B3 and B4). To build a distributed matching network, the length should be as short as possible
to maximize the bandwidth.

The frequency bandwidth limitation on matching networks has been investigated by many
people. Thereexistsageneral limit on the bandwidth over which an arbitrarily good impedance
match can be obtained in the case of a complex load impedance. It is related to the ratio of
reactance to resistance, and to the bandwidth over which we wish to match the load.

Figure 2.20 shows four load impedances (seriesRL, seriesRC, parallel RC and parallel RL)
with matching networks, which are specific examples of the L matching network discussed
earlier. Taketheparallel RC load impedance as an example; Bode and Fano derived, for lumped
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Figure2.19 VSWR of different designs as a function of frequency

circuits, afundamental limitation for this, which can be expressed as[2]

© 1 T
/o '”(|r(w)|>d‘° =R

Thisisknown asthe Bode—Fano limit for parallel RC. Sinceln(1) = 0O, thereisno contribution
to this integral over frequencies for |T'| = 1, so it can be seen that it is desirable to have
the maximum mismatch outside the band of interest if a broad bandwidth is required. If this
condition is assumed, the integral islimited to the bandwidth of interest (Aw), and we can get

an idea of how well we can match an arbitrary complex impedance over that bandwidth. For
an idealized case, this equation can be simplified to

(2.49)

1 b3
Awln (m> < &”C (2.50)

This clearly shows how the bandwidth (Aw) islinked to the matching (I") and load impedance
(RC). For agiven reflection coefficient (or VSWR) and the RC product, one can estimate the
maximum bandwidth attainable.

E
%

Figure2.20 Four load impedances with LC matching networks
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Similarly, the limits for the other three matching L C networks were obtained as:

SeriesRL: Aa)ln(m) < mr
SeriesRC: Awln(wlw)‘) < rwgRC

2
Parallel RL: Awln(m) <R
There are similar limitations on other forms of complex impedance. A general implication
of the Bode—Fano limit is that one should not waste any match out-of-band, and that the best
in-band match is obtained with Tchebyscheff rather than maximally flat networks. The best
broadband impedance-matching practice incorporates the complex load impedance into, for
example, a multisection filter structure with a design that includes the characteristics of the
load.

2.3.3 The Quality Factor and Bandwidth

The bandwidth isindeed avery important parameter for any electric/el ectronic component and
system. It is closely linked to the quality factor, Q, which is a measure of how much lossless
reactive energy is stored in acircuit compared to the average power dissipated.

Antenna bandwidth is maximized when the power dissipation is comparatively high. In
other words, alow Q isrequired for wide bandwidths. In turn, the extent to which this energy
is associated with radiation (rather than conductor or dielectric |osses) determines the antenna
efficiency. For a circuit component such as an inductor or capacitor, we require the resistive
losses to be low; hence Q isrequired to be high. It is often the case that antennas and circuit
components have seemingly contradictory requirements: antennas are designed to have a low
Q, whereas circuit components are designed for a high Q.

The quality factor is quoted as being either unloaded or loaded. For the latter, the |osses of
the external circuit — for example, the source — are included, whereas for the former they are
not. The unloaded quality factor, Q, is defined as

Q= (total energy stored) W+ Wy (2.51)
_w(averagepowerlossintheload) Y '

where WE is the energy stored in the electric field, Wy, is the energy stored in the magnetic
field and P_ isthe average power delivered to the load. Theloaded quality factor, Q, , can also
be given by Equation (2.51) but with P, replaced by the total power Pr, which is dissipated
in both the external circuit and the load.

At resonance, the electric and magnetic field energies have the same magnitudes and the
formulas simplify such that the unloaded quality factor at resonance Qo is given by

_ 2(,()0WE _ 26()0WM (2 52)

Qo P P

where wq isthe angular resonant frequency (= 2r fo, where fg is the resonant frequency).
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Figure2.21 Seriesresonant circuit. (Reproduced by permission of Delft University Press)

There are many simplifications of these definitions that are widely used, but which only
truly apply when they are derived directly from the above. For example, arelation that is often
usedis

fo 1 (2.53)

Qo = f,— f,  Br

where f1 and f, are the frequencies at which the power reduces to half of its maximum value
at the resonant frequency, fo, and where B is the fractional bandwidth. This relation only
truly appliesto simple circuits, but is considered to be a good approximation to a wide range
of unloaded configurations. It has the advantage of providing asimple relationship between Q
and fractional bandwidth, but we will seelater that it only accurately appliesto smple, single
resonant circuits and should therefore be used with some care. The derivation of this relation
isillustrated below.

Consider the series resonant circuit shown in Figure 2.21. The power dissipated in the
resistance R is proportional to the square of the magnitude of the current | . Thisis plotted in
Figure2.22with R=50, L = 79.5775nH and C = 0.3183 pF. The half-power frequencies,

17
(mA)

0.7 0.8 0.9 1 11 12 13
Frequency (GHz)

Figure2.22 Relative power dissipated in a series resonant circuit around resonance



Circuit Concepts and Transmission Lines 53

f1 and f,, are found to be 0.9513 GHz and 1.0513 GHz respectively. As shown in Figure
2.22, theresonant frequency (when the current ismaximized) is1 GHz. Using Equation (2.53)
yieldsa Qg of 10.

Itispossibleto find the unloaded quality factor of the circuit directly from the stored energies
of the inductor and capacitor. The magnetic and electric energies are given by

1 1
Wy =5 LIZ,WE=§CVC2 (2.54)

where V¢ isthe voltage across the capacitor. Writing these and the power delivered to the load
(i.e. theresistor, R) interms of the current | gives

1 1 1
Wy ==-LI? We=>C 12, P.=RI? 2.55
=7 =30y L (2.55)
Further substitution in Equation (2.51) yields
Q= (o1 + c) (2.56)
N 2R '

At resonance, the magnitudes of the electric and magnetic energies are equal and this relation
simplifiesto

wol 1 1
= — = , and = — 2.57
Qo R 9CR @o JLC (2.57)

Thisformulaisoften used, but it should be understood that it only applies at resonance. Taking
R=50%, L =79.5775nH and C = 0.3183 pF gives Qg = 10, as previougdly.

It is interesting to evaluate the ratio of Q at any frequency to that at resonance. From
Equations (2.56) and (2.57), thisis given by

_Q_1fe =
- -4z

It can be seen that the unloaded quality factor isaminimum at resonance, although the variation
with frequency is slow. For bandwidths of lessthan 20%, Q isapproximately equal to Qg with
an error of lessthan 0.5% —i.e. theterm in the parentheses of Equation (2.58) is approximately
equal to two over moderate bandwidths.

Wewould liketo derivearel ationship between the unl oaded quality factor and the bandwidth
of the circuit. The bandwidth is normally taken to be the range of frequencies over which the
power dissipated; P isgreater than half of the maximum, P_q (at resonance). However, inthe
sections that follow more general relations are derived based on a specified power transfer to
the load.
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The current in the circuit is given by
V

TR+ (a)L—l/wC)

From Equation (2.59), theratio of the power dissipated at any frequency to the power dissipated
at resonanceis given by

| (2.59)

P I |2 1
PLo lo 14 (@ L 1 \? (260)
R wCR
This can be written
1
= 2.61
P=17,2 (2.61)
where, from (2.57),
w w
= 2-2) (262)
wo w
Therelation given in Equation (2.61) can be solved to give
1-—
Qo <3 = @> —x [=—P (2.63)
wo w P

Thisisaquadratic equation in w with two positive and two negative solutions. The difference
between the two positive solutionsis

wo |1—0p

% 5 (2.64)

w2 — w1 =

This gives the fractional bandwidth as

f2 — fj_ 1 1-— p
B = = — | — 2.65
F fo ~ Q| (265)

When p = 0.5, this simplifies to the familiar expression

1
= 2.
Be o (2.66)
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Figure2.23 Parallel anti-resonant circuit. (Reproduced by permission of Delft University Press)

as previously seen in Equation (2.53). This derivation does not make any assumptions about
the numerical value of the quality factor or the bandwidth and is, therefore, applicable to both
high- and low-Q systems.

The response of a parallel resonant circuit — shown in Figure 2.23 — can be found in much
the same way as for series resonance.

The energies stored in the electric and magnetic fields of the capacitor and inductor respec-
tively and the power dissipated in the resistance are given by

1 1 1
Weg==CV?, Wy=2>-L

V2, P=GV? 2.67
2 2 (oL)? (267

where G is the conductance. Substitution in Equation (2.51) gives

1
Q= % (2.68)

At anti-resonance, the magnitudes of the electric and magnetic energies are equal and this
relation simplifiesto

a)oC 1
= — = 2.
Qo a PRRE (2.69)

Theratio between Q and Qg isthe same asfor the series resonance, given by Equation (2.58).
It can also be shown (using the same method) that the fractional bandwidth is the same as for
the series resonant circuit.

The formulas for Q that have been derived so far have been for series and parallel resonant
circuits respectively. However, they are often applied — strictly incorrectly — to other circuit
combinations. We will see later that this can give large errors, so some care is required in
applying these formulas.

2.4 Various Transmission Lines

There are many transmission lines devel oped for various applications. The most popular ones
are shown in Figure 2.24. They are the two-wire transmission line, the coaxia cable, the
microstrip, the stripline, the coplanar waveguide (CPW) and the waveguide. We are going
to examine these transmission lines in terms of their characteristic impedance, basic mode,
frequency bandwidth, loss characteristic and costs.
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Figure2.24 Varioustransmission lines

2.4.1 Two-wire Transmission Line

Thisisthe simplest transmission line and its cross-sectional view isgivenin Figure 2.25. The
separation of thewiresis D and the diameter of the wiresisd. The medium between the wires
has a permittivity of «.

It can be shown that the per unit length inductance and capacitance of the transmission line
are[2]:

/D2 — a2
Lzﬁmw, C= e (2.70)
i d InD+ /D2 — g2
d

If the medium between the wires has a conductivity of o1, and the conductivity of thewireis
o2, We can obtain the resistance and conductance of a unit length line as
2 [on TOo
R=—— /22 G= 2.71
7dV 207 D+ /D2 — d2 (271)

|
n d

respectively.

Figure2.25 Two-wiretransmission line
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2.4.1.1 Characteristic Impedance

If the loss of the line can be considered very small, the characteristic impedance is given by

Equation (2.22), i.e.
L " D ++/D2—-d?
Zo=,/==/——IN————
C w2 d

120mD+«/D2—d2

N d

The typical value of industrial standard lines is 300 2. This type of transmission line was
commonly used to connect a television receiving antenna (usually a folded dipole with an
impedance around 280 €2) to a home television set many years ago. The uniform spacing is
assured by embedding the two wires in a low-loss dielectric, usually polyethylene. Since the
wires are embedded in the thin ribbon of polyethylene, the dielectric space is partly air and
partly polyethylene.

(2.72)

~

2.4.1.2 Fundamental Mode

The electromagnetic field distribution around the two-wire transmission line is illustrated
by Figure 1.15. Both the electric field and magnetic field are within the transverse (to the
propagation direction) plane, thus this mode is called the TEM (transverse electro magnetic)
mode. This means that it is nondispersive and the velocity is not changed with the frequency.
The plane wave can also be considered a TEM wave.

2.4.1.3 Loss

Since the lumped parameters of a transmission line are given by Equations (2.70) and (2.71),
the attenuation constant « can be cal culated using Equation (2.14). However, the principal 10ss
of the two-wiretransmission lineis actually due to radiation, especially at higher frequencies.
Thus, thistypeof transmission lineisnot suitablefor higher frequency applications. Thetypical
usable frequency is less than 300 MHz.

Some people may be familiar with the twisted-pair transmission line. Asthe name implies,
the line consists of two insulated wires twisted together to form a flexible line without the
use of spacers. It has relatively good EMC (electromagnetic compatibility) performance —
the twisted configuration cancels out the radiation from both wires and resultsin a small and
symmetrical total field around theline; but it is not suitable for high frequencies because of the
high dielectric losses that occur in the rubber insulation (low costs) as well as the radiation.
When the line is wet, the losses increase significantly.

2.4.2 Coaxial Cable

The coaxial cable consists of a central, insulated wire (inner conductor) mounted inside a
tubular outer conductor, as shown in Figure 2.26. In some applications, the inner conductor is
also tubular. Theinner conductor isinsulated from the outer conductor by insulating materials
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Figure2.26 The configuration of acoaxial line

which are made of Pyrex, polystyrene, polyethylene plastic or some other material that has
good insulating characteristics and low dielectric losses at high frequencies over awide range
of temperatures. In order to ensure good EMC performance, shielded and double-shielded
coaxial cables have been developed and are available on the market. Thistype of transmission
line is widely used for RF engineering and antenna measurements and for the connection
between the antenna and transceiver.

Coaxia cablescomein threebasic types: flexible, semi-rigid and rigid. Therigid cable gives
the best performance and is normally for high-performance and phase-sensitive applications,
whilst the flexible cables are cheap and, obviously, flexible. The semi-rigid cable isacompro-
mise. As shown in Figure 2.26, the diameters of the inner and outer conductors of a cable are
denoted a and b respectively, and the relative permittivity of the insulating material ise,. The
dielectric material reduces the velocity of the wave inside the cable to ¢/, /e;. Some common
loading materials and corresponding velocities are shown in Table 2.2 [3].

If the conductivities of the insulating material are zero and it can be shown that the per unit
length parameters of the coaxial line are

n b fu 1l 1
e ReLGTD
2
2.73
b o (2.73)
C =2rn¢ In(’;_l G:Zmrl/ln—
a

Table2.2 Coaxial cable materia and velocity

Propagation

Time delay velocity
Dielectric type (ngm) (% of c)
Solid polyethylene (PE) 5.05 65.9
Foam polyethylene (FE) 417 80.0
Foam polystyrene (FS) 3.67 91.0
Air space polyethylene (ASP) 3.77-3.97 84-88
Solid Teflon (ST) 4.79 69.4

Air space Teflon (AST) 3.71-3.94 85-90
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Figure2.27 Field distribution within a coaxial line

The velocity, as shown in Equation (2.25), is

2.4.2.1 Characteristic Impedance

Normally, if the loss of the line can be considered very small, the characteristic impedanceis
given by Equation (2.22), i.e.

Zo =

L
— = In— (2.74)
C 21 a Je a

Thetypical value for industrial standard linesis 50 2 or 75 €.

2.4.2.2 Fundamental Mode

The electromagnetic field distribution around the coaxia cable isillustrated by Figure 2.27.
Again, both the electric field and magnetic field are within the transverse (to the propagation
direction) plane, thusthisfield is TEM mode.

However, thisis only true for the frequencies below the cut-off frequency, which is[2]

v

= 2.75
‘T x(@a+bh) (2.75)

where v isthe velocity of the wave in the cable and the cut-off wavelength is
rc=m(@a+b) (2.76)

If the operational frequency isabove this cut-off frequency (or, say, the operational wavelength
is below the cut-off wavelength), the field within the coaxial cable may no longer be TEM
mode; some higher modes such as TE;; (a transverse electric field, the magnetic field has
nontransverse component) mode may exist, which is not a desirable situation since the loss
could be significantly increased.
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2.4.2.3 Loss

Since the transmission line lumped parameters are given by Equation (2.73), the attenuation
constant « can be cal culated using Equation (2.14) or Equation (2.23) for alow-lossline; that is

R GZ f 1 1/b 60
wn~ R G4  Tue(l/a+ /)+ 01 277)

27, 2 120, /7o, In(b/a) \/a

which is a function of the coaxial dimensions a and b as well as the conductivity and
permittivity of the materials. When b/a ~ 3.592 (which means that the typical characteristic
impedance should be around 77 ohms), the attenuation reaches the minimum. This is one of
the most important considerations when making the cable.

In addition to the characteristic impedance, mode and loss of a cable, there are some other
considerations when choosing a transmission line. Power-handling capacity is one of them,
sinceit is very important for radar and high-power applications. The breakdown electric field
strengthin air isabout 30 kV/cm (this meansthe best characteristic impedance should be close
to 30 ohms). A list of some commercial cables with some important specificationsis givenin
Table 2.3, where OD stands for the outer diameter and Vmax is the maximum voltage which
may be applied to the cable in Volts. A more complete list can be found in [3]. It is clear that
there are over 100 industry standard cables on the market with various specifications. The one
with the smallest loss at 400 MHz is RG-211A, about 2.3 dB/100 ft. It is also one of the most
expensive cables — normally the cost isinversely proportional to the loss of the cable.

2.4.3 Microstrip Line

As shown in Figure 2.28, a microstrip line may be viewed as a derivative of a two-wire
transmission line and is perhaps the most widely used form of planar transmission line. One
side of the structureisfreely accessiblefor the mounting of packaged devices and the geometry
lendsitself extremely well to PCB patterning techniques to define the circuit. It has been used
extensively in microwave and millimeter circuits and systems.

Due to the complexity of the structure, the analytical expressions of per unit length param-
eters are difficult to obtain. The effective relative permittivity is approximated as

8r~|—1+ e —1
2 2/1+12d/W

Thisisanempirical expressionandisafunction of thematerial property andtheratioW/d. Wis
thewidth of the strip and d isthe thickness of the substrate, which hasarelative permittivity ;.

(2.78)

Ere ~

2.4.3.1 Characteristic Impedance

The calculation of the characteristic impedanceis not an easy task. From the transmission line
theory, the relation between the velocity and per unit length inductance and capacitance is

O
E
°
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Table2.3 Some commercial coaxia cables and their specifications (Reproduced by permission of
RFCafe.com)

dB/100 ft
Dielectric Capacitance OD @400 Vmax
Type (/U) MIL-W-17  Z, (R2) type (pF/ft) (in.) MHz (rms)  Shield
RG-6A /2-RG6 75.0 20.6 0.332 6.5 2700 Brad
RG-8 52.0 29.6 0.405 6.0 4000 Braid
RG-8A 52.0 29.6 0.405 6.0 5000 Braid
RG-9 51.0 30.2 0.420 59 4000 Brad
RG-11A /6-RG11 75.0 20.6 0.405 5.2 5000 Braid
RG-55B 535 28.8 0.200 11.7 1900 Braid
RG-58A [28-RG58  52.0 29.6 0.195 13.2 1900 Braid
RG-58C /28-RG58  50.0 30.8 0.195 14.0 1900 Braid
RG-59/A [29-RG59  73.0 21.1 0.242 10.5 2300 Brad
RG-59B [29-RG59  75.0 20.6 0.242 9.0 2300 Brad
RG-141/A 50.0 294 0.190 9.0 1900 Braid
RG-142/A/B  /60-RG142  50.0 294 0.195 9.0 1900 Braid
RG-164 /64-RG164  75.0 20.6 0.870 2.8 10,000 Braid
RG-174 50.0 0.100 17.3 1200 Braid
RG-177 /67-RG177  50.0 30.8 0.895 2.8 11,000 Braid

RG-178/A/B  /93-RG178  50.0
RG-180A/B  /95-RG180  95.0

29.4 0.072 29.0 1000 Braid
154 0.140 17.0 1500 Braid

RG-188 50.0 0.050 17.5 700 Braid
RG-21VA [72-RG211  50.0 29.4 0.730 2.3 7000 Brad
RG-223 /84-RG223  50.0 19.8 0.211 8.8 1900 Dbl Braid

RG-316 /113-RG316  50.0
RG-393 /127-RG393  50.0
RG-400 /128-RG400  50.0
RG-401 /129-RG401  50.0
RG-402 /130-RG402  50.0
RG-403 /131-RG403  50.0
RG-405 /133-RG405  50.0

294 0.102 20.0 1200 Braid
29.4 0.390 5.0 5000 Braid
294 0.195 9.6 1900 Braid
294 0.250 4.6 3000 Cu. SR
29.4 0.141 7.2 2500 Cu. SR
294 0.116 290 2500 Braid
29.4 0.086 13.0 1500 Cu. SR

AA99999R 499 4R4RYYRAAMMAAMMMA A

Note: PE: Polyethylene; ST: Solid Teflon

Using Equation (2.18), the characteristic impedance can be expressed as

L 1 JEre
Zo—= o= = _ 2.79
°=VycCc T wC cC (2.79)

Thus, to compute the characteristic impedance, we just need to obtain the per unit length
capacitance C once the effective permittivity is known. This approach makes a difficult task

Yo W
r’i:j 4
© =

d% £,

Figure2.28 Microstrip line
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slightly easier. When the thickness of the metal strip can be neglected, it has been found that
[2]:

e when W/d <1, the characteristic impedance of thelineis

60 8d W 126
Zo= In| — + — 2.80
= e (w N 4d> e (2:80)
It decreases monotonically to 126/, /e, as W/d increases to 1.
e when W/d >1, the characteristic impedance of thelineis
120 126
Zo= il (2.81)

V& (W/d + 1.393 + 0.667 In(W/d + 1.44)) ~ /&,

It also decreases monotonically from 126/, /e, as W/d increases. That is, the larger the ratio
W/d, the smaller the characteristic impedance; aso, the larger the permittivity, the smaller the
characteristic impedance. Practical limitations exist on the range of impedances that can be
manufactured. These limits depend on factors such as the dielectric constant, substrate height
and manufacturing capability. In general, the thinnest line that can be etched routinely with a
good photolithographic processisof the order of 0.1 mm. Thisthen putsthe upper bound of the
impedance at 90-120 Q2. Thelower bound is determined by the line width, which should not be
comparable to a wavelength. The typical value of the characteristic impedance for industrial
standard linesis 50 2 or 75 2.

2.4.3.2 Fundamental M ode

The electromagnetic field distribution around the microstrip lineisillustrated by Figure (2.29).
Both the electric field and magnetic field are seen to be within the transverse plane. But half
of the wave istraveling in free space, which is faster than the other half wave traveling in the
substrate, thusthisfield isin what is called quasi-TEM mode, a sort of TEM mode.

A result of amicrostrip line being an open structure is that circuits are subject to radiation.
This does not mean that they are dangerous to get close to, but the performance of adevice or
circuit may beaffected. Thisisadirect consequence of the‘ unterminated’ field linesillustrated
inFigure(2.29). Inredlity, thefield linesdo not just hang in free space but terminate on whatever
iscloseto theline. The exact relations concerning radiation from amicrostrip are complicated
but, in general, narrow lines radiate less.

=== H

Figure2.29 Thefield distribution of amicrostrip
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The first higher mode in a microstrip line is the transverse electric TE;o mode, its cut-off
wavelength istwice the strip width. After taking the material and fringing effectsinto account,
the cut-off frequency can be expressed approximately as

e & /& (2W + 0.8d) (2.82)

However, the mode analysis of amicrostrip is actually more complicated than this. In addition
to the conventional higher order modes, surface modes may exist. The surface mode does not
need the metal strip; it only needs the ground plane and the substrate. The lowest transverse
electric mode is TE; and its cut-off frequency is

3cy/2
8dve — 1

The lowest transverse magnetic mode is TMg and its cut-off frequency is

cV2
4d./e — 1

Obviously (fc)te, = 1.5 (fo)rm, > (fc)Tm,, thus, in order to keep the quasi-TEM mode
propagation, the operational frequency of a microstrip line should be smaller than the cut-off
frequency of the TE;o mode in Equation (2.82) and the cut-off frequency of the TMy modein
Equation (2.84). Higher order modes will cause significant power loss via conductive loss and
radiation loss. The surface mode may transmit the power to any direction, whichiis, of course,
not desirable.

(fo)re, = (2.83)

(f)rme = (2.84)

2.4.3.3 Loss

The loss of a microstrip line comes from the conductor loss and dielectric substrate loss.
The radiation loss is negligible at low frequencies. For most microstrip lines, conductor loss
is much more significant than dielectric loss. The attenuation constant can be calculated
approximately by

T ZoW

Q¢

(2.85)

where Ry = ,/ou / 20 isthe surface resistivity of the conductor.

A summary of some of the common substratesis given in Table 2.4. Thefirst five are hard
substrates and the rest are considered soft substrates.

2.4.4 Sripline

A stripline is a conductor sandwiched by a dielectric between a pair of ground planes. It may
be viewed as an evolved structure from a coaxia cable, as shown in Figure 2.30. In practice,
a stripline is usually made by etching circuitry on a substrate that has a ground plane on
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Table2.4 Some common substrates for amicrostrip at 10 GHz

Substrate & Losstangent Comments

Alumina (Al,O3) 9.8 0.0004 Low loss and cost, stable, difficult to machine
but very hard-wearing

LaAlO3 24 0.0001 Low loss, but very expensive

MgO 9.8 0.00001 Very low loss but expensive and fragile

Quartz (S05) 38 0.0004 Low loss and low permittivity, good for mm
range, fragile

Sapphire (Al,053) 9.4 and 10.8 0.00002 Very low loss, single crystal and anisotropic
material, expensive

Epoxy (FR4) 4.43@ 1 GHz 0.01 Relatively highlossand low cost, popular PCB,
upto~ 2GHz

FR2 (flameresistant 2) 4.5@ 1 MHz 0.025 Similar to FR4, cheap, but recommend above
~1GHz

GaAs 13.0 0.0006 Low loss, not cheap, widely used for MMICs

LCP 31 0.002 Medium loss, low permittivity, up to 40 GHz,
cheap

PTFE (Teflon) 21 0.0004 Low loss, medium cost, low permittivity

PTFE-glass 2.1-2.55 0.001 Medium loss and cost, low permittivity

PTFE-ceramic 10.2 0.002 Medium loss, high permittivity soft substrate,
not cheap

RT/Duroid 5870 2.33 0.0012 Medium loss, low cost and low permittivity, up
to 40 GHz

RT/Duroid 5880 222 0.0009 Low loss, low cost and low permittivity, up to
77 GHz

RT/Duroid 6002, 6202 2.94 0.0012 Medium loss, low cost and low permittivity

RT/Duroid 6006, 6.15 0.0019 Mediumoss, low cost and medium permittivity

RT/Duroid 6010 10.2 0.0023 Medium|oss, low cost and medium permittivity

the opposite face, then adding a second substrate (which is metalized on only one surface)
on top to achieve the second ground plane. The stripline is often considered a ‘ soft-board’
technology, but using low-temperature co-fired ceramics (LTCC), ceramic stripline circuits

are also possible.

Unlikeamicrostripline, thestriplineisbasically an enclosed structure; thefieldisnot affected
by nearby components. The effective permittivity is the same as the substrate permittivity.

Figure2.30 From acoaxia cableto astripline
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There are many advantages of using striplines. Whatever circuits are on amicrostrip (which
is a quasi-TEM maode structure), you can do better by using a stripline, unless you run into
fabrication or size constraints. Striplinefilters and couplers always offer better bandwidth than
their counterparts in amicrostrip. Another advantage of the stripline is that fantastic isolation
between adjacent traces can be achieved (unlike amicrostrip). The best isolation resultswhen a
picket-fence of vias surrounds each transmission line, spaced at |essthan aquarter-wavelength.
The stripline can be used to route RF signals across each other quite easily when an offset
stripline (i.e. the central conductor is not right at the middle between the two ground planes)
isused.

There are two major disadvantages of a stripline:

1. Itismuch harder and more expensive to fabricate than the microstrip. L umped-element and
active components either have to be buried between the ground planes (not as convenient
as amicrostrip), or transitions to the microstrip must be employed as necessary to get the
components onto the top of the board.

2. Because of the second ground plane, the strip width is much narrower for given impedance
(such as 50 ohms) and the board is thicker than that for amicrostrip. A common reaction to
problems with microstrip circuitsisto convert them to astripline; thismay result in amuch
larger thickness for the same loss of the transmission line.

2.4.4.1 Characteristic Impedance
The characteristic impedance can be calculated approximately by

Zo= (2.86)

where

A= (2BIn(B+1) — (B—1)In(B2—1)) /x
B=1//I—t/d

The impedance is sensitive to the thickness of the central conductor. The typical value for
industrial standard linesis50 Q or 75 Q.

2.4.4.2 Fundamental Mode

Just as for the field within a coaxial cable, the field in a stripline is TEM mode. This means
that it is nondispersive and the velocity is not changed with frequency.

It is also possible to generate higher order modes if the operational frequency is above the
lowest cut-off frequency. The smallest wavel ength should meet the following conditionto avoid
higher order modes:

Amin > Zdﬁ
W (2.87)
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]

Figure2.31 Evolution from acoaxia cable to CPW (G: gap: W: width; d: substrate height)

2.4.4.3 Loss

The loss characteristics of the stripline are similar to the microstrip but have little loss due to
radiation, as the structure is almost screened.

2.4.5 Coplanar Waveguide (CPW)

The CPW isanother popular planar transmission line. Just like astripline, it may be considered
a structure evolved from a coaxial cable, as shown in Figure 2.31. This structure can also be
viewed asacoplanar stripline. The central conductor is separated from apair of ground planes.
They all sit on a substrate with a dielectric permittivity of ¢. In the ideal case, the thickness
of the dielectric isinfinite; in practice, it isjust thick enough so that EM fields die out before
they get out of the substrate. A variant of the coplanar waveguide is formed when a ground
plane is provided on the opposite side of the dielectric; this is called a grounded coplanar
waveguide (GCPW) and was originally developed to counter the power dissipation problems
of CPW.
The CPW offers many advantages, which include the following:

* |tiseasy tofabricateandtointegrateinto circuits. Circuit components can be easily mounted
on top of the line (even easier than on a microstrip) due to the fact that both the conductor
and ground plane are on the same side of the substrate. Unlike the microstrip and stripline,
no vias are required.

e |t can work to extremely high frequencies (100 GHz or more). Connecting to a CPW does
not entail any parasitic discontinuities in the ground plane.

e Good circuit isolation can be achieved using a CPW, because there are always RF grounds
between traces. Many examples of high-isolation RF switches have used a grounded CPW
to get 60 dB isolation or more.

e The characteristic impedance can be kept as a constant as the signal conductor’s width is
tapered down/up to meet apin. Thisis perfect for matching to acomponent pin width without
changing the substrate thickness.

One disadvantageis potentially lousy heat dissipation - this depends on the thickness of the
line and whether it makes contact with aheat sink. In addition, in terms of the circuit size, the
CPW isat adisadvantage versus astripline or microstrip circuit; becauseits effective dielectric
constant is lower (half of the fields are in air). CPW circuits can be lossier than comparable
microstrip circuits if acompact layout is required.
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2.4.5.1 Characteristic Impedance

Thedesignformulasfor aCPW arevery complicated. Therearefour geometric parameters: the
gap G, the conductor width W and thicknesst and the substrate thicknessd. It isnot possibleto
obtain an accurate analytical expression of the characteristic impedance. Some approximations
have to be made. If the conductor thickness is neglected, the effective permittivity is given
approximately by [2]

o=t { tanh[0.775In(d/G) + 1.75]
kG
- 10.04— 0.7k + 0.01(1 — 0.15,)(0:25+ k)]} (2.88)
where
w
K= 3G (2.89)

The effective dielectric constant of a CPW is very close to the average dielectric constant of
the substrate and free space. One way to think about thisis that half of the electric field lines
arein free space and half are in the dielectric.

The characteristic impedance is

307 K'(K)

= 2.90
0= e KO (290
where K (k) isacomplete elliptical function of the first kind. We have
K'=+/1-k? K'(k) = K(K) (2.91)
and
K’(K) 1+ f .
= —|(2 if 0<k<0707
K(K) —Jk }
[—| (2141&} if 0707 <k<1 (2.92)

Again, the typical impedance value for industrial standard linesis50 2 or 75 Q.
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2.4.5.2 Fundamental M ode

The EM field distribution around the CPW isillustrated in Figure 2.31 and issimilar to that of a
microstrip. Thewave velocity intheair isfaster than that in the substrate, thus the fundamental
field of CPW is quasi-TEM mode.

Higher order modes and surface modes may be generated in a CPW just asin amicrostrip
line. Thus, ground straps (bounding wires) are normally needed to tie the two grounds together
in a CPW. These are especially important around any discontinuity, such as a tee junction.
Care has to be taken since the bounding wires themsel ves could be the cause of discontinuity!

2.45.3 Loss

Thecurrent on the CPW isconcentrated around the signal conductor. The current on theground
planesisalso very focused in asmall area, which resultsin arelatively high conductor loss as
well as a heat dissipation problem. Generally speaking, the CPW exhibits a higher loss than
its microstrip counterpart.

2.4.6 Waveguide

Thisis avery special and unique electromagnetic transmission line. Unlike any other trans-
mission lines, a waveguide consists of just one piece of metal, which is tubular, usually with
acircular or rectangular cross-section. A rectangular waveguide is shown in Figure 2.32. Due
to the boundary conditions that the el ectric and magnetic fields have to satisfy, there are many
possible wave patterns, which are called transverse electric (m, n) modes (TE,, modes) and
transverse magnetic (m, n) modes (TM ,, modes). m and n represent the number of peaksalong
the x and y axes respectively. For example, TE;o mode means that the electric field is within
the transverse plane and there is no electric field component along the propagation direction,
whilst the magnetic field is not confined to the transverse plane, and the electric field changes
along the x-axis, having one peak, but it has no changes along the y-axis. Which modes will
actually be generated inside a waveguide depend on the frequency and excitation.

If the frequency is below the cut-off frequency of the fundamental mode (which is TE;yg
mode for standard waveguides), no propagation mode can be generated. Thus, the operational
freguency should be greater than the cut-off frequency, which meansthat the waveguide can be

g - b
: 1 [Egmod

Figure2.32 Rectangular waveguide
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considered a high-passfilter. Any signals below the cut-off frequency will befiltered out by the
waveguide. Thelarger the waveguide, the lower the cut-off frequency. Since large waveguides
are heavy and expensive, they are not attractive for applications. Thus, waveguides are only
used for microwave and millimeter wave frequency bands.

The main advantages of the waveguide are low loss and high power-handling capacities,
which are very important for high-power applications such as radar.

2.4.6.1 Fundamental Mode

The fundamental mode of a standard rectangular waveguide is TE;p mode. The field pattern
(along with some higher modes) isillustrated in Figure 2.32 (thefield patternsfor some higher
modes can be found in [2] and [4]). The width and height of the waveguide are a and b
respectively. The electric field can be expressed as

Ey = Eosin(Zx)el@=F2)

E.—E,=0 (2.93)

and the magnetic field is given by

Hx = Hisin(Zx)el@-#2
Hy = 0 | (2.94)
H, = Hacos(Zx)el =2

Theelectricfield isindeed within the transverse plane and themaximum field isat x = a/2,
while the magnetic field has two components, one along the propagation direction z. Neither
the electric nor the magnetic field isafunction of v, i.e. the mode index n = 0.

2.4.6.2 Cut-off Frequency, Waveguide Wavelength and Characteristic Impedance
The cut-off wavelength for TE,, and TM,,, modesis given by

2

he = \/ﬁ (2.95)
a b
and its corresponding cut-off frequency is
fo= —— [+ (e (296)
2 /e " a b

Thus, for TE o mode, the cut-off wavelengthis A, = 2a. Thismeansthat the waveguide works
for the operational wavelength A < 2a.

Since the next highest mode to TE;g is TEy (for astandard waveguide, 2b < a, i.e. TEg; is
ahigher mode than TE,g) and its cut-off wavelengthis 1. = a, thiswaveguide isonly suitable
for theoperational wavel ength between thesetwo cut-off wavelengths,i.e.a < A < 2a.Outside
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Table2.5 Standard waveguides

Waveguide Freq. (GHz) IDofa(mm) IDof b(mm) Freq. band

WR-137 5.85-8.2 34.85 15.80 C band
WR-112 7.05-10.00 28.50 12.60 H band
WR-90 8.2-12.4 22.86 10.16 X band
WR-62 12.4-18.0 15.80 7.90 Ku band
WR-51 15.0-22.0 12.96 6.48 K band
WR-42 18.0-26.5 10.67 4.32 K band

the bounds, the frequency is either too low for transmission or too high to keep single-mode
transmission. Higher modes are not desirable since they have higher loss and the field pattern
may be changed over thetransmission. Thus, eachindustrial standard waveguideisonly suitable
for a certain frequency range. A list of some selected standard waveguides with their suitable
frequency ranges and inside dimensionsis givenin Table 2.5.

The field inside a waveguide exhibits a periodic feature and the period is one waveguide
wavelength, which is actualy different from (longer than) the free space wavelength. The
waveguide wavelength can be calculated using

g = A / 1— (%)2 (2.97)

It is determined by the free space wavelength A and the cut-off frequency Ac.
The characteristic impedance is also mode-dependent. For TE;p mode, it is

ZTElO = 12071/,& 1- (Zia) (298)

which is not a constant but a function of frequency. Thisis one of the reasons why the single
mode is preferred for waveguide applications.

In thissection six of themost popular transmission lines have been introduced and discussed.
The characteristic impedance, fundamental mode and loss characteristics have been presented.
A brief summary is provided in Table 2.6.

2.5 Connectors

In practice, amost all transmission lines have to be terminated to suitable connectors, which
make the device interconnection much easier. There are many types of industrial standard
connectors. Sometimes, more than one connector is available. For example, RG58 cable can
be assembled to SMA, SMB, BNC and Type N connectors. Making the right choice can be a
problem and there is alack of information on this practical subject in other books, hence we
will address thisissue in this section.

Connectors are developed as a pair: a male and a femae (an example is shown in
Figure 2.33), athough some RF connectors are sexless (such as the APC-7 and the
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Table2.6 Summary of various transmission lines

Two-wire Coax Microstrip Stripline CPW Wave-guide

Basicmode TEM TEM quasi-TEM TEM quasi-TEM  TEy

Bandwidth  narrow —low wide wide wide very wide narrow
freg

Loss high med. med. med. med. low

Cost low low/ med. med. med. med. high

Ease of med. hard easy med. easy hard

integration

Application  low freq., genera PCB circuit  RF circuit RF circuit high power
short purpose  and MMIC and MMIC  andMMIC  and high
distance freg.

General Radio GR874). It is very important to choose the right connector for the applica-
tion, since the effects of the connector (which isan additional element and may not have been
taken into account in the design) on the system performance and measurements may be quite
significant. Thisis especially true in antenna measurements.

A good summary of all RF/microwave connectors was given by Amphenol RF [5]. Table
2.7 is a selection of some popular connectors for antenna systems and measurements. These
connectors are mainly for coaxial cables, but some of them can be used for other transmission
lines. For example, the SMA straight PCB mount jack, tab terminal panel jack and stub terminal
panel jack are available and widely used in the antenna community.

Since all RF test equipment comes with coaxial connectors (type N and SMA are popular
connectors), direct connection with other forms of transmission lines (such as microstrip and
CPW) would be tricky. Some adapters have been devel oped. For example, industrial standard
coax-to-waveguide adaptors are now widely available on the market. Figure 2.34 shows how
to connect an SMA connector directly to a microstrip and CPW (feed line to an antenna) in
practice — no standard adaptor is available.

F |

Figure2.33 Male (left) and female (right) N-type connectors
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Table2.7 Someindustry standard connectors (Reproduced by permission of Amphenol RF)

BNC Baby N connector (BNC). Bayonet-style coupling for quick connection and
disconnection. Availablein 50 €2, 75 ©2 and 50 <2 reverse polarity. DC — 4 GHz

K The K Connector™ s a precision coaxial connector system that operates up to 40
GHz. It is compatible with SMA, WSMA and 3.5 mm connectors. It is well suited
to applications in components, systems or instrumentation.

MCX A snap-on miniature coaxial (MCX) connector that conformsto the European
CECC 22220. Sincethe MCX hasidentical inner contact and insul ator dimensionsto
the SMB while being 30% smaller, it provides designers with options where weight
and physical space are limited. DC — 6 GHz.

MMCX A micro-miniature coaxial (MMCX) connector with a lock-snap mecha-
nism allowing for 360 degrees rotation on a printed circuit board. Conforms to the
European CECC 22000 specification and comes in surface mount, edge card and
cable connectors. DC — 6 GHz.

Precision: APC-2.4, APC-3.5, APC-7 and APC-N Theacronym APC describeshigh-
performance precision connectors, and stands for Amphenol Precision Connectors.
Developed by Amphenol and Hewlett-Packard engineers. DC — 50 GHz.

Mini BNC A new generation of miniature BNC connectors that maintain the
positive characteristics of our full-size BNCsfor 75 2 systems while allowing 40%
more interconnects in the same area. DC — 11 GHz.

SMA Subminiature version A (SMA) connectors with a threaded coupling mecha-
nism that perform through 18 GHz. Available in standard, phase adjustable and re-
verse polarity. Built in accordance with MI1L-C-39012 and CECC 22110/111, SMA
connectors can bemated with all connectorsthat meet these specs, regardless of man-
ufacturer. Widely used with RG-55, 58, 141, 142, 223, 303, 122, 174, 188 and 316.

SM B Subminiatureversion B (SMB) connectors. Developed inthe 1960sasasmaller
alternativeto the SMA, the SMB linefeatures a snap-on coupling mechanism. Avail-
ablein50 €, 75 © and miniature 75 Q2. DC — 4 GHz (usable to 10 GHz). Often used
with RG-188 and 196.

(continued)
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Table2.7 Someindustry standard connectors (Reproduced by permission of Amphenol RF)

(Continued)

SM C Subminiature version C (SMC) connectors. Medium-sized 50 €2 threaded con-
nectors designed to meet MIL-C-39012 category D, as generated by the US Air
Force. DC — 4 GHz (usable to 10 GHz). Often used with RG-188 and 196.

SM P Subminiature connectors with afrequency range up to 40 GHz. Used in minia-
turized applications they feature both push-on and snap-on mating styles.

SSMB Scaled SMA (SSMA). Microminiature connectors with snap-on mating in-
terface allowing quick installation in small spaces with excellent performance in
devicesup to 4 GHz.

TNC Features screw threads for mating and serves as athreaded version of the BNC
connector. The TNC is a 50 © connector available in both standard and reverse
polarity. DC — 11 GHz.

Type N Availablein standard N (coaxial cable) and corrugated N (helical and annular
cable), the Type N is a durable, weatherproof, medium-sized connector consistent
through 11 GHz. Used with RG-8, 58, 141 and 225.

UHF Invented for use in the radio industry, UHF stands for ultra-high frequency.
While at the time 300 MHz was considered high frequency, these are now general
purpose connectors for low-frequency systems.

Aricme | COPW-died Aienng 2 T od

Figure2.34 Wideband antennas fed by CPW and microstrip, which are directly connected/soldered to

SMA connectors
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2.6 Summary

Thischapter has provided comprehensive coverage of circuit conceptsand transmission lines—
thisis essential knowledge for antenna feeding, matching and characterization. In summary:

¢ Anintroduction to lumped element systems and distributed element systems has been given
right at the beginning. The main idea is that the current, voltage and impedance are all
functions of the frequency and the reference position at the transmission line.

e A transmission line model has been developed to obtain the important parameters of a
transmission line, which include the characteristic impedance, input impedance, attenuation
constant, phase constant and velocity. An extensive study on terminated transmission lines
has been carried out. The reflection coefficient, return loss and VSWR have been introduced
to evaluate the line impedance matching.

e The Smith Chart has been introduced as a very useful tool to analyze impedance matching.
Lumped and distributed matching networks and impedance-matching techniques have also
been addressed.

e The bandwidth and quality factor (Q factor) have been discussed in depth.

e Six popular transmission lines have been examined and compared in terms of
their characteristic impedance, fundamental mode, loss characteristics and frequency
bandwidth.

* Various RF/microwave cables and connectors have been presented at the end of this chapter
along with their typical specifications and frequency bandwidths.
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Problems

Q2.1 Explain the concept of the characteristic impedance of a transmission line.

Q2.2 For alow-loss transmission line, find its characteristic impedance, attenuation con-
stant and phase constant (or wave number using lumped elements). How does the
frequency affect these parameters?

Q2.3 A uniform transmission line has constants R=500u2/m, G=1.5mS/m, L =
0.5uH/m and C = 10nF/m. Find the characteristic impedance and the attenu-
ation constant of the line at the following frequencies
a) 50 Hz;

b) 30 MHz;

c) 1GHz;

d) 10 GHz.

and comment on the results.
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Q2.4

Q25

Q2.6

Q2.7

Q2.8

Q2.9
Q2.10
Q2.11

Q2.12

Q2.13
Q2.14
Q2.15
Q2.16

Q2.17

A coaxial transmission line has a = 4 mm and b = 12 mm. Find the characteristic

impedance of the line if the dielectric is

a) air space polyethylene (ASP);

b) foam polyethylene (FE);

c) solid Teflon (ST).

Hint: Use Table 2.2 for permittivity.

A 100 < resistor is connected to a good cable with characteristic impedance of

50 Q. The attenuation constant is not zero but 0.2 Np/m at 1 GHz, and the relative

permittivity of the cable dielectric is 1.5. If the cable length is 10 m, find

a) the reflection coefficient and return loss at the termination;

b) the reflection coefficient and return loss at the input of the cable;

c) the VSWR at both the terminal and the input of the cable;

d) the input impedance at the input of the cable.

Suggest a method to improve the matching of the system.

Obtain the theoretical characteristic impedance and the best impedance for maxi-

mum power-handling capacity of a coaxial cable. Use the results to justify why the

most common coaxial cable impedances are 50  and 75 .

RG-59U, a popular cable for microwave applications, has an open-circuit

impedance of 130 + j75 ohms and short-circuit impedance of 30.3 — j21.2 ohms.

Find the characteristic impedance of the line.

A quality transmission line is terminated in 100 + j50 ohms. Find

a) the voltage reflection coefficient;

b) the VSWR,;

c) the shortest length of line required to transform the impedance to purely resis-
tive.

If 220 V is applied to the line, find the maximum and minimum line voltages.

Explain the concept of impedance matching and then compare a lumped matching

network and a distributed matching network.

Explain what the Smith Chart is. Explain its application.

A load with an impedance of 100 — j100  is to be matched with a 50 Q trans-

mission line. Design a matching network and discuss if there are other solutions

available.

A load with an impedance of 100 — j100 <2 is to be matched with a 50  transmis-

sion line. Design two stub-matching networks and then compare their bandwidth

performance.

Explain what Bode—Fano limits are and how they may be applied to matching

networks.

Discuss the relationship between bandwidth and quality factor. What is the major

difference between the loaded Q factor and the unloaded Q factor?

Design a 50-ohm microstrip line using a PCB board with PTFE (Teflon) substrate

of 1 mm thickness. Find the cut-off frequency for the first higher mode in the line.

Design a 50-ohm CPW using a PCB board with PTFE (Teflon) substrate of 1 mm

thickness.

Rectangular waveguides are widely used for radar applications. WR-90 standard

waveguide (see Table 2.5) is mainly used for the X band. Find

a) the cut-off frequency for TE;q mode;

b) the cut-off frequency for TEp; mode;

c) the cut-off frequency for TE,;; mode.

Hence identify the most suitable frequency range for this waveguide.






3
Feld Concepts and Radio Waves

In this chapter we will first see how Maxwell’s equations can be used to obtain wave solutions.
The concepts of the plane wave, intrinsic impedance and polarization will then be introduced,
followed by a discussion on radio propagation mechanisms and radio wave propagation char-
acteristics in various media. A few basic radio propagation models will be introduced, and
circuit concepts and field concepts will be compared at the end of this chapter. The concept of
skin depth will belooked into from both thefield and circuit points of view. Although theissues
addressed in this chapter may not be used directly for antenna design, the knowledge will be
extremely useful for gaining a better understanding of the antenna radiation characteristics as
well asradio waves— generated/received by antennas. Because antennas and radio propagation
are so closely linked, some countries and universities treat them as a single subject.

3.1 Wave Equation and Solutions

As mentioned in Chapter 1, Maxwell’s modified version of Ampere’s Circuital Law enables
a set of eguations to be combined together to derive the electromagnetic wave equation. The
derivation is relatively straightforward.

Now let us discuss a time-harmonic case with the time factor e/, which means a single
frequency and is the most common form of awave in real life (according to Fourier’s theory,
more complicated cases may be decomposed to a linear combination of harmonic waves).
From Maxwell’s equations (1.29), we have

VxE=—-jouH
Vx H=(o+ jwe)E
VeE =p/e

VeH =0

(3.1)

Take a curl operation on thefirst equation to yield

VxVxE=V(VeE)—V?E =—jouV x H

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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w2 oy ez
Combine this with the second and third equationsin Equation (3.1) to obtain

whereVZ=V eV =

V2E — jou(o + jwe)E = V(p/e) (3.2
Now let

y =vViowo + jos) =a + B (33)

where« and 8 arethe attenuation constant and phase constant, respectively. Similar definitions
were introduced for atransmission line in Chapter 2. From Equation (3.3) we can represent
these constants by the material properties and frequency as:

1 3 1/2
(e
a:a)axus|:§< 1+W_1>:|

12 (3.4)
—oyiE| (14 2 41
p=wyne 2 £2w?
Equation (3.2) can now be rewritten as
V2E — y?E = V(p/¢) (3.5)
In the source-free region (o = 0), we have
V?E—y?E=0 (3.6)

Thisiscalled the wave equation. There are many possible solutionsto this equation. Boundary
conditions and sources are required to obtain the specific solutions. In free space, one of the
solutionsis

E = XEoel 7% = REqe 2t i(@t=F2) (3.7)

This can be validated easily by using this representation in the wave equation. Other possible
solutions include, for example

E = REgel®7Z E = S,Eoejwtﬂfz; E = 2Egelet:rx:
Using the electric field E in Equation (3.7) and Equation (3.1), the magnetic field H is
¥4

H= L vxE=_§L Eeertier (39)
o W
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E & | e~z
/ e | Ege~“ cos(wt — Bz)
i i,

Figure3.1 A traveling wave in amedium with loss

Thus, the magneticfield hasonly ay component in thiscase, which isorthogonal totheelectric
field. There is a phase difference between the electric and magnetic fields if the attenuation
constant is not zero.

3.1.1 Discussion on Wave Solutions
Equation (3.7) can beillustrated by Figure 3.1; it is evident that

e Thewave solution isavector. In this case, it has only an x component.

e Itsamplitude is decreased exponentially as afunction of the propagation distance (z, in this
case). The attenuation constant «, given by Equation (3.4), is determined by the material
properties and frequency. When the conductivity o iszero, the wave amplitudeisaconstant.

e Itsphase ¢ isof theform (wt — B2), which isafunction of time, frequency and propagation
distance.

For the loss-free case, o = 0, Equation (3.4) can be smplified to

a=0
B =w/ne

If we fix the phase and let the wave travel a distance of Az over a period of time At,
mathematically thisis

(3.9)

Thus, the velocity of the wave can be obtained as

_AZ_a)

Replace B by Equation (3.9) to give

(3.12)
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This means that the wave velocity is determined by the permittivity and permeability of the
medium in which the wave is traveling. In free space this velocity is

1
v = ~ 3 x 108 m/s
A/ H0o€0

We can therefore conclude that the velocity of an electromagnetic wave (including light) in
free space is about 3 x 108 m/s — this was what Maxwell obtained more than 120 years ago
when he formulated the four equations (more precisely 20 equations in his original work),
but at that time nobody could validate this important result. This is a good example of how
mathematics can be used to solve real world engineering problems.

In addition, from Equation (3.11), we can see that

gt _2r (3.13)

v v A

Thus, the phase constant is also called the wave number (for every one wavelength, the phase
is changed by 27), which is the same as what we obtained for atransmission line in Chapter
2. In fact, the transmission line equation (2.7) isjust a special case of the wave equation (3.6)
when x and y are fixed. The free space could be viewed as an open transmission line where
theinformation is carried by electromagnetic (EM) waves.

Light, X-rays and radio waves are EM waves at different frequencies although they seem
to be very different. One thing that all the forms of EM waves have in common is that they
can travel through empty space. This is not true for other kinds of waves; sound waves, for
example, need some kind of material, likeair or water, in which to move. EM energy iscarried
by photons, the energy of a photon is hf, where h is Planck’s constant = 6.63 x 10~3* Js, and
f isthe frequency in Hz.

3.2 The Plane Wave, Intrinsic Impedance and Polarization
3.2.1 The Plane Wave and Intrinsic Impedance
When the conductivity of the medium is zero, the electric field in Equation (3.7) can be
simplified to
E = XEpel @' —F2 (3.14)

and the corresponding magnetic field is

H = yﬂ Eoej(wt*ﬁz) — 9\/EEoej(wtﬁz) (315)
w M

Thus, the electric and magnetic fields are in phase, of constant amplitude and orthogonal to
each other, as well as being orthogonal to the propagation direction z. ThisEM waveiscalled
the plane wave, and isillustrated by Figure 3.2. It is a special but common form of EM wave
whose amplitude is a constant (in theory). The spherical wave is another common wave form.
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Figure3.2 A planewave traveling in the z-direction

The planewave can only exist far away from the source, whil st the spherical waveisconsidered
closer to the source.

The power flow density of the EM wave, also known as the Poynting vector, is defined as
the cross product of the electric and magnetic fields, i.e.

S=E x H*(W/m?) (3.16)

where * denotes the complex conjugate, i.e. (R+ j X)* = R — j X. The Poynting vector de-
scribes the amplitude and direction of the flow of power density in EM waves. It is named
after the English physicist John Henry Poynting, who introduced it in 1884. The power flow
direction is orthogonal to E and H. Equation (3.16) gives the instantaneous Poynting vector.
The averaged Poynting vector is obtained by integrating the instantaneous Poynting vector
over one period and dividing by one period. Thus, the time-averaged power density of an EM
waveis

1 ~ a1l [e
Sy = ERe(E x H*) = zé\/EEg (3.17)

and it can be obtained by its electric field amplitude and material properties,/e/u — thisis
actually the ratio of the electric field to the magnetic field:

E
n=— =% — 107 [ (@) (3.19)
H e &r

It is caled the intrinsic impedance of the material and is determined by the ratio of the
permittivity to the permeability of the medium for aloss-free medium. If the medium islossy
(conductivity is not negligible and/or the permittivity is complex), the intrinsic impedance is
complex:

E op jou
H iy o+ jowe

() (3.19)
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Infree spaceitis

no= |20 = 1207 ~ 377(Q) (3.20)

€0

and the time-averaged power density is

1
Sw = 25 noE3 = 2607 E3 (3.21)

3.2.2 Polarization

A very important feature of the EM wave is the polarization, which is described by the locus
of the tip of the E vector as time progresses. |f we use a trigonometric form (we can also use
the exponential form), awave propagating towards the z direction can be expressed as

E = XAcos(wt — 2) + §B sin(wt — B2) (3.22)

where A and B, also shown in Figure 3.3, are the amplitudes of the field componentsin the x
and y directions, respectively. It is not difficult to verify that this E field is also a solution of
the wave equation (3.6).

If Aor B =0, this expression represents alinearly polarized wave; if A # B # 0, itisan
elliptically polarized wave; if A = B, it then represents a circularly polarized wave, which is
widely employed in satellite communi cations. Because theionosphere causes Faraday rotation
toan EM wave, which meansthat alinearly polarized EM wave may berotated by an unknown
amount (depending on thethickness and temperature of theionosphere, aswell asthefrequency
—therotationishigh at lower frequencies but small at higher frequencies), making the linearly
polarized wave hard to match after passing through the ionosphere. However, there is no prob-
lem for circularly polarized waves, thisis why satellite systems like GPS (global positioning
system) have employed circular polarization, not linear polarization, for transmission.

The circularly polarized wave may be considered a combination of two linearly polarized
waves. There are two types of circular polarization: right-hand circular polarization (RCP)

Ay AY
E B,~ E -+ E
/ 7 \
1 \ / \
| | > [|
A X
\\ ] \\ ;X
d7 D S Y s
Linear
AorB=0 Elliptical Circular
A=B

Figure3.3 Wave polarizations
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and left-hand circular polarization (LCP) — one linearly polarized wave is ahead of or behind
the other one by 90 degrees. When the thumb points to the propagation direction, if the tip
of the E vector follows the right-hand fingers as time progresses, it is RCP. Otherwise, it
is LCP. Equation (3.22) represents a right-hand circularly polarized wave if A= B > 0. Its
corresponding left-hand polarized wave can be expressed as

E = XAcos(wt — f2) — yBsin(wt — B2) (3.23)

Thereisjust asign change: '+’ ischangedto ‘' —’ for the y component. Theratio of amplitudes
Ato B iscaled the axial ratio:

A
AR= = (3.24)
B

For acircularly polarized wave, AR is one. For alinearly polarized wave, it isinfinite or zero,
thus0 < AR < +o0.

It should be pointed out that a plane wave can be linearly polarized, circularly polarized
or dlipticaly polarized. Equation (3.14) represents a linearly polarized plane wave, whilst
Equations (3.22) and (3.23) are circularly polarized plane waves.

3.3 Radio Wave Propagation Mechanisms

Radio wave propagation is a specia subject. A radio wave is considered a genera term in
this book for EM waves up to about 100 GHz. In this section we are going to briefly review
wave propagation mechanisms, which include wave reflection, transmission, diffraction and
scattering.

3.3.1 Reflection and Transmission

Aswe understand now, an EM wave far away from its source may be considered alocal plane
wave. Let alinearly polarized plane wave be incident on the surface between Medium 1 and
Medium 2, as shown in Figure 3.4. What is going to happen at the boundary? The wave will be
partialy reflected back to Medium 1 and partially transmitted (more precisely refracted; the
refraction isthe changein direction of awave dueto achangein velocity from one medium to
another) into Medium 2. If the loss can be neglected, there are afew important points to note:

e theincident angle 6; isthe same asthe reflected angle 6, , that is9; = 6, ;
« theincident angle 6; islinked to the transmitted angle 6, by Shell’slaw:

sing 2 Jeamz

The reflection coefficient is defined as the ratio of the reflected wave to the incident
wave, i.e.

sinbe 1 e (3.25)

_Er

r=—"
Ej

(3.26)
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B =TE E =TE;

Medium 1 Medium 2

Z; s

Figure3.4 Plane wave reflection and transmission, and its analogous transmission line

and the transmission coefficient is defined as the ratio of the transmitted wave to the incident
wave, i.e.

_Et

Tt
Ej

(3.27)

Both coefficients are linked to the wave polarization. There are basically two orthogonal
polarizations— parallel polarization (E is parallel to the incident plane formed by the incident
and reflected waves) and perpendicular polarization (E is perpendicular to the incident plane),
as shown in Figure 3.5. Any other polarizations can be considered to be combinations of these
two principal polarizations.

We can employ either the field approach or the circuit approach to obtain the reflection and
transmission coefficients. Using field concepts, we need to employ the boundary conditions,
whichisrelatively complicated. Thus, we are going to use the circuit approach to obtain these
coefficients.

From Figure 3.4, we can see that the two media can be replaced by two anal ogous transmis-
sion lines with characteristic impedances of Z; and Z,, respectively. They are determined by

H E
/
E ¥ H
Parallel Polarization Perpendicular Polarization

Figure3.5 Two principal polarizations
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wave polarization, incident angle and material properties:
{ n1 - cosé;; for paralel pol.
Z, =

n1/ cosé;; for perpendicular pol.
' | (3.28)
{ 12 - coséy; for paralel pol.
2 =

n2/ cosé;; for perpendicular pol.

where the intrinsic impedance 7 is determined by material properties, as shown in Equation
(3.19). The reflection coefficient between these two transmission lines can be obtained easily
from Equation (2.28), i.e.:

Z- 7y

I =
Zy+ 7,

(3.29)

which isalso the reflection coefficient at the boundary between Medium 1 and Medium 2. The
transmission coefficient is

275
Zy+ 74

T=14T= (3.30)

Thereflection and transmission coefficients areratios of electric field strengths. Because the
incident power equals the sum of the reflected and transmitted powers, we have:

ITP+|TI2=1 (3.31)

Example 3.1: Reflection on a perfect conductor. Obtain the reflection and transmission co-
efficients between air and a perfect conductor.

Solution:

The conductivity of aperfect conductor isinfinite. Using Equations (3.19) and (3.28), we know
that the characteristic impedance of itsequivalent transmission lineiszero for any polarization
and incident angle, i.e. Z, = 0, thus

'=-1andT =0

Thismeansthat all signalsarereflected back and the phaseis changed by 180 degrees. There
isno signal transmitted into the conductor.

Example 3.2: Reflection on a ground. If the relative permittivity of a ground is 9 and the
conductivity is very small and negligible, plot the reflection coefficient as a function of the
incident angle for both parallel and perpendicular polarizations.
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Solution:
e1 = 1and e, = 9. To obtain the reflection coefficient, we first use Equation (3.25) to yield

sind W/ 1 . 1.
R Elm=—,thuscos€t=\/1—sm29t=,/1——Sln29i;
sm@i JE2U2 3 9

and then use Equation (3.28) to give

7 _ 1207 - cosé;; for parallel pol.
1= 11207/ cos6;; for perpendicular pol.

2 _ 40m V1 sin?6;/9; for paralle pol.
>~ ) 407//1— sn?6,/9; for perpendicular pol.

Thus, the reflection coefficient for parallel polarization is

o _Za=71 _ Y1-8n°6/9—3cosh,
" Zo+Zi T J1—sm?6,/9+ 3cosh,

and the reflection coefficient for perpendicular polarization is

Z,— 71 cost —3y/1—sin’6;/9

I = =
Z:+ 721 cost +3y/1—sn?6,/9

The results are plotted as a function of the incident angle in Figure 3.6. Obviously, the re-
flection coefficients are very different for different polarizations. There are some important
observations:

' —— Parallel Pol.
E --- Perpendicular Pol.
R Y] — SR S S -
[} 1 1 1 1
'5 1 1 1 1
b= . : : g
3 : : : :
g 0 I | 1 h 1
o | | | |
B 1 1 I
@ ' ' ' Brewster’s
e o5 - R +___langle ____
A P i i
: : ."-o_~ |
: : I S
1 . . S SR
0 20 40 60 80 100

Incident Angle (degree)

Figure3.6 Reflection coefficient as afunction of incident angle
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* For parallel polarization, the reflection coefficient vanishes (= 0) at a particular incident
angle, thisangleis called Brewster’'s angle:

ba =sin /- ‘1 - (3.32)
r

* For perpendicular polarization, the larger the incident angle, the larger the reflection coeffi-
cient (magnitude).

e At normal incidence, the reflection coefficient is the same for both polarizations.

» At 90 degrees, thereflection coefficient is1 for parallel polarization and —1 for perpendicular
polarization.

Special Case 1: when the incident angle is greater than Brewster’'s angle for parallel
polarization, I' > 0, as shown in Figure 3.6. Can we still employ Equation (3.30) to calculate
the transmission coefficient?

The answer is no, otherwise | T| would be greater than one and would fail to meet the
condition set by Equation (3.31). Thus, Equation (3.30) isonly validfor Re(I") < 0. 1f Re(l") >
0, Equation (3.30) should be replaced by

27,

T=1-T=
Zy+ 7,

(3.33)

Special Case 2: when theincident wavetravelsfrom a dense medium into aless dense
medium at an angle exceeding the critical angle, what will happen?

The critical angle is the incident angle that gives a transmitted angle of 90 degrees when
the wave is from a dense medium to a less dense medium, such as from water into air. From
Snell’slaw, let sind; = 1 to obtain this specia angle

NG (3.34)

If the relative permittivity of the water is 80, the critical angle is 6.42 degrees.

When the incident angle is greater than the critical angle, for whatever polarization, the
wave will be totally internaly reflected and will also be accompanied by a surface wave in
the less dense medium. This surface wave decays exponentially away from the surface but
propagates without |oss along the surface [1]. People have devel oped communication systems
for submarines utilizing this phenomenon.

Oic = SN~

3.3.1.1 Effects of Reflection and Transmission on Wave Polarization

Example 3.2 has clearly shown that, for non-normal incidence, the reflection coefficients are
different for the two principal polarizations. Asaresult, if an incident wave is a combination
of these two orthogonal waves, the combined signal after the reflection will be changed. For
example, if theincident waveisacircular polarization, which meansthat the parallel component
and the perpendicular component are of the same amplitudes but 90 degrees out of phase, after
the reflection, the wave is no longer a circularly polarized wave but an €elliptically polarized
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wave — because the wave components in these two orthogonal planes are no longer the same.
Similarly, if it isalinearly polarized wave, after the reflection, thislinear polarization may be
rotated.

The same conclusion can be drawn for the transmitted wave, since the transmission coef-
ficients are aso different for the two different polarizations if the incident angle is not zero
degrees (normal incidence).

An important special case is when the reflector is a perfect conductor; here the reflection
coefficient is —1. For alinearly polarized wave, this means a phase change of 180 degrees.
But for a circularly polarized wave, an RCP wave becomes an LCP wave, and an LCP wave
becomes an RCP after the reflection. This results in polarization mismatch. Thus, circular
polarization is not recommended for indoor radio communications where plenty of reflections
occur for aradio path.

3.3.1.2 Radio Wavesthrough a Wall

A very common scenario is aradio wave passing through awall to reach atelevision, mobile
phone or other radio device (such as alaptop computer). How can we find out the transmission
coefficient and the attenuation?

Again, we can use circuit conceptsto deal with this problem, which should be much simpler
than using field concepts. As shown in Figure 3.7, there are now three media. Their equiva-
lent transmission lines have the characteristic impedances Z;, Z, and Z3, respectively. They
are defined by Equation (3.28). The thickness of the wall is d. There are multiple reflections
and transmissions at the boundaries. Thus, the reflected wave is now the summation of all
the reflected waves, and the transmitted wave is also the summation of al the waves trans-
mitted. They could be combined constructively (larger) or destructively (smaller). Using the
transmission line model, the cal culation of the reflection and transmission coefficientsis much
easier than the field approach (but it is still not easy!). Z3 may be considered the load of the
second transmission line. Using Equation (2.32), theinput impedance at the interface between

€1, 11,01 €2, 42, 02 €3, U3, 03

Medium 3
) / eclim 2 x
<>
de
Z; Z Z3

Figure3.7 Reflection and transmission through awall and its analogous transmission line
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Medium 1 and Medium 2 can be written as

Z3 + Zytanh(y»de)
Zin=72 3.35
N 27, 1 Zstanh(yode) (3.35)

where v, = /Joua(oz + jwey) and de = d/cosé; is the effective thickness. If the loss is
negligible, we have

Z3 + | Zptan(B2de)

Zin=12 _ 3.36
"7 T2, 4 [ Zstan(Bade) (339
Thus, the reflection coefficient is:
p_Zin—%
Zin+ 21
From a power point of view, the power transmitted through the wall is
Pr=(Pn—Pr)- A (3.37)

where
Pr = power transmitted through the wall;
P, = incident power;
Pr = reflected power = P, - |T'|2
A = attenuation of the wall = 2% j.e. it is determined by the attenuation constant and
the effective thickness of the wall.

Example3.3: Reflection of awall. A brick wall has arelative permittivity of 4 and athickness
of 20 cm, thelossis negligible.

a. If the operational frequency is 2.45 GHz for wireless applications (such as Bluetooth),
plot the reflection coefficient as a function of the incident angle for both paralel and
perpendicular polarizations.

b. If theincident angleis45 degrees, plot therefl ection coefficient asafunction of thefrequency
for both parallel and perpendicular polarizations.

Solution:
Weknow ¢1 = 1, ¢ = 4 and ¢3 = 1 and all conductivities are zero. In Medium 2, the wave-
length A, = )»0/«/2 = Ao/2,and B = 27/ As.

To obtain the reflection coefficient, we first use Equation (3.25) to yield

sino W/ 1 1
— = El'ul:—, thus cosé; = /1 —sn?6, = ,/1— > sin?4;;
sing, JE2U2 2 4
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and then use Equation (3.28) to give

1207 - cosd;; for paralel pol.

Z1=23= { 1207/ cos6;; for perpendicular pol.

5 _ |60 1—sin®6; /4; for paralle pol.
2= 607 /y/1 — sin? 6; /4; for perpendicular pol.

For the parallel polarization, using (3.36) yields:

in = /1 —Sin 9,/4 £ Ita“ﬂd - 4
1 sin 6|/4 + j3cosei tan(ﬂzd/ 1-—sn 9i /4)

Thisisthe load impedance to transmission line 1, thus the reflection coefficient is

r - Zin — 1207 - cosb;
/I Zin + 1207 - cosh,

For the perpendicular polarization, we use the same approach to obtain

31 —sin?6, /4 + j cosé; tan(Bod/+/1 — sin? 6, /4)
cost; + j3y/1—sin?6; /4tan(Bod//1 — Sin? 6, /4)

Zin = 607/\/1—sin?6; /4

. Zin — 1207/ cos6;
a Zin + 1205/ cos6;

ry,

a. Whentheincident angleisset asthevariable, thereflection coefficientsfor both polarizations
are as plotted in Figure 3.8. The important observations are:
» the reflection coefficients are about the same at small incident angles, and at 90 degrees,
e there are two troughs for parallel polarizations but one for perpendicular polarization;
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Figure 3.8 Reflection coefficient of awall asafunction of the incident angle
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Figure3.9 The reflection coefficient of awall asafunction of the frequency

* thereflection coefficient of perpendicular polarization isalways greater than (or the same
as) that of parallel polarization.

b. When the frequency is set as the variable, the reflection coefficients for both polarizations
are as plotted in Figure 3.9. We can see that:

e The reflection coefficients are periodic functions of the frequency. The period for both
polarizations is the same, 350 MHz in this particular case (for the normal incident, the
periodis375MHz),i.e.itswavelengthishalf of theeffectivethickness. Thus, thereflection
coefficient is minimized when the thickness of the wall isan integer of half of the effective
wavelength. This important conclusion can be used for antenna radome and housing
design.

¢ Thereflection reaches the maximumwhende = A/44+nx/2,n=0,1, 2...

 Thereflection coefficients are very small for low frequencies. Thisiswhy low-frequency
signals can easily penetrate buildings.

e Again, the reflection coefficient of perpendicular polarization is always greater than (or
the same as) that of parallel polarization.

In this example, since the conductivity is zero, the waves which are not reflected by the
wall will pass through the wall without attenuation and the transmission coefficient can be
calculated using the reflection—transmission equation (3.31).

Itisclear now that radio wave reflection and transmission are complicated. The coefficients
are functions of frequency, incident angle and polarization, aswell asthe dielectric properties
of the media.

3.3.2 Diffraction and Huygens's Principle

Diffraction isthe apparent bending and spreading of waves when they meet an obstacle. It can
occur with any type of wave, including sound waves, water waves and el ectromagnetic waves.
As asimple example of diffraction, if you speak into one end of a cardboard tube, the sound
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Figure3.10 Radio wave diffraction over a knife-edge obstacle

waves emerging from the other end spread out in all directions, rather than propagating in a
straight line like a stream of water from a garden hose.

Thefoundation of diffraction theory isbased on Huygens' s Principle, which statesthat each
point on a primary wave front can be considered a new source of a secondary spherical wave,
as suggested in Figure 3.10. The new sourceis considered an equivalent source, which can be
expressed mathematically as

Js =fAxH
Mo— —f x E (3.38)
where Js and M s are the equivalent surface electric current and magnetic current on an imag-
inary surface S, respectively; fi is the unit vector, normal to the surface S. Thus, the original
problem can be replaced by an equivalent source which produces the same electric and mag-
netic fields outside the (enclosed) surface S. Thus, Huygens's principle is closely linked to
Love's equivalence principle, which was developed by replacing an actual radiating source
by an equivalent source. This principle is very useful for analyzing aperture-type and slot
antennas, which will be discussed in Chapter 5.

When the distance from the obstacle to the receiver (Rx) is much larger than the height of
the obstacle, which could be a mountain or a building, the relative (to the direct ray) power
density S can be approximated by [1]

A riro
T An2h2'ry + rz) (339
where . isthewavelength. r, andr, arethedistancestothetransmitter and receiver, respectively
and h isthe height of the obstacle above the reference line.

Thus, diffraction by obstacles is an important mechanism for radio propagation, espe-
cialy when there is no line-of-sight path available. Radio broadcasting signals can pass over
hills'fmountains and mobile radio signals can reach to the street; these are just some of the ex-
amples benefitting from radio wave diffraction. Radar is able to detect various targets, which
isalso partially due to diffraction of the radar signal from the target.

3.3.3 Scattering

Unlikethe other propagati on mechanismswhere the size of the medium or the obstacleismuch
larger thanthewavel ength, scattering occurswhen the obstacl eiscomparableto or even smaller
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Figure3.11 Radio wave scattering

thanthewavelength. Itisthe processby which small particles/obstaclesinamedium of different
dielectric properties diffuse a portion of the incident wavein all directions. In scattering, there
are no energy transformation results, only a change in the spatial distribution of the radiation,
as shown in Figure 3.11. Back scattering has been employed for radar applications, such as
target detection and weather forecasting.

Along with absorption, scattering isamajor cause of the attenuation of radio propagation by
theatmosphere. Scattering variesasafunction of theratio of theparticle/obstaclediameter tothe
wavelength of thewave. Whenthisratioislessthan about one-tenth, Rayleigh scattering occurs,
in which the scattering coefficient variesinversely asthe fourth power of the wavelength —this
result can be used to explain why the sky is red at sunrise and sunset but blue at midday (the
wavelength of red light islong and the wavelength of bluelight is short, thus most transmitted
light isred but most scattered light isblue). At larger values of theratio of the particle diameter
to the wavelength, the scattering variesin a complex fashion described by the Mie theory; at a
ratio of the order of 10, the laws of geometric optics (where the wave can be treated as aray)

begin to apply.

3.4 Radio Wave Propagation Characteristicsin Media

Radio waves propagating through a radio channel may undergo reflection, transmission or
refraction, diffraction and scattering. Attenuation or absorption is another important aspect
that we have not yet discussed properly. The same radio wave propagating through different
mediamay exhibit very different features. In this section we are going to briefly examineradio
wave propagation characteristics in some common media.

3.4.1 Media Classification and Attenuation

From an electromagnetics point of view, materials can be classified as conductive, semi-
conductive or dielectric media. The electromagnetic properties of materials are normally func-
tions of the frequency, so are the propagation characteristics. Recall that, in Chapter 1, we
introduced the complex permittivity and defined the loss tangent as the ratio of the imaginary
to thereal parts of the permittivity, which is Equation (1.36):

"

£ o
tand = — = —
g we
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Figure3.12 Classification of media as afunction of frequency (tans = 10M). (J. D. Kraus and D. A.
Fleisch, Electromagnetics with Application, 5th edition, McGraw-Hill, 1999. Reproduced by permission
of The McGraw-Hill Companies)

Thishastaken thefrequency aswell asthe normal permittivity and conductivity of the medium
into account. The specific classifications are givenin [1] as

e Conductor: tand = Z > 100
weé o
e Semi-conductor: 0.01 < tand = — < 100
weé
¢ Dielectric: tand = 2 < 0.01
weé

The classification of some common media as a function of frequency is shown in Figure
3.12, where M is determined by tans = 10M. It isimportant to note that:

e The medium classification is indeed frequency dependent.

e Most materials are in the conducting region at low frequencies (< 10 kHz) but in the
dielectric region at high frequencies (> 1 GHz). The ground and water are just two
examples.

* Figure 3.12 isjust an approximation to illustrate material properties over a wide frequency
range. Real-world materials are more complicated. A typical complex dielectric permittivity
spectrum is shown in Figure 3.13. A Cole—Cole model or Debye relaxation model is often
used to approximate this frequency response. The permittivity ¢ and conductivity o are not
constant but functions of frequency as well.

This classification is useful for evaluating the EM properties of a medium in terms of the
loss tangent but is not accurate for classifying whether a medium is lossy or not. Recall that
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Figure3.13 A typical complex permittivity spectrum

the attenuation constant (it is, in fact, not a constant) is given by (3.4) as

1/2

1/2
a:wm[%< 1+;—;—1ﬂ =wm[% <\/1+tan25—1)] (3.40)

Thelosstangent isjust aterm in the bracket. The attenuation constant is actually proportional
to the frequency if the loss tangent is fixed. Generally speaking, the dominant feature of radio
wave propagation in mediais that the attenuation increases with the frequency — this seemsto
contradict the material classification. Figure 3.12 is not a good reference for propagation loss
characteristics, but a useful plot of the loss tangent against the frequency.

It is now clear that many common media may be considered to be conducting materials at
low frequenciesand diel ectric material sat high frequencies, but their attenuationincreaseswith
freguency. Thisiswhy, generally speaking, low frequencies have been used for longer distance
communications and high frequencies are employed for shorter distance communications.

3.4.1.1 Propagation through the lonosphere

It is important to take into account the propagation characteristics of the ionosphere when
long-distance and satellite-type communications are considered. The ionosphere isthe region
above the troposphere (where the air is), from about 80 to 400 km above the Earth. It isa
collection of ions, which are atoms that have some of their electrons stripped off, leaving two
or more electricaly charged objects. The sun’s rays cause the ions to form, and these then
slowly recombine.

The propagation of radio waves in the presence of ionsis drastically different from that in
air, which is why the ionosphere plays an important role in most modes of propagation. The
major effects of the ionosphere on radio waves are:

 Reflection at low frequencies (up to about 30 MHZz). Thus, the ionosphere and the Earth can
form akind of waveguide, |etting awave propagate over avery long distance using ground/
surface mode.
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» Scattering, refraction and absorption when high-frequency waves (above 100 MHz) pass
through it.

 Faraday rotation: the wave polarization plane/line is rotated through the ionosphere. The
amount of rotation isdependent on the thickness and charge density of theionosphere, which
are functions of time (and where the sun is), and is also dependent on the frequency. The
rotation issmall at very high frequencies (> 10 GHz), which iswhy linear polarizations may
be employed for satellite communications or broadcasting if the frequency is high enough.

3.4.1.2 Propagation in Rain

Rain isan undesired medium of aradio channel. It causes a considerable number of problems
every year for radio communications and radar systems. The mgjor effect of rain on radio
waves is attenuation due to absorption and scattering over a wide range of the spectrum. The
attenuation depends on a number of things and it can be represented by [2]

A = aR®, dB/km (3.41)

where R is the rainfal rate in mm/h, and a and b are constants that depend on frequency
and temperature of the rain. The temperature dependence is due to the variation of dielectric
permittivity of water with temperature.

A light drizzle corresponds to arainfall rate of 0.25 mm/h, light rain to 1 mm/h, moderate
rain to 4 mm/h, heavy rain to 16 mm/h and cloud bursts up to many cm/h. Figure 3.14 is an
illustration of how the attenuation is linked to the rainfall rate and frequency [2].

The figure shows clearly that the attenuation around 10 GHz is much smaller than 30
and 100 GHz. At arainfall rate of 10 mm/h, the attenuation is increased from 0.2 dB/km at
10 GHz to about 2 dB/km at 30 GHz (ten times more). If we take the sky noise temperature
into account, alow-noise and low-loss radio ‘window’ exists between 1 and about 15 GHz —
thisis why most satellite communication systems operate within this frequency band.
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Figure 3.14 Rain attenuation as a function of rainfall rate and frequency. (R. E. Collin, Antennas
and Radiowave Propagation, McGraw-Hill, Inc., 1985. Reproduced by permission of The McGraw-Hill
Companies)
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3.4.1.3 Propagation in Snow

Some parts of the world have no snow at all, but other parts have to face the problem most of
the time. The attenuation in dry snow is an order of magnitude less than that in rain for the
same precipitation rate. But attenuation by wet snow is comparable to that in rain and may
even exceed that of rain at millimeter wavelengths. It is difficult to specify the attenuation in
any simple form.

3.4.1.4 Propagation through Fog

Fog is another unfriendly medium we have to deal with. The attenuation equation is the same
asthat for rain but with much smaller attenuation.

3.5 Radio Wave Propagation M odels

For radio communication system designers, it isimportant to be able to predict the radio wave
propagation pathloss, which is defined as the difference between the power transmitted and
the power received at the destination. Using the pathloss information, the designer is able to
optimize the system and ensure sufficient radio coverage. That is, to establish the link budget
and figure out where to place the antenna and what the required transmitted power isto cover
the desired area. Sincethisisavery important subject, it has been studied comprehensively by
many researchersover the years and some propagation model s have been devel oped for various
scenarios. Here we are going to discuss some basic propagation models closely linked to
antennas.

3.5.1 Free Space Model

If thereisjust one ray between the transmitting antenna and the receiving antenna (the line-of -
sight case), such as in satellite/space communications, as shown in Figure 3.15, the received
power can be obtained using the well-known Friis transmission formula, which will be dis-
cussed in Chapter 4, that is

A 2
Pr = Pt (m) GtGr (342)

where P, isthe received power, P is the transmitted power, G; and G, are the gains of the
transmitting and receiving antennas, respectively andr isthe distance between the transmitting
and receiving antennas. Without considering the antenna performance (let G; = G, = 1), the
pathloss L p can be found from Equation (3.42) as

P

Lp = 10l0g,, (F) = 20log 1o f + 20l0g10r — 147.6 (dB) (3.43)
r

where f isthefrequency. Thismeansthat the pathlossis proportional to the frequency squared
and the distance squared. The larger the distance, the larger the pathloss; the higher the fre-
quency, thelarger the pathl oss. For afixed distance or frequency, the pathlossis 20 dB/decade.
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e

Figure3.15 Free space communications

3.5.2 Two-ray Model/Plane Earth Model

Asshownin Figure 3.16, the two-ray model can be applied to many terrestrial communications
scenarios, such as radio broadcasting and radio communications in rural environments. The
transmitted signal s reach the destination viathe line-of-sight path and the path reflected by the
ground. The result becomes complicated because the signals may be combined constructively
or destructively, depending on the reflection coefficient of the ground and the phase difference
of these two rays.

The path difference between these two raysis (using the image theory to be discussed in the
next chapter and assuming d >> h; + hy)

2hih
Ar = V(v +hol2 + d2 — V(v —hp2 4 dZ & =

Figure3.16 Two-ray model
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When this difference is half of the wavelength, the phase difference is 180 degrees (out of
phase), the separation is

4h:h
df = i 2 (3.44)

and is called the first Fresnel zone distance. It is useful to note the following results:

 when the separation of the two antennas is smaller than this distance, d < d;, the pathloss
is about 20 dB/decade;

» when the separation is greater than this distance, d > d;, the pathloss is 40 dB/decade,
because it can be shown [3] that, in this case, the received power

hyh,\ 2
P =R (%) (3.45)

Hence, the pathloss expressed in dB is

hyh,\ 2
Lp = —10l0gy, (%) = 40l0g,,(d) — 2010g,0(h1hy), dB (3.46)

It is apparent that the higher the base-station antenna and the mobile antenna, the smaller the
pathloss. Thus, there is little wonder that all mobile operators want to erect their antennas as
high as possible!

3.5.3 Multipath Models

For the multipath case (more than two rays), no analytical equations have been obtained to
give an accurate prediction of the radio propagation pathloss. But empirical and statistical
representations are available for various scenarios.

Most of the popular outdoor pathloss prediction tools are based on Okumura and Hata's
formulation, which was based on a huge amount of measured data for frequencies between
100 MHz and 3 GHz [3].

For indoor scenarios, many researchers have shown that indoor pathloss actually obeys the
distance power law as

Lp(d) = Lp(do) + 10nlog (;) + X, dB (3.47)
0

where dp is the reference distance (normally it is 1 m), the power index n depends on the
frequency, surroundings and building type and X represents a normal random variable in dB
having a standard deviation of o dB. Typica values for various buildings are provided in
Table 3.1. It is apparent that the value n is normally (but not always) larger than 2, which
is the free space case. It also shows that the higher the frequency, the larger n for the same
scenario.
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Table3.1 Path-loss exponent and standard deviation measured in different

buildings

Standard
Building Frequency (MHz) Index n deviation o (dB)
Retail Stores 914 22 8.7
Office (hard partition) 1500 3.0 7.0
Office (soft partition) 1900 2.6 14.1
Office (soft partition) 915 2028 9-14
Open-plan factory 1300 2024 3.7-9.0
Suburban home 900 3.0 7.0
Factory LOS 1300 1.6-2.0 3.0-7.0
Factory OBS 1300 33 6.8

For a multipath environment, in addition to the pathloss, there are many other important

characteristics, which include the following:

e Multipath fast fading: the received signal changes significantly (> 30 dB) over a very
short distance (few wavelengths), resulting from the complex and vector summation of

signals.

e Delay spread: multiple copiesof theoriginal signal arrive at the destination at different times
through different paths, which may cause dispersion and inter-symbol interference, 19, (the
equalizer is a device developed to remove al delayed waves and combat the ISl problem).
The RMS (root-mean-square) delay spread Trvs (in seconds) is used to characterize this
feature. The delay spread is often employed to define the channel’s coherence bandwidth
Bc (similar to afilter's bandwidth — a radio channel can be considered afilter in a certain

sense). They are linked by the following equation:

1
Bc

- ZHTRMS

(H2)

(3.48)

If the channel bandwidth is greater than the message bandwidth, al the frequency compo-
nents in the message will arrive at the receiver with little or no distortion and the ISI can be

negligible. The channel is described as flat fading.

If the channel bandwidth is smaller than the message bandwidth, all the frequency compo-
nents in the message will arrive at the receiver with distortion and I SI. In this case the channel

is described as frequency selective fading.

Statistically, the power density function (PDF) of the received (short-term) signal envelope
followsacertain distribution, depending on the specific propagation channel. According to the
PDF distribution function, the channel can be classified as one of the following:

» whenthereisaline-of-sight ray, it followsaGaussian distribution and thischannel istherefore

called the Gaussian channel;
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e When there is a partial line-of-sight ray (the path is partially blocked by obstacles such as
trees), it follows aRician distribution and this channel istherefore called the Rician channel;

e when there is no line-of-sight ray, it follows a Rayleigh distribution and this channel is
therefore called the Rayleigh channel.

For the same signal-to-noiseratio (SNR), acommunication system can obtain the best bit error
rate (BER) from a Gaussian channel and the worst BER from a Rayleigh channel.

Antenna diversity techniques and MIMO antennas, which will be discussed later, were
developed specifically for multipath environments.

3.6 Comparison of Circuit Conceptsand Field Concepts

We have now introduced both circuit concepts and field concepts, which may seem to be
completely different. However, if we compare these two sets of parameters, some interesting
correspondence can be obtained. For example, the product of the voltage and current is power
in circuit concepts, whilst the cross product of the electric field and magnetic field isthe power
density infield concepts; theratio of the voltage to the current istheimpedance, whilst theratio
of the electric field to the magnetic field is the intrinsic impedance. Let’s take another look at
how the electric field and magnetic field are distributed around a two-wire transmission line,
as shown in Figure 3.17. It is not difficult to conclude that the fundamental correspondences
of these two sets of concepts are:

» the voltage V correspondsto the electric field E viaV = C; LLiinlelz E eds

» thecurrent | corresponds to the magnetic field H vial = C, ¢ H e ds

C; and C; are just two constants. A list of the correspondences between circuit and field
conceptsis presented in Table 3.2.

3.6.1 in Depth

Now let us take the skin depth as an example to show the difference between circuit concepts
and field conceptsin applications.

Q. -
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Figure3.17 Thelinkage between circuit concepts and field concepts
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Table3.2 Correspondences between circuit concepts and field concepts

Circuit Field
Complex voltage V(2 inV E(t,z2 inV/m
Complex current I(t,2 inA H(t,2z) inA/m,orJ(t, 2)
Complex power flow VI* inw E x H* inW/m?
Impedance Z inQ n inQ
Admittance R inS o inS/m
Current V/IR inA J=0E inA/n?

3.6.1.1 Skin Depth —Field Concepts

From the field concept point of view, a radio wave traveling into a lossy medium can be
described by Equation (3.7). That is

E = f(Eoe_aZH(wt_ﬂz)

The skin depth is defined as the distance § through which the amplitude of atraveling plane
wave decreases by factor 1/e and is therefore

1
§== (3.49)
07

For agood conductor (-2 > 100), the attenuation constant can be approximated as

lo 1/2_ wHo
B 2

2¢w

1/2
1 02
oz:w«/;w|:§< 1+W_1>i| %wﬂ/ue[

The skin depth can therefore be expressed as

2 1
s /_ _ / @50)
o nfuo

This means that

« the higher the frequency, the smaller the skin depth;
* the larger the permeability, the smaller the skin depth;
* the larger the conductivity, the smaller the skin depth.

For a good conductor, the permittivity haslittle effect on the skin depth.
It should be highlighted that the wave amplitude is reduced by a factor of 1/e, or 37%, or
8.686 dB over one skin depth.
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Figure3.18 A conducting wire of skin depth §

3.6.1.2 Skin Depth — Circuit Concepts

From the circuit concept point of view, the current density J in an infinitely thick plane
conductor decreases exponentially with depth from the surface as follows:

J = Joe??

where § is a constant called the skin depth. Thisis defined as the depth below the surface of
the conductor at which the current density decaysto 1/e (about 37%) of the current density at
the surface. Mathematically it isthe same as Equation (3.50). Asaresult, when cal culating the
per-unit-length resistance of a conducting wire,

R=_—
S

where Sisnow the effective arearather than the whole cross-section of the wire when thewire
radiusr > 8. InFigure 3.18, thiseffective areacan beapproximatedas S = nr? — n(r — §)? ~
2718 (not S = mrr?). Thus, the per-unit-length resistance is now

1 Ai
R~ - VA (3.51)
2nr o 2r/mo

It has become apparent that the skin effect causes the effective resistance of the conductor
to increase with the frequency of the current. To illustrate the effects of skin depth, the skin
depth and resistance of a 3 cm gold rectangular track of a device (as part of a microstrip line
or CPW) aregivenin Table 3.3 (conductivity o = 4.1 x 10" S/m). The width and thickness of

Table3.3 Skin depth and resistance of agold track of dimensions
7 um x 16 um x 30,000 um

Frequency (MHz) Skin depth (pum) Resistance (ohms)
1 78.60 6.53
1000 2.49 8.16
2500 157 11.72
10,000 0.79 21.72
20,000 0.56 30.07

40,000 0.39 41.91




104 Antennas. From Theory to Practice

thetrack are 16 um and 7 um, respectively. The skin depth is small and the resistance changes
significantly with the frequency.

The effects of skin depth are not just limited to the resistance; it may cause other problems
such as overheating in certain areas of the circuit or antenna, which should also be taken into
account in system design.

3.7 Summary

In this chapter we have obtained the wave solutions and introduced a set of concepts and pa-
rametersfor field analysis, which include the plane wave, polarization and intrinsic impedance.
Careful examinations of radio wave reflection, transmission, diffraction and scattering have
been undertaken, and the focus has been on the analysis of radio reflection and transmission,
the two most common propagation mechanisms. Radio propagation models for various sce-
narios and channel characteristics have been introduced and discussed. A comparison of field
concepts and circuit concepts has revealed the interesting correspondence between these two
sets of concepts.
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Problems

Q3.1 Explain the concept of a plane wave with the aid of a diagram.

Q3.2 Compared with other forms of waves (such as sound waves), what is the unique
feature of EM waves?

Q3.3 The radio propagation constant is given by Equation (3.3). Prove that the attenua-
tion and phase constants can be expressed as

1/2
1 o2
o0 =w,/UE E 1+ﬁ_1
1/2
0—2
B=owJne| 5 1+m+1

respectively.

Q3.4 For alossy/conducting medium, tan§ = 2= > 100. Find simplified expressions for
the attenuation and phase constants. If this medium is sea water, find its attenuation
and phase constants, phase velocity and wavelength in the medium at 1 MHz. Make
a comparison with their free space counterparts.

Q3.5 If the electric field of a wave can be expressed as

E = 2¢/+F2g
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Q3.6

Q3.7
Q3.8

Q3.9

Q3.10

Q3.11

Q3.12

Q3.13

Q3.14

Q3.15

where t is the time and zis the distance along the z-axis.

What are w and 8? The propagation direction? The polarization?

Verify that this is a solution of the wave equation.

Obtain the wave velocity in free space and the magnetic field H.

Find the power flow density of the wave.

If this wave is reflected by a perfect conductor at z = 0, obtain the reflection

coefficient and write down the expression of the reflected wave.

Explain the concept of circular polarization. Give an example of a right-hand circular

polarization and suggest a typical application for such a signal.

What is Brewster’s angle? What is the critical angle?

Explain the concept of skin depth. If a copper box is employed to host a sensitive

high data rate digital circuit and the minimum electric field attenuation required at

1 GHz is 100 dB, find the minimum thickness of the box. This is equivalent to how

many skin depths?

An important application of a A/4 matching plate is for eliminating reflections. Prove

that a wave is matched through a thick slab of ¢, = 4 dielectric by means of two

A4 plates of e, = 2 on each side of the slab.

If a plane wave at 1 GHz propagates normally to a ground plane having constants:

relative permittivity ¢, = 9, conductivity o = 0 and relative permeability u, = 1,

find

a. what the intrinsic impedance of the medium is;

b. how much energy (in % and dB) is reflected.

If a layer of paint is used to improve the matching, what are its desired character-

istics, such as ¢, and thickness?

If a layer of paint is used to achieve the maximum reflection, what are its desired

characteristics?

Aright-hand circularly polarized plane wave is reflected by a good conductor. What

is the polarization of the reflected wave? If this wave is reflected by a concrete

ground plane, comment on the polarization of the reflected wave again and justify

your comments.

Explain the concept of scattering. Why is the sky red at sunrise (and blue at

noon)?

A mobile radio wave at 1800 MHz of linear polarization is reflected by a 20 cm brick

wall with a relative dielectric constant of 4.5 and conductivity of 0. If the incident

angle is 30 degrees,

a. calculate the reflection and transmission coefficients if the wave has perpendic-
ular polarization;

b. calculate the reflection and transmission coefficients if the wave has parallel
polarization;

c. ifthe incident wave has neither perpendicular nor parallel polarization, how can
we calculate the reflection coefficient?

Discuss the effects of fog on radio propagation and explain how to obtain the

attenuation factor using a mathematical expression. lllustrate how the attenuation

changes against frequency with the aid of a diagram.

The indoor radio propagation channel is of interest to many wireless engineers.

Pathloss and delay spread are two of the most important parameters of a radio

channel. Explain the concepts of these two parameters.

©oO0oTR
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Q3.16

Q3.17

Radio propagation models are very important tools for radio system designers
and planners. Derive the pathloss for the free space model and two-ray model,
respectively, and then compare them in terms of the variation against the frequency
and distance.

Radio wave absorbing materials are widely used for antenna measurements. A
lossy mixture of a high-u (ferrite) and a high-¢ (barium titanate) material can be
used effectively for wave absorption with the ratio u/s equal to that for free space.
Let a 1 GHz plane wave be incident normally on a solid ferrite-titanate slab of
thickness d = 2 cm and u, = ¢, = 30(1 — j1). The medium is backed by a flat
conducting sheet. How much is the reflected wave attenuated with respect to the
incident wave? Express this in dB.



4
Antenna Basics

We have introduced circuit concepts and field concepts and studied transmission lines and
radio waves in previous chapters. In this chapter we are going to study antenna theory, see
how antennas are linked to radio waves and transmission lines and introduce the essential and
important parameters of an antenna from both the circuit point of view and the field point of
view. Itishoped that, through this chapter, you will become familiar with the antennalanguage
and gain a better understanding of antennas. At the end, you will know how they work and
what the design parameters and considerations are.

4.1 Antennasto Radio Waves

In Chapter 2 we introduced Maxwell’s eguations, which reveal the fundamental relations
between the electric field, the magnetic field and the sources. Again, we only discuss asingle-
frequency source case (an arbitrary case can be considered to be the combination of many
single-frequency sources), thus Maxwell’s equations can be written as

VxE=—-jouH

VxH=J+ jweE

VeE=0p/e (4.2)
VeH=0

Using asimilar process to that used to derive Equation (3.2), we can obtain
V2E + 0?usE = joud + V(p/e) (4.2)

Thisis an equation which links the radiated electric field (no magnetic field) directly to the
source. To solvethis equation, boundary conditions are required. For an open boundary, which
means that the field vanishes when the distance from the source V to the field point be-
comes infinite, as shown in Figure 4.1, the solution of Equation (4.2) in auniformed medium

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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Figure4.1 Coordinates and radio waves generated by atime-varying source

(w and ) is[1]

_5|r r| B|r=r|
E(r):—jw;L/J(r) J e +J%v (Vo/J(r)eJ ldv/) 4.3)
\% \Y

—r —r

wherer isthe distance vector from the origin to the observation point and " isfrom the origin
to the source point. This equation gives the radiated electric field from a time-varying current
J (thetimefactor e/t isomitted here) and is the very foundation of antenna theory — it reveals
how the antenna is related to radio waves. Only atime-varying current (vibrating charges as
shown in Figure 4.1) can generate a radio wave —not a DC current or static charges. Antenna
design is all about how to control the current distribution J and hence to obtain the desired
radiated field E. Antenna theory may be summarized by this single but complex equation,
which includes vector partial differentiation and integration. It is normally not possible to
yield an analytical expression of the radiated field.

4.1.1 Near Field and Far Field

However, the analytical solution is obtainable for some very simple cases. For example, when
the sourceis an ideal current element with length Al and current value |, the current density
vector can be expressed as

J=12Al

Thiscurrentiselectrically short (i.e. Al < A) andfictitious, but very useful for antennaanalysis.
Replacing J with thisrepresentation in Equation (4.3), theradiated el ectric field can befound as

IA 1 j i
E = 2— nB2 coso </32 > ﬂ3r3>e 1gr
Al i 1 i\ e
N — . T 4.4
= o np sme(ﬁr +,82r2 73 e (4.4
E, =0
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where 1 is the intrinsic impedance of the medium. We can use this and the first equation in
Equation (4.1) to yield the magnetic field:

Hr=0; H9=0

| Al j (4.5)

. 1\

It is apparent that, for this simple case, the electric field has E, and E; components, whilst
the magnetic field has just an H, component. The other field components are zero.

When the angle 6 is 90 degrees, the magnetic field reaches the maximum. The electric field,
magnetic field and their ratio are shown in Figure 4.2 asafunction of r for agiven frequency.
It isinteresting to note that

« theelectric field is always greater than the magnetic field;

e when gr >1, theratio of |E/H| = n isabout 377 2 in free space;

e when gr <1, as the distance increases, the electric field reduces at a much faster rate
(60 dB/decade) than the magnetic field (40 dB/decade).

When the distance is fixed, the electric field, magnetic field and their ratio are shown in
Figure 4.3 asafunction of g (which is proportional to the frequency). It is evident that

e Br = lisdtill an important point.

e The electric field first reduces as 8 (or frequency) increases to the point fr = 1 and then
changes to increase with 8 (or frequency) after this point.

e The magnetic field is a constant before the point gr = 1 and then increases with g (or
frequency) at the same rate as the electric field when gr > 1.

e Theratio of E/H reduces (at the same rate as the electric field) first as 8 increases to about
Br = 1; it then becomes a constant for gr > 1.
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Figure4.2 ThefieldsE, H and E/H asafunction of Br at afixed frequency
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Figure4.3 ThefieldsE, H and E/H asafunction of 8 at afixed distance (r = 1)

These conclusions are very useful for applications such as radio frequency identification
(RFID) and electromagnetic compatibility (EMC).

4.1.1.1 Far Field (Fraunhofer Region)

When gr > 1 ier > 2’}{ , we have 5> ﬂzrz > ﬂgrg Equation (4.5) can therefore be sim-
plified to

_ Al nB singe IF"
Anr (4.6)

Er ~0; E, =0

0

and the magnetic field is reduced to

jra r
/6 singe 18
* 7 nr 4.7)

H =0; Hy =0
Thefields are now simpler. It isimportant to note the following points:
* thereis now just one electric field component and one magnetic field component;
* both fields are inversely proportional to the distancer;

« theelectricfield and magnetic field are orthogonal to each other and the crossproduct of these
two isthe power density function, whichisinversely proportional to the distance squaredr 2:

L (1AL N2
S=ExH"=f{—8sn6 ) n (4.8)
Ay
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« theratio of E/H isn, theintrinsic impedance, which isthe same as that of the plane wavein
Chapter 2;
» thefieldsareproportional tosing. They arezeroat§ =0 and 180", but maximumat 6 =90'.

Comparing the far field with the plane wave, we can see that they are basically the same
except that the far-field amplitudeisinversely proportional to the distance whilst the amplitude
of the plane wave is constant. Thus, the far field can be considered alocal plane wave.

It should be pointed out that the far-field condition is actually not that straightforward. The
condition of r > A /27 wasintroduced for electrically small antennas and isjust afunction of
thefrequency and not linked to the antennadimensions. When the antennasize D iselectrically
large, D > A, the common definition of the far-field condition is

2D?
= 4.9
r> k (4.9)
Thisis obtained under the condition that the maximum phase difference from any point on the
antennato the receiving point is less than /8.
If an antenna cannot be considered electrically large, the recommended far-field conditionis

>34 A/27 (4.10)

and some people use 101 or other conditions which are also aimed at ensuring that the field is
really far enough to be considered alocal plane wave. For example, a half-wavelength dipole
has maximum dimension D = 0.5%, 2D?/A = 0.5 is still too small to be considered far field.
Thus, this additional condition is necessary.

Thefar-field condition is defined with certain ambiguity. Care must be taken when conduct-
ing antenna far-field measurements. If the separation between the transmitting and receiving
antennas is not large enough, significant errors could be generated.

4.1.1.2 Near Field

When the far-field conditions are not met, the field is considered near field. The near field of a
current element isillustrated in Figure 4.4. Sinceboth E, and E, haveanumber of termslinked
to the frequency and distance and they are comparable, Equation (4.5) cannot be simplified. Eg
reaches the maximumwhen 8 = 90" while E, peakswhen6 = 0" and 180" for afixed distance.

Theregionforr < A/2m isnormally called thereactive near field. Thefield changesrapidly
with distance. From its power density function S = E x H*, we can see that

* It contains both the radiating energy (thereal part) and reactive energy (the imaginary part —
it does not dissipate energy, which is like a capacitor or inductor). The latter is normally
dominant in this region.

¢ It has componentsin ther and ¢ directions. The former is radiating away from the source
and the latter isreactive.

Also, asshownin Figure 4.2, the electric field strength is much greater than the magnetic field
strength (their ratio > 1) when it is close to the source.
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Figure4.4 Theeélectric field around a dipole antenna (computer simulation)

Theregion between thereactive near field and thefar field isatransition region and isknown
as the radiating near field (or Fresnel region) where the reactive field becomes smaller than
the radiating field. A brief summary of the three field regionsis given in Table 4.1 and Figure
4.5. For EMC engineers, the near field is of great interest; but for antenna engineers, the far
field is much more important than the near field.

4.1.2 Antenna Parameters from the Field Point of View

From the field point of view, we need to be able not only to distinguish the near field from the
far field, but also characterize the field, especially the far field, so as to obtain more detailed
information on the radiated field characteristics. The most important parameters include the
radiation pattern, beamwidth, directivity, gain, efficiency factor, effective aperture, polarization
and the bandwidth. The antenna temperature and radar cross-section are key parameters for
some applications.

4.1.2.1 Radiation Pattern

The radiation pattern of an antenna is a plot of the radiated field/power as a function of
the angle at a fixed distance, which should be large enough to be considered far field. The
three-dimensional (3D) radiation pattern of the electrically short current element is plotted in
Figure 4.6. The 3D pattern is an excellent illustration of the radiated field distribution as a
function of angle 6 and ¢ in space. Unfortunately, it is difficult and also very time-consuming

Table4.1 Near-field and far-field conditions

Antennasize D D<A D~ A D>
Reactive near field r <il2m r < Al2mw r < Al2mw
Radiating near field ~ 3/2r <r < 8% /27 <t < 3xand2D?/.  A/27 <r < 2D?/1
Far field r> 3 r > 31 and 2D?/ A r > 2D?/A
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Figure4.5 Radiated field regions of an antenna of maximum dimension D

to measure the 3D pattern of an antennain practice. Most antennas have certain symmetrical
features, thus, in reality, the most important patterns are the radiation patternsin the two main
planes: the E-plane and the H-plane. The E-planeis the plane that the electric field E lies on,
while the H-plane is the plane that the magnetic field H is on. For the ideal current element
case, the electric field is E, and the magnetic field is Hy, thus the E-plane pattern is the field
E» measured as afunction of & when the angle ¢ and the distance are fixed, while the H-plane
pattern isthefield Ey measured as afunction of ¢ when the angle 6 and the distance are fixed.
TheE-plane(at ¢ = 0) and H-plane (at & = 7/2) patternsof the short current element are shown
in Figure 4.7. Obviously, this antenna has an omnidirectional pattern in the H-plane; thisisa
desirable feature for many mobile antennas since the antenna is not sensitive to orientation.
Another special caseis called theisotropic antenna, which has the same radiation power at all
angles. Thisisahypothetical case and cannot be realized in practice, but we do sometimes use
it asareference for analysis.

It should be pointed out that the H-plane patter nisactually a measure of the el ectric field, not
the magnetic field. When we talk about the radiation pattern, it lways means the electric field
or the power (whichis proportional to the electric field squared) pattern. When the patterns are
plotted on alinear scale, the field pattern and power pattern may look very different. However,
when the patterns are plotted on a logarithmic scale (dB plot), both the normalized field and
power patterns are the same since 1010g(P/Pmax) is the same as 2010g(E/Emax). Thus, in
practice, weoften plot the patternsin dB scal e, which al so makesit easy to see detail sof thefield
or power over alarge dynamic range, especially some minor sidelobes. It should be pointed out
that if the el ectric field hasmorethan one component, we normally need to pl ot each component
pattern. The total radiation pattern is useful for gaining an overall view of the radiation.

E-plane

Figure4.6 The 3D radiation pattern of an electrically short current element
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Figure4.7 The E-plane and H-plane patterns of an electrically short current element

In addition to the 3D and 2D polar plots, another popular way to plot the radiation pattern
isgiven in Figure 4.8 (also called the rectangular plot or universal plot). In this example, the
horizontal axisisthe rotation angle 6 and the vertical axisis the radiated power in dB, which
is normalized to the maximum — this is a very common practice since the radiation pattern
is about the relative power distribution as a function of angle and the absolute value is not
important as long as it is above the noise floor.

The radiation pattern contains alot of useful information about the radiation characteristics
of the antenna, some cannot be quantified (such as the shape of the pattern) and some can be
quantified. Some of the most important ones are:

¢ the half-power beamwidth (HPBW) of the main lobe, also called the 3dB beamwidth or just
the beamwidth (to identify how sharp the beamis);

e the 10 dB beamwidth or first null beamwidth (FNBW) (another one capturing the main beam
shape);

e thefirst side-lobe level (expressed in dB, relative to the peak of the main beam);

» the front-to-back ratio (the peak of the main lobe over the peak of the back lobe, another
attempt to identify the directivity of the antenna);

e null positions (sometimes used for anti-interference and positioning).
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Figure4.8 A radiation pattern illustrated in a conventional 2D plot
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4.1.2.2 Directivity

From the field point of view, the most important quantitative information on the antennais the
directivity, which is ameasure of the concentration of radiated power in aparticular direction.
It is defined as the ratio of the radiation intensity in a given direction from the antenna to the
radiation intensity averaged over all directions. The average radiation intensity is equal to the
total radiated power divided by 47 . If the direction is not specified, the direction of maximum
rediation isimplied. Mathematically, the directivity (dimensionless) can be written as

_U@B.¢)  4nU(0,¢)  4rU(0.9)
U@ R #Udg

Q

(4.11)

where P; isthetotal radiated power in W and U istheradiation intensity in W/unit solid angle.
It is linked to the averaged radiated power density S, (it has a unit of W/m?) by distance
squared, that is

U=r3s, (4.12)
Example4.1: Directivity. The radiated power density of the electrically short current element
isgiven earlier as (Equation 4.8):
S=ExH'=F IAlﬂsiné? i
= X = _
Ar 7
Determine the directivity of the antenna as a function of the directional angles. Find the

maximum directivity and expressit in decibels.

Solution:
Since S, = Y2 (time averaged), the radiation intensity is

1 /1Al 2 1 /1Al \?
2 ; ) )
=r<. - — no =—-|— n“e = Ugsin“o
2<47t|"3Sl ) g 2(47‘[ ﬂ) 9 oS
LAl

where Ug = %(—;3)217. Thetotal radiated power is given by

T

27 T T
Ptzﬁum:/ / Uosin29-5in0d9d¢=uo~2n/ sin?6do
0 0 0
Q

4 8
:UOZﬂéZ?UO

Thus, the directivity is

47U 4rUgsino

- = 158?60
Pt 87TUO/3
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The maximum directivity occursat 6 = /2, it is
Do = 1.5=1.76 dBi

Itisconventional to usetheisotropic antennaasthereference, thusthedirectivity isnormally
expressed in dBi, and in this case the maximum directivity is 1.76 dBi. This means that the
antennaradiates 1.76 dB more at the maximum direction than an isotropic antenna when the
same amount of power is radiated. Sometimes, a half-wavelength dipole antennais used as a
reference; in this case, the directivity is expressed in dBd, where d isfor dipole.

For adirectional antennawith onemainlobe, thedirectivity isclosely linked to the hal f-power
beamwidth in the E- and H- planes. If the beamwidths are known, there is an approximation
which can be employed to calculate the directivity:

4
D~ (4.13)
Oupdup

where 0 yp and ¢ yp are the half-power beamwidths at the two principal orthogonal planes,
expressed in radians. If they are given in degrees, this equation can be rewritten as

o~ 41253 41000

~ ~ (4.14)
Onpdup  OupdHp

The validity of these two equations is based on the assumption that the pattern has only one
major lobe. They arenot suitablefor calculating thedirectivity of, for exampl e, the short current
element, since this kind of antennais not directional (but omnidirectional) in the H-plane and
thereisno HPBW in the H-plane.

4.1.2.3 Gain and Radiation Efficiency of Antennas

In practice, the total input power to an antenna can be obtained easily, but the total radiated
power by an antenna is actually hard to get. The gain of an antenna is introduced to solve
this problem. This is defined as the ratio of the radiation intensity in a given direction from
the antenna to the total input power accepted by the antenna divided by 4. If the direction
is not specified, the direction of maximum radiation is implied. Mathematically, the gain
(dimensionless) can be written as

B 47U
~ Pn

G (4.15)

where U isagain the radiation intensity in W/unit solid angle and P, isthetotal input power
accepted by theantennain W. It should be pointed out that theinput power may bedifferent from
the input power accepted by the antenna when the feed line is not matched with the antenna.
The voltage reflection coefficient I at the antenna input and the match efficiency = 1 — |T'|?
(Equation (4.41)) will be discussed later in the chapter. Basically, the feed lineis matched with
the antenna, I' = 0 and the matching efficiency is 100%.
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Comparing Equations(4.11) and (4.15), we can seethat the gainislinked to the directivity by

P
G=—D=nD (4.16)
Pin

Where 1, is called the radiation efficiency factor of the antenna and isthe ratio of the radiated
power to the input power accepted by the antenna:

P

P (4.17)

Ne =
This efficiency factor has taken both the conductor loss and dielectric loss into account, but
not the impedance mismatch between the feed line and the antenna. Further discussion, from
the circuit point of view, will be presented in the next section, which includes another formula
to calculate this factor.

Example 4.2: Gain and radiated power. If the efficiency of the antennain Example 4.1 is
50%, the VSWR at the antennainput is 3 and the input/supplied power is 1 W, find:

a. the power gain;
b. thetotal radiated power

Solution:

a. From Example4.1, weknow thedirectivity D = 1.5. Sincethe efficiency factor ne = 50% =
0.5, the power gain

P .
G=-D=7D=0750r —1240Bi.
n

The gain is smaller than 1 (or O dBi). This results from the low efficiency factor, which is
very common for electrically small antennas.
b. If the VSWR = 3, we can easily obtain the voltage reflection coefficient using Equation
(2.42) as
3-1
'=——=05
3+1

this means amatching efficiency of 1 — 0.5? = 0.75 = 75%. Since theinput power is1 W,
the total input power accepted by the antennais 0.75 W and the total radiated power:

P, = nePn = 0.5 x 0.75 = 0.375(W) = —4.26 dB

4124 EIRP

The antenna gain is often incorporated into a parameter called the effective isotropic radiated
power, or EIRP, which is the amount of power that would have been radiated by an isotropic
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antenna to produce the peak power density observed in the direction of maximum antenna
gain, that is

EIRP = P,G (4.18)

where P istheradiated power. The EIRPisoften stated in dBi. The advantage of expressingthe
power interms of EIRP isthat the pathl oss between the transmitting antennaand the receiving
antenna can be obtained easily by the ratio of the transmitted to the received EIRP; thisiswhy
in the mobile radio industry EIRP iswidely used.

From the EIRP and the knowledge of the gain of an antenna, it is possible to calculate
its radiated power and field strength values. For example, if the antenna's EIRP = 10 dBW
(or just say 10 dB in practice) and the gain G = 7 dBi, the radiated power from the antenna
is3dB.

Another closely related term isthe effective radiated power, ERP, which isalso widely used
in theindustry. The radiated power is calculated using a half-wavel ength dipol e rather than an
isotropic antenna as reference, thus

ERP(dBW) = EIRP(dBW) — 2.15dBi (4.19)
Example4.3: EIRP and ERP. Find the EIRP and ERP of the antennain Example 4.2

Solution:
Sincethe gain G = 0.75 and the radiated power P, = 0.375, we have

EIRP = PG = 0.375 x 0.75 = 0.2813 = —5.5dB
ERP(dBW) = EIRP(dBW) — 2.15dBi = —7.65 dB

4.1.2.5 Effective Aperture and Aperture Efficiency

A common question about antennas is how the antenna directivity and gain are linked to its
physical dimensions. Sincethefield/current on the antennaapertureisnot uniform, the concept
of antenna effective aperture is introduced to serve this purpose. The effective aperture Ag is
less than the physical aperture Ap; the aperture efficiency is defined as the ratio of these two,
that is

Nap = %; (4.20)

Thisisnormally in the range of 50 to 80%, and the effective aperture can be found as

)\’2
T 4x

Ac (4.21)
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Thus, itisproportiona tothedirectivity of theantenna, and thedirectivity can also be expressed
in terms of the aperture size and aperture efficiency:

4 4

If the power density Sat the receiving antennais known, we can use the following equation
to estimate the received power:

P = SA. (4.23)

Example4.4: Effectiveaperture. Thedirectivity of apyramidal horn antennaof aperturewidth
aand heightbis

D= 6.4a—b
A2

Finditsaperture efficiency. If the power density around the antennais 1 W/m?, find the received
power.

Solution:
Its effective apertureis

22 6.4
Ac = —D = —ab = 0.5093ab
4 4

Its physical aperture A, = ab, thus the aperture efficiency is

If the incoming power density is 1 W/m?, the received power is
P, = SA¢ = 0.5093ab (W)

This means the larger the aperture, the larger the received power.

4.1.2.6 Effective Height and the Antenna Factor

If an antenna is a wire-type antenna (such as a dipole), the effective height (he) may be used
to replace the effective aperture. The effective height is proportional to the square root of the
effective aperture. It is defined as the ratio of induced open-circuit voltage V on the antenna
to theincident electric field E or

he = % o /A (M) (4.24)
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Another closely related parameter is the antenna factor (Ag), which is defined as the ratio
of the incident electric field E to the induced voltage V; @t the antenna terminal when it is
connected to a load/cable (50 ohms by default). Thisinduced voltage is different from the V
in Equation (4.27). Thus

m:%wm (4.25)

Thislinkstheradiated/received field strength to the voltage at the antennaterminal andisavery
useful parameter for field strength and voltage conversion in field measurement applications.
Thus, it isawidely used device descriptor inthe EMC area. However, it isnot part of standard
antenna terminology. The antenna factor reflects the use of an antenna as a field measuring
device or probe. It converts the reading of voltage on equipment (such as a receiver) to the
field at the antenna. It is aso linked to the gain and effective aperture of the antenna. More
information on the antenna factor can be found in [3, 4].

4.1.2.7 Antenna Temperature

The radiation from different sourcesis intercepted by antennas and appears at their terminals
as an antenna temperature, which is defined as [5]

2 bd
/o /(; Ts(6, )G(0, ¢) - Sin6dod¢
Ta=

0 (4.26)
/ / G(6, ¢) - SnOdOde
0 0

where Tg is the source brightness temperature of the radiation source and G is the antenna
gain pattern.

When an antennais used for receiving purposes, the antenna temperature may be required
for system considerationsand signal-to-noiseratio (SNR) calculation. Inthiscase, thesourceis
remote (such asthe sky or Mars) and the antennaisjust aload to the system and may be viewed
as a remote temperature-measuring device. But this temperature has nothing to do with the
physical temperature of the antennaif the antennais alossless device; the temperature is equal
to the source (such as the distant sky) temperature. In reality, the antenna has certain loss. An
extreme case would be one where the antennais completely lossy, herethe antennatemperature
isequal toitsphysical temperature. But, generally speaking, itsphysical temperatureispartially
linked to the antennatemperature. The larger the effective aperture/gain, the larger the antenna
temperature.

4.1.2.8 Friis's Transmission Formula and the Radar Cross-Section

Another use of the aperture concept is for the derivation of the Friis transmission formula,
which relates the power received to the power transmitted between two antennas separated by
adistancer, which is large enough to be considered in the antennas’ far field. As shown in
Figure 4.9, from Equations (4.11) and (4.12), the radiated power density from an antennawith
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&) B

Figure4.9 Transmitting and receiving antennas for the Friis transmission formula

gain G; can be expressed as

I:llnGt
= 4.27
412 (4.27)
From Equations (4.21) and (4.23), we can obtain the received power
_ PnGe 22 D (4.28)
"7 Axr2 4x " '

To obtain the output power from the receiving antenna, we must take the receiving antenna's
efficiency factor ne into account, thus

Pout = Prijer =

PinGt 22 PGt A2 A 2

L = —G, =—) GG, -P 4.29
der? dr T T apez ap 4rr o (4.29)
Thisisthe Friistransmission formula and it links the input power of the transmitting antenna
to the output power of the receiving antenna. (A /4xr)? is called the free space loss factor —
resulting from the spherical spreading of theradiated energy. Thisformulacan al so be expressed
using the effective aperture of both antennas (A¢ and Ay ) as

Aet Aer
Pout = NetNer W - Pin (4-30)

This equation has been widely used for communications and radar applications.

For radar applications, Friis's equation can be related to the radar cross-section (RCS), o,
which is defined as the ability of atarget to reflect the energy back to the radar and istheratio
of the backscattered power to the incident power density; that is

scattered power
o =
incident power density

(4.31)

It is afar-field parameter and is expressed in m? or dBsm (decibels per square meter). The
typical RCS for ajumbo jet aircraft is about 100 m?, for a fighter aircraft about 4 m?, for an
adult man 1 m? and for abird 0.01 m2. It is not a function of frequency.

The power density in Equation (4.27) can be considered the incident power density on
the target, and the part reflected back to the radar is o S/4nr? and the output power at the
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radar antennais

2

oA
Pout ZneAe’O'S/477r2= WG'[Z Pin (4.32)

Thus, the received power is proportional to A2, but now inversely proportional tor#, not r2.

4.1.2.9 Polarization

The antenna polarization is the same as the polarization of its radiating wave. As discussed
in Chapter 3, there are basically three types of polarization: linear, circular and elliptical.
Which polarization is generated depends on how the current moves in the antenna. For a
linear polarization, the current should travel along one axis; for a circular polarization, two
orthogonal currents with 90-degree phase offset should be created on the antenna. In practice,
mixed polarizations may be found in many antennas since an antenna has to meet many
requirements. Trade-offs may have to be made and as a result a pure linearly polarized or
circularly polarized antennamay not be possible or necessary. For example, most of the mobile
phoneantennasare not purely linearly polarized sincethey are employed to receive signalswith
mixed polarizations. However, for aline-of -sight communi cation system, the pol ari zation hasto
be matched in order to achieve the maximum efficiency of the whole system. Two orthogonally
polarized antennas cannot communicate with each other due to polarization mismatch. More
discussion will be provided in Section 5.4.3.

4.1.2.10 Bandwidth

Many antenna parameters are functions of frequency. When the frequency is changed, the
radiation pattern may also be changed, which may result in changes to the directivity, gain,
HPBW and other parameters. Thus, it is important to ensure that the right parameters are
chosen when the antenna bandwidth is considered.

4.2 Antennasto Transmission Lines
4.2.1 Antenna Parameters from the Circuit Point of View

As we mentioned earlier, the antennais a transition device linking the transmission line and
radio waves; thus, from the circuit point of view, the antennais just aload to a transmission
line. As shown in Figure 4.10, the most important parameter is, therefore, itsimpedance.

4.2.1.1 Input Impedance and Radiation Resistance

Antenna input impedance (Z,) is defined as the impedance presented by an antenna at its
terminals or the ratio of the voltage to current at its terminals. Mathematically, the input
impedanceis
Vi
Za= " =Ra+jXa (4.33)

Iin
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Antenna

Z, z, — z, Z

Figure4.10 Antennainput impedance model

where Vi, and |;, aretheinput voltage and current at the antennainput, respectively. Theinput
impedance is a complex number; the real part consists of two components:

Re=R + RL (4.34)

where R, isthe radiation resistance and R, isthe loss resistance of the antenna.

The radiation resistance is equivalent to the resistance which would dissipate the same
amount of power as the antenna radiates when the current equals the input current at the
terminals. If the total radiated power is P;, then

R=T7 (4.35)

Theloss resistance is from conductor loss and dielectric loss if lossy materials are used.
If the antenna is directly connected to a source of impedance Zs, for a matched load the
following condition should be met:

Zs=272!=Ry— jXa (4.36)

In redlity, the antenna is normally connected to a short transmission line with a standard
characteristic impedance of 50 2 or 75 2. Thus, the desired antennainput impedance is 50
or 75 Q.

4.2.1.2 Reflection Coefficient, Return Loss and VSWR

Impedance matching is extremely important. Since the antennaisjust aload to atransmission
line from the circuit point of view, we know that the reflection coefficient, return loss and
voltage standing wave ratio (V SWR) can be used to judge how well aload is matched with the
transmission line, from the transmission line theory in Chapter 2. All these three parameters
are interlinked. The specific representations are as follows:

» reflection coefficient (a complex number):

(4.37)



124 Antennas. From Theory to Practice

e return loss (expressed in dB):

Za - ZO
Lrt = —20l0g,o(IT]) = —20l0g;o | ———— 4.38
RT O1o(IT1) J10 Z. + Zo (4.38)
e VSWR (aratio between 1 and infinity)
1+ |0
VAWR = 4.39
1T (4.39)

The commonly required specification of an antennais Lrt > 10 dB or VSAWR < 2. These
two are actually very close, asseenin Table 2.1. For mobile phone antennas, it is also common
to specify VOWR < 3 or Lrr > 6 dB.

4.2.1.3 Radiation Efficiency, Matching Efficiency and Total Efficiency

Theradiation efficiency was defined by Equation (4.17) and can be cal culated using theradiated
power and the input power accepted by the antenna. Since they are linked directly to the
radiation resistance and loss resistance, the radiation efficiency factor can also be calculated
using the following equation

P R

P~ RTR (449

Ne =

From the efficiency point of view, the larger the radiation resistance, the larger the efficiency
factor. But from the system matching point of view, we need the radiation resistance to match
with the characteristic impedance of the line and the loss resistance to be zero if possible. This
is the fundamental requirement for an antenna from the circuit point of view.

If the input impedance of an antennais not matched with the feeder impedance, then a part
of the signal from the source will be reflected back; thereis areflection (mismatch) loss. This
is characterized by the matching efficiency (also known as reflection efficiency), as mentioned
earlier, which is defined as the ratio of the input power accepted by the antenna to the source
supplied power (Ps):

Pin

L =1-r)? 4.41
P, T (4.41)

NMm =

Thus, the total efficiency of the antenna system (feed and the antenna) is the product of the
two efficiencies:

N = = = Nmle (4.42)

This has taken the feed-antenna mismatch into account.
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Figure4.11 VSWR plotted against the frequency for two designs

4.2.1.4 Bandwidth

From the circuit point of view, the antenna bandwidth is a simple but important parameter.
It is normally defined as the frequency bandwidth with Lgr > 10 dB or VOAR < 2. Take
Figure 4.11 as an example, which isazoomed version of Figure 2.19; the center frequency of
the antenna is 1000 MHz. For the required VSWR < 2, the bandwidth for Design A is from
975 MHz to 1026 MHz, whilst the bandwidth for Design B is from 990 MHz to 1012 MHz,
and the relative bandwidths for these two designs are 5.1% and 2.2%, respectively. Both are
narrowband.

The antenna bandwidth is a very special parameter since we need to consider the parameter
fromboththecircuit point of view (VSWRor L gr) and thefield point of view (radiation pattern).
It is normally easy to meet one of the requirements but difficult to meet both requirements —
this is particularly true for a broadband antenna, which normally means that its VSWR and
radiation pattern have arelative bandwidth of at |east 20%. |n some applications, amuch wider
bandwidth is required.

4.3 Summary

In this chapter we have introduced the basic theory of antennas— the essence of antenna design
is how to control the current distribution, which determines the radiation pattern and input
impedance. A detailed discussion on antennanear fields and far fields has been conducted. All
the important parameters of an antenna, which have been grouped from the field point of view
and the circuit point of view, have been defined and discussed. A summary of these parameters
isgivenin Figure 4.12. The Friis transmission formula and RCS have also been addressed.

It is worth pointing out that an antenna can be viewed as a two-port network, thus the field
quantities (such as the radiation pattern) are related to the transmission coefficient (Sy1) while
thecircuit quantities (such astheinput impedance and V SWR) are determined by thereflection
coefficient (S11) of the network.
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Figure4.12 A summary of the most important antenna parameters
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Problems

Q4.1 If you were asked to use one equation to explain the antenna theory, which one

would it be? Why?

Q4.2 Explain how a radio wave may be generated.

Q4.3 What are the most important antenna parameters?

Q4.4 An ideal element current source is given as J = z/ Al. Derive its radiated electric
field using spherical coordinates.

Q4.5 What are the near field and far field of an antenna? What are their major differ-
ences?

Q4.6 Find the far-field condition of a half-wavelength dipole.

Q4.7 Find the far-field condition of a satellite dish antenna of dimension 60 cm operating
at 12 GHz.

Q4.8 Explain the concept of the antenna factor. If the electric field around an antenna is
1 V/m and its antenna factor is 2/m, find the voltage at its matched output.

Q4.9 The radiated power density of an antenna in its far field can be expressed as:

2
S:ExH*:?(%sin@sinq&) yforl<o<n

where C is a coefficient determined by the frequency and antenna dimensions.
Find the directivity of the antenna as a function of the directional angles. Find the
maximum directivity and express it in decibels.
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Q4.10 A monostatic radar is employed to detect a target of a typical RCS of 4 m?. Its oper-
ational frequency is 10 GHz, the transmitted power is 1000 W. If its antenna gain is
30 dBi, find the operational range/distance of this radar.

Q4.11 Compare the usefulness of the reflection coefficient, VSWR and return loss for
antenna characterization.

Q4.12 An antenna has an input impedance of 73 + j10 ochms. If it is directly connected to
a 50 ohm transmission line, find the reflection coefficient, VSWR and return loss.






5
Popular Antennas

Chapter 4 has covered the basics of antennas and laid down the foundation for us to gain a
better understanding of antennas. In this chapter we are going to examine and analyze some of
the most popular antennas using relevant theories, to see why they have become popular, what
their major features and properties (including advantages and disadvantages) are and how they
should be designed.

Since the start of radio communications over 100 years ago, thousands of antennas have
been developed. They can be categorized by various criteria:

in terms of the bandwidth, antennas can be divided into narrowband and broadband antennas;
« interms of the polarization, they can be classified as linearly polarized or circularly polarized
antennas (or even elliptically polarized antennas);

in terms of the resonance, they can be grouped as resonant or traveling wave antennas;

in terms of the number of elements, they can be organiz as element antennas or antenna
arrays.

In this book we separate them according to their physical structures into wire-type antennas
and aperture-type antennas. This is because different types of antenna exhibit different features
and can be analyzed using different methods and techniques. Since antenna arrays can be
formed by both types and possess some special features, they will be discussed in Section 5.3.

5.1 Wire-Type Antennas

Wire-type antennas are made of conducting wires and are generally easy to construct, thus
the cost is normally low. Examples include dipoles, monopoles, loops, helices, Yagi-Uda and
log-periodic antennas

5.1.1 Dipoles

Dipoles are one of the simplest but most widely used types of antenna. Hertz used them for
his famous experiment. As shown in Figure 5.1, a dipole can be considered a structure evolved

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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Current distribution

Figure5.1 Evolution of a dipole of total length 2| and diameter d

from an open-end, two-wire transmission line. A typical structure of a dipole consists of two
metal wires which are normally of equal length.

In Chapter 4, an ideal short element of constant current was discussed. In reality, we cannot
find such an antenna since the current is zero at the end of a line. As we now understand, for
antenna analysis and design, it is all about the current distribution. Once the current distri-
bution is known, other parameters, such as the radiation pattern and input impedance, can be
obtained.

5.1.1.1 Current Distribution

For an open-end transmission line, the reflection coefficient at the end (z = 0) is 1. From
Equation (2.20), the current distribution along such a line can be expressed as

1 . 2
I(z,t)=Re (Z—(AleJ (t=F2) _ Ale’(”‘+ﬁz))> = 7 Assin(wt) sin(82) (5.1)
0 0

This is a standing wave with peaks at z = A /4 4+ nx/2 (n are integers). If the dipole is very thin
(ideally zero diameter), the current distribution can be approximated by this equation. That is,
if the coordinate origin is chosen at the center of the dipole in Figure 5.1, the current can be
expressed as

losin(B(l + 2)), -l<z<0 (6.2)

{ losin(B(l — 2)), 0<z<I
1(2) =

where |y is the maximum possible current (different from the current at the feeding point) on
the line. If the dipole length is shorter than A/2, the maximum current on the dipole is less than
lo. This could be very confusing. The time term sin(wt) is omitted from the representation.
Thus, the current along the dipole is a time-varying standing wave. From Equation (5.2), we
can see that the current is

e zero at the end of the pole;
* lgsin(gl) at the feeding point;
« a periodic function with a period equal to one wavelength.
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Table5.1 Summary of some dipole characteristics

Dipole A/10 A2
length 21

Current

distribution +\
Radiation

bl b
Vb
N COPeP

Directivity | 1.50r 1.76 dBi | 1.64 or 2.15dBi | 2.4 or 3.8 dBi About 2.3

~

1.54

TRy

HPBW 90° 78° 47° NA
Input R: very small (~2| R: ~73 Q R: very large R: ~ 100 Q
impedance | ) X:i~0Q Xi~0Q X:~00
JX: capacitive for thin dipole | t5r thin dipole
Note JX sensitive to the|R+jX not sensitiveg R+jX sensitive to| R+jX sensitive
radius to the radius the radius to the radius

The current distributions for the dipole of length 2| = A /10, A/2, A and 1.5 are shown in
Table 5.1. Note that the current distributions on both poles are symmetrical (even function as
shown in Equation (5.2)) about the antenna center.

5.1.1.2 Radiation Pattern
Replacing the current density in Equation (4.3) by Equation (5.2) gives

| —jBr+jpzcosd
E(r) = (—jw,u + ?)/ 22— dz (5.3)
weé -

Amr

After some mathematical manipulation, the radiated electric field in the far field can be obtained
approximately as

By~ jn (5.4)

2mr siné

loelf" (cos(ﬂl cosf) — cos(ﬂl))

and is plotted in Table 5.1. Here # is the intrinsic impedance.
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The magnetic field can be obtained as

iBr _
Hy = E € <cos(ﬁ| cos ) cos(,BI)) (55)

n T 2 sing

Thus, the averaged power density is

2
Sw = %Re(E « H) = 10 (

8m2r2

cos(Bl cos6) — cos(BI))2

sind (56)

Using Equation (4.12), the radiation intensity is

U=r?§, = (5.7)

nlé <cos(ﬂl cosh) — cos(,BI))

82 sind
When gl is small (< /4), cos(Bl) =~ 1 — (B1)?/2 and we have

cos(Bl cos0) — cos(Bl) U PPRTE
( sin@ >~2(ﬂ|) sing

Thus, for short dipoles, the radiated field and radiation intensity are
|oej’Sr
4

,\,77|n
3272

(B1)?sin6 ~ jn

Eo ~ jn
(5.8)

(B1)?sin?6

where I;, = lgsin Bl is the dipole input current and more useful than I for short dipoles.

The E-plane radiation patterns for the length 2| = /10, A/2, A and 1.5 are shown in Table
5.1. It is apparent that the current distribution indeed determines the radiation pattern. When
the dipole length is less than a wavelength, the currents on both poles have the same polarity
and there is only one lobe on both sides and no side lobes. But when the length is greater
than a wavelength, the currents on the dipole become complicated; they travel in two opposite
directions, which results in a split of the radiation pattern. ‘4’ and ‘—" in the plots indicate
opposite directions of the current phase.

5.1.1.3 Directivity and Gain
Using Equation (4.11), we can calculate the directivity by

47U (0, 9) 47U (6, ¢) 20, 9)

D= = 2n pm . - (T :
P 5 [T usingdedg [y Usingdo

(5.9)

It is not possible to find a simple expression for the directivity. A numerical solution can be
found once the frequency and dipole length are known.
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The gain of the antenna can be obtained by Equations (4.16) and (4.34). We need to know
what material is used to make the antenna in order to calculate the gain. An example is given
in Example 5.1.

The directivities for the dipole of length 21 = /10, A/2, » and 1.5) are also shown in
Table 5.1. The half-power beamwidths (HPBWS) for these antennas are given in the table as
well. The directivity increases with the dipole length and reaches a first maximum (about 3.2)
when the length is around 1.254 (not shown in the table) [1, 2]. The relation between the
directivity and beamwidth in Equation (4.13) cannot be applied to this kind of antenna. For
some antennas, their HPBWs may be about the same, but their radiation patterns could actually
be very different. Thus, it is essential to obtain the 2D or even 3D radiation pattern and not to
rely purely on the HPBW to judge the radiation characteristics of an antenna.

5.1.1.4 Radiation Resistance and Input Impedance

Once the current distribution is obtained, we can calculate the radiation resistance using Equa-
tion (4.35); that is

P 27 7 Usinodo
Re = 127 (losinpl)2 (5.10)

We can find a complicated but explicit expression of the radiation resistance as

-
2T

+0.5co0s(Bl /2)[C + In(B1 /4) + Ci(B]) — 2Ci (Bl /2)]}

R {Ce +1In(B1/2) — Ci(Bl/2) + 0.5sin(81 /2)[S (B]) — 25 (Bl /2)]

where
Cg = 0.5772 is Euler’s constant;

X
Ci(x)=/ ?dy is the cosine integral;

«
S(x):/ SmTydy is the sine integral.
0

This complex expression is not really suitable for applications. A lot of effort has been made
to make it simpler and easier to use. One such attempt can be found in [3]. If the loss resistance
is neglected, the input impedance of a dipole less than a wavelength can be approximated as

Za~ f1(B1) — | (120 (In%l - 1> cot(Bl) — fz(ﬂl)) (5.12)

where

fL(Bl) = —0.4787 + 7.3246p1 + 0.3963(81)? + 15.6131(p)3
fo(Bl) = —0.4456 + 17.008281 — 8.6793(8)? + 9.6031(p1)3

d is the diameter of the dipole.
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This formula is valid only when the dipole length is not much longer than half a wavelength
with an error up to 0.5 Q. In practice, this is the most useful range. If the impedance for a
longer dipole is to be calculated, the best approach is to use numerical computation (software
packages are widely available on the market), which will be addressed in Chapter 6.

For an electrically short dipole, Equation (5.11) can be further simplified to

Za ~ 20(B1)* — j120 (In %' — 1) /(B (5.13)

This expression clearly indicates that

 The radiation resistance (the real part of Z, in this case) is proportional to the square of the
dipole length and inversely proportional to the wavelength squared.

» The reactance of the input impedance is a function of the radius and length of the dipole.
The smaller the radius, the larger the amplitude of the reactance. It is proportional to the
wavelength.

The input impedances for the dipole of length 2I = 1/10, A/2, A and 1.5 are also shown
in Table 5.1. It should be pointed out that the reactance of the input impedance is very sensitive
to the radius of the dipole. The only exception is when the length is near half of the wavelength,
the very first resonant length. Although 21 = X and 1.5 may also be considered resonant cases,
they are very sensitive to a change in the radius. If the radius is not negligible, they are actually
not resonant. A good illustration of the input impedance as a function of the normalized dipole
length (and frequency) is given in Figure 5.2 [1], where three dipole antennas of different radii

Input Resistance Input Reactance il =400
1600

L 2l
1400 400 <=100

1200 200

0 I | I I 2
025 /7/05 \ 075 % 125 4,

1000

600 -

400 —

200 [~

Figure 5.2 Input impedance as a function of the normalized dipole length. (R. E. Collin, Antennas
and Radiowave Propagation, McGraw-Hill, Inc., 1985. Reproduced by permission of The McGraw-Hill
Companies)
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are given. We can see that

« All dipoles are resonant near half-wavelength (due to the non-zero radius, the resonant length
is slightly shorter than A/2), but not at one wavelength.
 The fatter (larger radius) the dipole, the broader the bandwidth.

5.1.1.5 Why the Half-Wavelength Dipoleisthe Most Popular Dipole

Based on the discussions above, we can conclude that the following four reasons make the 1/2
dipole very popular:

e Itsradiation pattern is omnidirectional in the H-plane, which is required by many applications
(including mobile communications).

e Its directivity (2.15 dBi) is reasonable — larger than short dipoles although smaller than that
of the full-wavelength dipole.

e The antenna is longer than a short dipole but much shorter than the full-wavelength dipole,
hence it is a good trade-off between the directivity and size.

» The input impedance is not sensitive to the radius and is about 73 €2, which is well matched
with a standard transmission line of characteristic impedance 75 € or 50 € (with VSWR
< 2). This is probably the most important and unique reason.

Thus, for overall performance, the half-wavelength dipole antenna is a definite winner.

Example5.1: Short dipole. A dipole of length 2| = 3 cm and diameter d = 2 mm is made of
copper wire (o = 5.7 x 107 S/m) for mobile communications. If the operational frequency is
1 GHz,

a. obtain its radiation pattern and directivity;

. calculate its input impedance, radiation resistance and radiation efficiency;

c. if this antenna is also used as a field probe at 100 MHz for EMC applications, find its
radiation efficiency again, and express it in dB.

(=2

Solution:
Since the frequency is 1 GHz, the wavelength A =30 cm, 2I/Ax =0.1and 8l = 0.1x.

a. It is a short dipole, therefore we use Equation (5.8) to yield the radiation pattern. The 3D
and the normalized E-plane patterns are shown in Figures 4.6 and 5.3 respectively. The
H-plane pattern (¢) is omnidirectional. The HPBW in the E-plane is 90 degrees (from 45
to 135 degrees in the figure), as indicated in Table 5.1. This plot is almost exactly the same
as that obtained by using Equation (5.7) with an error < 0.03 dB.

Using Equations (5.8) and (4.9) we find directivity to be 1.5 or 1.76 dBi.

b. Equation (5.13) can be employed to obtain the input impedance, the result is

Za =193 j652 Q
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Figure5.3 Ey radiation pattern of a short dipole as a function of 6 (E-plane)

(1f (5.12) was used, the result would be Z, = 2.34 — 6342, which is slightly different).
To calculate the loss resistance, we first need to find out the skin depth. Using Equation
(3.49), the skin depth in this case is

1 1
s~ = =2.1x10"%(m
\ 7o \/n><109><47r><107><5.7><107 X 1077 (m)

It is much smaller than the radius of the wire. Thus, we need to use Equation (3.50) to
compute the loss resistance of the dipole:

N viNATIT
- d/mo

Since Equation (5.13) has not taken the loss resistance into account, the more accurate input
impedance is

Z,=197—(652Q
and the radiation efficiency is

R 1.93

= = — 97.97%
R +R_ 193+004 °

Ne

c. The frequency is now 100 MHz and the wavelength 2 = 300 cm, thus 2I/» = 0.01 and
Bl = 0.01x. This is an electrically small antenna; we can use the same approach as in b. to
obtain:

The antenna input impedance (without ohmic loss): Z, = 0.0197 — j6524.3 (2)
The skin depth: § ~ 6.67 x 107¢ < d/2
The loss resistance: R ~ 0.0126 (£2)
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Thus, the radiation efficiency is

R 0.0197

_ _ —60.99% or —2.14dB
R +R. 00197 +0.0126 °

Ne

This efficiency is much lower than that at 1 GHz. Normally, electrically small antennas have
low efficiencies and high reactances, which is why they are not popular in applications even
though they are small in size. Sometimes we do employ short dipoles for reception where
signal-to-noise ratio is more important than the radiation efficiency.

Inaddition to cylindrical dipoles, there are many other forms of dipoles developed for various
applications. For example, as shown in Figure 5.4, the biconical antenna offers a much wider
bandwidth than the conventional cylindrical dipole; a bow-tie antenna has a broad bandwidth
and low profile; while a sleeve dipole can be nicely fed by a coaxial cable and exhibits a wide
bandwidth. A A/2 folded dipole may be viewed as a superposition of two half-wavelength
dipoles with an input impedance of around 280 €2, which is close to the standard characteristic
impedance of 300 €2 for a two-wire transmission line. That is why it was widely used for TV
reception in the good old days (in the 50s and 60s). More details about these and other forms of
dipoles, as well as the effects of parameters such as the feeding gap, may be found in [2, 3, 4].

5.1.2 Monopoles and Image Theory

The monopole antenna is half of the dipole antenna, as shown in Figure 5.5. There are a lot of
similarities between them, but there are also some differences. The best way to investigate the
monopole is to utilize the image theory.

5.1.2.1 Thelmage Theory

The image theory states that if there is a current A/B/C above an infinite perfect conducting
ground plane, the ground will act as a mirror to generate its image, A'/B’/C’, as shown in
Figure 5.6. A and B are the two basis currents; any other case, such as C, may be viewed as a
combination of these two currents. The field at any point above the ground plane is equivalent
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Ground

Figure5.5 A monopole antenna with a coaxial feed line

to the field generated by the current A/B/C and its image A'/B’/C’ without the presence of the
ground plane.

The image current is of the same amplitude as the original source and its direction is
determined by the boundary conditions, such as that stating that the tangential electric field
must be zero at the boundary. Using the image theory, we can remove the ground plane and
treat the problem as if it were in free space but had a pair of current sources.

5.1.2.2 Monopole Antennas

Applying the image theory to the monopole in Figure 5.5, we can see that it is equivalent to
the case of B-B’ in Figure 5.6, which is a dipole with length 2| in free space. The current
distribution along the pole is the same as the dipole discussed earlier, thus the radiation pattern
is the same above the ground plane and can be represented by Equation (5.7) with0 < 6 < /2.
Since the power is only radiated to the upper half space and the power to the lower half space
is reflected back to the upper space, this results in an increased directivity. The directivity of
a monopole is therefore twice that of its dipole counterpart — this can also be obtained using
Equation (5.9) when the range of the integral is changed to 0 < 6 < 7/2.

The input impedance is changed as well. For a dipole, the voltage across the input points
of the poles is V — (—V) = 2V, while for a monopole, the voltage is between the pole and
the ground plane, which is V. The input currents for both the dipole and monopole are the
same. Thus, the input impedance of the monopole is half that of its corresponding dipole. A
summary of the characteristics of some monopoles is given in Table 5.2. Compared with the
dipole, the monopole has the following advantages:

« the size is half of the corresponding dipole’s;
« the directivity doubles that of its corresponding dipole;
e the input impedance is half of its corresponding dipole’s.

L»TB

Ground A c

Figure5.6 The image theory
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Table5.2 Summary of some monopole characteristics

Monopole /20 MA A2 3/4
length |

Current

distribution 1\ I\ D /P
Radiation

o f\h /\l/\ rix M

Directivity | 3.0 or 4.76 dBi [3.28 or 5.15 dBi| 4.8 or 6.8 dBi | About 4.6

HPBW | 45° 39° 235° NA
Input R: very small | R: ~ 37 Q R:very large |R: ~50 O
impedance| (—1€) X:~00Q Xi~0Q X2 ~0Q
jX: capacitive for thin dipole [for thin dipole
Note jX sensitive to | R+jX not R+jX sensitive R+jXsensitive
the radius sensitive to the radius | to the radius
to the
radius

The quarter-wavelength monopole is a resonant antenna, like the half-wavelength dipole, its
input impedance is about 37 €2, which matches well with the 50 2 standard transmission line
(with VOWR = 1.35 < 2). All these good reasons have made the quarter-wavelength monopole
one of the most popular antennas. We can find applications almost everywhere, from radio
broadcasting towers to mobile phones.

Just like dipoles, there are many derivatives of monopole antennas developed to suit different
applications. Some are shown in Figure 5.7. More detailed discussion will be presented in
Chapter 8.

5.1.2.3 Effectsof a Ground Plane

The above analysis and characteristics of monopoles are based on the assumption that there is
an infinite perfect conducting ground plane. But in reality, we normally do not have an infinite
ground plane or the ground plane is not a perfect conductor (like earth). What are the effects
on the monopole?

All parameters of the monopole (radiation pattern, gain and input impedance are just some
examples) may be affected by the ground plane.
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Figure5.7 Some popular forms of monopole antennas

If the conducting ground plane is of limited size, the radiated power will leak to the lower
half of the space, which means that the radiation pattern is changed. There may be side or even
back lobes. The edge of the ground plane will diffract the waves, which results in many side
lobes, as shown in Figure 5.8. The maximum angle is changed (tilted towards the sky) and
the directivity is reduced. Also, the input impedance may be changed. If the ground plane is
not large enough, it can act as a radiator rather than a ground plane. As a rule of thumb, the
diameter of the ground plane should be at least one wavelength.

If the ground plane is very large but not made of a good conductor, all the antenna properties
are affected, especially the directivity and gain (reduced); the angle to the maximum radiation

Gainyyg (dB), Ground R =4 Eqotar (dB), Ground R =2 x4

Figure5.8 Effects of the ground plane on the radiation pattern of a monopole [3]
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Figure5.9 Transmission line to loop antenna and its corresponding dipoles

is also tilted towards the sky, although there are still no lobes in the lower half space. To improve
the reflectivity of the ground, metal meshes are sometimes employed. A good discussion can
be found in [2].

5.1.3 Loops and the Duality Principle

Loops are another simple and versatile wire-type antenna. They take many different configu-
rations, which include circular, square, rectangular, triangular, elliptical and other shapes.

While the dipole is considered to be a configuration evolved from an open-end transmission
line, the loop can be viewed as a configuration evolved from a short-end transmission ling,
as shown in Figure 5.9. Thus, for a small (electrically small) loop, the current is large and
the voltage is small — this results in a small input impedance, which is very different from a
short dipole whose impedance, more precisely the reactance, is very large. We could use the
conventional method to obtain a loop’s properties by finding its current distribution first, but
this is time-consuming and cumbersome. Since we have already studied dipoles properly, we
are going to use another method, the duality principle, to find the characteristics of a loop,
which is easier and more straightforward.

5.1.3.1 Duality Principle

Duality means the state of combining two different things which are closely linked. In antennas,
the duality theory means that it is possible to write the fields of one antenna from the field
expressions of the other antenna by interchanging parameters.

From Chapters 1 and 4, we know that the first two Maxwell equations are

V x El = —ja)ulHl

. (5.14)
VxH;=Je+ jos1Eg

where E; and H; are the electric and magnetic fields generated by electric current density Je
in Medium 1 (g1 and r1).
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Table5.3 Duality relationship between System 1 and System 2

System 1 with electric System 2 with magnetic
current source current source

Je Im

E; H,

H; —E2

&1 2%

M1 &2

Now suppose we have a fictitious magnetic current source with magnetic current density Jn,
in Medium 2 (e, and w,); Maxwell’s equations for this new scenario can be written as

V x Hy = jweE; (5.15)
V x Ez=—JIm— jouzH2 '

where E; and H, are the electric and magnetic fields generated by J, in Medium 2 (ey
and fuy).

Thus, System 1 with the electric current and System 2 with the magnetic current are duals
and their parameters can be exchanged, as shown in Table 5.3. Note that the duality links not
only the field parameters but also the material properties; there is also a sign change from the
magnetic field to the electric field.

5.1.3.2 Small Loops

The implementation of the duality principle is simple. For small loops (circumference C =
2ma < 1/3), the current can be considered a constant. It has been found that a magnetic current
ImAl is equivalent to a small loop of radius a and constant electric current I, provided that

ImAl = jouSlo (5.16)

where S = wa? (area of the loop). This means that their radiated fields are identical. As shown
in Figure 5.9, using the duality principle, it is possible to write the fields of the magnetic current
from the field expressions of the electric current antenna by interchanging parameters. From
Equations (4.6) and (4.7), the far field of a short electric current is given as

jtal
E, = ——nBsinge I
0 At np
Al (5.17)
H, = ——Bsinge 1A
¢ Amr p

E = E¢=0, H =Hy =0
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Figure5.10 E, radiation pattern of a small loop as a function of & (H-plane)

We use Table 5.3 to yield the far fields of an electrically small loop

i ImA

| .
Hy = ——— Bsinge 17"
"7 dgr r)'B
Ep = — HmAl psinge I#" (5.18)
Arr

Hr:H¢:0, EI’: Eg=0

The radiation pattern looks the same as a short dipole, as shown in Figure 5.10, except that the
polarization is now E, (not E,, but still linearly polarized), which is in the plane of the loop.
The maximum radiation occurs at & = /2, which is also in the loop plane.
The directivity of a small loop is the same as that of a small dipole, which is 1.5 or 1.76 dBi.
Using the radiated field expressions in (5.18), the radiation resistance is found as

4
R = R_ 207%(Ba)* = 2072 <%) (5.19)

2
IO

where C is the circumference of the small loop. If it is not a circle, C is then the total length
of the loop. Comparing Equation (5.19) with a dipole’s radiation resistance, given in Equation
(5.13), we can see that the loop radiation resistance is more sensitive to changes in the length
and wavelength. For a loop and dipole of the same length, the radiation resistance of the loop
antenna is much smaller.

The reactance of the small loop can be approximated by [2]

Xa = wpa (In (%") _ 2) + % /% (5.20)
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where b is the diameter of the wire. This equation takes both the external inductive reactance
(the first term) and internal reactance (the second term) of the loop conductor into account.
For impedance matching, a capacitor in series is required for a small loop.

5.1.3.3 Loop Antenna: General Case

If a loop cannot be considered small, the current distribution cannot be regarded as constant.
As aresult, many properties of the loop are changed and results obtained for a constant current
cannot be applied to real antennas. It has been shown that, when the circumference of the
loop becomes comparable with the wavelength, its maximum radiation shifts to its axis (6 = 0
and =), which is perpendicular to the plane of the loop [5]. This is very different from a
small loop. There is no simple mathematical expression for the radiated field from such a loop
antenna. Computer simulations are really the best choice if a 3D radiation pattern is required.
The directivity of a circular loop as a function of the circumference in wavelengths (C/A) for
a/b =40and 6 = 0 is shown in Figure 5.11. The maximum directivity is about 4.5 dBi when
the circumference is near 1.4A. It should be pointed out that the directivity is fairly independent
of the radius of the wire (b) for C/A < 1.4A.

The one-wavelength loop (the circumference C = 1) is commonly referred to as a resonant
loop. The current in the loop is approximately Iy cos¢ (maximum at the input) and is ap-
proximately equivalent to two /2 dipoles separated by 2a (= A /x), as shown in Figure 5.12.
Es. E, and the total radiation patterns of this antenna are plotted in Figure 5.13. Ey is zero
in the horizontal plane & = /2 and in the vertical plane ¢ = 0, r, while E4 is small in the
vertical plane ¢ = 7/2, 37 /2. The maximum is indeed shifted to the axis, which can be easily
explained using the model in Figure 5.12. The directivity of the antenna is around 2.2 or 3.4
dBi (larger than for a A/2 dipole). The input resistance is about 100 €2, which is a reasonable
value for matching to a standard 50 or 75 Q2 transmission line. However, the input reactance in

Directivity (dBi)

0 0.5 1 15 2
C/ Wavelength

Figure5.11 Directivity of a loop as a function of the normalized circumference
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this case is actually about —100 2 (not sensitive to a change of radius). The resonance occurs
when C is slightly larger than 2, as seen in Figure 5.14.

The input impedance of a loop with the circumference C = 6 cm (the corresponding fre-
quency is 5 GHz) is shown in Figure 5.14. The input resistance reaches the first maximum
at about C/A = 0.5 (at 2.5 GHz, it is referred to as an anti-resonant loop), and the second
maximum is at approximately C/A = 1.5 (it is not at 9 GHz but near 8 GHz in Figure 5.14).
It is interesting to note that the resistance curves for the loop and dipole (see Figure 5.2) are
similar, and their reactance curves are also similar but with a reference position shift of about
A2. This is not difficult to understand using the transmission line theory: the open and short
points are shifted by A/2 on a transmission line.

5.1.3.4 Discussion

The loop antenna has some very interesting features in terms of the input impedance and
radiation pattern, as shown in Figures 5.14 and 5.15. When the loop size is changed from
electrically small to about one wavelength, the total radiation is gradually changed from an
omnidirectional pattern in the horizontal plane to an omnidirectional pattern in the vertical
plane. If its size is further increased, the radiation pattern will no longer be omnidirectional
but will have many lobes. Thus, the loop antenna radiation pattern is much more complicated
than its dipole counterpart.

Theta

Ey E, Total

Figure5.13 The radiation patterns of a loop with C = A
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Figure5.14 The input impedance of a loop with C = 6 cm

In addition to the circular loop, other forms of loop antennas have also been developed for
practical applications. Since the analysis of polygonal (such as square, rectangular, triangular
and rhombic) loops is much more complex, they have received much less attention.

Generally speaking, loop antennas have many attractive characteristics. They are of low
profile and present a well-controlled radiation pattern. Balanced and unbalanced feeds are
possible (coaxial cables can be used to feed the loop or half loop [2]). Loop antennas are
usually employed for linear polarization although the shape is circular. Recently, it has been
found that a loop antenna can also radiate circularly polarized waves if a gap is introduced on
the loop [6, 7, 8].

A one-wavelength loop with a planar reflector has a unidirectional pattern with a relatively
high directivity (near 9 dBi) and good input impedance, which is, of course, dependent on
the distance to the reflector [3]. For mobile radio communications, the loop is often used in
pagers but hardly used in mobile transceivers. This may be due to its high resistance and

z

Theta_L Theta
-

C~ W4

C<<i

Figure5.15 Total radiation patterns of loops of different sizes
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Figure5.16 Helical antenna and the radiation patterns of two radiation modes

reactance, which make it difficult to match to standard 50 €2 transmission lines over moderate
bandwidths. With a ground plane or body, the loop antenna should be an attractive candidate
for mobile hand-portables. We expect to see more loop and derivative antennas being used in
mobile wireless communication systems.

5.1.4 Helical Antennas

As indicated earlier, the helical antenna may be viewed as a derivative of the dipole or monopole
antenna, but it can also be considered a derivative of a loop antenna. In this section we are
going to introduce this special antenna, which has some very interesting and unique features,
as Professor Kraus (who made a significant contribution to this subject) stated in [4], ‘not
only does the helix have a nearly uniform resistive input over a wide bandwidth but it also
operates as a super-gain end-fire array over the same bandwidth! Furthermore, it is non-critical
with respect to conductor size and turn spacing. It is easy to use in arrays because of almost
negligible mutual impedance’.

Geometrically, as shown in Figure 5.16, a helical antenna consists of a conductor wound
into a helical shape. It is a circularly/elliptically polarized antenna. A helix wound like a right-
hand (clockwise) screw radiates or receives right-hand circularly polarized waves, whereas a
helix wound like a left-hand (anti-clockwise) screw radiates or receives left-hand circularly
polarized waves. Although a helix can radiate in many modes, the axial (end-fire) mode and
the normal (broadside) mode are the ones of most interest. The following notation is used for
the analysis:

D = diameter of helix;

s = spacing between turns;

n = number of turns;

C = circumference of helix = 7 D;
L = length of one turn = 4/C2 + 2.

5.1.4.1 Normal Mode Helix

The normal (broadside) mode occurs when the diameter of the helix is much smaller than the
wavelength (D « A) and the total length is also smaller than the wavelength. It behaves more
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like a dipole (or monopole with a ground plane) antenna. The radiation pattern is broadside to
the helix axis. In this case, the helix may be treated as the superposition of n elements, each
consisting of a small loop of diameter D and a short dipole of length s. The axes of the loop and
dipoles coincide with the axis of the helix. The far field of a small loop is given in Equations
(5.18) and (5.16) as

Ey = @ Slin —— T gsinge
Arr (5.21)
Er=E;=0
The far field of a short dipole is shown in Equation (5.8) as
E, ~ ip_" 5.22
0 7147” ( )

The Ey and E4 components of dipoles and loops are 90 degrees out of phase. The combination
of them gives a circularly or elliptically polarized wave. The axial ratio is

2
AR_ |Eel _ ns _ S _2s (2_S>/<£> (5.23)
|Ey|  owuS  2nf. /em-m(D/2)?  m2D? A A

When the circumference is equal to

=D =251 (5.24)

the axial ratio becomes unity and the radiation is circularly polarized. Otherwise, the radiation
is elliptically polarized.

From Equations (5.21) and (5.22), we know that the radiation pattern is indeed a typical
figure eight (8) in the vertical plane, as shown in Figure 5.16, and omnidirectional in the
horizontal plane. The directivity is again about 1.5 and the HPBW is 90 degrees, similar to
that of a short dipole or small loop.

The input impedance is very sensitive to changes of frequency; the bandwidth is therefore
very narrow. In practice, the helix is normally used with a ground plane, the polarization is
predominantly vertical and the radiation pattern is similar to that of a monopole. In this case,
the radiation resistance can be approximately given by (25.3 ns/A)? [9]. These antennas tend
to be inefficient radiators (depending on size and materials) and are typically used for mobile
communications where reduced size is a critical factor.

5.1.4.2 Axial Mode Helix

The axial (end-fire) mode occurs when the circumference of the helix is comparable with the
wavelength (C = =D = 1) and the total length is much greater than the wavelength. This has
made the helix an extremely popular circularly polarized broadband antenna at the VHF and
UHF band frequencies. In this mode of operation, there is only one main lobe and its maximum
is along the axis of the helix and, as shown in Figure 5.16 (with a ground plane), there may
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be some side lobes. The recommended parameters for an optimum design to achieve circular
polarization are:

* Normalized circumference: 3/4 < C/A < 4/3;
e Spacing: s &~ A/4;

* Pitch angle: 12° < o = tan~(s/C) < 15°;

e Number of turns: n > 3.

In contrast to the normal mode helix, which has a current almost uniform in phase over the
antenna, the phase of the axial mode helix current shifts continuously along the helix like a
traveling wave. Because the circumference is about one wavelength, the currents at opposite
points on a turn are about 180degrees out of phase. This cancels out the current direction
reversal introduced by the half turn. Thus, the radiation from opposite points on the helix is
nearly in phase. This is essentially the same as the one-wavelength loop shown in Figure 5.12.
It is therefore not surprising to have the maximum radiation along the axis.

The radiation pattern of the axial mode helix can be modeled using antenna array theory,
to be discussed later in this chapter. Basically, each turn can be considered an element of the
array with a radiation pattern of cos 6. The normalized total radiation pattern is:

sin[(n/2)V]

E = Acoso
sin[W/2]

(5.25)

where the first term is the normalization factor: A = 1/n for ordinary end-fire radiation and
A = sin(zr/(2n)) for Hansen—-Woodyard (HW) end-fire radiation (the axial mode helix was
found to approximately satisfy the Hansen—\Wbodyard condition, to be discussed in Section
5.3.2), which is larger than 1/n to reflect the increased directivity — it is achieved by increasing
the phase change between element sources. The second term in the equation (cos®) is the
element radiation pattern and the last term represents the array factor of a uniform array of n
elements. ¥ = B(scos® — L/p) and p is the relative phase velocity given by [2, 4]

L/x
/ ; for ordinary end — fire radiation, ¥ = —27
v s/A+1
T S i inti 5.26
p c %; for HW end — fire radiation, ¥ = —27 — wr/n (5.26)
S/A+ ———

2n

It has been found that the half-power beamwidth is roughly

YAYRVIN
HPBW ~ > VA (5.27)
C.J/ns
It is inversely proportional to C and ./ns. The beamwidth between first nulls is about
115°0/A
FNBW ~ VA (5.28)

Cns
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Using the link between the directivity and HPBW in Equation (4.14), we obtain the
directivity:

D ~ 15C?ns/2° (5.29)

This is proportional to C2, n and s. Thus, the effects of n on directivity are significant when
n is small but not significant when n is large (for example, if n is increased from 2 to 4, the
directivity is doubled. If nis increased from 20 to 22, the increment is still 2, but the directivity
has little change). If we take the minor lobes and the details of the pattern shape into account,
a more realistic estimation is

D ~ 12C?ns/A® (5.30)
The axial ratio is found to be
AR = (2n + 1)/(2n) (5.31)

The input impedance of an axial mode helix with a ground, which is greater than one
wavelength, is almost resistive with values between 100 and 200 Q2. The estimated value
within 20% accuracy is expressed by

R = 140C/ (5.32)

A suitable matching circuit is required by the antenna if it is to be connected to a 50 @
transmission line. One way to bring the input impedance down to the desired value is to use the
first 1/4 turn as an impedance transformer. A microstrip is an ideal structure for this purpose,
since the ground plane may be the same as that of the antenna. The dielectric substrate height
h is linked to the strip width w and feed line characteristic impedance Z, by [4]

w
h=—r— (5.33)

-2
NG

where g, is the relative permittivity of the substrate. This improved-matching modification
may result in bandwidth reduction as a trade-off.

Example5.2: Axial helix. Design a circularly polarized helix antenna of an end-fire radiation
pattern with a directivity of 13 dBi. Find out its input impedance, HPBW, AR and radiation
pattern.

Solution:
Using the recommended design parameters for an axial mode helix, we can choose: s =
A4 and C = A, which gives us the pitch angle: 12° < o = tan~!(s/C) = 14.0362° < 15°.
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The required directivity is
D = 13dBi = 20 ~ 12C?ns/A3
thus, n = 6.667 ~ 7 turns. Now we can use the equations above to obtain:

input impedance: R = 140C/A = 140Q;

52°0/A
half-power beamwidth: HPBW ~ c { = 39.3%;

axial ratio: AR = (2n + 1)/(2n) = 1.0714.

To calculate the radiation pattern, we first find L = +/C2 4+ s2 = 1.03 A; and

L A‘ - - -
L 0.8295; for normal end - fire radiation, ¥ = —2x
v s/A+1
pP=-= L/x o
c R e 0.7844; for HW end — fire radiation, ¥ = —27 — 7/n
S/A+ o

Thus, for the normal end-fire radiation:

W, = B(scosd — L/p) =27x(0.25cos6 — 1.03/0.8295) = 1.5708 cos® — 7.8019

£ _ 1 Cosesin[S.Sllfl]
LT 77 sin[0.5W]

and for HW end-fire radiation, which can be achieved by this helix antenna:

W, = B(scos® — L/p) =27(0.25¢cos6 — 1.03/0.7844) = 1.5708 cos & — 8.2505

sin [3.5W;]

. T
E, =sin(—)cosf ————
2 ( ) sin[0.5W,]

14

Both patterns (E;: dashed line for normal end-fire array and E,: solid line for the helix)
are plotted in Figure 5.17. We can see that an HW design can indeed provide an increased
directivity (by a factor of 1.115 or 0.918 dB in this case). The logarithmic presentation in the
rectangular plot shows more and clearer details of the radiation than that of the polar plot in
linear scale. It is also interesting to note that the increased directivity pattern E; has a sharper
main beam but higher side lobe levels than that of the ordinary end-fire pattern E;.
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Figure5.17 Radiated field patterns of two different antennas (a) the polar plot of the E; (dashed line)
and E; (solid line) in linear scale; (b) E; and E; field patterns in dB scale

5.1.5 Yagi—Uda Antennas

The Yagi—Uda antenna (also known as a Yagi) is another popular type of end-fire antenna
widely used in the VHF and UHF bands (30 MHz to 3 GHz) because of its simplicity, low cost
and relatively high gain. The most noticeable application is for home TV reception and these
can be found on the rooftops of houses. A typical one is shown in Figure 5.18.

Yagi and Uda were two Japanese professors who invented and studied this antenna in the
1920s. S. Uda made the first Yagi—Uda antenna and published the results in Japanese in 1926
and 1927, and the design was further developed and published in English by his colleague
Professor Yagi a year later [10]. Since then a significant of amount of work has been done
theoretically and experimentally. A lot of data and results are available in the public domain.

The main feature of this type of antenna is that it consists of three different elements: the
driven element, reflector and director, as shown in Figure 5.19. Some people consider the
Yagi-Uda antenna an array, since it has more than one element. However, it has just one
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Figure5.18 A Yagi-Uda TV reception antenna

active element and feed port; all the other elements (the reflector and directors) are parasitic.
Thus, some people consider it an element antenna rather than an antenna array. The main
characteristics and design recommendations of these elements can be summarized as follows:

e Thedriven element (feeder): the very heart of the antenna. It determines the polarization
and central frequency of the antenna. For a dipole, the recommended length is about 0.47A
to ensure a good input impedance to a 50 €2 feed line.

e Thereflector: normally slightly longer than the driven resonant element to force the radiated
energy towards the front. It exhibits an inductive reactance. It has been found that there is not
much improvement by adding more reflectors to the antenna, thus there is only one reflector.
The optimum spacing between the reflector and the driven element is between 0.15 and 0.25
wavelengths. The length of the reflector has a large effect on the front-to-back ratio and
antenna input impedance.

e The directors: usually 10 to 20% shorter than the resonant driven element and appear
to direct the radiation towards the front. They are of capacitive reactance. The director to

AZ
Reflector grlven Directors
ement
O r kO
Ly > Ly VY
S Radiation pattern
S 53 N
1

Figure5.19 Configuration of a Yagi—Uda antenna and its radiation pattern
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director spacing is typically 0.25 to 0.35 wavelengths, with larger spacing for longer arrays
and smaller spacing for shorter arrays. The number of directors determines the maximum
achievable directivity and gain.

5.1.5.1 Operational Principle

The special configuration (long reflector and short directors) has made the Yagi—-Uda antenna
radiate as an end-fire antenna. The simplest three-element Yagi—Uda antenna (just one director)
already shows an acceptable end-fire antenna pattern. The radiation towards the back seems to
be blocked/reflected by the longer element, but not just by the reflector; the reflector and director
produce push-and-pull effects on the radiation. Induced currents are generated on the parasitic
elements and form a traveling wave structure at the desired frequency. The performance is deter-
mined by the current distribution in each element and the phase velocity of the traveling wave.

5.1.5.2 Current Distribution

The current distribution on the driven element is determined by its length, frequency and
interaction/coupling with nearby elements (mainly the reflector and first director), while the
current distribution in parasitic elements is governed by the boundary condition: the total
tangential electric field must be zero on the conducting surface. This results in induced currents
and they may be viewed as the second sources of the radiation. Analytical and numerical
methods have been employed to obtain the current distribution along each element [2]. The
results show that the current distribution on each element is similar to that of a dipole. As
expected, the dominant current is on the driven element; the reflector and the first director
carry less current, and the currents on other directors are further reduced and they appear to
be of similar amplitude, which is typically less than 40% of that of the driven element.

5.1.5.3 Radiation Pattern

Once the current is known, the total radiated field can be obtained using Equation (4.3), which
may be difficult and numerical computations may be required.
For a dipole Yagi—Uda antenna, the radiation from element n is given by Equation (5.4)

E@h~ in (5.34)

I,ef" /cos(Bl, cosO) — cos(Bln)
2mr ( sinf )

where |, is the maximum current and I, is half the length of the nth dipole. Thus, the total
radiation pattern is the field superposition from all the elements and may be expressed as

E@)~ jn

eifr N cos(Bln cos #) — cos(Bln)
= Z I (

2mr sin@

)exp(jﬁsnl cos6) (5.35)

n=1

where r is the center of the reflector to the observation point and spacing § = 0. It is apparent
that each element length and spacing, weighted by its maximum current, affects the total
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radiation. This approach is the same as the one we are going to use for analyzing antenna
arrays later.

One important figure of merit in a Yagi—-Uda antenna is the front-to-back ratio of the pattern.
It has been found that this is very sensitive to the spacing of the director. It varies from trough
to peak and from peak to trough repetitively as a function of the spacing [2].

5.1.5.4 Directivity and the Boom

The directivity can be obtained using Equation (4.11), as we did for dipoles. A simpler esti-
mation of the maximum directivity of a Yagi—-Uda antenna is proposed by us as

D = 3.28N (5.36)

The coefficient 3.28 results from doubling the directivity (1.64) of a half-wave dipole. Since
there are N elements, the maximum is obtained when they are combined constructively as
3.28N. The reason for introducing the factor of 2 is that the radiation pattern is now uni-
directional end-fire. The radiation is redirected to just half of the space by the reflector and
directors (very little to the other half), which is somewhat similar to the effect of a conducting
ground plane. For the simplest three-element Yagi-Uda antenna, N = 3, thus D = 9.84 =
9.93 dBi = 7.78 dBd. When the number is doubled to N = 6, 3 dB more gain can be obtained
(D =12.93 dBi = 10.78 dBd). However, if three more directors are added to the antenna, the
improvement in the directivity is just 1.76 dB. Just like the helical antenna, the effect of the
number of elements on the directivity is significant when N is small, but not significant when
Nislarge

There is a misperception on how the directivity is linked to the length of the boom. Some
people think the directivity is proportional to the length of the boom and not the number of
elements. The reality is that, as indicated by Equation (5.36), the number of properly placed
elements determines the directivity. Of course, the more elements, the longer the boom, and
hence the larger the directivity. But the point is that the directivity is determined by the number
of elements, not the length of the boom.

Some characteristics of the antenna may be affected by the boom if it is made of metal,
for example the input impedance. The boom should be insulated from the elements, otherwise
compensation is required. Since the orientation of the boom is orthogonal to the antenna
elements, the effects on the radiation pattern should be small.

5.1.5.5 Input Impedance

The input impedance is very sensitive to the spacing of the nearest two elements and their
lengths. Asa rule of thumb, the closer the spacing, the smaller the input impedance. Coupling
reduces the impedance. If a half-wavelength dipole is used as the driven element, its impedance
can be reduced from 73 € to as little as 12 2 when the spacing drops down to 0.1x. This may
be a problem if the antenna is to be matched with a 50 2 or even a 75 2 transmission line.
A simple solution in practice is to replace a half-wavelength dipole by a folded dipole, which
has a typical impedance of 280 €.
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5.1.5.6 Antenna Design

Generally speaking, Yagi—Uda antennas have low impedance and relatively narrow bandwidth
(a few percent). Improvement in both can be achieved at the expense of other parameters (such
as directivity and side lobes). The length and diameters of the elements as well as their re-
spective spacing determine the optimum characteristics. Since there are so many variables, the
optimum design of a Yagi—-Uda antenna is a very complicated task. Extensive and comprehen-
sive experimental and theoretical investigations into Yagi—-Uda antennas have been conducted.
The most well-known experimental study was conducted by Viezbicke at NBS (now NIST,
National Institute of Standards and Technology) [11]. He has produced a lot of data and results.
Some of these are summarized in Table 5.4, along with our estimated maximum directivity.
These data are extremely useful for practical antenna designs.

It should be pointed out that the element diameter is fixed at 0.0085x in Table 5.4. If this
condition cannot be met in reality, slight changes to the element length should be made and
relevant design curves for this purpose were produced in [11], with some reproduced in [2, 12].

These results were obtained experimentally. Analytical and numerical investigations have
shown that further improvements could be achieved. For example, Chen and Cheng [13, 14]
used a perturbational technique to vary each spacing and element length and showed that the
directivity of a six-element Yagi—Uda antenna was increased from the initial value (10.92 dBi)
to 12.89 dBi, which is very close to our estimated maximum directivity of 12.93 dBi.

Some optimization methods, such as genetic algorithm and particle swarm, have recently
been employed to optimize and miniaturize the design [15, 16, 17]; good and interesting results

Table5.4 Optimized elements for Yagi-Uda antennas (the normalized diameter d /2 = 0.0085,
spacing S = 0.2%)

Boom length/a 0.4 0.8 1.2 2.2 4.2 Note
Li/2 0.482 0.482 0.482 0.482 0.475 Reflector

Lo/ A2 folded dipole ~ 0.47 Driven element
La/x 0.442 0.428 0.428 0.432 0.424 Director

La/A 0.423 0.420 0.415 0.424

Ls/A 0.428 0.420 0.407 0.420

Le/A 0.428 0.398 0.407

L7/A 0.390 0.403

Lg/A 0.390 0.398

Lo/2 0.390 0.394

Lo/ 0.390 0.390

Ly/A 0.398 0.390

Lip/A 0.407 0.390

Lis/2 0.390

Lia/A 0.390

Lis/A 0.390

Spacing/x 0.20 0.20 0.25 0.20 0.308 Between directors
D indBd 7.1 9.2 10.2 12.25 14.2 Measured

D indBi 9.2 11.3 12.3 14.35 16.3 Measured

Estimated Dyax in dBi 9.93 12.14 12.93 15.95 16.91 Equation (5.35)




Popular Antennas 157

Inagtive region  Active region  Inactive region
L,=A/2 L,>A/2

Inductors
Ly

- y
,,,, Radiation pattern

Figure’5.20 The configuration of a log-periodic antenna and its radiation pattern

have been obtained. It has been shown that optimum gains may be obtained with very small
spacings. This is a very attractive feature for modern mobile communication systems, where
size is particularly important.

In addition to the dipole, other antenna types (especially loops) have also been used to make
Yagi—Uda antennas for various applications.

5.1.6 Log-Periodic Antennas and Frequency-Independent Antennas

A very similar configuration to the Yagi—Uda antenna is the log-periodic antenna, as shown in
Figure 5.20. It produces a similar end-fire radiation pattern and directivity (typically between
7 and 15 dBi) to the Yagi—Uda and, also like the Yagi—Uda, is widely used in the VHF and
UHF bands. However, there are two major differences between them:

e Bandwidth: the log-periodic antenna has a much wider bandwidth than the Yagi-Uda.

» Feeder: each element of the log-periodic antenna is connected to the source and can be seen
as a feed of the antenna (i.e. each element is active) whilst there is only one feed (driven
element) and all the others are parasitic elements in the Yagi—-Uda antenna.

5.1.6.1 Operational Principle of Log-Periodic Antennas

As seen in Figure 5.20, the log-periodic dipole antenna (LPDA) consists of many dipoles of
different lengths. The antenna is divided into the so-called active region and inactive regions.
The role of a specific dipole element is linked to the operating frequency: if its length, L, is
around half of the wavelength, it is an active dipole and within the active region; if its length is
greater than half the wavelength, it is in an inactive region and acts as a reflector; if its length
is smaller than half the wavelength, it is also in an inactive region but acts as a director, which
is very similar to the Yagi—Uda antenna. The difference is that the driven element shifts with
the frequency — this is why this antenna can offer a much wider bandwidth than the Yagi—
Uda. A traveling wave can also be formed in the antenna. The highest frequency is basically
determined by the shortest dipole length (L ) while the lowest frequency is determined by the
longest dipole length (L ).
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The reason for this antenna being called a log-periodic antenna is that its input impedance
is a periodic function of the logarithm of the frequency. Other parameters that undergo similar
variations include the radiation pattern, directivity and beamwidth.

5.1.6.2 Antenna Design

The geometrical dimensions of the log-periodic antenna follow some pattern and condition,
which is another difference from the Yagi—-Uda antenna. For analysis, the following notation
is used:

L, = the length of elementn,andn=1,2, ..., N;
s, = the spacing between elements n and (n + 1);
dn, = the diameter of element n;

On = the gap between the poles of element n.

They are related to the scaling factor:

_ B _ Lns1 _ Sn+1 _ Ony1 _ On+1 -1 (5.37)
Ll I—n S'I dn gn

and the spacing factor:

-5 1 5.38
oL, 2L, (5.38)

As shown in Figure 5.20, two straight lines through the dipole ends form an angle 2«, which
is a characteristic of the frequency-independent structure. The angle « is called the apex angle
of the log-periodic antenna, which is a key design parameter and can be found as

o =tan~! <%> = tanl( n(;sn )> = tan~ <(14 )> (5.39)

These relations hold true for any n. From the operational principle of the antenna and the
frequency point of view, Equation (5.37) corresponds to:

Lo fy

5.40
Ln o1 (5.40)

Taking the logarithm of both sides, we have
log fny1 = log fn — log z (5.41)

This means that the resonant frequency in log scale is increased by every [log |. Thus, the
performance of the antenna is periodic in a logarithmic fashion, hence the name log-periodic
antenna, as mentioned earlier.

This seems to have too many variables. In fact, there are only three independent variables
for the log-periodic antenna design. These three parameters, which can be chosen from the
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Table5.5 Optimum design data for log-periodic antenna

Directivity/dBi Scaling factor t Spacing factor o Apex angle o
7 0.782 0.138 21.55°
7.5 0.824 0.146 16.77°
8 0.865 0.157 12.13°
8.5 0.892 0.165 9.29°
9 0.918 0.169 6.91°
9.5 0.935 0.174 5.33°
10 0.943 0.179 4.55°
10.5 0.957 0.182 3.38°
11 0.964 0.185 2.79°

directivity, length of the antenna, apex angle, the upper frequency and the lower frequency,
should come with the design specifications. Extensive investigations have been conducted
and some optimum designs have been obtained. The most noticeable work was carried out
by Carrel [18] and a correction was later made by Butson and Thompson in [19]. Computed
contours of constant directivity (gain) versus o and T were given in these references and
[2, 3, 12] (but some references have not incorporated the correction from [19]). A summary of
the optimum design data (with correction) is produced in Table 5.5, which can be used to aid
antenna design. It is apparent that, the higher the directivity, the larger the scaling factor and
spacing factor, but the smaller the apex angle.

Another important aspect of the design is the antenna input impedance, which can be tuned
by changing the diameter d of the element and the feeding gap gbetween the two poles.

g = dcosh (Zy/120) (5.42)

where Z; is the characteristic impedance of the feed line to be connected (the desired
impedance). More details can be found in [2, 18].

In practice, the most likely scenario is that the frequency range is given from fpin t0 frax;
the following equations may be employed for design:

Amax c Amin c
L, > =— Ln = = 5.43
2 fmin 2 fmax ( )
and
fmin LN Ln-1 N_1

e =7 5.44
fmax L1 Ly (5.44)

Another parameter (such as the directivity or the length of the antenna) is required to produce
an optimized design.

Once the geometrical dimensions are obtained, it is desirable to find the radiation pattern.
Unfortunately, there is no analytical solution; the best approach is to use some numerical
methods or software to complete this task. More discussion on this subject will be presented
in the next chapter.
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Example5.3: Log-periodic antennadesign. Design a log-periodic dipole antenna to cover all
UHF TV channels, which is from 470 MHz for channel 14 to 890 MHz for channel 83. Each
channel has a bandwidth of 6 MHz. The desired directivity is 8 dBi.

Solution:
The given three parameters are: fmin = 470 MHz, fnax = 890 MHz, and D = 8 dBi.

Since the desired directivity is 8 dBi, from Table 5.5, we can see that, for the optimum design,
the scaling factor r = 0.865, the spacing factor o = 0.157, and the apex angle o = 12.13°.
The latter can also be obtained using Equation (5.39).

Because the frequency range is known, using Equation (5.44) yields

: 47
N = log F min log(z) + 1 = log 470 log(0.865) + 1 = 4.40 + 1 = 5.40 ~ 6
f 890

max

That means at least six elements are required. To be on the safe side we should use seven or
even eight elements to be sure the desired directivity will be achieved.
If N = 8, we can afford to start from a lower frequency, say 400 MHz, thus

c 300
Li=——=—=0.75(m),
c 300
andL, =Ly =0.865*0.75 = 0.6487(m),...,Lg = 0.2718 < —— = — = 0.3371(m).
fmax 890

The spacing can be obtained using (5.38), that is
Sy = 2Lno = 0.314L,

n=1to7. (s =0.2355; ..., 5 = 0.0986)
The total length of the antenna is

;
L= an = 1.1142 (m)
n

this seems to be a reasonable length in real life.

In theory, the dipole diameter and feed gap at an element should also be scaled, as indicated
in Equation (5.37). But in practice, this is sometimes hard to achieve. Because these two
parameters do not affect the radiation pattern or directivity, we may just use the same or a
few different metal poles/tubes to make the antenna. The gap is linked to how each element
is fed and Equation (5.42) may be used to tune the impedance. It is not uncommon to use a
constant gap, which means a matching section/circuit may be required if the antenna is not
well matched with the feed line.

It should be pointed out that for the same number of elements, the Yagi—Uda antenna can
produce a higher directivity than its log-periodic counterpart. For example, in Example 5.3,
a six-element LPDA can offer 8 dBi gain, but a six-element Yagi—Uda antenna can achieve a
gain of more than 12 dBi. This is due to the fact that the Yagi—Uda is a harrowband antenna and
all elements are designed to contribute to the radiation constructively at the desired frequency,
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while the log-periodic antenna is a broadband antenna and elements within the inactive regions
may not contribute to a specific frequency as efficiently and constructively as in a Yagi-Uda
antenna. There is a trade-off between the directivity and bandwidth for fixed N. Question 5.10
will reinforce this concept.

In addition to the log-periodic dipole antenna, there are other forms of log-periodic antennas,
such as log-periodic loop antennas. The operation and design principle is the same.

5.1.6.3 Frequency-lIndependent Antennas

If the characteristics (such as the impedance and radiation pattern) of an antenna are not
a function of frequency, the antenna is called a frequency-independent antenna. There are
basically three methods for constructing such an antenna.

Scaling

If the antenna structure is built with a scaling factor z, like the log-periodic antenna, its
properties will be the same at f and zf. By making the scaling factor close to 1, the properties
of the antenna at any frequency will be the same. In practice, even with t not very close to 1,
good frequency-independent characteristics are observed. The LPDA is a good example.

Angle Conditions

If the antenna shape is specified only in terms of angle, the impedance and pattern properties
of the antenna will be frequency independent. Typical examples include various (wire, conical
and planar) spiral antennas, as shown in Figure 5.21 [2, 3, 4, 12]. Mathematically, the equation
for a logarithmic wire spiral can be expressed as

r =roa’ (5.45)

where
r = radial distance to a point on the spiral;
ro = the radius for ¢ = 0, determining the upper frequency bound,;
¢ = angle with respect to thex-axis;
a = a constant controlling the flaring rate of the spiral. When a > 1, it is right-handed,
while when 0 < a < 1, it is left-handed.

Coaxial
cable

Dummy
7 coaxial
cable
g W q'““_ﬂ-_,_h-' Coaxial

Te— cable

@ (b)

Figure5.21 Spiral antennas (a) the wire type; (b) the conical type
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A second wire spiral, which is identical in form to the first one with a rotation of = (now
¢ > ), can be generated by

r =rea® " (5.46)

These two spirals form a circularly polarized frequency-independent antenna. The
impedance, pattern and polarization remain nearly constant over a wide range of frequen-
cies. The typical value of the expansion ratio a?* (the radius increase over one turn of the
spiral) is 4. Experimental results suggest that a spiral of one and a half turns is about the opti-
mum. Since the lower frequency bound is determined by the maximum radius, the bandwidth
of a typical spiral isrga®” :ro ~ 8 : 1.

The input impedance is determined by the geometrical dimensions, especially around the
antenna feeding. A typical value is between 120 and 180 Q.

The radiation pattern is bidirectional with two wide beams broadside to the plane of the
spiral, which is approximately cosf when the z-axis is normal to the plane of the antenna.

Self-complementary

If an antenna structure is identical to its complementary structure, its input impedance is
frequency independent. This will be proved later in this chapter using Babinet's principle: the
product of the input impedances of the original and the complementary structures isa constant =
n?/4 (n ~ 377 Q in free space). The impedances for both structures without truncation should
be identical, thus the input impedance is /2 (=~ 188 <2 in free space). Two examples are shown
in Figure 5.22.
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Figure5.22 Two examples of self-complementary antennas (a) planar spiral; (b) log-periodic toothed
planar antenna. (Reproduced by permission of John Wiley & Sons, Inc.)
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In theory, these frequency-independent antennas should be infinitely large to cover the whole
spectrum. In reality, the size has to be finite and therefore they have to be truncated to cover just
the desired frequency range. The truncation has to be done carefully in order to minimize the
effects on antenna performance. This means that the current has to be attenuated and negligible
at the point of truncation — this is why the tail of a planar spiral antenna has a tapered truncation,
as shown in Figure 5.22(a).

5.2 Aperture-Type Antennas

There is another group of antennas that are not made of metal wires but plates to form certain
configurations that radiate/receive EM energy in an efficient and desired manner —the aperture-
type antennas. They are often used for higher frequency applications than wire-type antennas.
Typical examples include horn antennas and reflector antennas, as shown in Figure 5.23, which
will be discussed in this section. Although we can still make use of the conventional approach
to analyze this type of antenna, i.e. to obtain the current distribution first and then calculate the
radiated field and input impedance, a new method, which is particularly suitable for analyzing
aperture-type antennas, will be introduced in this section.

5.2.1 Fourier Transforms and the Radiated Field

It is well known that the Fourier transform is a very useful tool to convert a signal from the
time domain, x(t), to the frequency domain, X(f). The mathematical expression is

X(f) = /_ +°° x(t)e'? ftdt (5.47)

oo

Figure 5.23 Some aperture-type antennas (reflector, TEM horn, double-ridged horn and pyramidal
horn)
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Figure5.24 Radiation from an aperture source in the z = 0 plane

Now let us deal with the radiation from an aperture source S, located in the z = 0 plane. As
shown in Figure 5.24, it is assumed that the electric field on this aperture is known as E, (X, y).
We need to find out the radiated field in the half space z > 0.

This is a two-dimensional problem. We can employ the Fourier transform to obtain the
radiation in the far field — this is normally a more efficient and effective method than the
conventional current distribution approach, which uses the current distribution to characterize
the antenna. Thus, the two-dimensional Fourier transform will be used to solve this problem.

It has been shown that the radiated field from such an aperture source is linked to a plane
wave with vector amplitude A propagating in the direction of the propagation vector k by the
following expression:

+oo  pH4oo .
E(x.y.2) = Elz / Ak, ky)e KT didky (5.48)

where
Kor =M X +kY+k2)- (X+Y+2) =kX+kyy + k7

ky, Ky, k; are propagation constants along the x, y and zdirections, respectively; they are linked
2
to the wave number 8 = Tﬂ =k + ky2 + k;2, and

kx = Bsing cos¢; ky = Bsindsing; k, = pcoso (5.49)
Alkx, Ky) = Ac(Kx, ky) + Az(Kx, ky)Z;

k- At(kX’ ky) an

Az(Kx, ky) = K
Z

d

Al ) = Aulle k)R + Ayl k)3 = [ [ Ealx y)eltx0dxdy  (5.50)
S

This is the Fourier transform of the aperture field. Thus, Equation (5.48) means that the radiated
field E can be obtained using the Fourier transform of the aperture field. The calculation may
be complicated since double integrals are involved.
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In the far field, there is no field component along the propagation direction, i.e. TEM waves.
Equation (5.48) can be much simplified to [1, 2]:
e ipr

E(r)=jB [(Axcos ¢ + Aysing)8 + (Aycos¢ — Acsing)cos6 - §]  (5.51)

2y

A coordinate transform from Cartesian coordinates to spherical coordinates has been made

here to simplify the expression of the field, which is inversely proportional to the distance,

thus the radiated power is inversely proportional to the distance squared, which is the same as

the radiated field from a short wire-type antenna. However, this radiated field has two equally

important components in the 6 and ¢ directions—this is not the case for most wire-type antennas.
The magnetic field in the far field (a local plane wave) is given by

H=FfxE/n (5.52)

where 7 is the intrinsic impedance of the medium, as defined previously.

Thus, once the source aperture field distribution is known, the radiated fields can be obtained
using these equations. Other relevant characteristics (such as the directivity and HPBW) can
also be calculated using the formulas provided in Chapter 4. A summary of the characteristics
of a few rectangular aperture antennas is presented in Figure 5.25, which shows clearly how

Near-Field or Aperture Far-Field Pattern Far-Field
Distribution Side-Lobe
E(®) HPBW Level (dB)
E(x) ' First Side-
Uniform lobe Level
l 51 -13
AN aj;
 » X ~ VU @
E(D)
) First Side-
Cosine lobe Level .
l 66 -21
pay — a;
\V \v4 O
Cosine
Squared 83’ -32
aj
Gaussian 85 49
a
—30dB at edge

Figure 5.25 Aperture antenna radiation characteristics (a; = a/A). (J. D. Kraus and R. J. Marhefka,
Antennas for All Applications, 3rd edition, McGraw-Hill, Inc., 2002. Reproduced by permission of The
McGraw-Hill Companies)
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the aperture field distribution controls the radiation pattern. It is interesting to note that thereis
a trade-off between the HPBW and the side-lobe level: the narrower the HPBW, the higher the
side-lobe level. It is also indicated that the maximum aperture efficiency occurs for a uniform
aperture distribution while the maximum beam efficiency (the ratio of the solid angle of the
main beam to the total beam solid angle) occurs for a highly tapered aperture distribution —
a compromise is normally one of the most important design aspects.

It can be shown that, for aperture-type antennas, the directivity can also be obtained using
the following formula, which is straightforward and powerful:

|jf Eads|?
47 s,

= —=——>— 5.53
A2 [[ |Eal*ds (5:53)
S
If the aperture distribution is of uniform amplitude, then this equation reduces to
47
D, = FAp (5.54)

where A, is the physical aperture area of the antenna, which was used to find the effective
aperture size and efficiency in Chapter 4. Using Equation (4.22), we know that, in this case, the
aperture efficiency is 100% and the directivity is the largest obtainable from such a physical
size. This shows that the larger the aperture, the larger the directivity — this is a general
conclusion for aperture-type antennas.

Example 5.4: Radiation from an open-ended waveguide. An open waveguide aperture of
dimensions a along x and b along y located in the z = 0 plane is shown in Figure 2.32. The
field in the aperture is TE;g mode and is given by

N T

X a
Ea= 9Eocos%, X = 5. and Iyl <

a. find the radiated far field and plot the radiation pattern in both the E- and H-planes;
b. find the directivity.

Solution:
a. Using Equation (5.50) yields
b/2

a2 '
/ cos jT_Xel (kxx+kyy)dxdy
b/2 J—a/2 a

Ak, k) = / / Ea(x, y)el *H¥)dxdy = §E /
4 _
Because

b2 1 . . 2
f eldy = = (ellP/2 — g7 1P/2) = Z sin(k,b/2) = bsinc (kyb/2)
—b/2 iky Ky
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and
2
/a/ cos X el dy = Znaw,
—ay2 a w2 — (kea)
We have
- . cos(kga/2
Ac(kx, ky) = §2abEgsinc (|<yb/2)nz(7zk/a))2 (5.55)
- X
Note that the special function
sinc(a) = ¢ (5.56)
o

Caution: some authors and Matlab (a well-known software package) define sinc (a) =
sina

, Which is different from Equation (5.56).
TN
The far field can be obtained using Equation (5.51) as:

—Jpr R R
E() = jBo— [Aysing -0+ A, cosgcosé - §]
2rr
e ipr cos(kya/2) (57
. . . ) R R
=B ; abEg smc(kyb/Z)ﬁz_—(kxa)2 [sing - 6 + cos¢cost - @]
In the ¢ = 0 plane (H-plane), i.e. the xz plane, we have k, = gsin6, k, = 0, and
—pr N
E(r) = ﬂer abE, Cgs(kzs /j))z [cos6 - §]
™ (5.58)

e 1P cos(Basing/2) ~
r m2—(Basing)? cos6 - ¢

= jpabE,

In this plane, the radiated field is actually E(r), parallel to the aperture field Ea,.
While in the ¢ = /2 plane (the E-plane), i.e. the yz plane, we have ky, = 0, ky = gsiné,
and

e
r

E(r) =B

o 1 - —jpr bsin 0
abessine (/2) L [8] = abes - sine (225"
T

.0 (559
2r ) (559)
The first side-lobe level for the sinc function is —13.2 dB, which is the value for a uniform
aperture distribution (along the y direction).

For a standard waveguide, as given in Table 2.5, the typical values of the central frequency
for Baand Bbare:

A 2
a~ —; and Bb~ —
p 3 p 3
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Figure5.26 Typical radiation patterns of an open waveguide in (a) the H-plane; (b) the E-plane

Thus, the far-field radiation patterns at the two principal planes can be plotted as in Figure

5.26. As expected, it has a unidirectional pattern and the maximum radiation is normal to

the waveguide open end. The pattern in the H-plane is close to cosf, while the pattern in

the E-plane is very broad. It is also clearly shown from the E-plane pattern that a ground

plane is required, otherwise the field will be radiated to the back of the open waveguide.
b. The directivity can be obtained using Equation (5.53), i.e.

2

Eads b/2 a/2 X
4 fsfa ) 4r ’f b/2 /a2 EoCOS—dxdy‘ 4 8 i
=52 m A2 o2 Jik =3z 28 ab~ Z (0.81ab)
a f,b/g —a/2 ‘Eo COoS —‘ dxdy

Again it is proportional to the aperture’s physical size (ab) and this result indicates that
the aperture efficiency is reduced to 81% compared with uniform excitation. Since the
waveguide size is small, the directivity is small. The only way to increase it is to flare out
its ends into a horn. Figure 5.27 shows three different horns with increased directivity.

= =)

H-plane sectoral horn E-plane sectoral horn Pyramidal horn

Figure5.27 Three horn antennas
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5.2.2 Horn Antennas

There is no doubt that horn antennas are the simplest and one of the most widely used forms
of microwave antenna — the antenna is nicely integrated with the feed line (waveguide) and
the performance can be controlled easily. They are mainly used for standard antenna gain and
field measurements, feed elements for reflector antennas and microwave communications. The
horn can take many different forms: pyramidal horns (shown in Figure 5.27) and conical horns
are the most popular types — the former is most suitable for linear polarization and the latter
for circular polarization. Since the basic theory is covered in the previous section, the focus of
this section is on design and performance estimation.

5.2.2.1 Pyramidal Horns

The open-ended waveguide has a small directivity and broad beamwidth, as demonstrated
in Example 5.4. Thus, it is not suitable for most practical applications. The pyramidal horn
has therefore evolved from the open waveguide and it is flared in both the E- and H-planes,
as shown in Figure 5.28, which results in narrow beamwidths in both principal planes. The
question is how to obtain the optimum design for a specified gain/directivity at a desired
operating frequency.

Ideally, the phase of the field across the horn mouth should be constant in order to obtain
the desired pattern with minimized side lobes. This requires a very long horn. However, the
horn should be as short as possible for practical convenience. An optimum design is therefore
a compromise in which the difference in the path length along the edge, |, and the center of
the horn, Ry, is made about 0.25..

All dimensional parameters are shown in Figure 5.28. The directivity to be achieved is D
at the operational wavelength A. The feed waveguide dimensions are of width a and height b.

y

a) Overall geometry

|H/‘\ X //‘y’
\ AL E Y T
a S— 2z  p][ == [~z
b) Cross-section through xz-plane (H-plane) ¢) Cross-section through yz-plane (E-plane)

Figure 5.28 Pyramidal horn antennas with dimensional parameters: (a) Overall geometry (b) Cross-
section through xz-plane (H-plane) (c) Cross-section through yz-plane (E-plane)
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To make such a pyramidal horn, we need to know three of the parameters (A, Iy, Ry and Ry)
in the H-plane and three of the parameters (B, Ig, R, and Rg) in the E-plane. The objective of
the design is to determine these unknown dimensions.

In the H-plane, the dimensions are linked by

12, = R? + (A/2)?

(5.60)
Ry = (A—a) (|H/A)2 —0.25
and the maximum phase difference in the H-plane is
1 [A)?
Iy —Rixr— (=) =tA 5.61
=R~ (5) (5.61)

where t is the maximum phase deviation over the wavelength in the H-plane, i.e. t = (Iy —
R1)/). The larger the value of t, the broader the beamwidth. It has been found thatt = 3/8 =
0.375 (but 0.25 for the E-plane) gives the optimum design [2, 3, 12, 20], which means

A= 3R, (5.62)

In the E-plane, the dimensions are linked by

12 = RZ + (B/2)?

(5.63)
Re = (B —b)/(Ig/B)?2 —0.25
and the maximum phase difference in the E-plane is
1 (B)?
le—R~—|=] =sAr .64
E 2 2R, <2) S (5.64)

where s is the maximum phase deviation in the E-plane; the larger the value of s, the broader
the beamwidth. It has been found that s = 1/4 = 0.25 gives the optimum design, which means

B=2\R; (5.65)

When both the E- and H-planes are put together to form the pyramidal horn, the following

condition has to be satisfied in order to make it physically realizable and properly connected
to the feed waveguide:

Re = Ry (5.66)

The directivity is related to the aperture efficiency factor a, and aperture size AB by Equation
(4.22), that is

A
D= F(napAB) (5.67)

For the optimum gain horn, nap =~ 0.51 = 51%.
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We have eight independent equations (5.60a, 5.60b, 5.61, 5.63a, 5.63b, 5.64, 5.66 and 5.67)
to solve eight unknown variables in principle for the design problem to be resolved. Since most
of them are not linear equations, it is actually difficult (if not impossible) to obtain a solution
analytically. After some mathematical manipulation, we can yield

(B—b)% - (A—a)TA (5.68)

The solution to B (which is positive, thus the other solution is not useful) is

_ b+ /2 +4sA(A—a)/t

B 5.69
. (5.69)
Replacing B in Equation (5.67) gives a desired design equation:
tbD 22 tD2)4
At —aA® + = (5.70)
477 SNap 16sm2n3,

This fourth-order equation in A can be solved using numerical methods. Alternatively, it may
also be attempted by trial and error. For the optimum design, use a first guess approximation
[12, 20]:

A =0.45,v/D (5.71)

Once the value of A is obtained, we can easily calculate other dimensions of the structure.
The half-power beamwidth for an optimum horn in the H-plane is [12]

A
HPy = ¢np =~ 780;\ (5.72)
In the E-plane it is
A
HPe = i ~ 54° 2 (5.73)

These are approximate values; slightly different approximations are given in [4]. It is also
noted that the directivity obtained using these equations and Equation (4.14) is different from
that using Equation (5.67) unless 1, = 0.78 (it should be 0.51 for the optimized horn). This
may be due to the fact that Equation (4.14) is an approximation for a single-lobe antenna and
this one has side lobes.

Now we are going to use the following example to summarize the procedure of designing
an optimum pyramidal horn.

Example5.5: Optimum horn design. Design a standard gain horn with a directivity of 20 dBi
at 10 GHz. A WR-90 waveguide will be used to feed the horn.
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Solution:
The directivity is D = 20 dBi = 100, wavelength 2 = 30 mm and the dimensions of the
waveguide are a = 22.86 mm and b = 10.16 mm.

Step 1. Compute the dimension A from the design Equation (5.70).
As suggested above, the parameters for the optimum horns are:

nap = 0.51; s =0.25; t =0.375
and the design Equation (5.70) becomes
A* —22.86A% 4 214020A = 2.9581 x 10°
Using Equation (5.71), we obtain an initial guessing value:
A = 0.451+/D = 135 (mm)
and plot the function
Y(A) = A* —22.86 A% 4 21402A — 2.9581 x 10°

around A = 135 (mm). As seen in Figure 5.29, the actual solution is readily found as

A = 133.96 (mm)

Step 2: Use Equation (5.69) toyield B
In this case B = 104.82 mm

x 10

2 T T T T T /
15

—-05 /
—-1.5 /

-2 A : . ‘ ‘
131 132 133 134 135 136

A

Figure5.29 Function Y(A) vs. A
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Step 3: Find the remaining dimensions from:
Equation (5.61) or (5.62) for Ry;
Equation (5.64) or (5.65) for Ry;
Equation (5.60) for Iy and Ry;

Equation (5.63) for |z and Rg.

We get
Ry = 199.41mm;
R, =183.14 mm;

Iy = 210.36 mmand Ry = 165.38 mm;

le = 190.49 mm and Rg = 165.38 mm.
Step 4: Check if Ry and Rg are the same. If not, it means that the solution of Ain Step 1 is
not accurate enough.

From the results in Step 3, we can see that Ry and Rg are identical, thus the design is very
good. However, if we used the guessing value A = 0.45x+/D = 135 (mm) as the solution,
it would give Ry = 168.21 mm and Rg = 162.73 mm. They are obviously different, which
means that the design needs to be revised.

As the TE;o mode is the field pattern for such an antenna, the aperture field distribution is
still the same as that of an open-ended waveguide (TE1; mode as well) but with a different
phase term, this is

N X A
Ea = YEqcos Te—Jﬂ/Z(XZ/RlerZ/Rz)’ IX] < E

B
, and ly| < 3 (5.74)

The radiation pattern is closely related to the phase error parameters s and t. There is no
simple expression for the pattern. Universal radiation patterns, as shown in Figure 5.30 where
a weighting factor (1 + cos6)/2 is not included, have been produced for design purposes and
a detailed treatment of this subject can be found in [2]. The radiation pattern of this design is
shown in Figure 5.31. The side lobes in the E-plane are much higher than those in the H-plane —
a common feature of this type of antenna, since the aperture field in the E-plane is uniform
(not tapered).
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Figure5.30 E-plane universal patterns for E-plane sectorial and pyramidal horns
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Figure5.31 Radiation patterns of a pyramidal horn antenna (a) H-plane; (b) E-plane

The half-power beamwidths in the two principal planes for this antenna are
A
HPBWH = ¢pp ~ 780K = 17.47°
A
HPBWE = 6yp ~ 54O§ = 15.45°

It should be pointed out that:

e The optimum horn is designed for a specific frequency and gain.

 For a horn of fixed length, there is a maximum directivity/gain obtainable, which normally
corresponds to the optimum design. Under such a condition, the directivity is proportional
to the aperture size. Otherwise, this conclusion may not be valid. For example, a horn with
a larger aperture size than the optimal one has larger phase error parameters, which result in
smaller directivity.

e There are two special cases: in Figure 5.28, if A = a, the structure is called the E-plane
sectorial horn antenna; if B = b, the structure is called the H-plane sectorial horn antenna.
They are both shown in Figure 5.27. They have a very broad beamwidth in one of the principal
planes and a very narrow beamwidth in the other plane (the plane opened up). The design
procedure is the same as that for the pyramidal horn.

5.2.2.2 Other Horn Antennas

In addition to the pyramidal horn, there are many other horn antennas. The well-known ones
include:

e The circular horn: a simple circularly polarized antenna.



Popular Antennas 175

e The corrugated horn: this can provide reduced edge diffraction and cross polarization,
together with improved aperture efficiency (to 75-80%) and radiation pattern symmetry.

e The single- or double-ridged horn: a directional broadband antenna using a tapered ridge,
as shown in Figure 5.23.

Detailed discussion of these antennas can be found in references such as [3].

5.2.3 Reflector and Lens Antennas

The typical gain of a practical horn antenna is up to 20 dBi or so. Higher gains are obtainable,
but it means a much larger and heavier horn, which is not suitable for most applications. As
an alternative in practice, reflector and lens antennas can offer much higher gains than horn
antennas and are normally relatively easy to design and construct. They are probably the most
widely used antennas for high-frequency and high-gain applications in radio astronomy, radar,
microwave and millimeter wave communications and satellite tracking and communications.
Although reflector and lens antennas can take various geometrical configurations, the most
popular shape is the paraboloid — because of its excellent ability to produce a pencil beam
(high gain) with low side lobes and good cross-polarization characteristics in the radiation
pattern. The largest fully steerable reflector in the world is the 100 m diameter radio telescope
of the Max Planck Institute for Radioastronomy at Effelsberg in Germany, whereas the largest
reflector antenna is the 305 m radio telescope at Arecibo Observatory in the USA at the time
of writing. As displayed in Figure 5.32, the typical feed for such an antenna is a horn antenna,
which can be placed at the focal point in front of the reflector (front-fed) or at the back (vertex)
of the reflector (Cassegrain-fed). The latter is known as the Cassegrain reflector antenna and
was invented to avoid using a long feed line and to minimize the feed blockage problems of a
conventional paraboloidal antenna (the side lobes can be reduced as well). Due to its popularity,
the emphasis of this section will be on the paraboloidal reflector antenna. The design principles
can be applied to other reflector antenna designs. Many research and design papers have been
published in this area and some of the most referenced papers can be found in [21].

Hyperboloidal
subeflector

(b)

Figure 532 (a) Paraboloidal and (b) Cassegrain reflector antennas (R. E. Collin, Antennas and
Radiowave Propagation. McGraw-Hill, Inc., 1985. Reproduced by permission of The McGraw-Hill
Companies)
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5.2.3.1 Paraboloidal Reflector Characteristics

AsFigure 5.32 shows, a front-fed paraboloidal antenna consists of a reflector and a feed antenna.
The surface of a paraboloidal reflector, which is illuminated by the feed antenna, is formed
by rotating a parabola about its axis. Its surface is therefore a paraboloid of revolution and
rays emanating from the focus of the reflector are transformed into plane waves — this means
that it is highly directional. If the reflector was extremely large (infinite) and the feed was a
point source at the focal point having radiation only towards the paraboloid, all the radiated EM
energy would be directed in one direction (the z-direction in Figure 5.32) with zero beamwidth.
Here we have assumed that the radiated waves can be treated as rays (otherwise the conclusion
would not be valid), i.e. the structure is much greater than the wavelength. This unique feature
of the paraboloid has made it extremely suitable for high-frequency and high-gain applications.

5.2.3.2 Analysisand Design

In practice, it is not possible to make the reflector infinitely large (actually we always try to
make it as small as possible) and truncation has to take place. Also, the feed antenna cannot be
a point source, which means that the actual performance of the antenna will be different from
the ideal one. Designing a good paraboloidal antenna is, in fact, a difficult task.

Let us assume that the diameter of the reflector is 2a and the focal length is F. Any point
on this paraboloid must satisfy the following condition:

2F

r=— — Fsec®®/2 0 <6 5.75
1+ cosé ©/2) =70 ( )

where the subtended/angular aperture angle 6, (also known as the edge angle) is determined
by the reflector diameter and the focal length:

1

0o = tan™ (5.76)

a
|

Here there are two parameters, diameter 2a and focal length F, to be decided, which does not
seem to be too bad. However, another element of the reflector antenna is the feed, which is an
antenna on its own and has many variables. Thus, the complete design of the reflector antenna
is actually a complex task since there are many parameters which could be changed to meet (or
fail) the specifications, some are independent and some are interlinked. The reflector design
problem consists primarily of matching the feed antenna pattern to thereflector. The usual goal
isto have the feed pattern about 10 dB down in the direction of therim, that is the edge taper =
(the field at the edge)/(the field at the center) ~ 10 dB. Feed antennas with this property can
be constructed for the commonly used F/2a value of 0.3 to 1.0. Higher values lead to better
cross-polarization performance, but require a narrower feed pattern and hence a physically
larger feed antenna.

The antenna analysis can be conducted using the Fourier-transform based aperture distribu-
tionmethod introduced in Section 5.1. Alternatively, the current distribution method commonly
used for wire-type antenna analysis and the equivalence principle can be employed to obtain
the equivalent source current at the aperture. Both methods yield results that are essentially
the same for the principal polarized radiation pattern and agree quite well with experimental
results as long as the aperture is large enough in terms of the wavelength. Detailed analysis can
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be found in [21]. As a high-gain antenna, the most important parameter is obviously the direc-
tivity/gain. Thus, we are going to see how to estimate this parameter without using expensive
computer simulation tools.

Aperture Efficiency and Directivity

Since the feed antenna is closely linked to the reflector, the aperture efficiency should surely
reflect this linkage. Letg(6) be the power radiation pattern of the feed located at the focus — it
is circularly symmetrical (not a function of ¢). It has been shown that the aperture efficiency

is given as [2, 21]
0o
Nap = COt? (@) ‘ g(6) tan (g) do
2 0 2

As expected, this is determined by both the reflector and the feed. The maximum aperture
efficiency is around 82%, which is higher than that of a pyramidal horn.
The aperture efficiency is generally viewed as the product of the

2
(5.77)

1. Spillover efficiency: the fraction of the total power intercepted and collimated by the
reflector; it reduces the gain and increases the side-lobe levels.

2. Taper efficiency: the uniformity of the amplitude distribution of the feed pattern over the
surface of the reflector.

3. Phase efficiency: the phase uniformity of the field over the aperture plane; it affects the
gain and side lobes.

4. Polarization efficiency: the polarization uniformity of the field over the aperture plane.

5. Blockageefficiency: by the feed; it reduces gain and increases side-lobe levels. The support
structure can also contribute to the blockage.

6. Random error efficiency: over the reflector surface.

Some of these requirements contradict each other. For example, the larger the reflector angular
aperture angle 0o, the larger the spillover efficiency, but the smaller the taper efficiency. The
optimum aperture efficiency is the best trade-off from all aspects.

Once the aperture efficiency is found, the directivity can be readily obtained using Equation
(4.22):

A

DZF

Nap(%) (5.78)

The analysis here has not taken the feed antenna efficiency into account, which is about 70—
80% if it is a horn antenna. Thus, the overall reflector efficiency factor is in the region of
50-70%. It is very common to make a reflector antenna with a gain of over 30 dBi. Some of the
world’s largest antennas have a gain over 70 or even 80 dBi, which is almost impossible for a
single wire-type antenna to achieve — remember the typical gain for a Yagi—Uda or log-periodic
antenna is about 10-15 dBi.

The HPBW can be estimated by the rule of thumb:

A
HPBW ~ 70° — 5.79
%A (5.79)



178 Antennas: From Theory to Practice

The beamwidth also depends on the edge illumination. Typically, as the edge attenuation
increases, the beamwidth widens and the side lobes decrease.

Design Considerations and Procedures

In addition to the aperture efficiency and directivity/gain, cross-polarization, phase errors (the
maximum fractional reduction in directivity is 2(1 — §2/4), where § is the phase error), HPBW
(which can be estimated using Equation (4.14) once the directivity is known) and side lobes
must also be considered in design. The priority is really down to the specific application.

The design procedure starts with selection of the feed antenna, which determines the antenna
polarization and the reflector F and 2a. As mentioned earlier, the usual goal is to let the feed
pattern be about 10 dB down in the direction of the reflector rim. The feed and reflector
are interlinked; an iterative process may be required to ensure that the feed antenna pattern
is well matched with the reflector. Once the feed pattern and the reflector are known, the
radiated field can be calculated, where complex integrations are involved [2, 21]. Normally,
computer software is required to accomplish such a task. For example, the software package
GRASP, a product of TICRA, is well suited for this application. This package is a set of tools
for analyzing reflector antennas and antenna farms. The program is based on PO (physical
optics)/GTD (geometrical theory of diffraction) calculation. More about software for antenna
designs will be given in Chapter 6.

Example5.6: Edgetaper and spillover efficiency. A circular parabolic reflector has F/2a =
0.5. The field pattern of the feed antenna is E(f) = cos6, 6 < x/2. Find the edge taper,
spillover efficiency and aperture efficiency.

Solution:
The edge angle is given by Equation (5.76):

0.25
(052 —1/16

(F/2a)/2
(F/2a)2 —1/16

-1 -1

6 = tan

‘ =tan!

a
——— | =tan =53.13°
F- a2/(4F)‘ ‘

The aperture illumination function is
1 g 1 g
A(0) = E(G)Fe I = cos(@)Fe !

Since r is given by Equation (5.75),

cos(9)(1 + cosh)

|A@) = oF

The edge taper is therefore:

A(6b)  cos(to)(1 + cos(6h))

= = 0.4800 = —6.3752dB
A(0) 1+1)
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The spillover efficiency is

_ Precepied _ Jo" 9(0)sinodo [P E(0)?sinodo [ cos?(6)sinodo

= = = ~0.78
Pradiated  fo 9(0)sinodo [T E(0)?sinodo [ cos?(9) sinodo

Thus, the spillover loss is about —1.08 dB.
The aperture efficiency can be calculated using Equation (5.77). It is about 0.59.
If a uniform aperture illumination is needed, we have:

A@) _ E(O)(L+ cos(9))
A(O) EO)(1+1)

1

The feed antenna pattern should be

2

E@®) = ——
©) 1+ cosd

(5.80)

This means a trough at the center (¢ = 0), which is hard to achieve in practice.

5.2.3.3 Offset Parabolic Reflectors

To eliminate some of the deficiencies of symmetrical configurations, the offset parabolic reflec-
tor design has been developed for single- and dual-reflector systems, which reduces aperture
blockage and offers the advantage of allowing the use of a larger F /(2a) ratio while maintain-
ing acceptable structure rigidity. The configuration is also widely employed, most noticeably
for domestic satellite receiving antennas, which have a typical gain of about 30 dBi. It is also
utilized in radar and other applications.

Figure 5.33 is an example of an offset parabolic reflector used for a radar positioning
application where the HPBW is required to be very narrow in the horizontal plane but wider in

Figure5.33 An example of an offset parabolic reflector radar antenna (Reproduced by permission of
Guidance Ltd, UK)
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the vertical plane. GRASP was employed to predict the performance. The simulated radiation
patterns are shown in Figure 5.34 and the main specifications for the H-plane are:

e the gain: 28.0 dB (27.9 dB, measured)
e the half-power beamwidth: 4.0 degrees (4.4 degrees)

e the 10 dB beamwidth: 6.8 degrees (7.6 degrees)

o the 1st side-lobe level: —19.5dB (—26.3 dB)

Measured results are given in the brackets. It is apparent that the simulated results are very
close to the measured ones (except for the side lobes in the H-plane). This indicates that our
simulation and design tool worked well for this antenna.

Some other reflector antennas, such as flat sheet reflector antennas and corner reflectors, are
also used in practice.

5.2.3.4 LensAntennas

Just like reflector antennas, lens antennas can also convert a spherical wave into a plane wave
to produce high gains and pencil beams. They are only suitable for high-frequency (> 4
GHz) applications. There are basically two types, as shown in 5.35: delay lenses, in which
the electrical path length is increased by the lens medium (using low-loss dielectrics with
a relative permittivity greater than one, such as Lucite or polystyrene), and fast lenses, in
which the electrical path length is decreased by the lens medium (using metallic or artificial
dielectrics with a relative permittivity smaller than one). The source or primary antenna is
normally a tapered horn antenna as for a reflector antenna. Lens antennas have very similar
characteristics to the paraboloidal reflector antennas discussed earlier in this section. But they
do offer several advantages over reflector antennas, which make them more attractive for some
aerospace applications such as Earth observation and radars. These advantages include wide-
angle scan, very low side lobes and low feed horn blockage. A very good discussion on lens
antennas can be found in [4].

5.2.4 Jot Antennas and Babinet’s Principle

Slot antennas can be considered a very special group of aperture-type antennas. They are very
low-profile and can be conformed to basically any configuration, thus they have found many
applications, for example on aircraft and missiles. They may be conveniently energized with
a coaxial transmission line or a waveguide, as Figure 5.36 shows. The open-end waveguide
analyzed in Example 5.4 may be viewed as a slot antenna if a ground plane is used. The aperture
distribution method can be employed again to yield the radiated fields. For narrow slots, there
is another way to do it: we are going to use the equivalence principle to obtain the radiation
characteristic. This is simple and convenient and the knowledge gained for wire-type antennas
can be readily applied to this case.

Recall the equivalence principle introduced in Chapter 3, the radiated field by the slot is the
same as the field radiated by its equivalent surface electric current and magnetic current, which
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Figure5.35 Two types of lens antenna (a) delay lens with relative permittivity e, > 1; (b) fast lens with
relative permittivity e, <1

were given by Equation (3.37), that is

JszﬁXH, Msz—ﬁXE

where E and H are the electric and magnetic fields within the slot and A is the unit vector
normal to the slot surface S.

Take a half-wavelength slot as an example. Since its equivalent electric surface current
Js = A x H =0, the remaining source at the slot is its equivalent magnetic current Mg = —
N x E (it would be 2Mg if the conducting ground plane were removed using the imaging
theory). This is the same kind of equivalent magnetic source as a loop, as discussed in Section
5.1.3. The current distribution along this half-wavelength magnetic source is the same as the
current distribution along a half-wavelength dipole. We can therefore use the duality principle
introduced in Section 5.1.3 to find the radiated field of the slot from the dipole field.

The normalized electric and magnetic fields of a half-wavelength dipole can be obtained
using Equations (5.3) and (5.4) as

_cos[r/2cos0]
N siné

_cos[m/2cos0]

E -
v sin@

,and Hy (5.81)

— Waveguide
~ Wave

X

Figure5.36 Slot antennas fed by a coaxial cable and a waveguide
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Figure5.37 A sslot antenna, its radiation pattern and its complementary dipole

Using the duality relation in Table 5.3, we obtain the normalized radiated field from a
half-wavelength slot antenna as

_cos[r/2cos0]
B sing

_cos[r/2cos0]

» and Ho sing

, (5.82)

Thus, the only change in the field from dipole to slot is that E, is replaced by Eg4, and Hy is
replaced by Hy. The radiation pattern shape is not changed, as seen in Figure 5.37. Of course,
if the slot antenna only radiates to half of the space, then the radiation pattern should only
appear in half of the space.

Another very important parameter of the antenna is the input impedance. Again, if we utilize
another theory, Babinet’s principle, this parameter can also be obtained easily using our existing
knowledge. Babinet’sprinciplestates that thefield at any point behind a plane having a screen,
if added to the field at the same point when the complementary screen is substituted, is equal
to the field at the point when no screen is present. Obviously it is meant for optics. If this
principle is extended to antennas and radio propagation and the equivalent transmission line
model is employed, as we did in Chapter 3 for radio wave transmission and reflection analysis,
we can get the following important relationship for the input impedances of complementary
antennas:

ZsJotZdipoIe = % (5-83)

This means that the product of the impedances of two complementary antennas is the constant
n?/4 and this is the interpretation of Babinet’s principle in antennas.

Since the impedance for a half-wavelength dipole is about 73 ohms, the corresponding slot
has an impedance of

n’ 377
4Zgipoe 4 x T3

Zslot = A 486 (Q)
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Figure5.38 An airborne slot waveguide antenna array

We discussed frequency-independent antennas earlier in this chapter, and the self-
complementary configurations shown in Figure 5.22 are two of them. Because their impedances
are the same, in free space this type of antenna has a constant impedance of

2
Za= "I — 188.5(Q) (5.84)

Slot antennas, especially slot waveguide antennas where the antenna and feed line are inte-
grated and exhibit high power-handling capacity, are often used to form an antenna array for
applications such as airborne radar. Figure 5.38 is such an example: 26 waveguides and over
300 slot elements are employed to form this antenna array. Each slot is carefully designed to
ensure that the field aperture distribution follows a Gaussian distribution, as shown in Figure
5.25. It has a very high gain (over 35 dBi) and low side lobes (below —25 dB). More will be
presented on antenna arrays in Section 5.3.

5.2.5 Microstrip Antennas

A microstrip antenna, also known as a patch antenna, consists of a metal patch on a substrate
on a ground plane, as shown in Figure 5.39. Different feed configurations, including aperture-
coupled, microstrip line feed and coaxial feed, are also shown in the figure. The patch can take
various forms to meet different design requirements. Typical shapes are rectangular, square,
circular and circular ring. The microstrip antenna is low-profile, conformable to planar and
nonplanar surfaces, simple and cheap to manufacture using modern printed-circuit technology,
compatible with MMIC (monolithic microwave integrated circuit) designs and mechanically
robust. Inaddition, itis very versatile in terms of resonant frequency, input impedance, radiation
pattern and polarization. All these have made it an extremely popular modern antenna for
frequencies above 300 MHz (from the UHF band). A huge number of research papers and many
books have been published over the years in this area [22-25]. The major disadvantages of this
type of antenna are: low efficiency (conducting, dielectric and especially surface wave losses),
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Figure5.39 Microstrip antennas and their feeds (a) a microstrip antenna with its coordinates; (b) three
feeding configurations: coupling feed, microstrip feed and coaxial feed

low power-handling capability (not suitable for high-power applications), poor polarization
purity, and relatively narrow frequency bandwidth. However, significant improvements in, for
example, broadening the bandwidth have been made (by stacking and other methods in order
to meet the demand from the booming wireless communications industry [25]). Considerable
attention has been paid recently to how to make this kind of antenna tunable and reconfigurable
by adding loads/switches on or between the patch and the ground plane. The future for this
antenna seems bright and exciting.

In this section a rectangular patch antenna is chosen as an example for investigation, since it
is the most popular printed antenna. We are going to examine the operational principles, major
characteristics and design procedures. As usual, a design example will be given at the end of
the section.

5.2.5.1 Operational Principles

The rectangular antenna dimensions and coordinates are displayed in Figure 5.39(a). Usually,
the patch length L is between 1q/3 and 1o/2 and its width W is smaller than 1, (it cannot
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be too small, otherwise the antenna becomes a microstrip line, which is not a radiator) while
its thickness t is extremely small. The substrate of thickness d (« A¢) uses the same kind of
materials as listed in Table 2.4. Their relative permittivity is normally between 2 and 24.

To be a resonant antenna, the length L should be around half of the wavelength. In this
case, the antenna can be considered a A/2 transmission line resonant cavity with two open ends
where the fringing fields from the patch to the ground are exposed to the upper half space
(z > 0) and areresponsible for the radiation. This radiation mechanism is the same as the slot
line, thus there are two radiating slots on a patch antenna, as indicated in Figure 5.39(a). This
is why the microstrip antenna can be considered an aperture-type antenna.

The fringing fields at the ends are separated by A/2, which means that they are 180 degrees
out of phase but are equal in magnitude. Viewed from the top of the antenna, both fields are
actually in phase for the x components, which leads to a broadside radiation with a maximum
in the z direction.

5.25.2 Analysisand Design

As a resonant cavity, there are many possible modes (like waveguides), thus a patch antenna
is multimode and may have many resonant frequencies. The fundamental and dominant mode
is TM1go (a half wave change along the x-axis and no changes along the other two axes).

Radiation Pattern and Directivity

The radiation comes from the fringing fields at the two open ends, as discussed above, which
is equivalent to two slot antennas separated by a distance L. It can be proved that the far-field
electric field can be expressed as:

E = Epsinc <¥ sin @ sin ¢>) c0S (% sin @ cos ¢> (é oS¢ — ¢ cos O sin ®) (5.85)

where g is the free space wave number. The first factor is the pattern factor for a uniform line
source of width W in the y direction (similar to Example 5.4) and the second factor is the array
factor for the two-element slots separated by L in the x direction (to be discussed in the next
section). For both components, the peak is at & = 0, which corresponds to the z direction. It
has a broadside unidirectional pattern.

The radiation patterns in the two principal planes are

a) E-plane (¢ = 0°):
E = 6E,cos (% sin 0) (5.86)
b) H-plane (¢ = 90°):

- w
E = —¢Epsinc (’BT sin 0) cos 6 (5.87)
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Figure5.40 Typical radiation patterns of a resonant rectangular patch antenna

These results have neglected the substrate effects and slot width, but are good enough as
estimates. The typical radiation patterns in the E- and H-planes are shown in Figure 5.40. As
discussed in Section 5.1.2, if the ground plane is finite, leaky radiation towards the lower half
space will occur.

With the radiated field, we are able to compute the directivity using Equation (4.11). Asymp-
totically, the directivity of the microstrip antenna can be expressed as

o_ {6.6 =82dBi, W < 4o

8W/ . W > Ao (588)

The larger the width, the larger the directivity. These are approximations as well; the actual
directivities are slightly lower than these values.

Input I mpedance and Bandwidth

According to Equation (40) of [23], the typical impedance at the edge of a resonant rectangular
patch ranges from 100 to 400 €2, the radiation impedance of a patch at the edge can be
approximated as

&2 L\?
~ r
Za~ 90 (w) (@) (5.89)

Here the radiation efficiency (a function of the thickness) is assumed to be 100%. Thus, the
impedance is determined by three parameters. For a PTFE (Teflon) based substrate with a
relative permittivity of 2.1, to obtain a 50 2 input impedance we need (L /W) = 0.3723. Since
L = 0.49A, we have W = 1.316A.
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It has also been found that an empirical formula can be used to estimate the impedance
fractional bandwidth for VOWR < 2 [23]:

Af 16 ¢ —1 Ld g —1Ld
—_— = — ~ 37— —
fo 3ﬁ AW g2 AW

:
Thus, the bandwidth is proportional to the thickness of the substrate. This also indicates that
the higher the permittivity, the smaller the bandwidth, which means there is a trade-off between
the size (Ld/W) and bandwidth.

2 (5.90)

Design Equations and Procedures
Because of the fringing effects, electrically the patch of the antenna looks larger than its
physical dimensions; the enlargement on L is given by [2]

AL = 0.412d(erer + 0.3)(W/d + 0.264)/[(erest — 0.258)(W/d + 0.8)]  (5.91)

Where the effective (relative) permittivity is

e +1 n g —1
& =
T T 2 /T 12d/W

This is related to the ratio of d/W. The larger the d/ W, the smaller the effective permittivity.
The effective length of the patch is now

(5.92)

Let = L +2AL (5.93)

The resonant frequency for the TM;gp mode is

1 1
= = 5.94
" 2Lt Erefy/Eolto  2(L +2AL) /Frefy/Fokko (>:949)
An optimized width for an efficient radiator is
1
W=—"——1/2/(es +1 5.95
T 2/ D) (5.95)

Now the design problem: if the substrate parameters (¢, and d) and the operational frequency
(f;) are known, how can we obtain the dimensions of the patch antenna (W and L)?

Based on these simplified formulas, we can adopt the following design procedure to design
the antenna:

Step 1: Use Equation (5.95) to find the width W.
Step 2: Calculate the effective permittivity e, using Equation (5.92).
Step 3: Compute the extension of the length AL using Equation (5.91).
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Step 4: Determine the length L by solving Equation (5.94) for L, giving the solution

1
L=——— —2AL 5.96
fr /Ereft/E0lt0 (5:96)

Example5.7: Design arectangular patch. RT/Duroid 5880 substrate (¢, = 2.2andd = 1.588
mm) is to be used to make a resonant rectangular patch antenna of linear polarization.

a. Design such an antenna to work at 2.45 GHz for Bluetooth applications.

b. Estimate its directivity.

c. Ifitis to be connected to a 50 ohm microstrip using the same PCB board, design the feed
to this antenna.

d. Find the fractional bandwidth for VSAR < 2.

Solution:
a. Follow the design procedure suggested above to obtain:
W = 2%, Jeors ‘/2/(er = 5% 245\/2/(22+1 = 48.40 (mm)
r
s,+1 r—1 _22+1 22-1
= =2.1082
Ereif 2 2«/1 +12d/W 2 + 21+ 12 x 1.588/48.4
48.4
AL = 0.412 x 1.588(2.1082 + 0.3) + 0.264
1.588
48.4
2.1082 — 0.258 0.8 )| =0.84(mm
[ ) (51285 + 0#) ] =084
and
1 300
L=——— —2AL=———— —2x0.837 = 40.49 (mm)
2fr fEreit/E0lk0 2 x 2.454/2.1082

Thus, the designed patch should have L = 40.49 mm and W = 48.40 mm.

b. Since the wavelength at 2.45 GHz is 122.45 mm > W, using Equation (5.88) gives the
maximum directivity, which is about 6.6 or 8.2 dBi.

c. The input impedance is given by (0.89) and is

£2 L\? 222 [40.49\°
Za = 90- —) =902 ([=2) = 254.04Q
4 —1 <w> 221 (48.40)

which does not match well with a 50 © standard microstrip and therefore a quarter-
wavelength transformer is used to connect them (refer to Chapter 2). The characteristic
impedance of the transition section should be

T = /50 x 254 = 122.69 Q2
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Thus, we can use Equation (2.81) to determine the transition line width, which is:

7 60 ( 8d WT> 60 (8 x 1.588 Wr
O =

nf—+-—)= n
a\w )T U Wr ' 4x 1588

Thus, Wr = 0.615 (mm), which is very thin. To obtain its length, we need to calculate the
relative effective permittivity for the line, which is given by Equation (2.78):

) = 122.69

sr+l+ e —1
2 2/1+12d/Wr

Hence, the length of the transition should be:

~ 1.706

Ere N

L 12245
4 4/ere  44/1.706

The width of the 50 & microstrip feed line can be found using Equation (2.81), i.e.

= 23.437 (mm)

1207
=50
V& (Wm/d + 1.393 + 0.667 In(Wr,/d + 1.44))

7y =

The solution is Wi, = 4.367 mm. The final design is shown in Figure 5.41.

Since the width of the quarter-wave transformer might be too thin to make properly in
practice, an alternative design is to employ an inset feed, as shown in Figure 5.39(a) and
use the following design equation [2, 24, 26]:

T
Rin(X = %) = Rin(x = 0) cos? (Tx0) (5.97)
We can find that the recessed distance (the length cutting into the patch) is

50
-1 ——— ~0.2796L = 11.32 (mm)

L
Xo=77005 "y 15069

50 O

Figure5.41 A matched resonant patch antenna for 2.45 GHz
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Figure5.42 A variety of patch antennas

In this case no transformer is used and the 50 €2 line can be directly connected to the antenna
with an inset of length 11.32 mm, which appears to be a good solution.
d. Using Equation (5.90), we can find the fractional bandwidth for VSWR < 2:

Af & —1Ld 2.2 —1 1588 x 40.49
e N e $ 0 =0.0101 = 1.01%
fo & AW 2.22 12245 x 48.40 ’

r

The bandwidth is indeed very narrow. Some alternative patch antennas are displayed in
Figure 5.42. Generally speaking, they can offer broader bandwidth than a rectangular patch.

5.2.5.3 Ground Plane

The ground plane is part of the antenna. Ideally, the ground plane should be infinite as for
a monopole antenna. But, in reality, a small ground plane is desirable. As shown in Figure
5.39(a), the radiation of a microstrip antenna is generated by the fringing field between the
patch and the ground plane, the minimum size of the ground plane is therefore related to the
thickness of the dielectric substrate. Generally speaking, a A/4 extension from the edge of
the patch is required for the ground plane, whereas the radius of a monopole ground plane
should be at least one wavelength.

5.3 Antenna Arrays

So far we have studied many different antennas: wire types and aperture types; resonant an-
tennas (such as dipole and patch antennas) and traveling wave antennas (such as Yagi-Uda
and periodic antennas). They can all be classified as single-element antennas. Once the fre-
quency is given, everything (the radiation pattern, input impedance, etc.) is fixed. They lack
flexibility and the gain is normally very limited. A high-gain antenna means that the aperture
size of the antenna has to be very large, which may be a problem in practice. Also, sometimes
we need to be able to control the antenna radiation pattern, for example for tracking or anti-
jamming/interference applications. A single-element antenna is not good enough to meet such
a requirement. In this case, an antenna array could be a good solution.

An antenna array consists of more than one antenna element and these radiating elements are
strategically placed in space to form an array with desired characteristics, which are achieved
by varying the feed (amplitude and phase) and relative position of each radiating element. The
total radiated field is determined by vector addition of the fields radiated by the individual



192 Antennas: From Theory to Practice

elements. The total dimensions of the antenna are enlarged without increasing the size of the
individual element. The major advantages of an array are:

« the flexibility to form a desired radiation pattern;
« the high directivity and gain;
« the ability to provide an electrically scanned beam (mechanical rotation can be avoided).

The main drawbacks are:

« the complexity of the feeding network required;
« the bandwidth limitation (mainly due to the feeding network).

In this section we are going to examine the basic operational principle of an antenna array and
its associated theory, how to design an array and what the problems and trade-offs are.

5.3.1 Basic Concept

Let us assume that there are N elements in an antenna array, as shown in Figure 5.43. The
phase and amplitude of each element can be tuned electrically or mechanically using phase
shifters and attenuators. Sometimes, these weighting factors are already integrated into the
radiating elements and no tuning is required.

The total radiated field can be obtained by summing up the radiated field from each element
antenna, i.e.

N
E(r.0.¢) =Y _ En(Jp) (5.98)
n=1

Each element has many variables, including the element antenna itself and its excitation (am-
plitude and phase); the overall arrangement of these elements is another variable which can be

Phase
shifters

<—— Attenuators

Figure5.43 A typical antenna array of N elements
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in many different geometrical forms to achieve the desired radiation characteristics. In practice,
all the elements are placed in a specific configuration to form a well-controlled 1D, 2D or even
3D array (which may be linear, circular, rectangular or elliptical in shape). Arbitrary shaped
arrays are not well studied and the patterns are not easy to control, thus they are not used.

5.3.2 Isotropic Linear Arrays

Now we are going to use a linear array, the most popular array arrangement, as an example to
explore the features of an antenna array. To simplify the analysis, the radiator is assumed to be
an isotropic element but its amplitude and phase are controllable. Since the isotropic element
means that its radiation is the same in every direction, from Equation (4.6), we know that the
far-field radiation from such an isotropic element can be expressed as

e Ipr

e = 5.99
o= (5.99)
The polarization is not shown here but the field is orthogonal to the propagation direction.

Thus, the total radiated field from an isotropic linear array of N elements can be written as

N i N N
) e Ipr ) )
R . Jon Jon — E. J¢n
Ei,= nE 1 EicAnel = —— nE 1 Anel = Eje nE 1 Anel? (5.100)

where A, is the amplitude and ¢;, is the relative phase (to a common reference, as shown in
Figure 5.43) of element n. The second term of Equation (5.100) is called the (isotropic) array
factor, that is

Anel#n (5.101)

N
AF =

n=1

If we further assume that the spacing between elements is a constant d and all the elements
have identical amplitude (say, 1) but each succeeding element has a ¢ progressive phase lead
current excitation relative to the preceding one, this array is referred to as a uniform array.
Using Figure 5.43, the array factor in this case is:

N
AF = 3 Ageitn — 1 4 el (Bsinotew) 4 gi2(dsingn) 4 ... | gl (N-D(Fdsiné-+o)

n=1

N " (5.102)
= 3 el(-DFdsinog) — 5 gi-1)¥

n=1 n=1

where W = gdsiné + ¢ is the phase difference (lead) between two adjacent elements and
the first element is chosen as the reference antenna. The geometric series can be simplified to:

1_elNv in(Nw /2
aF= 170 i sin(N¥/2) (5.103)
1 — el sin(W/2)
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The maximum of the above AF is N, the normalized antenna factor of a uniform array is
therefore

AFn -

1 [sin(N\If/Z)} (5.104)

N | sin(¥/2)

The normalized AF, in dB as a function of 6 in degrees for ¢y = 0 is plotted in Figure
544 for(@) N=20andd =2, (b)) N=10and d =i and (¢) N =10 and d = A/2. The
maximum at & = 0° is the main beam or main lobe. The other maxima are called grating lobes.
Generally, grating lobes are undesirable, because most applications such as radars require a
single, focused beam. The important messages from these plots and Equation 5.104 are:

e there are (N — 2) side lobes between the main and first grating lobes (not applicable for
small d, to be discussed in Figure 5.47);

e grating lobes appear if d > A. To avoid any grating lobes, the largest separation between the
element should be less than one wavelength;

« the notches between lobes are nulls (in theory);

« the first side lobe is about —13 dB, the same as for uniform aperture antennas;

5.3.2.1 Phased Arrays

From Equation (5.104), we know that the maximum of the radiation occurs at ¢/ = 0 which is

pdsing + ¢y =0 (5.105)
or at the angle
-1 Ao
0=—sint(— 5.106
sin <2nd> ( )

Normally, the spacing d is fixed for an array; we can control the maximum radiation (or scan
the beam) by changing the phase ¢y and the wavelength (frequency) — this is the principle
of a phase/frequency scanned array. The phase change is accomplished electronically by the
use of ferrite (sensitive to magnetic field) or diode (sensitive to bias voltage) phase shifters,
switched transmission lines are also commonly used. Controlling the beam is one of the most
appealing features of arrays. The pattern can be scanned electronically by adjusting the array
coefficients (¢ or A). An example of the array pattern (AF) for N = 10, d = A/2 and ¢ = 45°
is shown in Figure 5.45. It is apparent that the maximum is now shifted from 0° to another angle
(0 = —45°/7 ~ 14.3°). The angle is controlled by the phase shifter. This approach permits
beams to be moved from point to point in space in just microseconds, whereas mechanical
scanning of a large antenna could take several seconds or longer.

Phased antenna arrays (1D and 2D) are widely used, especially for military applications.
The benefits are obvious, so are the difficulties at the feeding network. Just imagine the wiring
for an antenna array with hundreds of elements!

Due to the feasibility and variables within a phased array; it is also known as a smart antenna.
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Figure 5.44 Antenna factors as a function of the scan angle 6 for ¢ = 0 () N =20 and d = 4;
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Figure5.45 Antenna factor as a function of angle 6 for N = 10 and d = 1 /2, and ¢y = 45°

5.3.2.2 Broadside and End-fire Arrays

An array is called a broadside array if the maximum radiation of the array is directed normal
to its axis (0 = 0° in Figure 5.43); while it is called an end-fire array if the maximum radiation
is directed along the axis of the array (¢ = 90° in Figure 5.43). For a given frequency, we can
control the spacing d and the progressive phase ¢q to make the array broadside or end-fire.
The specific conditions are:

e broadside: gy = 0;
e end-fire: o = £27d/A.

The major characteristics of the radiation pattern of both arrays are listed in Table 5.6. The
polar and rectangular plots of the radiation patterns of the broadside and end-fire arrays for
d = A/2 and A/4 at N =10 are shown in Figures 5.46 and 5.47, respectively.

It should be noted that from these results, for the same geometrical configuration (length
and spacing),

» the HPBW of the end-fire array is always larger than that of the broadside array, so is the
FNBW,;

« the directivity of the end-fire array, as given by Table 5.6, is twice that for the broadside array
if the spacing is much smaller than the wavelength.

These two conclusions seem to contradict the relation between the directivity and HPBW
shown in Equation (4.13). The reality is that broadside arrays can only produce a fan beam
(two symmetrical main lobes) while end-fire arrays can generate a single pencil beam (just
one main lobe) when

d< % <1 - i) (5.107)
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Table5.6 Comparison of the broadside and end-fire antenna arrays

Item Broadside End-fire
¥o 0 +2md/A
A A
Maxima (6 =) sint (= ™4 sint(1- ™
d d
m=0,1,2,.. m=0,1,2,
1.3911 1.3911
HPBW ~2| T _cost ~2cos (11—
2 7 Nd 7 Nd
1st null beamwidth (FNBW) 2| Zcost (2 2cost (1— -
2 Nd Nd
. . Nd Nd A 1
Directivity ~ ZT’ d< A 5 47, d< 3 <1 — m)

Figure 5.47 (b) is an example to demonstrate this interesting feature, thus Equation (4.13)
cannot be applied.

It should also be pointed out that the number of side lobes for the broadside case is no longer
(N — 2) when the spacing d becomes small, as shown in Figure 5.47(a). Some side lobes are
merged.

5.3.2.3 The Hansen—Woodyard End-fire Array

The end-fire arrays discussed above, which are called ordinary end-fire arrays, are not optimized
to produce the optimum directivity. It is possible to make the main beam narrower and thus
increase directivity by changing the inter-element phase shift. Hansen and Woodyard [28]
found that the maximum directivity of an end-fire array is obtained when

9o = £(27d/A +2.92/N) ~ £(27d/x + 7/N) (5.108)

if the array length is much larger than a wavelength. However, it should be pointed out that
the condition in Equation (5.108) is not for the maximum possible directivity of any array
(which may occur at other directions rather than 6 = 4-90°) but only for end-fire arrays. The
directivity can now be approximated as

N
D~ 7.287d (5.109)

This means an increase of 2.6 dB over the ordinary end-fire array in directivity. This is why
the Hansen—\Wbodyard array is also known as the increased directivity end-fire array. When
the axial mode helix was discussed in Section 5.1.4, it was concluded that this type of antenna
approximately satisfies the Hansen—Woodyard end-fire condition and increased directivity was
obtained.
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Figure5.46 Antenna factors for broadside and end-fire arrays for N = 10 andd = 1 /2

5.3.2.4 The Dolph—Tchebyscheff (D-T) Optimum Distribution

In addition to the directivity/gain, another very important consideration for antenna arrays is
the side-lobe level (SLL), since it affects antenna performance (such as the antenna temperature
and SNR). As mentioned earlier and shown in Figure 5.48, there is a trade-off between the
SLL and gain. To achieve a high gain, a uniform distribution is preferred but it results in a high
SLL (about —13 dB) while a well-tapered distribution can produce very low SLL or even no
side lobes (such as the binominal distribution) but it exhibits a lower gain. It is shown that the
far-field pattern of a linear in-phase (¢o = 0, broadside) array of isotropic point sources can be
expressed as a finite Fourier series of N terms. We can use Dolph’s procedure [29] to match
the Fourier polynomial with the terms of like degree of a Tchebyscheff polynomial. This then
yields the optimum source amplitude distribution for a specific SLL with all side lobes of the
same level. More details can be found in [4].
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5.3.3 Pattern Multiplication Principle

In practice, isotropic sources will be replaced by practical antennas, which means that the
element radiated E; in Equation (5.100) should be replaced by the radiated field of the antenna
element Eg, thus the total radiated field of the antenna array is

n=1

N
E, = Eez A8l = Eo- AF

(5.110)

This is actually called the principle of pattern multiplication. The radiation pattern of an array
is the product of the pattern of the individual element antenna with the (isotropic source) array

pattern.
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Figure 5.48 The radiation pattern (in half space), SLL, HPBW and gain for four different source
distributions of eight in-phase isotropic sources spaced by /2. [Reproduced by Permission of The
McGraw-Hill Companies]

Let us take a two-element short dipole array as an example. The elements are in phase
and separated by half a wavelength, the AF (isotropic array pattern) is therefore a figure 8 (in
shape) from Equation (5.104). Since the dipole radiation pattern is well known to us now and is
also a figure 8 in shape, the total radiation patterns for the horizontally oriented and vertically
oriented dipole arrays can be obtained using the pattern multiplication principle, as shown in
Figure 5.49.

Using the pattern multiplication principle, we can extend the knowledge and results obtained
for isotropic arrays to other antenna arrays. It is now also possible to produce a unidirectional
broadside radiation pattern by using directional antenna elements.

The product of the directivity of a single element and the directivity of the isotropic array
may be used to estimate the directivity of the antenna array, but the accuracy varies with the
array geometry [30].

5.3.4 Element Mutual Coupling

When antenna elements are placed in an array, they interact with each other. This interaction
between elements due to their close proximity is called mutual coupling, which affects the
current distribution and hence the input impedance as well as the radiation pattern.

Element Total Array Element AF  Total Array

|

|<d =l/2>| =A/2~

Figure5.49 Array radiation patterns of two short dipoles separated by d = A/2



Popular Antennas 201

The most significant effects are on the antenna input impedance, which is a very important
parameter for a single antenna as well as for an antenna array. We can use circuit concepts,
which are simpler than field concepts, to analyze the input impedance of element antennas in an
array. Each element antenna is considered a current source. An antenna array of N elements is
then treated as an N-port network, and the voltage generated at each element can be expressed
as

Vi=Zuli+Zplo+---+ Zinln
Vo =Zyli+Zyply+ -+ 4+ Zonln (5.111)

VN =Zntli+Znelo + -+ Zundn
where |, is the current at the nth element and

\Y/
Znnzl—”,nzl, 2,...N (5.112)
n
is called the self-impedance of the nth element when all other elements are open-circuited, or
the input impedance when this element is isolated from the other elements (as if it were not in
an array). For a half-wavelength dipole, its self-impedance is about 73 ohms. The impedance

V,
Zn = —2 (5.113)

In

is called the mutual impedance between the elements m and n(Zy, = Znm by the reciprocity
principle to be discussed later). Again, using two half-wavelength dipole antennas as an ex-
ample, the mutual impedance (resistance and reactance) of two parallel side-by-side dipoles
is shown in Figure 5.50, while the mutual impedance of two collinear dipoles as a function of

80 d

60 |- M}J‘? —— Resistance

—— Reactance

-20

_40_

| | | | | | | | | |

0O 02 04 06 08 10 12 14 16 18 20
Spacing, d

Figure5.50 Mutual resistance and reactance of two parallel dipoles as a function of the spacing d in
wavelengths. (J. D. Kraus and R. J. Marhefka, Antennas for All Applications, 3rd edition, McGraw-Hill,
Inc., 2002. Reproduced by permission of The McGraw-Hill Companies)
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Figure5.51 Mutual resistance and reactance of two collinear dipoles as a function of the spacing d in
wavelengths. (J. D. Kraus and R. J. Marhefka, Antennas for All Applications, 3rd edition, McGraw-Hill,
Inc., 2002. Reproduced by permission of The McGraw-Hill Companies)

the separation between them is plotted in Figure 5.51. Examining these results reveals that:

« the strength of the coupling decreases as spacing increases;

« the parallel configuration couples more than the collinear configuration;

» the far-field pattern of each element predicts coupling strength. The more radiation, the
stronger the coupling.

Taking the mutual coupling into account, the input impedance of the nth element in the array
is

v | | |
Zn=-L=Zu—+Zpl 4+ Zin— (5.114)

In In In In

This is the actual input impedance of the element and is also referred to as the activeimpedance.
It should be pointed out that the elements at the array edges have fewer neighbouring ele-
ments, thus the mutual coupling could vary significantly from edge elements to other elements.

5.3.4.1 Discussions

Inaddition to 1D arrays, 2D antenna arrays have also been developed for practical applications.
The slot waveguide array in Figure 5.38 is an example where each element (slot) is carefully
designed to ensure the aperture field distribution on the antenna follows the desired pattern
(such as a Gaussian distribution) and the impedance (including mutual impedance) is matched
with the waveguide. Here discrete antenna elements are employed to form a continuous aperture
field distribution. It is evident that antenna arrays are closely linked to aperture antennas. Some
theories developed for aperture antennas may be applied to antenna arrays.

The array feeding network can be very complicated, thus it is a special topic. Generally
speaking, just like elements in an electric circuit, the antenna elements in an array may be
fed by a parallel circuit, a series circuit or a combination of both. But care has to be taken;
the feeding network is normally a distributed system at high frequencies. The network may
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limit the bandwidth of the antenna system and may actually act as a radiator if not properly
designed!

5.4 Some Practical Consider ations

Up to now, we have covered the most popular antennas: wire-type and aperture-type antennas,
element and array antennas. You should have gained a good understanding of their operational
principles, major field and circuit characteristics and design procedures. However, there are
many practical considerations we have not yet studied, and it is not possible to deal with all
aspects of antenna design and characterization in this book. In this section we are going to
look at some important considerations in practice, which include:

« the differences between transmitting and receiving antennas;
* antenna feeding and matching;

e polarization;

 radomes, housings and supporting structures.

5.4.1 Transmitting and Receiving Antennas: Reciprocity

So far we have not distinguished between antennas for transmitting and receiving purposes.
Avre there any differences between them? The short answer is yes and no, depending on what
parameters you are talking about. Let us examine these two cases from both the field point of
view and the circuit point of view.

Let us assume within a linear and isotropic medium that there exist two sets of sources
(J1, M) and (J2, M3) which are allowed to radiate in the medium and produce fields (Ez, H;)
and (E;, Hy), respectively. Using Maxwell’s equations, it can be shown that [31]:

/(El. Jo— Hye My)du =/(Ez. Ji— Hpe My)dv (5.115)
\% \

This is called the Lorentz reciprocity theorem. This can be interpreted to mean that the coupling
between a set of fields and a set of sources which produces another set of fields is the same
as the coupling between another set of fields and another set of sources. We can represent this
simply as

(1,2) = (2,1) (5.116)

Under this condition, from the circuit point of view, the mutual coupling impedances between
two antennas are the same

Z12 = Zon (5.117)

The self-impedance, i.e. the antenna input impedance, is also the same for the transmitting or
receiving mode.
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Figure’5.52 Transmitting and receiving systems and their equivalent circuits

From the field point of view, the same conclusion can be arrived at; that is, the radiated field
patterns are the same when the antenna is employed for transmitting or receiving.

Figure 5.52 shows the system configuration for a typical transmitting and receiving system.
Atthe transmitting side, the transmitting antenna s just a load (Z 5) to the feed line, as discussed
in Section 2.3.2 (impedance matching), the antenna impedance and source internal impedance
should meet the following condition to achieve the maximum transmission:

ZA*ZZT or Ry — JXAI RT+jXT.
The power radiated is given by

Ra
P _ _p, 5.118
rad = R I Ra (5.118)

While at the receiving side, the receiving antenna is equivalent to a source with internal
impedance Za,as shown in Figure 5.52, which is different from the transmitting antenna.
Similarly, to reach the maximum power transfer, the antenna impedance and the receiver
impedance should meet the following condition:

ZA*ZZROTRA—jXAZ RR+jXR

and the power received by the receiver is given by

Rr
Pee=—"-—P 5.119
= Rt Ra P ( )
For a perfect match, Ry = Rg, we have
P = 0.5Pg < 05— A _p (5.120)
rec — Y. R =>=V. RT+ RA T .

This means that the receiver gets half of the power collected by the receiving antenna and the
other half is reradiated. If both the transmitting and receiving sides are perfectly matched and
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thereisno propagation pathloss, thereceiver can only yield 25% of the source power Pt. This
percentage share can be increased to a maximum of 50% by increasing the radiating efficiency
e towards 100%. For example, if Ry = 300 2 and Ry = 50 2, =4 ~ 85.7% > 50%,

Rr+Ra " Rr+Ra
and the maximum possible received power is Prec = 0.5Pg = 0.5% Pr ~ 0.43Pr, which

is much greater than 25% of the source power. It should be pointed out that the mismatch
efficiency of the antenna to feed line, which was discussed in Section 4.2.1, has not been taken
into account here; this could become an issue at high frequencies.

From a system design point of view, the requirements on the transmitting antenna and the
receiving antenna are not the same. For transmitting, the paramount importance is to transmit
enough power to the desired directions, thus the maximum radiating efficiency and antenna gain
are the most important parameters. For receiving, the most important requirement is usually
a large signal-to-noise ratio (SNR). Although the efficiency and gain are still important, low
side lobes may be more desirable than other parameters. Another thing is that the transient
responses of transmitting and receiving antennas are different: an (small) antenna acts as a
differentiator on transmit but a voltage probe (replica of the incident field) on receive.

It is now clear that antenna properties (such as the radiation pattern and input impedance)
are basically the same whether it is used as a transmitting antenna or a receiving antenna.
Thus, there is no need to distinguish it as a transmitting or receiving antenna. However, the
design requirements for the transmitting antenna and receiving antenna are usually differentin
practice. Thus, the design considerations for a transmitting antenna and for a receiving antenna
may be different.

5.4.2 Baluns and Impedance Matching

Asdiscussed earlier, an antenna is normally connected to a transmission line and good matching
between them is very important. A coaxial cable is often employed to connect an antenna—
mainly due to its good performance and low cost. A half-wavelength dipole antenna with
impedance of about 73 ohms is widely used in practice. From the impedance-matching point
of view, this dipole can match well with a 50 or 75 ohm standard coaxial cable. Now the
question is: can we connect a coaxial cable directly to a dipole?

As illustrated in Figure 5.53, when a dipole is directly connected to a coaxial cable, there
is a problem: a part of the current coming from the outer conductor of the cable may go to the
outside of the outer conductor at the end and return to the source rather than flow to the dipole.
This undesirable current will make the cable become part of the antenna and radiate or receive

Current distribution

[ | X J
Current on !
outside of ! i
the coax !
1
1
1

Figure5.53 A dipole connected to a coax
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unwanted signals, which could be a very serious problem in some cases. In order to resolve
this problem, a balun is required.

The term balun is an abbreviation of the two words balance and unbalance. It is a device
that connects a balanced antenna (a dipole, in this case) to an unbalanced transmission line (a
coaxial cable, where the inner conductor is not balanced with the outer conductor). The aim is
to eliminate the undesirable current coming back on the outside of the cable. There are a few
baluns developed for this important application. Figure 5.54 shows two examples. The sleeve
balun is a very compact configuration: a metal tube of 4 /4 is added to the cable to form another
transmission line (a coax again) with the outer conductor cable, and a short circuit is made at the
base which produces an infinite impedance at the open top. The leaky current is reflected back
with a phase shift of 180 degrees, which results in the cancellation of the unwanted current on
the outside of the cable. This balun is a narrowband device. If the short-circuit end is made as
a sliding bar, it can be adjusted for a wide frequency range (but it is still a narrowband device).
The second example in Figure 5.54 is a ferrite-bead choke placed on the outside of the coaxial
cable. It is widely used in the EMC industry and its function is to produce a high impedance,
more precisely high inductance due to the large permeability of the ferrite, and act as a filter.
With good-quality ferrite beads, a large bandwidth may be obtained (an octave or more). But
this device is normally just suitable for the frequencies below 1 GHz, which is determined by
the ferrite properties. It should be pointed out that a choke is not usually termed a balun — also,
at high frequencies it can be lossy, which can reduce the measured antenna efficiency.

There are some other types of baluns; a good discussion can be found in [4]. For example,
the tapered balun (see the feed to the TEM horn antenna in Figure 5.23) is broadband but its
length is usually very long (> A/2).

When combined with impedance-matching techniques, a balun can become an impedance
transformer (as well as a balun) [2]. The most well-known examples are the A/2 coaxial balun
transformer (4:1) and ferrite core transformers (n:1). To connect a folded dipole (shown in
Figure 5.4) of impedance about 280 ohms to a coaxial cable of 50 ohms, a A/2 coaxial balun
transformer could be used to obtain a good impedance match and balanced feed. A general
discussion on impedance-matching techniques was given in Section 2.3.2.

5.4.3 Antenna Polarization

Radio wave polarization was introduced in Section 3.2.2. There are linearly, circularly and
elliptically polarized waves. Antennas are the devices used to generate and receive these
waves. But how is the antenna polarization linked to the wave polarization?
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Figure5.55 Four antennas for circular polarization (a) two orthogonal dipoles; (b) a dipole and a loop;
(c) a slotted cylinder; (d) a circular patch

The antenna polarization is determined by the polarization of its radiating wave. For example,
a dipole is a linearly polarized antenna since its radiating wave has just one component (Ep).
This is relatively easy to understand. The difficulty comes with circularly polarized waves.
How does one generate a right-hand or left-hand circularly polarized wave?

5.4.3.1 Circular Polarization

We recall, from Equations (3.22) and (3.23), that a circularly polarized wave must have two
orthogonal electric field components. They have the same amplitude but a phase difference
of 90 degrees. So far we have only discussed one circularly polarized antenna: the helical
antenna, which is also the most popular circularly polarized antenna. It produces two orthogonal
components Ey and Eg4 (given by Equations (5.21) and (5.22)), which are 90 degrees out of
phase.

There are many other antenna designs which can produce circular polarization. Four simple
examples are shown in Figure 5.55, where (a) shows two orthogonal dipoles which are fed
with a 90-degree phase difference (this can be generated by a phase shifter or A/4 physical
separation). Which dipole is leading in phase determines the rotation of the circular wave,
LCP or RCP; if the radiation in one axial direction is LCP, it is RCP in the opposite axial
direction. Figure 5.55(b) shows a combination of a dipole and a loop, which are also of 90-
degree phase difference; (c) shows a slotted dipole cylinder and their feeds are also 90 degrees
out of phase; and (d) is a circular patched antenna with two symmetrical cuts which ensure
that two orthogonal currents are generated with a 90-degree phase difference. The first three
configurations can provide omnidirectional patterns.

Some of the arrangements (such as the helical antenna or design (a) in Figure 5.55) can
be placed within a circular waveguide so as to generate a circular TE;; mode and a circular
polarized beam can be produced when the waveguide is flared into a conical horn antenna.
Some of them can serve as a primary antenna of a reflector antenna so as to produce highly
directional and circular radiation.

5.4.3.2 Polarization Match and Mismatch

For a good radio communication system, the polarization must be matched. That is, a linearly
polarized wave can be received by a linearly co-polarized (not cross-polarized) antenna, and
similarly, a circularly polarized wave should be received by a circularly co-polarized antenna.
They must be of the same polarization, otherwise some or even all the received power could
be lost due to polarization mismatch. For example, if an incoming wave is of LCP, then the
receiving antenna must be of LCP. If it were of RCP, no signals would be produced at the
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output of the receiving antenna. If it were linearly polarized, only half of the incoming power
could be received and the other half would be lost, i.e. there would be a 3 dB loss in power.
If the incoming wave is linearly polarized and the receiving antenna is circularly polarized,
is there a problem of polarization mismatch? The short answer is yes, depending on the
combination scheme once the signal is received. Generally speaking, the power loss could be
up to 3 dB due to polarization mismatch, which is much better than using a linearly polarized
antenna with orthogonal polarization! In some applications, the polarization of the incoming
signal is unknown or hard to predict. For example, if a linearly polarized wave is employed for
satellite communications, its polarization will be changed when passing through the ionosphere
due to Faraday rotation (which is caused by the free electrons in the ionosphere; the polarization
rotation is determined by the electrons and the wave frequency) — thus, a circular polarization
is usually employed. For radio communications in multipath environments (such as indoor),
linear polarization is used — because the signal polarization becomes random after multiple
reflections and could be said to be statistically uniform. The power loss due to polarization is
about 3 dB. If circular polarization is employed, the power loss may be much more significant.

5.4.4 Radomes, Housings and Supporting Sructures

The antenna is a transmitting and receiving device for a radio system and is normally made of
metal. It isnotan isolated structure but an integrated part of a radio system. Sometimes aradome
is required in order to ensure its efficient and desired operation. The radome (radar dome) is
defined as the structure which houses an antenna (or the entire radar, including the antenna) and
is almost transparent to radio waves at the desired frequencies (normally above 1 GHz). It can be
constructed in several shapes (spherical, geodesic, planar, etc.) depending upon the particular
application. Various low-loss construction materials [3] are used, such as fiberglass, foam,
FTFE and coated fabric or plastic. The main reasons for using such a radome or housing are

* to protect an antenna from the ravages of the environment: wind, snow, ice, rain, salt, sand,
the sun (UV) and even lightning;

* to make the whole structure mechanically sound and viable;

« to conceal the antenna system from spying or the public view; and

* to keep nearby personnel away from being accidentally struck by a fast-moving antenna or
affecting the antenna performance.

A few examples of antennas with radomes or housings are shown in Figure 5.56. Radomes
are normally much larger than the antenna. Some housing structures are just slightly larger
than the antenna and may not be called radomes, such as the mobile phone case, but they play
the same role as radomes. Two of the most important questions asked in practice are

e How are these radomes and housing structures designed?
» What are the effects of the radome or housing on the antenna performance?

5.4.4.1 Design of Radomes and Housings

The antenna radome or housing design is a complex issue. Ideally, it should be incorporated
into the antenna design; that is, it should be considered part of the antenna system. In practice,
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Figure 5,56 Examples of antennas with various radomes/housings. (Reproduced by permission of
Guidance Ltd, UK)

this is problematic. The radome or housing design may be conducted by another department or
company. The basic requirement is that the radome or housing structure should be transparent
to the operational frequencies of the antenna, which means that the reflection coefficient and
loss must be small and the transmission coefficient must be large (as close to 1 as possible).
From Section 3.3.1, we know that this requirement can be achieved when the thickness of the
structureisaninteger multiple of half of the effective wavel ength in the medium. This thickness
is actually a function of the incident angle as well as the frequency and dielectric properties
(e, u, o). The material is normally of low loss and low permittivity. Since the radome or
housing has to meet both the electrical and mechanical requirements, the structure is often
made from a multilayered material. The sandwich configuration is chosen: hard and reinforced
materials are used to form the outer layers and a thick layer of low-permittivity material is
placed at the center. This configuration provides the mechanically required robustness and at
the same time offers the broad bandwidth and low loss for the RF signals.

5.4.4.2 Effects of Radomes and Housings
The effects of the radome and housing on the antenna include the following two aspects.

¢ From the field point of view, the existence of the radome or housing may affect the antenna
aperture field distribution and hence the radiation pattern and directivity/gain. A slightly
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reduced gain (<1 dB) and increased side lobes are expected in practice, depending on the
quality of the radome/housing.

e From the circuit point of view, the load impedance to the antenna feed line may be changed,
depending on how close the housing structure and the antenna are. The closer they are, the
larger the effect. The effect may be reflected on the input impedance and hence the VSWR.
A common observation is that the resonant frequency is shifted downwards (is lower) when
the antenna housing is in place, since the wavelength is decreased inside a medium (by ,/&;).

5.4.4.3 Antenna Supporting Structure

Once an antenna is designed and made, it has to be installed somewhere. TV reception antennas
are often erected on a roof and mobile base-station antennas are normally attached to a post
or tower, as shown in Figure 5.57. Ideally, the antenna siting or supporting structure should
have nothing to do with the antenna performance. However, the antenna is a radiating device
and the radiation is defined by its radiation pattern. The antenna near-field distribution is more
complex than that of the far field. Generally speaking, the supporting structure should not be
in the radiation region and a dielectric material is preferred over a metal structure, since its
interaction with the antenna is much smaller.

As the interaction between the antenna and the housing and supporting structure can only
be analyzed case by case, there are no general formulas or equations for the prediction. The
accurate estimate of this interaction should be conducted using computer simulation software,
which could be slow and expensive. But sometimes it is worth paying such a cost.

Figure5.57 Installed antennas and supporting structure
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5.5 Summary

In this chapter we have studied many popular antennas, introduced all relevant theories and
showed how to use these theories for antenna analysis and design. Wire-type antennas, aperture-
type antennas and antenna arrays have been covered. These antennas have been dealt with from
both the field point of view and the circuit point of view. Almost all the antennas introduced have
been provided with design procedures or guidelines. Some practical considerations (including
baluns and housings) have also been addressed.
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Problems

Q5.1 From an antenna point of view, a two-wire transmission line can be considered
as two wire antennas. Explain why this type of transmission is only suitable for
low-frequency, not high-frequency, applications.

Q5.2 Dipole antennas are popular, can you justify why the half-wavelength dipole is the
most popular dipole?

Q5.3 Compare the half-wavelength dipole, quarter-wavelength monopole and half-
wavelength monopole in terms of the input impedance, directivity and radiation
pattern.

Q5.4 How can the bandwidth of the half-wavelength dipole be broadened?

Q5.5 Compare a half-wavelength dipole, a half-wavelength slot and a half-wavelength
loop in terms of the input impedance, gain and radiation pattern.

Q5.6 A short dipole with a length of 3 cm and a diameter of 3 mm is made of copper
wire for 433 MHz (an ISM band) applications. Find its input impedance, radiation
resistance and radiation efficiency. If it is to be connected to a 50 2 coaxial cable,
find the reflection coefficient, return loss and VSWR.

Q5.7 Explain the concept of baluns and design a balun for Q5.6 if applicable.

Q5.8 Design a circularly polarized helix antenna of an end-fire radiation pattern with a
directivity of 10 dBi. Find out its input impedance, HPBW, AR and radiation pattern.

Q5.9 Explain the design principle of the Yagi—Uda antenna and estimate the maximum
directivity of a Yagi—-Uda antenna with ten elements.

Q5.10 Discuss how the directivity is linked to the number of elements, N, scaling factor
and apex angle of a log-periodic dipole antenna (LPDA). If the directivity of a six-
element LPDA is 11 dBi, what is the achievable bandwidth?

Q5.11 Design a log-periodic dipole antenna to cover all UHF TV channels, which is from
470 MHz for channel 14 to 890 MHz for channel 83 and each channel has a
bandwidth of 6 MHz. The desired directivity is 12 dBi.

Q5.12 Design a gain horn antenna with a directivity of 15 dBi at 10 GHz. A WR-90 waveg-
uide is used to feed the horn.

Q5.13 The Sky-digital satellite receiving antenna is an offset parabolic reflector antenna
with a dish diameter of about 40 cm. If the aperture efficiency factor is about 70%,
estimate the directivity of this antenna. The central frequency is 12 GHz.

Q5.14 A circular parabolic reflector has F/2a = 0.5. The field pattern of the feed antenna
is E(8) = cos?0, 0 < /2. Find the edge taper, spillover efficiency and aperture
efficiency.

Q5.15 RT/Duroid 6010 substrate (¢, = 10.2 and d = 1.58 mm) is to be used to make a
resonant rectangular patch antenna of linear polarization.
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Q5.16

Q5.17

Q5.18

Q5.19
Q5.20
Q5.21

Q5.22

Q5.23

a) Design such an antenna to work at 2.45 GHz for Bluetooth applications.

b) Estimate its directivity.

c) Ifitisto be connected to a 50 ohm microstrip using the same PCB board, design
the feed to this antenna.

d) Find the fractional bandwidth for VSWR < 2.

Two half-wavelength dipoles are in parallel and separated by A/4. Find the input

impedance for each antenna and then obtain and plot the radiation pattern for the

following cases:

a) they are fed in phase;

b) they are fed 90 degrees out of phase;

c) they are fed 180 degrees out of phase.

Four half-wavelength dipoles are employed to form a linear array. Find the maxi-

mum directivity obtainable for this array and plot its radiation pattern.

Four 4/» monopoles with a large ground plane are used to form a linear array.

The spacing between elements is 1, all monopoles are to be fed in phase from a

1 GHz transmitter via a 50 © microstrip line.

a) Design a feed system for this array (mutual coupling is ignored).

b) Find its radiation pattern. Is this a broadside or end-fire array?

c) Find its directivity.

Explain the principle of a phase scanned array.

What is the Hansen—Woodyard end-fire array?

Design a 1.5 GHz circularly polarized antenna that has an omnidirectional radiation

pattern in the H-plane.

The bandwidth is an important consideration for any RF device. An antenna with

an impedance of 300 2 is matched to a 50 Q2 feed line with a quarter-wavelength

transformer at the design frequency 1 GHz. Find the bandwidth for VSWR < 2

if the antenna impedance is a constant, and then comment on your results if the

antenna impedance is not a constant (the real case).

Double A/4 transformers can improve the bandwidth of the matching network. Redo

Q5.22 using a double A/4 transformer.






6

Computer-Aided Antenna Design
and Analysis

In the previous chapter we introduced and analyzed some of the most popular antennas, and
discussed what the important considerations are from the design point of view. You should
now be able to design some basic standard antennas (such as dipoles) without resorting to a
computer. However, antenna design is a very challenging subject since there are usually many
variables involved, even for a given type of antenna. Due to significant advances in computer
hardware and software over the past two decades, it has now become standard practice to
employ software to aid antenna design — just as in any other industry. The objective of this
chapter is therefore to give a brief review of antenna software development, introduce the
basi c theory behind computer simulation tools and demonstrate how to use industrial standard
software to analyze and design antennas.

6.1 Introduction

Astheantennaequation (4.3) indicates, the prediction of antennaperformanceisavery complex
issue and the analytical approach isonly suitable for antennas of simple geometry. In the past,
engineers designed antennas by experience and a certain amount of ‘black magic'. A good
understanding of antennas and impedance-matching theory and techniques, and the ability to
accomplish agood match over the desired frequency rangewererequired. After the prospective
antennawas designed and built, there always remained the question of whether the antennahad
met the specifications. Thus, an antenna measurement using a test range had to be conducted
in order to verify that al design criteria were met. Next, if all went well on the testing, the
prospective antennawould be transferred to the production department. Finally, the production
antennaswould betested to verify that the design could be duplicated. However, if themeasured
results were not good enough, some tuning and madifications had to be made and further tests
were required. This process normally included minding, tinkering, cut-and-try and gluing and
screwing parts together until the antenna met the desired specifications. Needless to say, this
was a very expensive and time-consuming procedure.

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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Those days are now gone forever. We live in a competitive market where time and perfor-
mance are critical. Guesswork and long design cycles are out of the question. New state-of-
the-art antennas are required to meet all the design criteria for sophisticated applications that
may involve large quantities at competitive cost. Various commercia antenna design software
packages have been developed with very good accuracy and multi-functions and these are
widely used in the industry. The ability to use computer-aided design (CAD) tools has become
an essential requirement for a good antenna engineer.

Now let uslook back to see how the antenna design software has evolved. In the mid-1960s,
mai nframe computers were finally fast enough to conduct antenna modeling. However, it still
required an astute antenna design engineer with a good analytic mathematical background to
write the eguations and computer programs to model antennas. In the 1970s, the Numerical
Electromagnetic Code (NEC) program was developed using FORTRAN (a computer com-
putational program) by the US government [1]. This program was accurate and suitable for
wire-type antennas but difficult to use and required alarge mainframe computer. Furthermore,
its use was restricted by the government. This all changed in the mid-1980s when personal
computers (PCs) became widely available. Soon there were several antenna-modeling pro-
grams available. The primary one was MININEC, a smaller program based on NEC that ran
fastonaPC[2and 3]. Also, aPC version of NEC became available. AsPCsincreased in speed,
so did the antenna-modeling programs. It was not unusual to wait for hours or more for the
analysis of an antenna. Nowadays, PCs with powerful processors can model the same antenna
injust afew seconds. In the 1990s, alarge number of EM simulation tools and antenna design
software packages, based on various methods, were developed and appeared on the market.
They are suitable not only for wire-type antennas but also aperture-type antennas. Many of
these packages have been updated every one or two years, with new functions and improved
agorithms added. For example, parametric optimizationisnow available. These programswill
perform the optimization for you. All you need to do isto input areasonable design along with
a properly weighted trade-off or figure of merit (FoM). The FoOM weighs the relative impor-
tance of each antenna parameter such as the gain, pattern and impedance over a set of input
frequencies and an optimized design will then be produced by the computer. These powerful
modeling programs allow the antenna designer to use keystrokes on a PC keyboard instead of
getting their hands dirty from hours of cutting and testing the actual antenna. Furthermore, the
performance goals can be tested before any actual antenna is constructed. You can now cut-
and-try an antenna design for maximum gain, front-to-back ratio, impedance or acombination
of the three by changing element lengths, diameters and spacings using only a keyboard. This
significantly shortens the design to completion of production process for antennas.

The above may give the impression that antenna design is no longer a ‘black art’. While
this may be true, it still requires a lot of knowledge and understanding of the interrelated
parametersin the antennadesign, FoM and the softwareitself. In fact, asthe antennadesigns of
today get more complicated, so does the work of the antenna designer. The antenna-modeling
and optimization programs available today do not completely compensate for all variables.
The output data file must be properly interpreted by the user. Sometimes the tolerances of the
element dimensions may be difficult to realize. Element correction factors may still berequired
to compensate for the mechanical mounting of the antennaelements. Sometimesthe simulation
results may not be accurate enough for practical reasons (such as limited computer memory
or poor convergence). Thisis where the antenna designer comesin to play. One must be able
to realize which designs can and cannot be built, in addition to any compensation that may be



Computer-Aided Antenna Design and Analysis 217

required. After all, computers are just computers and their outputs are just numbers, they will
never replace innovative engineersin analyzing and designing antennas. Modeling and design
software do not design an antennafor you. They only predict how the inputted antenna design
should perform, and leave it up to the ingenuity of the antenna designer to ‘tweak’ or optimize
the mechanical dimensions until the desired antenna performance is attained.

In summary, to become a modern professional antenna designer, one has to have a com-
prehensive understanding of antennas, agood grasp of mechanical engineering principlesand
excellent skillsin using computer-modeling and optimization software to aid the design.

6.2 Computational Electromagneticsfor Antennas

Computational electromagnetics (CEM) isa unique subject of interest to all electromagnetics
engineers and researchers. It has a very wide range of applicationsin RF engineering, EMC,
radar, wireless communications, electrical and electronic engineering, and extends to areas
such as biomedical engineering — antennas are just one of the areas. Many methods have been
developed over the years; some were first introduced for other applications. Generally speak-
ing, CEM can be divided into numerical methods and high-frequency methods, as shown in
Figure 6.1. High-frequency methods are suitable for structures much larger than the wave-
length, while numerical methods are more suitable for smaller structures. Thereis no specific
boundary between these two groups. Asarule of thumb, 20 isusually used as the upper limit
for numerical methods, which is really determined by the computation power (memory size
and computational time).

Numerical methods can be subdivided into frequency domain methods (such as the method
of moments and the finite element method) and time domain methods (e.g. thefinite-difference
time domain method and the transmission line modeling method). High-frequency methods
can be subdivided into field-based methods (the geometrical optics method) and current-based
methods (the physical optics method). Although cost-effective electromagnetic software is
readily available and it is now not necessary to write your own software from scratch, a good
understanding of the principles on which the software is based is necessary in order to set the
relevant parameters properly and avoid the misuse and misinterpretation of the results.

Freq. MoM,
dorr?ain | Finite element, ...
Numerical
methods Time FD-TD,
domain [ TLM, ...
Computational
Electromagnetics
Field- Y Geometrical opt.,
- based GTD and UTD
High-freq.
methods Current ovsical ont
u ysical opt.,
-based B PTD

Figure6.1 Classification of computational electromagnetic methods
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In this section we are going to first use the method of moments as an example to see how a
numerical method can be employed to model and analyze an antenna, then we will introduce
some other methods. A general comparison of these methods will be made in Section 6.2.5.

6.2.1 Method of Moments (MoM)

The method of moments (MoM, or moment method) was first introduced in mathematics. The
basic ideaisto transform an integral or differential equation into a set of simultaneous linear
algebraic equations (or matrix equation) which may then be solved by numerical techniques
[4, 5, 6]. It was first applied to electromagnetic problems in the 1960s. Roger Harrington
was the person who made the most significant contribution to this area [5, 6]. His book,
Field Computation by Moment Methods [6], was the first book to explore the computation of
electromagnetic fields by the method of moments — the most popular method to date for the
numerical solution of electromagnetic field problems. It presents a unified approach to MoM
by employing the concepts of linear spaces and functional analysis. Written especially for
those who have a minimal amount of experience in electromagnetic theory, theoretical and
mathematical concepts are illustrated by examples that prepare readers with the skills they
need to apply the method of momentsto new, engineering-related problems. In this subsection
we are going to introduce the concept of MoM and apply it to model and analyze a dipole
antenna.

6.2.1.1 Introduction to MoM
Let us deal with ageneral case: alinear equation

L(F)=g (6.1)
where L is aknown linear operator, g is a known excitation function and F is the unknown
function to be determined. In physics, L means the system transfer function and g represents
the source. The objective isto determine F once L and g are specified.

First, the function F is expanded using a series of known basis functions (or expansion
functions) f;, f,, f3,...inthedomain of operator L, we have

F=> lafy (6.2)

where |, are unknown complex coefficients to be determined and n = 1, 2, ... N. N should
be infinite in theory but is alimited number in practice.
We can replace F in Equation (6.1) by Equation (6.2) and use the linearity of L to give

ZInL(fn) =g (6.3)

The problem becomes how to determine these unknown coefficients I,.
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Secondly, a set of weighting functions (or testing functions) Wy, W5, W, .. .in the domain
of L ischosen and then the inner product is formed:

D 1o, L(Fa)) = (Wi, @) (6.4)

wherem =1, 2,... M. Again, M should be infinite in theory but isafinite number in practice
and atypical, but not unique, inner product is defined as

x(2). y(2) = (¥(2). x(2)) = / x(2)y(2)dz (6.5)
L

Thirdly, theinner product is performed on Equation (6.4) for m = 1to M to give the matrix
equation:

< Wi, L(f)) > < Wy, L(f2) > ... <Wq, L(fy) > I <W,g>
< W5, L(f]_) > < W, L(fz) > < W, L(fN) > I> . < W5, g>
<WM,L(f1)> <WM,L(fN)> In <WM,g>
(6.6)
or, in more compact form:
[Zmn] [1n] = [Vm] (6.7)
where
Zin =< Wi, L(fn) > (6.8)
and
Vin =< Wp, g > (6.9)
They are now readily obtained and the unknown coefficients can be yielded as
[1n] = [Zmn] ™ [Vin] (6.10)

The unknown function F can therefore be obtained approximately using Equations (6.2) and
(6.10).

The selection of the basis functions and weighting functionsis a key to obtaining accurate
solutions efficiently and successfully. In general, the basis functions should have the ability to
accurately represent and resembl e the anticipated unknown function. There are many possible
basis/weighting function sets, but only alimited number are used in practice. The elements of
these functions must be linearly independent, so that the N equations in Equation (6.6) will
aso belinearly independent and give a unique solution. In addition, they should be chosen to
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minimize the computations required to evaluate the inner product. If both the basis functions
and weighting functions are the same, then this special procedure is known as Galerkin's
method. We are going to use the example below to show how to implement the MoM in
practice.

Example 6.1: M oM. Solve the following differential equation using the MoM:

d?F(2) 2
=1+ (6.11)

for 0 < z < 1with the boundary conditions: F(0) = F(1) = 0.

Solution:
Thisisasimple boundary problem. The transfer function is

d2
T dz

and the sourceis
9(z2) = 1+ 27°

It is not difficult to obtain the exact solution of this differential equation as

2 1, 1,
F(Z)——§Z+ EZ +62 (612)

There are many basis and weighting functions which may be suitable for this problem. The
selection of these functions is crucial. Here we are going to use Galerkin’s method to solve
this problem.

According to the format of the source g(2), it is natura to choose the basis function as
fn(2) = Z". However, you will find in the end that the boundary condition F(1) = 0 cannot
be met. Taking the boundary conditions into account, we can choose the basis functions and
weighting functions as

fa(2) = Wa(2) = z— "1 (6.13)

and the inner product is defined as

1
< fm(2), fn(2) >:/0 fm(2) fn(2)dz (6.14)
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Using Equations (6.8) and (6.9), we can obtain

Zom = < W L(F) o= [ (=29 (1 grygp ™
mn = < VWm, n) >= '/0 — @ — = —m
. 1 2 e 3m (6.15)
Vihn =< W, = —z"ha+2 =
n < Wpn,g> /0 (z—Z2")(1+ 2z%)dz M+ 2mtd

For M = N =1, wehave Z;; = —1/3 and V; = 4/15. We now use Equation (6.10) to give
I = —2 and the solution: Fa_s = D lafa= 4(z 2
1="g - PN=1 = s nln="—¢

As shown in Figure 6.2, the result obtained by the MoM (dashed line) is close to the exact
solution (solid line). To increase the accuracy, we can increase N.
For M = N = 2, we have

11
3 2| 15
1 4], 5
2 5 12

Thus, we can easily use a computer program (such as Matlab [7]) to solve the matrix equation
to obtain

3
| | 10
P 1
3
0 T I | I
=005 [ N\ e
\ : : : :
\ /
\ B B B : II
\ B B :
= \ : : i
N 7
= :\\ : : Ve
015 [ SN
B \ B B ’ B
e ’
: N:l\\, Py :
—0.2 e e 2
-0.25 ! i ‘ i
0 0.2 0.4 0.6 0.8 1
Variable z

Figure6.2 Comparison of MoM result for N = 1 (dashed line) with the exact solution (solid line)
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f(2)

—0.15

: 7 7 N=or >3
L0222 eer” o =0XaCL.

025 i i i i
0 0.2 0.4 0.6 0.8 1
Variable z

Figure6.3 Comparison of MoM result for N = 2 (dashed line) with the exact solution (solid line)

and

19 3 1
Fneo= Y Infa=—z+ 22+ 27
N=2 ; nTh 30 + 10 + 3
Thisisvery closeto the exact solution, asshown in Figure 6.3. If weincrease M and N further
to, say, 3, then we canyield

thus

2 1, 1
Fnez = 3Z—|— 22 + 624
This is now the same as the exact solution given by Equation (6.12). It is not difficult to
verify that, when N > 3, the solutions are unchanged, i.e. the same as Equation (6.12). From
Figures 6.2 and 6.3 we can see that the accuracy of the numerical solutionsincreaseswith N,
and this means that the results converge. It is very important to have a convergent solution. If
the result does not converge, it normally indicates that the basis and weighting functions have
not been properly chosen and are not suitable for the problem.

This example has successfully demonstrated the usefulness of the MoM in solving linear
equations. Through this exercise we have seen that a differential equation has been converted
to amatrix equation, which is easy to solve and the results are very accurate.

Next, we are going to see how to use the MoM to analyze and model a dipole antenna.
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2l
—2A

2a

Figure6.4 A dipoleof length 2|, diameter 2a and gap 2A

6.2.1.2 Analysisof a Dipole Antenna Using the M oM

The MoM has been widely used to solve wire-type antenna problems. Here we are going to
take adipole of length 2| and diameter 2a as an example, shown in Figure 6.4, to illustrate the
application of the MoM in antennas.

Thetotal electric field at any point in the space can be expressed as the sum of the incident
field E' and scattered/radiated field ES:

E'(r) = E'(r) + ES(r) (6.16)

Since the dipole is made of a perfect conductor (a good conductor in reality), the total
tangential electric field must be zero on the surface of the antenna, that is

EL(r) + ES(r) = 0; on the antenna (6.17)

For areceiving antenna or scatterer, the incident field is usually a plane wave. For atrans-
mitting antenna, the incident field can be seen as the excitation of the antenna and there are
two source models: the delta gap source and the magnetic frill generator [8, 9]. The most used
source model isthe delta gap model, which isalso chosen for our investigation. In Figure 6.4,
avoltage source of 2V, (from 4V, to —Vy ) isapplied across the feeding gap 2A, the incident
field can therefore be expressed as

El(r) = Vo/ A for 2] < A ; on the antenna (6.18)
2/ 0 forA <zl <1 '

The general radiated field can be represented by the antenna equation (4.3) as

vV —ir=r|

ES(r) = (—jwu n —') / I dv (6.19)
jwe A |r —r/|

\%
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On the surface of the antenna, the current density can be replaced by aline-source current | (2),
we have

|
/ 1(Z)K(z, Z)dZ = —EL(2) (6.20)
-
where the kernel is given by
1 32 L\ el
K(z,Z) = TInor <@ +8 ) : (6.22)

Equation (6.20) isknown as Pocklington’sintegral equation and has been used extensively for
dipole antennas. The problem has now become how to determine the current | (z) by solving
thisintegral equation.

Using the MoM, we need to choose a set of basis functions. The operator in this caseis an
integral with a complex kernel. Although we can select the entire domain basis functions as
in Example 6.1, we prefer to use sub-domain functions, which should make the inner product
computation much simpler and faster.

The antenna can be divided equally into N segments, as shown in Figure 6.5. The unit pulse
function is defined as

2l 2l
1, for —l4+—MN-1) <z<-l+—n
+N( )<z< +N

P(2d)=1 " (6.22)
0; otherwise
and is chosen for the basis functions, thus the current on the dipole is approximated as
N
1)~ 1aPa(2) (6.23)
n=1

Thisexpansionintermsof pulsefunctionsisastaircase approximation. The current is constant
on each segment. The larger N, the more accurate the solution should be.

2

=N

Figure6.5 A dipoleisequaly dividedinto N segments
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We can use Galerkin's method again, which can produce a reasonable solution. A better
weighting function for this case is the Dirac delta function §(z), which is

Wi(2) = 8(z — zm) (6.24)

where z, is the z-coordinate of the center of the segment m, mathematically it is
2l
zm=—l+ﬁ(m—0.5); and m=1, 2,...,N (6.25)
A very useful feature of the Dirac deltafunction is
/ f(28(z — zp)dz = f(z0) (6.26)

This approach is called the pulse-expansion and point-matching MoM. The integral equation
isenforced at N points along the antenna axis. The inner product can be defined as

< (2, fn(2) >= /Il fm(2) fn(2)dz (6.27)

Thus, the element

Zon =< Wi, L(f) > = /ll [6(z— zm) /ll P.(Z)K(z, Z)dZ]dz

—14+2/(n)/N (6.28)
= / K(zm, Z)dZ
—I14+2(n—1)/N
and
| . .
Vi =< Wi, g >= —/ 8(z — zm)EL(2)dz = —EL(zm) (6.29)
I

We can let N be an odd number and choose the central segment as the feed to simplify the
computation.

It should be pointed out that if the matching point and the source point are at the same place,
the distancer will be zero and the kernel will be infinite—thisisa problem. A reasonable way
toavoid thissingularity isto let the current source be at the center of the wire and the matching
point on the antenna surface, that is

Rn =r(zm. Z) = Va2 + (zn — 7)? (6.30)
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Equation (6.28) can be written in amore computationally friendly form as[10, 11]

Zm= [ E 0 jpRa(2RE - 32) + (BaRnldZ  (63)
mn = e — — 3a a 7 .
/_|+2|(n_1)/N ]47ra)eRr5n[ +1p R +(B ]

When the segment is small enough, this expression can be further simplified to

Zon S [+ 1 Ron)(2RE, — 38%) + (BaRm)?| (6.32)
™M Az we RS, " n "IN '
where
Ron = 1 (Zm, z0) = Va2 + (zm — zn)? (6.33)

Now Pocklington’sintegral equation (6.20) istransformed into the following matrix equation:
[Zmn] [1n] = [Vin] (6.34)

All elements of Z,, and Vi, can be computed easily and the unknown coefficients I,, can now
be obtained without difficulty. Hence, the current distribution along the antenna can be found
using Equation (6.23) and isillustrated by Figure 6.6.

Other important antenna parameters can a so be obtained. For exampl e, theinput impedance
isgiven by

2V

Zy= (6.35)
Ins2
and the total radiated field (and hence the radiation pattern) can be calculated using
) . I N
E'(r)=E'(r) + E%(r) = E'(r) +/ Z InPa(Z)K (r, 2)dZ (6.36)
—I'n=1
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Figure6.6 Current distribution along adipole
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Figure 6.7 Input impedance convergence of the point-matching approach

For a half-wavelength dipole, the convergence of the calculated impedance as a function of
the number of segments N is shown in Figure 6.7. When N is small, the impedance is not
stable. When N > 20, the resistance approaches 80 ohms and the reactanceis close to 0 ohms,
which are comparable with measured results.

Using this program, we can produce a lot of results for different antennas, without actually
making any antennas. From Figure 6.8, which is also shown in Table 5.1, we can clearly see
how the current distribution varies with the antenna length in wavel engths and how the current
distribution determines the radiation pattern.

6.2.1.3 Discussion and Conclusions

In this subsection we have introduced the MoM and demonstrated how to use it to solve
a linear equation and obtain the important parameters of a dipole antenna. It is important

21 =02

X 21 =302,

X

Figure6.8 Current distributions and radiation patterns of three dipoles with lengths A/2, A and 31/2
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to note:

» the selection of the basis and weighting functionsis crucial, this may affect the complexity
and time of computation as well as the accuracy of the results;

« if the result converges, then the more segments, the more accurate it will be (but with an
increased memory requirement and computation time!);

« if the result does not converge, it usually means that the basis and weighting functions are
not suitable;

e using the point-matching technique, the segment length should be smaller than 1/10, it is
usually about A/20, which is aso generally required by other simulation methods;

« thereisatrade-off between the accuracy and computation requirements (memory and time) —
thisisaconclusion that is applicable to al numerical methods.

Although we have only applied the MoM to a dipole antenna, the method is general and
can be easily applied to other wire-type antennas. It can even be used to solve aperture-type
antennaproblems. Another beauty of itisthat it can be combined with high-frequency methods
to deal with electrically large problems. Some very good commercia software packages are
already available on the market and will be discussed later in this chapter.

6.2.2 Finite Element Method (FEM)

The Finite Element Method (FEM) was originally introduced for solving complex elasticity,
structural analysis problemsin civil engineering and aeronautical engineering. Itsdevel opment
can be traced back to the work of Alexander Hrennikoff [12]. The method was often based
on an energy principle, e.g. the virtual work principle or the minimum total potential energy
principle, which provides a genera, intuitive and physical basis that has a great appea to
structural engineers. A rigorous mathematical foundation was provided by Strang and Fix in
their book An Analysis of the Finite Element Method published in 1973 [13], and the method
has since been generalized into a branch of applied mathematics for numerical modeling of
physical systemsin awide variety of engineering disciplines, e.g. electromagnetics and fluid
dynamics. It has been used for finding approximate solutions of partial differential equations
as well as integral equations, and is particularly suitable for problems involving irregular
boundaries and nonhomogenous material properties.
The FEM may be implemented in the following four steps:

1. Discretization of the solution region into elements (usually triangular in shape).
2. Generation of equations for the fields or potentials at each element.

3. Integration or assembly of all elements.

4. Solution of the resulting system of equations.

Just likethe MoM, the problem isalso converted into amatrix equation at the end. The FEM
has been employed by alarge number of commercial EM simulation packages and has become
one of the most popular and established numerical techniques in engineering. An example of
how the region of a loop antenna is discretized into FEM elements is shown in Figure 6.9.
The obtained current distribution on the loop is aso shownin the figure. In Section 6.3 we are
going to use FEM-based software to simulate and design antennas. For more details about this
technique, refer to [14, 15].
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Figure6.9 FEM simulation of aloop antenna: discretization and current distribution. In this case, the
loop is placed in adevice (e.g. awatch) for wireless communications, the effects of the covering case on
the loop can be estimated

6.2.3 Finite-Difference Time Domain (FDTD) Method

The Finite-Difference Time Domain (FDTD) method belongs in the general class of grid-
based differential time domain numerical modeling methods. It wasintroduced by Yeein 1966
[16]. Since then significant developments have been made in improving, implementing and
spreading this method [17, 18, 19]. The boundary conditions were one of the major problems
of this method.

The problem domain is discretized into many cells (usually square or rectangular), known
as Yee cellg/lattices. A typical one is shown in Figure 6.10. The time-dependent partial dif-
ferential Maxwell equations given in Equation (1.29) are discretized using central-difference
approximations to the space and time partial derivatives. The resulting finite-difference equa-
tions are solved in a leapfrog manner: the electric field vector components in a volume of
space are solved at a given instant in time, then the magnetic field vector components in the
same spatial volume are solved at the next instant in time. This process is repeated over and
over again until the desired transient or steady-state electromagnetic field behavior is fully

m
M
m
o
>
N
x
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x| (1K) E

Figure6.10 FDTD (Yee) cell
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evolved. This scheme has proven to be very robust and remains at the core of many current
FDTD software constructs. Furthermore, Yee proposed a leapfrog scheme for marching in
time where, in the E-field and H-field, updates are staggered so that E-field updates are con-
ducted midway during each time step between successive H-field updates, and conversely.
On the plus side, this explicit time-stepping scheme avoids the need to solve simultaneous
equations, and furthermore yields dissipation-free numerical wave propagation. On the minus
side, this scheme mandates an upper bound on the time step to ensure numerical stability. As
aresult, certain classes of simulation can require many thousands (or more) of time steps for
completion.

The accuracy of the computed results is basically determined by the cell size and time
steps, which is simpler and easier than making the right choices on basis and weighting
functions in the MoM. The cell size is determined by the highest frequency of interest. The
biggest dimensions of the cell should normally be smaller than Anin/20, and the time step

size At < 1/c\/ﬁ + ﬁ + ﬁ. Thus, thisis limited by the computational power as for
any other numerical method. One of the advantages of this method is that material properties
(e, u, o) can be accommodated easily into the computational scheme, in just the way they
appear in Maxwell’s equations.

Since it is a time domain method, the method is extremely suitable for solving wideband
problems, but narrowband problems may take a long time to converge. Today the FDTD has
become the most popular time domain method in computational electromagnetics. A number
of well-known computer simulation tools were developed based on this technique.

6.2.4 Transmission Line Modeling (TLM) Method

The Transmission Line Modeling (TLM) method is another well-known time domain mod-
eling method, which was originally introduced by Professor P. B. Johns at the University of
Nottingham, UK [20]. The main features of this method are its simplicity and the use of the
transmission line model, which meansthat lumped elements are used. The method has evolved
and been developed over the years [21, 22, 23]. The simulation domain is divided into many
nodes; atypical oneisshown in Figure 6.11. All fields (E and H) and material properties are
represented by transmission line elements (such asV and 1). The ssimulation is also imple-
mented in atime-iterative fashion like FDTD. In fact, this method is very similar to the FDTD
although originating from different ideas. An interesting comparison between them was made
in[24]. Again, there are some commercial simulation packages based on this method, the most
notableisMicroStripes produced by Flomerics[25]. An eval uation version can be downloaded
from relevant websites.

6.2.5 Comparison of Numerical Methods

There are many other numerical methods (e.g. boundary element methods[26]) which are also
used for electromagnetic simulations but are less popular (this does not mean less accurate)
than the ones we have discussed. All these numerical methods need to divide the structure
of interest into many cells/elements; some approximations are then used to convert the prob-
lem into an easily solvable one (such as a matrix equation). A common problem of these
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approaches is the huge demand on computer memory and computation time. The accuracy
of most commercial packages is quite comparable; the computation efficiency and storage
reguirements are varied, depending on specific problems. A comparison of frequency and time
domain methods is given in Table 6.1. Every method and every software package has its ad-
vantages and disadvantages but none is perfect. When these methods are applied to antenna
analysis, care has to be taken. For example, the maximum dimension of each cell/element
should be smaller than A/20 to ensure the accuracy of the results. Some methods (such as the
MoM) can easily deal with very thin wire problems whilst other methods find it difficult to
handle such problems. When choosing amethod or software, all these aspects should be taken
into account.

Table6.1 Comparison of the time and frequency domain methods

Frequency domain methods

Time domain methods

MoM FEM

FDTD TLM

Advantages

Disadvantages

Note

Fast at single frequency;

Easily combined with other methods
to deal with large problems.

Difficult to deal with pulse-type

problems;

Most suitable Be careful with
for wire-type very thin wires
antennas

Broadband results in one
simulation;

Good for pulse-type problems.

Not suitable for electrically large

systems
Be careful with Be careful with
the boundary thin wires

conditions
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6.2.6 High-Freguency Methods

Numerical methods are generally of good accuracy and flexibility for various configurations.
When applied to electrically large structures, they all have problems such as computer memory,
runtime or convergence — this is true even for very well-written commercial software based
on these methods. The modeling is at present too computationally demanding to be useful for
such problems. However, high-frequency methods[27] are particularly suitablefor electrically
large structures where the wave nature of the radio wave need not be considered. Methods used
in optics, awell-devel oped subject, can be employed for electromagnetic and antennaanaysis.
These high-frequency methods are usually divided into fiel d-based methods and current-based
methods.

Geometrical optics(GO) or ray opticsisafiel d-based method and describeslight propagation
intermsof ‘rays whichare perpendicular to thewavefrontsof theactual optical waves[27, 28].
GO provides rules for propagating these rays through an optical system, which indicates how
the actual wave front will propagate. The basic idea is that the field at distance R away from
the source can be obtained using the field in the same tube of rays at distance L away from the
source, i.e.

BRI = EW) & (637)

This agrees with the conclusion we have obtained for the antenna far field where the field is
inversely proportional to the distance. A lot of problems may then be solved by aray-tracing
method.

It should be pointed out that GO isasignificant simplification of opticsand fail sto account for
many important optical effects such as diffraction and polarization. Sometimesit isinadequate
to completely describe the behavior of the EM field and it is necessary to include the diffracted
field — this theory is known as the geometrical theory of diffraction (GTD) and the theory
for wedge diffraction is called the uniform theory of diffraction (UTD). The combination
of GO/GTD/UTD has been applied to large antenna analysis and simulation for many years
[29, 30]. Hybrid methods using GO/GTD/UTD with numerical methods (e.g. the MoM) have
successfully developed to deal with complex large problems such as antennas mounted on the
surface of an electrically large structure [31, 32, 33].

Physical optics (PO) or wave optics is a current-based method, building on Huygens's
principle (which was discussed in earlier chapters), and models the propagation of complex
wave fronts through propagation channels, including both the amplitude and the phase of the
wave. Thistechnique can account for diffraction, interference and polarization effects, aswell
as aberrations and other complex effects, thus it is more general than GO. Equivalent current
sources in the illuminated regions are obtained using the equivalence principle introduced in
Chapter 3. For a perfect conductor, the equivalent surface current is

3, = {ﬁ x H; intheilluminated region (6.38)

0; in the shadowed region

Once the current is known, the radiated field can be found using an equation such as Equa-
tion (4.3). Approximations are till generally used when applied numerically on a computer.
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Just like GO, PO has aso inherited limitations on dealing with diffraction. The physical
theory of diffraction (PTD) has been developed as an extension of PO that refines the PO
surface field approximation just as GTD or UTD refine the GO surface field approximation;
more information can be found in [27], for example.

Typical applications of high-frequency methods include the calculation of scattering and
diffraction, radar cross-section (RCS), the effects of afinite antennaground plane, electrically
large antennas (such asreflector antennas) and the interaction between antennas and mounting
structures.

It is apparent that high-frequency methods are very useful for the analysis of electrically
large structures, which may not be the antennas themsel ves but the mounting structures. These
methods offer the following advantages:

* there is no limitation on the maximum dimension of the structure for the simulation, nor
is there any runtime overhead in increasing the frequency for the same dimensions of the
structure;

e they are not memory or runtime intensive;

 they can compute the interaction of an antenna with a structure which takes over from
numerical methods when these become unusable.

6.3 Examplesof Computer-Aided Design and Analysis

A large number of electromagnetic modeling software packages have been developed and are
available on the market. Some are more successful technically and commercially than others.
Some have becomeindustrial standard design and analysissoftware. Itisnot possibleto givean
exhaustive list of the software available (it isafast-moving industry). In thisbook we can only
deal with some of the popular ones. Since these packages have been devel oped by many people
for many years, they are now well written and normally have a very user-friendly interface
for the designer to input the design, and the simulated results can be well presented in 2D
or even 3D graphs. There is no point in an individual researcher/engineer developing another
general simulation package and reinventing the wheel. However, there is always demand for
specialized software, which may perform better than the general purpose software for specific
applications.

In this section we are going to use two commercia software packages with different com-
plexity and featuresto design various antennas. It ishoped that, through these design examples,
the reader will gain abetter understanding of antennatheory and be able to use someindustrial
standard software to aid antenna design. Most software suppliers nowadays offer free evalua-
tion packages, which have limited functionality or alimited period of time for the license, but
they are good |earning tool s, enabling one to experiment with desi gning some simple antennas.
Thereader is encouraged to explore various packages before any purchase is made. This book
does not compare commercia packages and does not offer any shopping advice.

6.3.1 Wire-type Antenna Design and Analysis

Asmentioned earlier, the M oM-based NEC program was one of the earliest computer programs
developed for wire-type antenna modeling and design. Similar Windows-based commercial
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packages are readily available. EZNEC [34] and MININEC [35] are just two well-known
examples. Demonstration/eval uation versions, which are basic with a very limited number of
segments and restricted functionality, are available for free download. The full versions offer
excellent capability (over 1000 segments) at an affordable price (EZNEC cost US$89 and
MININEC Professional cost US$790 in 2007). They are great tools for beginners, amateurs
and even professionals.

In this subsection we are going to use the EZNEC demonstration version as our design tool,
to introduce the major features of thiskind of software and to see how it can be used to aid the
design and analysis of wire-type antennas.

6.3.1.1 EZNEC

EZNEC is aMoM-based powerful but very easy-to-use program for modeling and analyzing
various (especialy wire-type) antennas in their intended operating environment. It was de-
veloped by Roy Lewallen (W7EL) and has evolved over the years [34]. This Windows-based
programisvery user friendly and there is a pull-down menu to provide hel p whenever needed.
There are also some examples and atest drive exercise provided with the software package. It
takesjust afew hoursfor anew user to become familiar with the program. The major features
of this software are;

e The antennais constructed by straight-wire conductors, thus a surface structure is approxi-
mated with wire meshes.

e Theinput of the antenna is done via a spreadsheet-like entry, the start and end coordinates
arerequired, so isthe number of segments.

e The simulation set-up is very straightforward and many short-cuts are built in.

e Thecomputationisvery fast and efficient. Theresultsareaccurate enough for most wire-type
antennas.

e 2D current distribution and 2D and 3D plots of radiation patterns are available; other in-
formation such as the gain, input impedance, VSWR, 3 dB beamwidth, front-to-back ratio,
take-off angle and side |obe characteristics are also readily available.

e If required, transmission lines, a realistic ground and loads to simulate loading coils, traps
or similar components can be selected and added to the simulation.

¢ Antenna descriptions and pattern plots are easily saved and recalled for future analysis.
Multiple patterns can be superimposed on a single graph for comparison. You can see the
pattern and antenna currents on the same colour 3D display as the antenna, you can aso
rotate the antenna display and zoom in for details.

6.3.1.2 Design Examples

Example 6.2: 14 MHz dipole for Ham radio transceiver. 14 MHz (20 m band) is one of the
amateur radio (ham radio) bands widely used around the world. Assume that you are going to
make a dipole as a transceiver antenna which will be placed in your garden. Use EZNEC to
design the antenna and analyze the effects of the ground plane on the antennainput impedance,
gain and radiation pattern. Horizontal polarization is assumed.



Computer-Aided Antenna Design and Analysis 235

2 ETMEC Demea v, 5.0

Fila Edi Oofoem Cutuh Sshos View UHkm Help
— e ¢ 1T T iy e .l
| g ! Tk [EE T
- I e R R A o o A B 8 R £ B a8 R R R Mn R R
| Samihe | Fiogmnty b
AnzMateL s gaderypiia o2
1. Set | = ||'eiea s e et |
| + |{Sowcen SGance
. N | e Lk
. = | oans Linsg 3 Teg Lire
. HF Tah | b raralnmen Trwerad oo
2. View : :!-_,," | Hetmorkn DL Pt eyt
§ 1 b [[ETE Y = i '3 el
| Wenkni 1
| | ' w Lazz <E¥Fl
3. Run | 1 b | Uit il
I\ | e | Pk 1 s o
I oo | )
| I i |f5rep Sine Sheq Define
| Data N [ ] the
| |nput I !- :l-l Ta"l % phrz antenna
I output , ]

Figure6.12 EZNEC user interface (Src: source; FF: far field; NF: near field)

Solution:
14 MHz hasawavelength of 21.4 m. To make aresonant and efficient dipole, the dipole length
L should be closeto A/2, more precisely, L ~ 0.48)1 ~ 10 m, which is affected by the ground.
Now let's use EZNEC Demo V.50 (it is free!) to aid the analysis and design. On opening
the software, we see the user interface, as shown in Figure 6.12, which is basically divided
into two areas: the one on the left is for datainput and output and the other one (in the center)
isto define the antenna to be simulated. The simulation should follow these steps: define the
antenna = view the input antenna = run the simulation = check the results.
The main options to set up the simulation are:

1. Frequency: this means the central one, 14 MHz in our case.

2. Units: there are five options: m, mm, ft, in and wavelength; we choose ‘m’.

3. Wiresthat form the antenna: this means entering the end coordinates of each straight wire,
the diameter and the number of segments. You can even input the coating material if
applicable, as seen in Figure 6.13. Each segment should be smaller than A/20. A wire of
10 mis divided into 20 segments as the first attempt for our design. Clicking on ‘View
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Figure6.13 Wiresinput interface
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Figure6.14 Antennaview showing controls and current distribution

antenna’, gives Figure 6.14, which shows the antenna (3 m above the ground floor z = 0)
and the coordinates.

4. Sources: the source location, amplitude and phase. Our selection is shown in Figure 6.15.
For a center-fed case, it would be better to choose an odd number of segments (such as
19), so the actual position is the specified one.

. Loads: the load impedance at a specific location if applicable.

. Transmission line: location, length, characteristic impedance and loss if used.

. Transformer and L Networks for matching: the port locations and impedances.

. Groundtype: therearethreeoptions: free space, perfect conducting ground and real ground,
which may be defined by the user.

9. Wire loss: you can choose a predefined material (such as copper or a perfect conductor
with zero loss) or a user-defined one.

10. Plot type: 2D (azimuth or elevation) or 3D.

00 ~N O Ol

To analyze the effects of the ground plane, we are going to choose three different grounds:
free space, a perfect conductor and real ground.

a) Free space. First, assuming that the antennaisin free space, we need to select the ground
typeas‘free space’. Click on*SWR' to define the sweep frequency and then click on ‘ FF plot’
to start the simulation.
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Figure6.15 Sourceinput interface
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Figure6.16 VSWR for a1l0 mdipolein free space

The results for 10 to 20 MHz are given in Figure 6.16. It is shown that this 10 m dipole
resonates around 14.5 MHz with an input impedance of 72.63 — j4.006 ohms. When it is
connected to a 50 ohm transmission line, the VSWR is about 1.46. These numerical results (as
well asthe radiation pattern in Figure 6.18(a)) are in excellent agreement with our theoretical
ones given in Chapter 5.

b) Perfect ground. Now we assume that the antennais 3 m above a perfect ground plane
and run the simulation again to obtain Figure 6.17. This shows that the resonant frequency
is now shifted down to 14.25 MHz, and the input impedance at 14.5 MHz is changed to
42.87 + j31.02 ohms. The comparison of radiation patterns for both cases is presented in
Figure 6.18. The gain is increased from 2.11 dBi for free space to 8.58 dBi for this case.
Thus, the effects of the ground plane are significant — it acts as a mirror to create another
antenna (image), forming a two-element dipole array. This array has increased the gain by a
factor of (not 2 but) about 4 (6.4 dB)! This is because the radiation pattern is changed from
omnidirectional to unidirectional in the H-plane (elevation). It may not look much like the
dipole patterns you may have seen (the textbook pictures usually show a dipolein free space),
but it isthe kind of pattern seen in reality.

¢) Real ground. If we choose the ‘real ground plane’, which has a conductivity of 0.005
S/m and relative permittivity of 13, the simulation results show that the resonant frequency
is around 14.35 MHz and the input impedance at 14.5 MHz is 61.74 + j14.65 ohms. The
radiation pattern is similar to Figure 6.18(b) and the gain is down to 5.38 dBi while the
HPBW is 110 degrees, which is the largest among these three cases. Thus, we can slightly
increase the length to 10.2 m (by tria and error) to make it resonate at 14 MHz with a
VSWR = 1.25.
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Figure6.17 VSWR for a10 m dipole 3 m above a perfect ground

The maximum direction of radiation isat & = 0, but in practice the wave does not arrive
at that angle but more likely at around 45degrees, therefore we can change the height of the
antenna to tune the radiation pattern. This tuning process can be guided by the antenna array
theory introduced in Chapter 5, since the ground acts as a mirror and this becomes a two-
element antenna array. As shown in Figure 6.19, when the antenna is above the ground plane
by about half of the wavelength (z = 9 min the figure), the 3 dB radiation pattern covers the
elevation angle roughly from 15 to 60 degrees, which matches well with our requirement. The
maximum gain is 6.15 dBi, which is larger than that of a quarter-wave monopole (5.15 dBi) —
here it can be considered an array.

Example 6.3: Monopole array. Two quarter-wave monopoles are separated by a quarter-
wavelength. They are placed above a perfect ground plane and fed with the same amplitude
and variable phase. Analyze how the phase differencein the feed affectsthe array performance
and compare with theoretical results.

Solution:

For convenience, we choose the frequency to be 300 MHz (so the wavelength is 1 m) and
assume the array is made of perfect conducting wire with a diameter of 2 mm. Each quarter-
wave monopoleisdivided into eight segments (< A/20). Thereare now two sources placedat the
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Figure 6.18 Comparison of radiation patterns of a dipole with different grounds (a) 3D and azimuth
plot for a free space case (omnidirectiona in elevation); (b) 3D and elevation plot for a perfect ground
case

ends of the monopoles. A perfect ground is chosen as suggested. The EZNEC input interface
and the antenna plot with current distribution are shown in Figure 6.20.

Run the program for the initial phase difference po = 0, 7/2, 7, and 37 /2 respectively
to obtain the radiation patterns and the input impedances (click on * SWR'). 3D and elevation
patterns at ¢ = 0 are shown in Figure 6.21 and the input impedances are given in Table 6.2. It
took just few minutes on alaptop computer to yield all these results, but it could take a much
longer time to obtain the theoretical results, especially when the mutual coupling istaken into
account.

It is apparent that the feed phase difference between the two monopoles affects both the
radiation pattern and input impedance significantly. When the phase difference is 0° (the
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Figure6.19 Radiation pattern for adipole of 10.2 m placed 9 m above areal ground plane

same as 360°) or 180°, the radiation pattern is symmetrical about the ZY plane and the two
impedances of the monopoles are the same but not 37 ohms, the self-impedance of a A/4
monopole. In other cases, the pattern is not symmetrical and the two impedances are not the
same — these results might be a surprise to some people but they are real in practice. Thisis
further proof of how useful and important the simulation tool can be!
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Figure6.20 Two-monopole array and the EZNEC input
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Figure6.21 (Continued)

Itisnormally hard to find an analytical solution to the input impedance of an antenna array,
but it could be relatively easy to obtain its radiation pattern. We are now going to derive the
radiation pattern using the array theory learnt in Section 5.3.

From Equation (5.104), the array factor for this two-element array can be expressed as

1[sin(2¥/2)
AFh==|—=| = v/2 6.39
=3 | S| = w2 (639
whereV = Bdsin(n/2 — ¢) + ¢o = w SIN(r/2 — ¢)/2 + o at the azimuth plane, while W =
7 Sin(0)/2 + ¢o a the elevation plane. Since the quarter-wave monopole antenna pattern is
known (using Equation (5.4) and letting 0 < 6 < 90° and also shown in Table 5.2), we can
employ the principle of pattern multiplication to obtain the monopole array pattern:

0.5 0
E, (M) AF, (6.40)
sing

The antenna array patterns at the azimuth and elevation planes for theinitial phase difference
wo = 0°, 90°, 180°, and 270° areplotted in Figure 6.22, which are very closeto the numerical

Table6.2 Input impedance for the two monopoles at 300 MHz

Phase difference o Monopole 1 (ohms) Monopole 2 (ohms)
(0 62.74 + j6.188 62.74 4 j6.188
90° 59.4 4+ j46.21 22.76 4 j2.846
180° 19.38 + j42.87 19.38 + j42.87
270° 22.76 + j2.846 59.4 4 j46.21

360° 62.74 4+ 6.188 62.74 + ]6.188
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Figure6.22 Array patternsin the two principal planes for different ¢ (a) azimuth plane; (b) elevation
plane

resultspresented in Figure 6.21. The only noticeable differenceisthat, at po = 90°, the electric
field is zero in theory but very small (—30 dBi) from EZNEC for ¢ = 0° and & = 90°; and
at o = 270°, we see the same difference for ¢ = 180° and & = —90°. These differences can
be explained since, in the theoretical model, the currents on the monopoles are assumed to
be the same (as that of a standalone one), but they are not in reality (due to coupling), when
they are fed with phase differences (thus, the impedances are different, as shown in Table 6.2).
The numerical model has taken the difference into account and may therefore provide more
accurate results than the theoretical one with approximations/simplifications.

Thistype of softwareisnot just limited to wire-type antennas and can al so be used for much
more complicated simulations. For example, a helicopter simulation model is shown in Figure
6.23 [34], where the surface is replaced by wire meshes and each wire should be smaller than
A120. The computation could become aproblem if the frequency of interest istoo high. Insuch
acase, an dternative approach/software is required.

6.3.2 General Antenna Design and Analysis

Somerelatively simple software packages (such asEZNEC) are cheap and very useful for wire-
type antennaanalysis and design but they are not very suitablefor dealing with antennaswhich
have complicated configurations and use various construction materials. More sophisticated
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Figure6.23 A wiremodel of a helicopter



244 Antennas. From Theory to Practice

software packages (such asIE3D, CST Microwave Studio, MicroStripes, FEKO, XFDTD and
HFSS, more details can be found from their websites) are very powerful but not cheap. In this
section we are going to use Ansoft's HFSS [36] as an example to design a dual-band patch
antenna for (GSM) mobile radio communications.

6.3.2.1 High-Frequency Structure Simulator (HFSS)

HFSS utilizes a 3D full-wave finite element method (FEM) to compute the circuit and field
behaviors of high-frequency and high-speed components. With HFSS, engineers can extract
circuit parameters (such as the impedance), visualize 3D electromagnetic fields (near and far
fields) and generate full-wave SPICE™ modelsto eval uate signal quality effectively, including
transmission pathlosses, reflection loss due to impedance mismatches, parasitic coupling and
radiation. HFSS can be dynamically linked to other Ansoft software to create a powerful
el ectromagneti c-based design flow and isone of theindustrial standard antennadesign software
packages. The major features include:

* suitability for amost all structures and configurations (wire or nonwire-types);

« al antennaresults are given, and some animated results may also be shown;

e ease of optimizing the design (using its parametric function or Optimetrics software);
¢ good accuracy.

The software is user friendly and relatively easy to operate, but you need to have adequate
knowledge of setting up the simulation and interpreting the results. Most of all, you need to
have your design ready before simulation — the software does not do the design for you but
only helps you to validate and improve your design!

Figure 6.24 shows the user interface, which is basically divided into five main regions:
the project manager, the history tree, the property window, the 3D modeler window and the
progress window.

6.3.2.2 Design Examples

Now we are going to use the following example to illustrate how to use this software to aid
our antenna design.

Example6.4: Dual-band GSM antenna. Planar inverted F antennas (Pl FAs) have been widely
reported and are popular in mobile phones. Themain reasonsfor thisare: they are of low profile;
their radiation patterns are near omnidirectional; they are installed above the phone circuitry,
‘reusing’ the space within the phone to some degree; they exhibit a low specific absorption
rate (and less loss to the head). The objective of this exercise is to design a dual-band PIFA
for aGSM mobile handset. It should cover 880960 MHz (E-GSM 900) and 1710-1880 MHz
(DCS 1800 or GSM 1800). The dimensions should be small enough for a standard mobile
handset.

Solution:

PIFAs have evolved from the inverted F antenna, as shown in Figure 5.7. For an inverted F
antenna, the total length of the antenna should be close to a quarter-wavelength. In our case,
the two central frequencies are: 920 MHz (A; = 326 mm) and 1755 MHz (A, = 171 mm), we
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Figure6.24 The user interface of HFSS

therefore need to create two resonant paths on the antenna: oneisabout I; = 81.5 mm and the
other is approximately 1, = 42.7 mm. After careful consideration, we decide to use a PIFA
antennaof dimensions40 mm x 22 mm with aslot to create two current paths which are close
tol; and |, respectively, as shownin Figure 6.25. The detailed initial design isgiven in Figure
6.26. The PCB sizeis40 mm x 100 mm.

feed

short

top plate
40 X 22

PCB

current
paths

Figure 6.25

A dual-band PIFA antenna
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Shorting
tab

22

Figure 6.26 A dual-band PIFA (dimensions in mm, slot width constant at 1 mm, apart from where
indicated to be 1.5 mm, thickness of antenna plate 0.5 mm)

It isamost impossible to use EZNEC to simulate such a structure. However, it isrelatively

straightforward to employ software such as HFSS to model it. The step-by-step procedures of
using HFSS to simul ate the antenna are:

© 00

1. Launch HFSS: you should see a schematic user interface asin Figure 6.24.
2.
3.

Set tool options and open a new project if required.

Create the 3D antenna model: thisisthe main part of entering your designed antenna. You
need to input the coordinates of every corner. The detailed dimensions are given in Figure
6.26.

. Assign boundaries to all surfaces: there are many options, such as radiation, perfect E, and

perfect H.

. Assign excitations: there are also many types, 50 ohm lumped port is selected for this

antenna analysis.

. Set up an analysis: you need to select the solution frequency, frequency sweep if required

and the accuracy requirement and number of passes. For our simulation the frequency is set
from 800 MHz to 2000 M Hz to cover the desired frequency range.

. Validate the model: to check if there are any errorsin the inputted model.
. Start the simulation: the real-time progress report is shown in the progress window.
. View solution data: you should view the convergencefirst to seeif theresultshave converged,

then create reports on various antenna parameters. If the results have not converged, more
iterations are required. The requirement on the computational power (memory and time)
could be excessive. Thisisamajor and common problem for such a simulation.

For our design, the convergence plot is shown in Figure 6.27 and the results have converged

after eight iterations. The simulation used 250 MB memory and 320 MB disk space. The
return loss is illustrated by Figure 6.28. As expected, there are two resonant bands: one is
around 910 MHz and the other oneis near 1750 MHz. Figure 6.29 shows the radiation pattern
at 1755 MHz, which is close to omnidirectional and has a gain/directivity of 4.358 dBi.
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Figure6.29 Radiation pattern at 1755 MHz

To further assist our analysis, we can plot other important information, such as the current
distribution at 1755 MHz on the plate, as shown in Figure 6.30 along with the finite element
meshes which were generated adaptively by the software. We can a so obtain the animated
current/field on the antenna. It is seen that the current is concentrated along the edge of the slot
and the pattern is a standing wave at 1755 MHz (resonant). This corresponds to the shorter
path identified in Figure 6.25.

Figure6.30 Meshesand current distribution on the antenna
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Figure6.31 The dual-band PIFA antennawith feed line and RF choke

For comparison, an antennawith the designed dimensions has been made, asshownin Figure
6.31. Due to the special driving point of this antenna, a microstrip line of 50 ohmsis created
asitsfeed line, which is connected to an SMA connector. A quarter-wave choke is employed
to minimize the effects of the measurement cable. The transmission line that runs from the
central connector to the antennadriving point is de-embedded from the measured results. More
detailed information about this antenna can be found in [37] and general discussions on how
to make accurate antenna measurements are presented in the next chapter.

The simulated and measured impedances of this configuration over the 800-1040 MHz
and 1610-2090 MHz bands are shown in Figure 6.32(a) and (b), respectively. Two measured
results are shown, which are based on the same configuration and measured using the same
techniques to give an indication of the manufacturing tolerances involved.

The simulated and measured reflection coefficients (S;1) in dB are presented in Figure
6.33. For the resonant frequency, simulations and measurements tie up very well in the 800
MHz band. In the 1800 MHz band, differences in the resonant frequency of approximately
15 MHz are observed. At both frequency bands, the resonant frequency simulation accuracy
is thought to be of the same order as the manufacturing accuracy. Some phase rotation is
apparent at both the 800 MHz band and, to a lesser degree, the 1800 MHz band. The 1800
MHz measurements have a noticeably higher resistance than the simulations, although thisis
not observed at GSM. It is expected that manufacturing accuracy can be improved in future
work. Residual differencesbetween simulations and measurementsare then expected to depend
on de-embedding inaccuracies and simulation errors.

There are many other useful functions which may be employed to aid our design. For
example, the design for Example 6.4 does not completely meet the industria return-loss
requirement (> 6 dB) over the 1800 MHz band. Fine tuning is required: this can be achieved
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Figure 6.32 Simulated and measured impedances on a Smith Chart (a) impedance over 800-1040
MHz; (b) impedance over 1610-2090 MHz

by using the optimization function of the software. We can set a parameter (such as the width
of the antenna) as the variable to be optimized and run the computer software to find the
optimum value for this parameter. Details on this kind of advanced feature can be found from
the software suppliers and are not covered by this book.

Measured 2
Simulated

—25
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Frequency, GHz

Figure6.33 Simulated and measured S,;; in dB
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6.4 Summary

In this chapter we have introduced the computational electromagnetic techniques used in
modern antenna design. The focus has been placed on the MoM, which gave us insight into
how a complex field equation could be solved numerically and how to obtain the desired
antenna parameters. Two software packages have been employed as examplesto illustrate how
they can be utilized for antenna design and analysis.
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Problems

Q6.1 There are many antenna design software packages available free of charge (for
evaluation versions). Use the information provided in this chapter as a guide to
download at least one software package and get familiar with the software, which
will be used for the following exercises.

Q6.2 Using your newly downloaded software, redo Examples 6.2—-6.4 and identify if there
are any differences in the results.

Q6.3 Use the new software to design a loop antenna which operates at 2.45 GHz and
has an omnidirectional radiation pattern.

a. If the loop is electrically small, find the radiation pattern and input impedance,
then compare with the theoretical results.

b. If the loop is about one wavelength and the desired VSWR is smaller than 2 for
a 50 ohm feed line, obtain a good design and justify whether a matching circuit
is required.

c. If the loop is made of a conducting wire, discuss the effects of the diameter of
the wire on the loop input impedance and gain.

Q6.4 With the aid of software, design a circularly polarized helix antenna of an end-fire
radiation pattern with a directivity of 13 dBi and find out its inputimpedance, HPBW,
AR and radiation pattern. Then compare these results with those of Example 5.2.

Q6.5 Design a patch antenna specified by Example 5.7 with the aid of computer software
and then compare your results with Example 5.7.

Q6.6 The initial design of a six-element Yagi—Uda antenna is given in Table 5.4. With
the aid of antenna software, find its input impedance, radiation pattern and gain.

Q6.7 With the aid of software, design a circularly polarized antenna for GPS application.
The frequency should cover 1559 to 1610 MHz (L1) band, VSWR < 2 for a 50 ohm
feed line, and the radiation pattern should be unidirectional (towards the sky)
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Antenna Manufacturing
and M easurements

Oncean antennaisdesigned, it should be made and tested. The construction of an antennamay
be acomplex process since the antennahasto meet the el ectrical and mechanical specifications
as well as some other requirements (such as costs). In this chapter we are going to see which
materials are normally employed to make antennas, what antenna measurements should be
conducted and how.

7.1 Antenna Manufacturing

From a construction point of view, antennas (such as dipoles, loops and horns) are normally
manufactured using conducting material's, low-loss diel ectric material s (e.g. diel ectric resonant
antennas) or a combination of both (e.g. patch antennas). The selection of the right material
and arobust construction are important elements in making a successful antenna.

7.1.1 Conducting Materials

Conducting materials are the most widely used to build antennas. In principle, all conductive
materials can be employed, but the antenna efficiency is closely linked to the conductivity of
the material: the higher the conductivity, the higher the efficiency. Thus, in practice, we only
choose materials with very good conductivity.

In addition to the conductivity, we have to take other things into account, which include the
following aspects:

e Mechanical considerations: the material should be strong enough to keep its desired shape
under normal working conditions.

e Environmental considerations. the material should beresilient to environmental changes—
for example, it should not oxidize or erode — in order to maintain its good conductivity.
Sometimes, a layer of paint is applied to meet this requirement. The paint may affect the
antenna performance, so atrade-off is necessary.

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
© 2008 John Wiley & Sons, Ltd
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e Cost considerations:. as for any other product, the cost of antenna manufacture should be
kept to a minimum.
e Weight consideration: it should normally be aslight as possible.

As aresult, copper, brass (an aloy of copper and zinc), bronze (an aloy of copper and tin)
and aluminum are widely used to make antennas. Composite materials are also employed for
constructing antennas. For example, polycarbonate/acrylonitrile butadiene styrene (PC/ABS)
aloys are widely used for making mobile phone antennas. They combine the excellent
heat resistance of polycarbonate with the improved processibility of ABS. The conduc-
tivities of some common metals used in antenna construction are given in Table 1.3
in Chapter 1.

To construct prototype antennas (especially those of specia shapes) at home or in a lab,
metallic tapes or even aluminum foils (from a supermarket) may be employed, since they are
conductive, very flexible and cheap. However, it is necessary to ensure that the metal thickness
is much greater than the skin depth of the material at the desired frequency. A discussion on
skin depth was provided in Section 3.6.1.

One of the most overlooked antenna construction considerations is the galvanic corrosion
that usually occurs when two dissimilar metals are brought into physical contact (mated)
during the assembly process and exposed to the weather. There can be serious corrosion at their
respective contact points. There is a direct relationship between various types of dissimilar
metals when they are mated. Some dissimilar metals (such as copper and brass) when mated
cause very little corrosion. There are other metals, however, that react most harshly when
mated. Zinc and brass, for example, will cause corrosion, with the zinc metal quickly breaking
down. There are several ways of reducing and preventing this form of corrosion. One of them
is to electrically insulate the two metals from each other. This can be done using plastic or
another insulator to separate the metals. Use of absorbent washersthat may retain fluid is often
counter-productive. Sometimes they haveto bein electrical contact, the best solution isto use
the same metal throughout the construction. If thisis not possible, the next course of action
is to assemble materials that have a close relationship on a galvanic metals table, as shown
inTable7.1.

Table7.1 Galvanic metalstable

Most Active Metal
Zinc
Aluminium
Iron steel
Stainless steel
Lead

Tin

Nickel
Brass
Copper
Bronze
Silver
Gold
Least Active Metal
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7.1.2 Didlectric Materials

Dielectric materialsare employed to form the desired antennashape (aconductor may beinside
the dielectric or the dielectric may be covered by a conductor/composite material), to protect
ametal antennaor to act as a dielectric antenna. The dielectric properties of the material s that
are commonly used in antenna design are given in Table 1.2 and Table 2.4 (PCB substrates).

Dielectric resonator antennas (DRAS) are arelatively new type of antenna that have some
attractive properties and have become more widely used due to the availability of low-lossand
high-permittivity materials[1-3]. Thetypical relative permittivity isfrom 10to 100. Because of
the discontinuity between the dielectric and air, DRAS act as resonators whose resonant mode
is excited by a specialy designed feeding method. The coupling of power to the structure
can be achieved using coaxial probes, microstrip or coplanar transmission lines. Dielectric
resonators of any shape may be used for antenna design. The shape and diel ectric properties of
the dielectric along with the frequency and excitation determine which resonant mode may be
generated, hence the radiation pattern and input impedance. The widely used geometries are
rectangles, cylinders, rings and hemispheres. DRAs offer anumber of good features, including
small size and reasonable bandwidth. The use of low-loss materials and small conductor |0sses
permits high radiation efficiencies. Unlike conductive antennas, theinfluence of nearby objects
(such as human hands) has alimited effect on the performance of aDRA, which is one of the
major reasons for DRAs becoming popular in some portable devices.

It should be pointed out that there is normally a trade-off between the antenna size and
its bandwidth. The smaller the size (which means a larger permittivity), the narrower the
bandwidth. This result is applicable not only to DRAs but also other antennas, such as patch
antennas — a high permittivity substrate is required if the antenna has to be made small.

From the antenna design point of view, the main requirement on materials for coating and
protection purposesislow loss (in additionto other requirements), which affectsthe antenna ef-
ficiency andinput impedance. Another noticeabl e effect of the diel ectric material ontheantenna
isthat the resonant frequency is shifted downwards, which will be demonstrated in Section 7.3.

7.1.3 New Materials for Antennas

Antennaevolution has been heavily influenced by the materialsindustry. PCBs are commonly
used for making planar antennas. There is a trend to integrate antennas with an RF front-
end and circuits. Thus, the development of PCBs has an impact on antenna manufacturing.
Liquid crystal polymer (LCP) material provides an aternative to traditional polyimide film
for use as a substrate in flexible circuit construction. This development offers improvements
in manufacturing and processing of LCP flexible circuits and antennas. LCP film is directly
metalized using a vacuum sputtering process. Unlike laminated substrates, the sputtered LCP
substrateyieldsagood metal-to-L CP adhesion, avoidstrace line undercut problems, eliminates
remaining copper issues and provides effective circuit-patterning resolution. Either subtractive
or additive processing can be employed, which is good for antenna applications. It has good
thermoplastic properties with alow dielectric constant and loss factor remaining constant over
the frequency range of 1 kHz to 45 GHz, with a negligible moisture effect. The properties of
multilayer (three-dimensional) vertical integration capability, good electrical and mechanical
properties and near-hermetic nature make this substrate a practical choice for the design of
low-cost antennas [4].
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More recently, some new materials and processes have been developed. Silver inks and
deposited coppers are employed for making small and lightweight antennas for applications
such as RFID [5]. Electrically conductive adhesives are replacing conventional soldering.
Artificial materials have been developed and provide some unique features. For example,
the reflection coefficient on a high impedance surface structure can be 1 (not —1 as on a
good conductor). Some new antennas of low profile and high gain using these new materials
are emerging [6, 7, 8]. Although it is quite unlikely that they will become popular for al
applications, they do provide opportunities for people to use these materials to design new
antennas for some special applications.

7.2 Antenna M easurement Basics

Once an antenna is designed and constructed, it is essential to validate the design with
proper measurements, a crucial element of the development process. The most important
measurements are theimpedance and radiation pattern measurements, since they are the most
important characteristics of an antenna. The input impedance may be specified asavalue at a
particular frequency and/or as a maximum VSWR or return loss over a range of frequencies
(often referred to 50 ohms). The measurement is relatively straightforward. However, the ra-
diation measurement is much more complicated and time-consuming. Typical measurements
are the radiation pattern and gain measurements, which should be performed in an antenna
test range. The radiation patterns of some antennas (such as those for radar, microwave links,
some cellular base stations and satellites) are highly directional and often havetightly specified
envelopes. Not only will the peak gain be specified, but challenging requirements might also
be placed on parameters such as polarization purity (axial ratio), sidelobelevelsand efficiency.
The testing and evaluation of some of these parameters may be difficult. Details of impedance
measurements are given in Section 7.3. Details of radiation measurements are given in Section
7.4. Some other measurement issues are discussed in Section 7.5.

7.2.1 Scattering Parameters

In previous chapters we defined and used the reflection and transmission coefficients for both
thecircuit and field problem analyses. These concepts can be generalized for network analysis.

A two-port network problem can beillustrated by Figure 7.1, where a; and a, are the input
whilst b; and b, arethe output at Port 1 and Port 2, respectively. This network is characterized
by scattering parameters, or S-parameters.

Su S
S| = 7.1
S [Sﬂ 522] )
ay a
—_— —
Port 1 Port 2
«— >
b, b,

Figure7.1 A two-port network
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which links the input to the output by
b
L _ Si Se||a 72)
0] S1 S| @

Si; = Port 1 reflection coefficient = by /ay;
Si» = Port 2 to Port 1 transmission coefficient/gain = by /ay;
S, = Port 1 to Port 2 transmission coefficient/gain = by /ay;
S, = Port 2 reflection coefficient = by/a,.

Thus, we have:

(7.3)

S-parameters are actually reflection and transmission coefficients for anetwork of N ports. In
thiscase, N = 2. These parameters were originally introduced in optics, where optical waves
were scattered by objects. The conceptswerelater extended to radio wavesand RF engineering,
but the term ‘ S-parameters’ has remained unchanged.

It should be pointed out that if anetwork is passive and contains only isotropic and loss-free
materials that influence the transmitted signal, the network will obey

« the reciprocity principle, which means $; = S;, or more generally Syn = Sim, and
« the law of power conservation

[SI"[S] =11] (7.4)

where [§]H is the complex conjugate transpose of the S-parameter matrix [S] and [1] is the
identity/unit matrix. For a 2-port |oss-free network, we have

1Sul?+ 1Sl =1
1S0l® + Spl2 =1 (7.5)
which is equivaent to
la1|? + |ag|? = |by|* + |b2)? (7.6)

Theinput power is the same as the output power, as expected.

Almost all antennas, attenuators, cables, splitters and combiners are reciprocal (but maybe
not loss-free) networks. The networks which include anisotropic materialsin the transmission
medium, such as those containing ferrite components, will be nonreciprocal. Although it
doesn’t necessarily contain ferrites, an amplifier isalso an example of anonreciprocal network.

Now the question is how are S-parameters linked to antennas? From Figure 7.2, we can
clearly seethat atransmitting-receiving antenna system in the space can be considered a 2-port
network. The transmission and reflection can be characterized using S-parameters. S;; and S,
arethereflection coefficientsof Antennal and Antenna2, respectively. They indicate how well
the antennafeed lineis matched with the antenna. $; and S;» are the transmission coefficients
from one antennato another. They are determined by the characteristics of both antennas (such
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Figure7.2 The equivalent 2-port network of atransmitting-receiving antenna system

asradiation patterns and matching) and the separation between them. It should be pointed out
that this equivalent network is not a confined 2-port network but a lossy open network, since
the power radiated from one antennais not al received by another antenna, thusthe conditions
in Equations (7.5) and (7.6) do not hold for such an antenna network. However, the reciprocity
principle can still be applied to this case.

7.2.2 Network Analyzers

For RF/microwave engineering, the oscilloscope is often employed to view signalsin thetime
domain while the spectrum analyzer is used to examine signals in the frequency domain.
For antenna measurements, the most useful and important piece of equipment is the network
analyzer (NA), whichisbasically acombination of atransmitter and areceiver. Normally it has
two ports and the signal can be generated or received from either port. The main parametersit
measures are the S-parameters, i.e. it measures the reflection and transmission characteristics
of anetwork. There are two types of network analyzer:

« the scalar network analyzer (SNA) measures the amplitude of the parameters of a network,
such as VSWR, return loss, gain and insertion loss;

« thevector network analyzer (VNA) measures both the amplitude and phase of the parameters
of anetwork.

The VNA is much more powerful than the SNA; in addition to the parameters which can
be measured by the SNA, it can also measure some very important parameters such as the
complex impedance, which is essential for antenna measurements. Thus, we need a VNA not
an SNA for antenna measurements.

7.2.2.1 The Configuration of a VNA

A typical VNA is shown in Figure 7.3. It can be seen that the equipment comes with two
standard coaxial connectors. The measured results can be saved to adisk or a computer viaa
USB port at the back. The architecture of aVNA isgivenin Figure 7.4. Thisclearly showsthat
the source signal can be transmitted from either Port 1 or Port 2 to the device under test (DUT),
which is controlled by aswitch. A part of the signal from the sourceis provided directly to the
reference R, which will be compared with the received signal A (from Port 1) or B (from Port
2) by the central processing unit (CPU).

VNASs can perform most of the necessary measurements without the need for any manual
tuning. Just as importantly, they also contain integrated computers and graphical displays,
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Figure7.3 A typical VNA

which alow an unprecedented level of data manipulation and display — for example, making
it possible to plot calibrated, phase-adjusted impedances directly onto an on-screen Smith
Chart. Indeed, network analyzers now have most of the features of typical personal computers:
high levels of processing power, high-resolution colour screens, familiar operating systems,
network connections, etc. Furthermore, most network analyzers support the standardized file
formats that are used by circuit simulators, allowing measurements to be performed and then
imported into simulations of the system in which the antennas operate.

N Transfer switch

__________

o o [N

Port 1]J 'D_UT| L[ Port 2

Figure7.4 Typica configuration of aVNA
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7.2.2.2 What Can a VNA be Used to Measure?

The VNA is frequency-domain equipment; it can obtain the signal in the time domain using
Fourier transforms. For example, it can be used as a time-domain reflectometer (TDR) to
identify discontinuities of an antenna, a transmission line or a circuit. For antenna measure-
ments, the typical parameters that can be measured by a VNA include:

Transmission measurements:

e gain (dB)

e insertion loss (dB)

e insertion phase (degrees)

e transmission coefficients (Sy2, Sp1)

e electrical length (m)

* electrical delay ()

e deviation from linear phase (degrees)
e group delay (9)

Reflection measurements:

e return loss (dB)

* reflection coefficients (S;1, Syp)

« reflection coefficients vs distance (Fourier transform)
 impedance (R + j X), which can be displayed on the Smith Chart
* VSWR

Note these parameters can be displayed on the VNA screen. However, when the data are
exported to a computer or saved to a disk, we normally get the complex S;;at each sampling
frequency.

It should also be pointed out that, although the VNA can be viewed as the combination of
atransmitter and a receiver, the received signal is not displayed as its absolute but a relative
value, which isdifferent from aconventional receiver. Thus, the VNA cannot normally be used
as areceiver or spectrum analyzer.

7.2.2.3 Calibration and M easurement Errors

Whenusing aV NA to perform antennameasurements, acareful calibration hasto be conducted.
The reasons are:

e As aradiator, the antenna should not be placed too close to the VNA (to avoid coupling
and interference), that is, it should not be directly connected to the VNA. Thus, a cable and
connectors have to be used.

 The cable and connectors introduce attenuation and a phase shift.

e The reading on the VNA is at the default reference plane, but what we want to measure is
the reading at the input port of the antenna.

We therefore need to remove the effects of the cable and connectors and shift the mea-
surement reference plane right to the end of the cable — this process is called calibration.
The standard calibration needs three terminations for one-port calibration, i.e. short, open and
load/matched. The commonly used calibration for a 2-port network is short-open-load-thru
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(SOLT) calibration. Other calibration methods, such as thru-reflection-line (TRL) calibration
[9], short-open-load-reciprocal element (SOLR) and line-reflection-match (LRM, the best cal-
ibration accuracy up to 110 GHz) are also used in practice.

Therearevarious errorsthat may beintroduced into the measurement. The well-known ones
include system errors, random errors and drift errors. Because of the radiating nature of the
antenna, antenna measurements have many other possible sources of error. The system errors
can be removed by calibration. Some errors (such as random error) cannot be eliminated. Just
like simulation results, measured results are also approximations.

7.3 Impedance, S;;, VSWR and Return L oss M easur ement

Up until approximately the late 1980s, most impedance measurements were performed with
manually tuned impedance bridges. Such bridges are still used today — for example, operating
impedance bridges are used for measurements of AM broadcast antennas due to their ability
to be connected ‘in line” whilst high powers are transmitted by the antenna. However, for
laboratory use, the VNA has become the industry standard equipment for high-frequency
(distributed element) impedance measurements and it is very different from the multimeter
used for DC and low-frequency (lumped element) impedance measurements.

From the circuit theory provided in Chapter 2, we know that the load impedance and the
transmission lineimpedance determine the reflection coefficient, V SWR and return | oss. Since
the line impedance for the VNA is normally set at 50 ohms, the antenna impedance, Si;
(defined by Equation (7.3)), and return loss measurements are basically the samewhen aVNA
is employed. We just need to measure S;; (a complex number) at one port where the antenna
under test (AUT) is connected. The standard measurement procedures are:

 Select asuitable cable (low loss and phase stable) for the measurement and ensure that it is
properly connected to the VNA (otherwise asignificant error could be generated) —thisisa
major source of measurement error.

* Select the measurement frequency range and suitable number of measurement points over
the freguency.

* Perform the one-port calibration and ensure that the cable is not moved (or errors could be
generated).

e Conduct the measurements in an environment with little reflection (such as an open area or
an anechoic chamber — to be discussed in Section 7.4.2).

* Record the measured results.

7.3.1 Can | Measure These Parametersin My Office?

In practice, many people perform this measurement in a standard lab or office — thisis fine
provided that the antenna is not very directional and the signal reflected may be considered
small. The most sensitive frequency band is around the resonance. For a very directiona
antenna, one may point the antenna toward a RAM (radio absorbing material) to reduce the
reflection.

Let us take the dual-band PIFA antenna designed in Example 6.4 as an example. A com-
parison of the simulated and measured results was provided in Chapter 6. Here the measured
S11 (in dB) in an office (dashed line) and in an anechoic chamber (solid line) are shown in
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Figure7.5 Resultscomparison of adual-band antennameasured in an officeand in an anechoic chamber

Figure 7.5. It is apparent that the difference between them is too small to notice, since the
directivity of this antennais small. The only noticeable difference is indeed around the two
resonant frequencies (the two troughs).

7.3.2 Effects of a Small Section of a Transmission Line or a Connector

In order to make measurements, very often we have to use a connector and probably a small
section of atransmission line that cannot be included in the calibration. As aresult, they may
introduce errors to the measured results. Their effects are more significant on the impedance
than on the VSWR and return loss. This is because the impedance is a complex number and
is sensitive to alength change of the line, while the VSWR and return loss are scalar and not
sensitive to alength change.

7.3.3 Effects of Packages on Antennas

The effects of aground plane and the installation on antennas were discussed earlier and it was
concluded that both the impedance and radiation pattern might be affected. Here we use the
dual-band PIFA antennaagain as an exampleto illustrate how the package shown in Figure 7.6
may affect the antenna resonance. The package case is made of a plastic material with low
loss over the frequency range of interest. The measured results of S;; in dB for the antenna
with (solid line) and without (dashed line) the package case are shown in Figure 7.7, which
isfrom 0.7 to 1.2 GHz for the GSM 900 band. It is apparent that the resonant frequency is
shifted down from 0.965 to about 0.905 GHz, which is quite considerable. Thus, its package
and installation must be taken into account when the antenna is designed.
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Figure 7.6 A dual-band mobile antenna with its package case

7.4 Radiation Pattern M easurements

As one of the most important parameters, the radiation pattern has to be measured once
an antenna is developed, which is a much more difficult and time-consuming task than the
impedance measurement. There are a few methods of measuring antenna radiation patterns.
They can be classified as near-field and far-field measurement methods, or frequency domain

— — e
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Figure7.7 Themeasure S;; (in dB) with (solid line) and without (dashed line) the case over 0.7 to 1.2
GHz
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and time domain methods [ 10-14]. Which method is chosen depends primarily on the antenna
size and location. For example, medium wave broadcast antennas are installed on steel towers.
It is possible to measure in the hemisphere above the ground, but a helicopter or hot-air
balloon would be required to do so: normally this would be prohibitively expensive. Instead,
measurementsarenormally performed onthegroundaong ‘radials’ that emanate at the antenna
phase center and extend outwards (with chosen angle increments) for afew tens of kilometers.
Measurements are made at various distances along these radials (at points where access to
land isallowed) and radiation patterns are cal culated from these measurements, where possible
making allowancesfor the conductivity of theground. Thisissomething of an extremeexample,
but it illustrates that the method of antenna measurement can be very specific to a particular
antenna type. In this section we will only deal with some common pattern measurement
methods, focusing on some of the most widespread applications.

7.4.1 Far-Field Condition

Antenna pattern measurements are usually performed in the far field: defined, somewhat nom-
inally, asthe separation required between source and test antenna such that the phase variation
of thewave front across the aperture of the test antennaislessthan /8 radians (22.5 degrees),
asillustrated in Figure 7.8. In addition to the AUT, a source antennais required to generate the
far field.

Referring to Figure 7.8, it is clear that the circular wave front from the phase center of the
source antenna gives rise to a phase variation across the aperture of the test antenna, of width

D, given by
27 [ | D2 27l D2
Ad):(_)\ ( |2+7—|))=(T( 1+m—1)> (7.7)

Assuming that | > D/2, this becomes

7 D2
4)|

(7.8)

A
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Figure 7.8 Phase variation across an antenna aperture
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Defining the far field as the separation, |, required for a phase variation of less than /8
across the aperture gives

| > = (7.9
It is very important to note:

e Asdiscussed in Section 3.1.1, Equation (7.9) is for electrically large antennas. For smaller
antennas, | > 3 isalso required.

¢ When the antenna is rotated, the distance from one end to the source varies from | + D/2
tol — D/2. The 1/r field dependence due to this rotation can give rise to pattern errors. If a
+0.5 dB amplitude error is acceptable then| > 10D isrequired.

7.4.2 Open-Area Test Stes (OATS)

Open-areatest sites (OATS) are, asthe name suggests, outdoor sites where no reflectors, other
than the ground, are present over arelatively wide area. The most attractive advantage of OATS
isthelow cost. A typica siteisillustrated in Figure 7.9.

It can be seen from Figure 7.9 that the path difference between the direct and reflected waves
is

A=(\/|2+(hT+hR)2_\/|2+(hT_hR)2) (7.10)

where
|- distance between the transmit and receive antennas
ht: height of the transmit antenna above ground
hg: height of the receive antenna above ground

source < >
antenna AUT
hr 6 | hr
/ /
ground
z
Xy

Figure7.9 Open-areatest site (OATS)
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Using the binomial expansion and the assumption that | > (ht + hg) gives

hy +he\2 ] 1 /hr + hg\2
[1+<TI R)} wl—i-E(Tl R) (7.11)

Substituting in Equation (7.10) gives

N 2ht hr

A
I

(7.12)

If we assumethat | > (ht + hg), we can neglect the distance-dependent amplitude differ-
ences between the two waves and assume that both the direct and reflected components travel
over the distancel. We must, however, account for amplitude and phase differences due to the
reflection coefficient of the ground. Since the phase term of thewaveiseif ", the signal at the
receiver is given by

E=ED[1+I‘exp{j%H (7.13)

where Ep is the field strength that would be measured at the receiver in free space. Hence,
using the Friis transmission formulain Chapter 4, the received power can be written as

2

(7.14)

5 \2
Pr=Pr (4_7r|) GtGr

1+Fexp{j4n:|ThR}

Obvioudly, if the reflection coefficient of the ground is not zero, the received power at a
fixed distance| is not uniform. For example, if it isametal ground plane, the horizontal and
vertical reflection coefficients approach —1. This gives

A \? 4rhrh
Pr=2Pr (-~ ) GrGgr{1—cos( TR (7.15)
47| Al
which can be simplified to
Pr A\ 2 . 5 (2rhthg
R_a4(- L) cr6 7.16
Pr <47r|) TERSM < Al ) (7.16)

When Al > 27 hthg, this equation can be further simplified to Equation (3.45) — the two-ray
model result. But, generally speaking, the received power is a periodic function of hthg asa
periodic function. With the presence of ground reflection, the power at the AUT is sensitiveto
the heights of transmit and receive antennas, their separation and the wavelength. Thefield is
not suitablefor pattern measurements. Thus, it isvery important to minimizethereflection from
the ground plane by raising the antennaheight or placing RF-absorbing materials (RAM —more
detailsto follow inthe next section) between the two antennasto allow accurate measurements.

There are other issues to be considered when using OATS. For example, the site must be
located in a place where the ambient level of RF interference is low. This is increasingly
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difficult due to the density of wireless communications systems and locating asitein aremote
area (in terms of radio coverage) causes logistical problems associated with the transport of
devices and personnel. Since OATS are outdoors, testing timeislimited by daylight hours and
weather conditions. In some countries there is very little daylight during cold winters; often
such seasonal variations are inconsistent with business requirements. To counter the problems
associated with testing time, measures may be taken to extend the number and duration of
operational days. However, weather shields, lighting (and the associated cables) and heating
systems are potential sources of reflections and interference.

7.4.3 Anechoic Chambers

Anechoic chambers were developed so that antenna engineers could enjoy the convenience
and productivity of being able to perform measurements indoors. The main obstacle to thisis
that ‘indoors’ implies ‘within walls' and the walls reflect antenna signals and, hence, distort
radiation pattern measurements. The term anechoic simply means without echoes: measures
are taken — usually using RAM — to prevent reflections from the walls, ceiling and floor. In
addition, the walls are usually metalized to prevent externa interference from entering the
measurement room. A typical anechoic chamber isillustrated in Figure 7.10.

The chamber consists of a metallic room with a source antenna at one end that is used to
excite an AUT at the other end. The antenna under test is usually mounted on a positioner
(or turntable) that is rotated in the azimuth plane (the x — y plane in Figure 7.10) to obtain
atwo-dimensional radiation pattern. Some chambers may be equipped with positioners that
are al so capable of movement, or tilt, in the elevation plane, whilst others may have so-called
roll over azimuth positioners in which the AUT rotates orthogonally to the azimuth rotation,
allowing measurement of the full 3D radiation pattern. The source antenna may be rotated
about its axis for polarization measurements. The chamber is usually arranged to transmit
from the source antenna and receive on the AUT, although this may be reversed if it is more
convenient (the reciprocity principle). The turntable positioner, plotter, receiver and transmit
source are all under computer control.

Some chambers are rectangular in shape; some chambers are tapered from the source to the
AUT to prevent the formation of standing waves and to make the wave front incident on the
AUT more planar, increasing the effective chamber length.

quiet zone....... .
roH,

Figure7.10 Typical anechoic chamber
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Radiation pattern measurement accuracy is limited by the finite reflectivity of the chamber
walls, the positioner and the cables that are used to feed the AUT. Multiple reflections “fill-in’
nulls in the radiation pattern and create false side lobes. The shape of the room is designed
to minimize reflections from the walls over a wide range of incident angles and frequencies.
The lowest frequency of operation is determined by the length of the absorber —typically the
absorber needs to be approximately one wavelength long at the lower end of the operational
range. At 300 MHz — the lower end of the UHF band — this corresponds to one meter, which
istoo large for installations in normal commercial buildings. The upper end of the frequency
rangeisdetermined by the composition of the absorbers and their surfaces. Most RAM ismade
of carbon-loaded polyurethane foam (for the resistivity and reduced weight). Pyramids and
wedges are widely used shapes. Pyramids work best at normal incident. A tapered impedance
transition from the free space to the back of the absorber ensures broadband-absorbing
performance.

The dynamic range of an antenna chamber is limited by the source transmit power and
receiver sensitivity. Thisis not a serious limitation provided the signal is detected in a narrow
bandwidth and a wide dynamic range low-noise amplifier is used at the test antenna. Often a
network analyzer can be used, perhaps with an additional transmit amplifier.

At low frequencies (< 1 GHz, say) an open test range would normally be used. This is
because any chamber would need to be very long to operate in the far field and, also, alarge
volume of RAM would be needed, since the RAM depth should be a couple of meters or more
for low frequencies. However, some very large chambers exist that are capable of operation
at lower frequencies and near-field measurements can also be used to reduce the measurable
frequency of indoor systems.

Anechoic chambers can be used to measure antennaradiation either in the near or far fields.
Near-field measurements are dealt with in the following two sections.

7.4.3.1 An Example of an Anechoic Chamber

A picture of an anechoic chamber at the University of Liverpool is shown in Figure 7.11.
The chamber has dimensions of 6.0 m x 3.5 m x 3 m and most of the RAM has a length
of 300 mm for frequencies from 1 GHz to 40 GHz with a return loss > 40 dB. The source
antennais a broadband double-ridged horn antenna, and the quiet AUT areais about 0.5 m x
0.5 m x 0.5 m for an antenna separation of 3 m, which is suitable for the measurement of
most mobile radio antennas. The system set-up is given in Figure 7.12; a VNA is used as
the transmitter and receiver. A computer-controlled turntable/positioner (which has two step
motors for azimuth and elevation controls) is connected to a controller via an optical link (to
minimize measurement errors). This automatic measurement system and its software were
developed by Diamond Engineering [15] at a very reasonable price, which is particularly
suitable for small antenna measurements.

7.4.4 Compact Antenna Test Ranges (CATR)

For some electrically large antennas, the far-field distance given in Equation (7.9) istoo large
for a conventional anechoic chamber or even an OATS; a possible solution is to utilize a
compact antenna test range (CATR) to generate a plane-wave-like uniform AUT area. The
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Figure7.11 An example of an anechoic chamber

idea of CATR is simple: just replace the source antenna by a large offset parabolic reflector
antenna (as discussed in Section 5.2.3) in aconventional anechoic chamber or RATS. The AUT
should be smaller than the reflector. It has been reported that quiet zones encompassing 50%
of the reflector width can be accomplished. More details can be found in [13, 16].

Typical Measurement Layout

Calibrated Horn Positioner/AUT
- - The Measurement PC
) Scalar or Vector* instructs the positioner
A typical measurement Calibration | to move, triggers a
setup using a \Vector (*Requires VNA) sweep from the VNA

Network Analyzer and a
stationary calibrated horn.

then reads the data into

the DAMS software. This

process is repeates until
Precision RF Cables the measurement is

- finished.
i pPC

=t

The Instrumnet is
configured before the |
measurement is started "4 GPIB/Ethernet/USB

VNA, Rec. Only, or Source/Receiver

usB

Controller

Figure7.12 Automatic antenna measurement system set-up. (Reproduced by permission of Diamond
Engineering)
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Figure7.13 Planar near-field chamber

7.4.5 Planar and Cylindrical Near-Field Chambers

Planar and cylindrical near-field chambers are particularly useful for measuring aperture an-
tennas and arrays. The former, shown schematically in Figure 7.13, is best at measuring planar
arrays (with many elementsin the x and y dimensions), particularly those with a reflector for
unidirectional radiation. The latter is best for measuring arrays with more elements in the y
than the x dimension and with omnidirectional radiation in the azimuth plane.

The system shown in Figure 7.13 operates by moving a measurement antenna— or probe —
across aplane close to and extending beyond the aperture of the antenna. The spacing between
this plane and the antenna under test is large enough to prevent mutual interaction with the
probe, but small enough to allow a compact system. The probe scansin the antenna near field
and a mathematical transformation is applied to give far-field radiation patterns.

7.4.6 Sherical Near-Field Chambers

Spherica near-field chambers have the advantage of measuring the entire field around the
antenna: this allows the total power emanating from the antenna to be measured and, hence,
the efficiency calculated. This makes such systems particularly suitable for the measurement
of handset antennas, where efficiency is especially important (since handset antennas operate
in amultipath environment, receiving signals from all directions, the gain in any one of these
directionsisrelatively unimportant, since an averaging effect generally occurs).

Spherical near-field measurement systems generally fall into two categories: swinging-arm
systems and fixed-probe systems. Swinging-arm systems are less complicated electrically
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than fixed-probe systems, but are slower due to the mechanical movement that is necessary.
Probe-based systems have been made possible (at acompetitive cost) due to the computational
power of modern computers. This allows each probe to be compensated digitally every time a
measurement is made (for all angles and frequencies).

A typical commercial system is shown in Figure 7.14. The chamber is large enough that it
is possible to do measurements of handset antennas with the complete system present —i.e.
the phone and the user. The scanning method is fast enough to allow users to stay still for
the duration of the measurement (measurement of the full sphere at an angular resolution of
approximately 5 degrees with 20 frequency pointsis possible in approximately 3 minutes).

The system consists of a circular array of dual-polarized wideband measurement probes
(visible as crosses in Figure 7.14), for elevation measurement and a rotating turntable for
azimuth measurement. The diameter of the circle of probes is approximately 3.2 m. This,
combined with the near-field measurement technique, allows measurement of large radiating
structures. The speed of the system is attributed to the method used to switch between probes.
The method istermed the modulated scattering technique: each probeis modulated ‘on’ while
all othersaremodulated ‘ off’. All of the probes are connected viaa passive combining network

Figure7.14 A probe-based spherical near-field measurement SATIMO system
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toan RF unit, whichthen separatesthe’ on’ probefromthe’ off’ probesinthefrequency domain.
This process allows the probes to be sequentially scanned very quickly, without the need for
discrete switches.

The system shown operates from 450 MHz — 6 GHz without the need to replace any parts
(asisthe casefor conventional near-field chambers, where the probes have alimited frequency
range). More information about this kind of system can be found in Section 7.6.4.

7.5 Gain Measurements

There are several methods of measuring the absolute gain of an antenna, these are discussed
below.

7.5.1 Comparison with a Standard-Gain Horn

The signal obtained from the AUT is compared with that from an antenna of known gain, such
asastandard-gain horn, with constant power transmitted from the source antenna. The gain of
the antenna under test, GayT, iSgiven by

P
T G (7.17)
SG

Gaut =

where Pyt and Psg are the powers accepted by the antenna under test and the standard
gain antenna respectively (allowing for mismatches) and where G s is the known gain of the
standard-gain horn. The advantage of this method is that it does not rely on knowledge of the
pathloss due to the spacing between the source and test antennas in the chamber. Accuracy is
determined by the positioning of the AUT and standard-gain antennas and the calibration of
the standard-gain horn. It is difficult and expensive to measure the absolute gain of standard-
gain horns to within a few tenths of a dB. In three-dimensional chambers, the directivity of
the standard-gain horn can be measured (via radiation pattern integration) and assumed to be
equal to the gain for horns with a metal-only construction (the losses are very low, so the horn
can be assumed to be 100% efficient).

7.5.2 Two-Antenna Measurement
Thisrelies on knowledge of the chamber pathloss, L, given by (see Section 3.5.1)

A

L= [HT (7.18)

where 1 isthe wavelength and | is the separation between the source and test antennas. If the

gains of the source and test antennas are denoted by Gs and Gyt respectively, the power
received by the latter is given by

Paut = LGsPsGauT (7.19)
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where Ps is the source antenna power. This equation is the same as Equation (3.42). If the
gain of the source antenna s not known, then identical test antennas may be used at both the
source and receive end of the chamber to establish their gain. Alternatively, the return signal
from asingletest antennafacing alarge conducting sheet may be used to measure its gain (the
effective chamber length being twice the separation of the antenna and sheet). In this case, it
isimportant that the inherent mismatch of the test antennais allowed for.

7.5.3 Three-Antenna Measurement

If three antennas of unknown gains G;, G, and G3 are used as source and test antennasin all
three possible combinations, denoting the source power by Ps, the received powers are

Py = PsLG,1G»
P2 = PsLG,G3 (7.20)
P13 = PsLG1G3

Thus, there are three equationsin three unknowns so that all three gains may be established.
These equations may be easily solved, giving

PP
G1= 12713
P PsL
P12 Pos
Gy = 7.21
2= PPsL (7:21)
PysP
ng 231713
PoPsL

Asfor the two-antenna measurement, this method does not rely on the use of astandard-gain
antenna, but does require knowledge of the pathloss between the source and test ends of the
chamber.

7.6 Miscellaneous Topics

Antenna measurements are actually a very important and active subject. It is difficult to
make accurate radiation measurements since there are many possible sources of error. In
this section we are going to discuss some of the techniques and latest devel opmentsin antenna
measurements.

7.6.1 Efficiency Measurements

The antenna efficiency is defined as the ratio of the directivity to the gain of an antenna
and can aso be determined by the radiation resistance and loss resistance, as shown in
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Equation (4.40), i.e.

P R

Ne =

Thus, the efficiency can be obtained by measuring either the directivity and gain or theradiation
resistance and | oss resistance.

The antenna gain measurements were discussed in Section 7.5. The directivity is often
computed based on the integration of the power pattern or based on the half-power beamwidth,
asdiscussed in Section 4.1.2. This directivity/gain method is difficult to realize with precision
in practice, since the full 3D radiation pattern is required and the estimated directivity is not
accurate enough.

The Wheeler cap method, which was originally proposed by Wheeler [17], is a popular
alternative method. It measures the radiation and loss resistances of the antenna. The ideais
to place the AUT inside a small nonresonant metal shield (cap) to prevent its radiation, which
is large enough not to disturb the current on the antenna. Thus, the rea part of the measured
input impedance should be the loss resistance of the antenna. The real part of the antenna
impedance (radiation resistance and loss resistance) can be measured in an anechoic chamber
or OATS. Once the loss resistance and the real part of the input impedance are known, we
can use Equation (7.22) to calculate the efficiency. There are no specific limits on the cap
size athough the originally recommended radius of the cap should be around Avys, but the
AUT sizeislimited approximately to A/4 [18]. This has been widely used for mobile antenna
efficiency measurement [19].

7.6.2 Reverberation Chambers

Reverberation chambers, which are electrically large metallic chambers with stirrers to gen-
erate a random field, have been used for EMC measurements for many years (for radiated
emission and immunity tests) [20] and, from around the year 2000, have also been applied
to the measurement of mobile phones. The advantage of this method is that the chamber
can be relatively small and cheap (an absorber is not required) and a large field strength can
be generated with limited power. The principle of reverberation chambers is illustrated in
Figure 7.15.

The chamber itself is essentially a metal box with a source antenna that is used to set
up afield distribution within it. An antenna under test (AUT) is placed in an approximately
central location. Mode stirrers — large metallic plates or paddles that are articulated by mo-
tors — are used to randomize the field received by the AUT, i.e. it is as if waves arrive with
equal probability from al angles. Both polarizations are also equally likely and the field is
uniform on average away from the chamber walls. This is a reasonable approximation of
the multipath field that is typically experienced by a mobile phone. Hence, it can be used to
measure antenna diversity gain and characterize multiple-in and multiple-out (MIMO) anten-
nas. Since it is a shielded environment (like the Wheeler cap), antenna efficiency can also
be measured using a reverberation chamber. Some commercia products are already on the
market [20].
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Figure7.15 Typical reverberation chamber

7.6.3 Impedance De-embedding Techniques

Sometimes direct measurement of the impedance of an antennamay be a problem. Now let us
have another |ook at the dual-band PIFA antennain Example 6.4, as shown in Figure 6.26. The
feed pinisright at the edge of the PCB board. It is not possible to solder acoaxial connector at
this point. For measurement purposes we have to introduce a short microstrip line, as shown
in Figure 6.31 and Figure 7.16. This feed line has been carefully chosen (not to disturb the
antenna current distribution) to minimize its effects on the antenna performance. Although
the introduction of this additional line may not affect the VSWR and return loss if there is

Figure7.16 A microstrip feed line and a PIFA antenna



276 Antennas. From Theory to Practice

no mismatch and loss, it will certainly change the reading of the impedance. One method of
eliminating the effects of the line and obtaining the impedance at a desired reference point is
the impedance de-embedding technique.

The basic idea of impedance de-embedding is to make an identical feed line with an open-
circuit load and then measure its reflection coefficient, which will be used to calculate the
antennaimpedance at the desired reference point.

The reflection coefficient at the open circuit is +1. If the length of the feed lineisl, we can
use Equation (2.38) to obtain the refl ection coefficient at the connector of the open-circuit line:

St = I'(1open = €72 (7.23)
Similarly, the reflection coefficient at the connector of the antenna can be expressed as

Sita = I'(1ant = o™ (7.24)
Thus, the reflection coefficient of the antenna (T'o) isthe ratio of the measured S;1ant t0 Syigpen

_ St

o=
Sllopen

(7.25)

This is the principle of impedance de-embedding. This result can also be used to obtain the
return loss, VSWR and input impedance, as discussed in Chapter 2. A formula can be yielded
from Equation (2.28) to calculate the impedance:

1+F0
1-T9

Za = Zo (7.26)

As seen in Figure 7.16, an open-circuit stripline is made to match the feed line of the
PIFA antenna. The measured and simulated results are given in Figures 6.32 and 6.33. Good
agreement has been obtained. Without using impedance de-embedding, these results would be
different, especially the impedance.

7.6.4 Probe Array in Near-Field Systems

Lars Jacob Foged
Engineering Director, SATIMO

7.6.4.1 Introduction

Further to the discussion on the near-field chamber in Section 7.4.5, we are going to present
amore detailed introduction and examination on the near-field measurement techniques with
reference to SATIMO systems in this section.

Spherical near-field measurements are traditionally conducted by sampling two orthogonal
field components on a sphere surrounding the AUT. At any point on the spherical measurement
surface the measurement antenna (probe) must point to the center of the sphere. In principle,
it does not matter which of the two antennas moves relative to the other: the AUT may be
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fixed, with all rotations being done by the probe; the AUT may rotate around two axes with
the probe rotating around its bore-sight axis; or the AUT may rotate around one axis with the
probe rotating around two axes. If the probe is dual-polarized, there is no need to rotate the
probe around its bore-sight axis.

Spherical near-field antenna testing exploits the fact that the AUT can be characterized by
afinite, discrete set of coefficients, which expresses the radiation and, due to reciprocity, the
receiving properties of the antenna. These coefficients are the weight factors in a truncated
expansion of the AUT radiation in spherical vector waves. This expansion satisfies Maxwell’s
equations and allows the complete characterization of the AUT radiation everywhere outside
a sphere centered in the reference coordinate system and completely enclosing the AUT. The
calculation of the far-field radiation from the spherical wave expansion is often referred to as
near field to far field transformation, which was discussed in Section 5.2.1 and [22].

7.6.4.2 Traditional Systems

The actual implementation of the mechanical system can be donein amultitude of ways, with
varying degrees of mechanical complexity, ranging from afairly simple roll-over-azimuth set-
up to complex double-gantry arm systems, asseenin Figure 7.17. Systemsemploying probeson
telescopic and/or robotic arms have a so been implemented. The advantage of such systemsis
their flexibility and al so the ability to accommodate planar and cylindrical scanning geometries.

theta phi
axis axis chi
/ axis
test ‘
phi antenna
axis
/FQ probe
chi
axis
test
antenna
B
Elevation over azimuth system Double-gantry arm system

Figure7.17 Different mechanical implementation of a spherical near-field antenna measurements sys-
tem. Double-gantry arm and elevation-over-azimuth systems. (J. E. Hansen (ed.), Spherical Near-Field
Antenna Measurements, | EE Electromagnetic wave series 26, Peter Peregrinus Ltd, 1988. Reproduced
by permission of The Institution of Engineering & Technology (IET))
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7.6.4.3 Multi-Probe Systems

In the traditional approach, described above, the mechanical movement of the probe and/or
AUT is the time-consuming task with respect to the overall antenna measurement time. It is
evident that an elegant way to reduce the number of mechanical movements, often two or three
in traditional systems, to just oneisto use several antennasin the form of an array to perform
thefield sampling in one dimension. Thisleadsto areduction in mechanical complexity, which
significantly reducesthe time required to complete ameasurement closeto afactor equal to the
number of antennasin the array. An implementation of a spherical near-field system based on
probe arrays is shown in Figure 7.14. The array elements are mounted on a circular arch and
embedded in multilayer conformal absorbers. The probe tips protrude through small crossed
slots in the smooth curvature of the absorbers, keeping the reflectivity of the probe array at
a minimum. The absorbing material also reduces scattering and reflections from the support
structure and cabling. The full sphere measurement is performed by electronically scanning
the probe array in elevation and rotating the AUT 180 degrees in azimuth, as illustrated in
Figure 7.18.

The SATIM O measurement systemisbased onatechniquethat identifiesthesignal fromeach
probein the array by perturbing the electromagnetic properties of the probe. The result of this
perturbationisamodulation frequency component in the output signal, whichisdirectly related
to the amplitude and phase of the incident field at the location of the probe. By sequentially
modulating each probe in the probe array it is possible to measure virtualy in real time the
amplitude and phase at each probe location without the need for an expensive high-frequency
multiplexing network. The array of sensors is connected to the receiving equipment through
a simple passive power-dividing network, as seen in Figure 7.18. This patented measurement
concept isreferred to as the Advanced Modulated Scattering Technique (A-MST).

Satimo’s A-M ST probes are dual polarized and operate over more than a decade of band-
width. The low-frequency modulator operates in the kHz frequency range, enabling the use of
standard low-cost el ectronic components. The low-frequency modulator is synchronized with
the receiver data acquisition to provide phase and amplitude measurements at each probe in
fractions of amillisecond.

The mgjor advantage of the A-M ST technology over mechanically scanned systems is the
drastic improvement in measurement speed. For tests with up to afew tens of frequencies, the
test time is generally reduced proportionally to the number of elementsin the probe array. As

From odeg

180 deg .

-

Figure 7.18 Electronic scanning for elevation sampling and AUT rotation for azimuth sampling.
[Reproduced by permission of SATIMQ]
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Figure7.19 Conceptual block diagram of A-MST probe array near-field antennameasurement system.
[Reproduced by permission of SATIMQ]

an example, arecently installed vehicle-based antennatest system is able to do multifrequency
spherical near-field measurements with 1° elevation and azimuth resolution in less than five
minutes. Comparable systems based on single-probe mechanical scanning would require at
least four hours for completing the same test.

7.6.4.4 ProbeArray Calibration

Since the array probes have low directivity throughout the operating frequencies and the
measurement distance to the AUT is not too close, the probes may be assumed to behave like
Hertzian dipoles and the received signal will be proportional to the electric field parallel to
the polarization of each probe. This means that traditional probe correction is not required in
the near to far field transformation. However, since the probes are manufactured using high-
volume industrial production techniques, the probe response cannot be assumed to be equal
in amplitude, phase and polarization orientation. To correct for these discrepancies, a probe
array calibration is performed.

SATIMO’s probe arrays are calibrated by pointing alinearly polarized antennatoward each
of the probes, as shown in Figure 7.20. Dual-polarized, phase and amplitude measurements
are taken as the antenna is rotated in polarization in front of each probe. From these data a
set of calibration coefficientsis derived for each probe. The calibrated horizontal and vertical
components of the electromagnetic field are obtained from the measurements. The processis
able to compensate for differences among probes, align the polarization axes and reduce the
cross-polarization components. After calibration, the typically measured probe uniformity is
better than £0.1 dB in amplitude and +1° in phase.

7.6.4.5 Gain Calibration

The directivity of an AUT is determined by a spherical near-field measurement followed by a
near to far field transformation. During thetransformation, thetotal radiated power iscal cul ated
and the field is normalized to obtain the directivity of the AUT in dBi.

The gain of the AUT is determined by the gain-transfer technique, also known as the gain-
substitution technique, which has been adapted for spherical near-field measurement [22, 23,
24]. The gain-substitution technique requires a reference antenna with a known gain. Any
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Figure 7.20 Probe array calibration using alineary polarized antenna. [Reproduced by permission of
SATIMO]

calibrated antenna can be used as reference but very often a standard-gain horn is used for
simplicity. The far field of the AUT is calculated from the spherical near-field measurement
through the application of anear to far field transformation. Another full-sphere measurement
of areference antenna with awell-known gain is carried out at the same frequency and with
the same set-up as for the AUT and the corresponding far field of the reference antennais
calculated. Comparing the far fields of the AUT and the reference antenna, the AUT gain can
be calculated.

In spherical near-field measurements there are two practical approachesfor gain determina-
tion based on the known gain or efficiency performance of the reference. The two methods are
often referred to as gain calibration and efficiency calibration techniques. Both approaches
can determine the gain of the AUT according to the IEEE definition [12, 24].

7.6.4.6 Performance Validation

A very efficient way to validate an antennatest range is to measure aknown reference antenna
or compare measurements with a known reference facility. Alternatively, measurements on a
reference antennain which cal culated performances can be determined with a high confidence
level can be used. A double-ridged horn has been used to compare the results from different
ingtitutes using different facilities. A very good agreement has been obtained [25, 26].

7.6.4.7 Application

The probe array technology is used extensively in many demanding measurement tasks. There
is no theoretical upper limit for the frequency range, although spherical near-field systems
rarely go beyond 60 GHz, since very high-frequency antennas tend to be directive due to their
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Figure 7.21 Application of probe array systems to automotive testing. [Reproduced by permission
of SATIMQ]

physical size and thus near-field systems based on planar scanning are often preferred due to
the simpler mechanics.

The lower frequency limit for probe array technology is often imposed by the physical size
of the range. Probe arrays have been used down to 70 MHz in automotive testing. Figure 7.21
shows the implementation of an automotive system for the characterization of complete car
systems from 70 MHz to 18 GHz.

7.7 Summary

In this chapter we have addressed two practical issues: antenna manufacturing and measure-
ments. The focus has been placed on the measurements. We have introduced the S-parameters
and equipment and provided a good overview of the possible measurement systems with an
in-depth example at the end. Some measurement techniques and problems have also been
presented.
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Problems

Q7.1 Explain which equipment is required to measure antenna input impedance and
VSWR.

Q7.2 Canwe perform antenna impedance measurements inside a standard office? Justify
your answer.

Q7.3 How do you measure the radiation pattern of an antenna?

Q7.4 How do you measure the gain of an antenna?

Q7.5 Explain the impedance de-embedding technique.

Q7.6 What is a network analyzer? What are its major functions for antenna measure-
ments?

Q7.7 Explain the concept of S-parameters.
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Special Topics

In this chapter we will addressafew ‘hot’ topics and timely issuesin antennas, which include
electrically small antennas, mobile antennas, antenna diversity, multiband and ultra-wideband
(UWB) antennas, radio frequency identification (RFID) antennas and reconfigurable anten-
nas. The aim is to broaden your knowledge and provide you with information on the latest
developments in antennas.

8.1 Electrically Small Antennas
8.1.1 The Basics and Impedance Bandwidth
8.1.1.1 Introduction

Whether it is to reduce wind loading, to allow more attractive products or simply to reduce
costs, antenna engineers are routinely asked to reduce the size of designs without significantly
compromising their performance. Hence, it is important to know that there are fundamental
limitsthat determinetherel ationship between antennasi ze, bandwidth and efficiency. Whenthe
antenna size becomes too small, either the bandwidth or the efficiency must be compromised:
thissection givesthefundamental rel ations between antennavol ume, bandwidth and efficiency.

The bandwidth of an antenna can be broadened to some degree using passive circuitry.
However, once again, there are limits to the improvements that can be realized and the circuits
introduce losses of their own. Again, this section quantifies the improvements that can be
achieved.

Though somewhat arbitrary, an antenna is often considered to be electrically small when
the following condition is met

1
= 1
<o (8.1

> =

wherer isthe radius of a sphere that just contains the antenna and 2 is the wavelength. The
concept of a sphere that just encloses the antenna is illustrated in Figure 8.1. Note that the
feed terminals are not necessarily at the center of the sphere. We will see that this concept is
important to the theory and interpretation of minimal antenna Q.

Antennas. From Theory to Practice  Yi Huang and Kevin Boyle
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Figure8.1 A spherethat just encloses the antenna

In the remainder of this section on the basics of small antennas, first slope parameters are
introduced and rel ated to the simple seriesand parallel resonant circuitsof Chapter 2 (wherethe
quality factor, Q, isderived). It isshown that the quality factor can be expressed in terms of the
resistance and the derivative of the reactance with frequency. Thisappliesat any frequency, not
just at resonance, allowing the basic antenna Q to be determined from the antennaimpedance
(and variation with frequency), independent of any matching networks.

Secondly, relations between the quality factor and fractional impedance bandwidth are
derived, with particular emphasis given to the criteria for maximum bandwidth.

Thirdly, the fundamental limits of antenna size, the unloaded quality factor and efficiency
are reviewed.

Finally, the limits of bandwidth broadening using passive circuits are summarized. This
yields the maximum possible bandwidth available from an antenna of a given size that is
matched with an idealized circuit. This circuit requires an infinite number of components.
Hence, amore practical analysisis given, focusing particularly on single-stage matching cir-
cuits, often referred to as double-tuning circuits [1]. This analysis is extended to include the
case where the bandwidth-broadening components have finite losses. A simple, but impor-
tant, relation is derived showing the efficiency of a double-tuning circuit as a function of the
antenna and circuit quality factors. This relation puts the concentration on double tuning in
context, indicating that higher order bandwidth broadening (via additional circuitry) is often
not worthwhile.

8.1.1.2 Slope Parameters
Series and parallel slope parameters, x and b respectively, are defined [2] as

wdX
_ wdX 2
X 2 do (8.2)
b= 298 (8.3)

2 dw
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where X and B are the reactance and susceptance respectively. These parameters alow dis-
tributed circuits such as transmission lines to be represented by series or parallel lumped
equivalent circuits.

The slopeis nhormally specified only at resonance or anti-resonance (for series and parallel
equivalent circuits respectively). However, here we allow the slope to be calculated at any
frequency and show that the use of the slope parameters is quite general .

Using the series resonant circuit of Figure 2.21, the series slope parameter, X, is given by

1
Comparing this with Equation (2.57), the generalized formula for the quality factor, gives
X = QR. Thus, the quality factor can immediately be written in terms of the slope parameter

X w dX
Q= R  2Rdw (85)
It isnot necessary to insist that the circuit is resonant, asis often assumed. It is convenient
to apply this description to antenna problems, where the antenna has a series resonant nature
but is not resonant: in particular, small antennas often have such characteristics. Similarly, the
parallel slope parameter can be applied to antennas with substantially parallel resonances. In
the parallel case

w dB
Q= G 2Gdw (86)
where G isthe conductance of the circuit.

So far the Q factor has been defined for series and parallel circuits, both in a fundamental
form and in aslope parameter form that is readily applied to distributed components and some
antennas. It has also been shown in Chapter 2 that the unloaded Q and fractional bandwidth
only obey the commonly used relation B = 1/Q for series or parallel circuits. In the text
that follows, slope parametersare used for antennas that display predominantly series resonant
impedance characteristics. In such cases, Equation (8.5) is used to relate the slope parameters
to the quality factor. However, it should be understood that the quality factor, when derived in
this way, is approximate, with an accuracy dependent on how well the antenna response can
be modeled as a series resonant circuit (over a narrow bandwidth). For antenna problems, the
loaded quality factor isrequired in order to find the impedance (power transfer) bandwidth.

8.1.1.3 Impedance Bandwidth

The unloaded bandwidths of simple circuits are related to their unloaded quality factors in
Section 2.3.3. The bandwidths are based on power delivered to the load with assumed perfect
sources (i.e. avoltage source is assumed for a series circuit and a current source for a parallel
circuit). In practice, power transfer will depend on the relationship between the source and load
impedances. Hence, it isimportant to consider theimpedance bandwidth of the resonant circuit
and to go on to find the bandwidth of power transfer from the source to the load. The most
straightforward way to dothisisto consider the bandwidth over which the reflection coefficient,
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Figure 8.2 Series resonant antenna fed by a resistive source. (Reproduced by permission of Delft
University Press)

p, or transmission coefficient, t, isless than some predetermined limit. An example might be
to consider the points at which |p|? = |7|?> = 0.5, since this corresponds to the 3 dB points
of power transmission with a reflection coefficient of 0.707. In practical designs a reflection
of half the power at the antennais seldom tolerated and the reflection coefficient is normally
specified to be lower than this: for example, mobile phone antennas are often designed to a
specification of p = 0.5 (still quite high, reflecting the difficulty associated with small antenna
design and the variability of the antenna impedance when the phone is used), whereas HF
(high-frequency) broadcast antennas (dipole arrays that operate in a number of bands over a
total bandwidth of approximately an octave) are often designed for p = 0.2.

We assume that a series resonant circuit can be used to represent an antenna and, as such,
give the relevant components the subscript A, as shown in Figure 8.2.

Taking Zok Ra, the antenna transmission coefficient is given by

Ay R?
TR =1—|p2 = <A 8.7)
(1+x)°R% + X4

where Ra and X, are the antenna resistance and reactance respectively, Zg is the source
characteristic impedance and « is a constant of proportionality. Rearranging gives

R
Xa =+ 2 Jae — (1402 |? (8.8)
7]

Thisisrelated to the frequency response via Equation (2.63). Hence, we need to solve

% (2_ﬂ) =+ 2 Jae— (@R 1P (89)

wo w ||
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where Qg is the resonant Q. This is a quadratic equation with two positive solutions for w.
The difference between these two solutions gives the fractional bandwidth:

Lo 11
Br = 2~ —QO{MM 1+1) |r|} (8.10)

Fork = 1(i.e. Zg = Ra), thissimplifiesto

Br = |T|2Qo,/1—|r|2=2‘§‘é (8.11)

Taking | p|? = 0.5 (equivalent to the 3 dB transmission bandwidth) gives

1
Be =24 (8.12)

Compared with Equation (2.66), it is clear that the transmission (or loaded) bandwidth is
twice the unloaded bandwidth previously calculated in Section 2.3.3. The 3 dB transmission
bandwidth isequal to theinverse of theloaded Q at resonance. Inturn, thisis half the unloaded
Q when the resistance of the load is equal to the resistance of the source.

To find out what the optimum matching impedance is for maximum bandwidth, we can find
the maximum of Equation (8.10) with «. Differentiating gives

_ 2
d(BF): 1 4—-2(1+«) || (8.13)
de 211 Qo /ak — (1 +«)? |72
Setting this to zero gives
2
=——-1 8.14
“=0e (8.14)

Note that this relation isindependent of Q. Since |r|? isalwayslessthan 1, it can be seen that
Zo > Ry isrequired to maximize the bandwidth. For example, if we requirethat |z |2 isgreater
than 0.75 (equivalent to a6 dB return loss or better), Zo = 1.67Ra.

The relations derived above can also be applied to a parallel circuit by taking Ra = « Zo.
Hereitisrequired that Zg < Ra.

Substituting Equation (8.14) into Equation (8.10) gives the optimal fractional bandwidth
(i.e. the maximum bandwidth), Brop::

ol 1
Bropt = 2—5 — 8.15
Fopt |‘L’|2 Qo ( )

This is the maximum fractional bandwidth available from a series or parallel resonant
antennawith an optimal resistance at resonance (for a given reflection coefficient). The system
bandwidth and target reflection coefficient are usually known, from which the required antenna
Q can be calculated. Alternatively, the system bandwidth and antenna Q may be known and it
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may then be desirable to find the minimum possible reflection coefficient that can be achieved
over the band.
Rewriting Equation (8.15) gives

ol 1
1—pl* Qo

Thisyields a quadratic equationin | p| which has a positive solution:

1+ (BFotho)z— 1 817)

Bropt Qo

Bropt = 2 (8.16)

loopT| =

Substituting Equation (8.17) into Equation (8.14) and simplifying gives

Zo= Ray 1+ (QO BFopt)z. (818)

This gives the antenna resistance required to minimize the reflection coefficient over the re-
quired bandwidth.

Whether we optimize for bandwidth or reflection coefficient, it is necessary to know how
large the antenna has to be in order to achieve acertain Q.

8.1.1.4 Fundamental Limitsof Antenna Size, Q and Efficiency

It has long been recognized that, for a given frequency, the size of an antenna cannot be
indefinitely reduced without compromising the Q, the efficiency or both. This problem was
first explored in the 1940s. In 1947, Wheeler [3] derived a relation between antenna volume
and the maximum achievable ‘power factor’ (equal to the inverse of the quality factor). In
1948, Chu [4] extended Wheeler’'s analysis by expressing radiated fieldsin terms of spherical
modes. Chu's method is general and can be applied to any antenna; however, to alow this,
Chu specified that the antenna should be contained within a sphere (as indicated in Figure
8.1) in which no energy can be stored. Thisis an idealized, rather optimistic, assumption that
makes the underlying mathematics tractabl e and has often been used in subsegquent work. M ost
antennaswill store someenergy withinthissphere, increasing the Q. Chu used apartial fraction
expansion of the wave impedance of spherical modes that exist outside the sphere bounding
the antenna to obtain an equivalent (approximate) ladder network from which the Q can be
calculated using circuit analysis.

A second phase of work on the limits of small antennas occurred in the 1960s. In 1960,
Harrington [5] related antenna size, minimum Q and gain (including losses) for linearly and
circularly polarized waves. In 1964, Collin and Rothschild [6] presented an exact method for
finding the minimum Q without using the approximate equivalent network of Chu, for both
spherical and cylindrical modes. In 1969, Fante [7] extended these results to include antennas
with mixed polarization.

Nearly thirty yearsthen passed beforeathird phase of work wasundertakeninthemid-1990s.
McLean [8, 9] presented a simple but exact method of determining the minimum antenna Q,
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based on the observation that the lowest order TM; and TEg; spherical modes have fiel ds that
correspond to infinitesimal electric and magnetic current elements respectively. Both linear
and circular polarization can be treated thisway. In 1999, Foltz and McLean [10] showed that
antennas constrained to shapes other than spheres and cylinders could also be treated. More
recently, Thiele et al. [11] addressed the question of why the previous theory has been found
to be too optimistic in practice.

From all of the efforts of the workers listed above, as well as others, we know that the
minimum unloaded Q at resonance of alinearly polarized antenna (when asingle lowest order
TM mode isimplied) is given by

Qo=1a (# + ,3_1r> (8.19)

wherer isthe minimum radius of a spherethat just enclosesthe antenna, 8 isthe wave number
(27/)) and n A isthe antennaefficiency. It should be noted here that the antennamay be brought
to resonance using an external component. Should this be the case, the Q in Equation (8.19)
isthat of the antenna and component combined. From Equation (8.1), for small antennas gr
is less than unity and the 1/8r term is small compared to 1/(8r)3; hence, Equation (8.19) can
be approximated by

Qo ~ na <ﬁ> (8.20)

Since the volume of the sphere containing the antennais proportional to the cube of itsradius,
the unloaded quality factor is proportional to efficiency and inversely proportional to volume.

The fundamental limits of antenna size, Q factor and efficiency are shown graphically in
Figure 8.3. For al points on and above the solid black line, the antenna can be 100% efficient.
However, for all points below this line it can be seen that small antennas exhibit a trade-off
between size, Q factor (bandwidth) and efficiency. Clearly thereislittle advantage in trading
lossfor bandwidth. The only other mechanism that allowsthese curvesto be exceeded isthat of
interaction, either between the antennaand its supporting structure or viaparasitic coupling. In
the case of mobile communications equipment, both the antenna and the handset (particularly
the PCB) that carries the radio are fed by the source. Radiation from the PCB increases the
effective volume of the antenna and, hence, the bandwidth.

8.1.1.5 The Limits of Bandwidth Broadening

Narrowband antennas often exhibit impedance characteristics that can be modeled by series or
parallel resonant circuits. It is easy to show that the bandwidth of a series resonant circuit can
be enlarged using a shunt-connected parallel circuit of the same resonant frequency. Similarly,
the bandwidth of aparallel resonant circuit can be enlarged by the series connection of aseries
resonant circuit. Thisis often referred to as double tuning [1]. For example, consider the series
resonant antenna shown in Figure 8.4, with a corresponding parallel resonant double-tuning
circuit formed by Ly, and Cy,.

Itisinteresting tolook at the energy storage and, therefore, the Q factor of thisconfiguration.
The energy stored and dissipated in the series componentsis given by Equation (2.56) whereas
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Figure8.3 Thefundamental limits of antenna size, bandwidth and efficiency. (Reproduced by permis-
sion of Delft University Press)

the energy stored in the parallel components is given by Equation (2.68). Combining these in
Equation (2.52) gives the following expression for Q.

1 2 1 1 2 1 2 1 1 2
[t La?+ 3 Cagtst?]+{E ouv? + 1 Luisv?

Q=0 RAIZ (8.21)

Here[...] is used to represent the contribution to stored energy of the series reactances and
{...} isused to represent the contribution of the parallel, double-tuning reactances. | isthe

V@ g Ly == Cwm —Ca

Figure8.4 Series-paralel resonant circuit. (Reproduced by permission of Delft University Press)
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current in the series branch of the circuit. This can be simplified to

Q= Qa+ Que (8.22)

Here Q4 isthe Q of the seriesarm, while Qe isthe equivalent Q of the parallel circuit, witha
conductance equal to 1/Ra. Hence, the seriesand parallel contributionsto Q can be considered
tobeadditiveand thetotal Q isincreased. However, if the parallel and seriesarmsof thecircuit
are resonant at the same frequency, the impedance bandwidth of the circuit is increased (this
will be seen later in this section). Thus, we have a seemingly contradictory situation where
both the impedance bandwidth and the Q increase simultaneously. This illustrates a basic
problem — there is no strict relationship between antenna Q and bandwidth. The formulas
derived previously can only be applied (with care) when the antennaimpedance can be closely
modeled as either a series or parallel resonant circuit. Fortunately, this limitation can often be
satisfied, particularly for narrow bandwidths.

Bandwidth-broadening concepts of simple, for example resonant, circuits were generalized
by Bode [12] and in two well-known papers by Fano [13, 14]. Fano's theory states that the
maximum achievable fractional bandwidth, B, of a series or paralel resonant circuit in
combination with an optimal bandwidth-broadening network, comprised of an infinite number
of elements, is given by

T
Qoln (ﬁ)

where | p| isachosen maximum reflection coefficient. The improvement in bandwidth offered
by the infinite-order bandwidth-broadening network, F.,, is given by the ratio of Equations
(8.23) and (8.15), asfollows:

Broo = (8.23)

B 2
Foo _ PFoo _ s |7:| (824)

~ Bron 2lplIn (ﬁ)

Interpreting the theory presented is not straightforward, since these relations only strictly
apply to antennas that can be represented by series or parallel equivalent circuits. Often,
antenna designs that are reported aslow Q are designs that incorporate lumped or distributed
bandwidth-broadening circuitry on the antenna itself. The widely cited Goubau antenna [15]
is believed to be an example of this. When this is the case, some of the available bandwidth
broadening has already been realized on the antenna, such that only reduced improvement is
possible from an external circuit.

Assuming that the antennaiswell represented by aseriesor parallel LCR circuit, theformula
given previoudly for the limits of (linearly polarized) antennas and bandwidth broadening can
be combined to yield

v

1 1 1
0 (g + )0 ()

BWiax = (8.25)
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This relation gives the maximum possible bandwidth available from an antenna of a given
size that is matched with an idealized circuit containing an infinite number of components.
However, it israther optimistic, predominantly for two reasons:

¢ |t is assumed that the antenna stores no energy within the enclosing radius, r. In practice,
thisis never achieved.

* Practical bandwidth-broadening circuits have finite losses — this is addressed in more detail
in the text that follows.

Quite clearly, a network of infinite order isimpractical. Hence, it is useful to consider how
much improvement can be gained from a network with just a limited number of stages. In
the following sections one stage is considered in detail — i.e. a double-tuning network. The
analysisiscomplete, i.e. losses are included. The results of this analysis are then extrapol ated
qualitatively to circuits of higher order.

Consider a series resonant antennathat is double-tuned by a parallel resonant LC circuit (as
shown in Figure 8.4). This operation is shown graphically in Figure 8.5.

The admittance of the antenna, Ya, is given by

Ra — j Xa
RZ + X4

Yao=Ga+ j Ba = (826)

'
i g et® |

Figure 8.5 Series resonant circuit with parallel double tuning (the solid line is the Sy; of the series
resonant circuit, the dashed lineisthe S, after double tuning, the arrows show the movement of the band
edges). (Reproduced by permission of Delft University Press)
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Figure 8.6 Series resonant circuit with different levels of parallel double tuning. (Reproduced by
permission of Delft University Press)

Optimum double tuning occurs when the susceptance of the antennaistuned to zero at the band
edges. InFigure 8.5 thisistermed the cross-over point. It isnot worth doubletuning beyond this
point. Doing so would only increase the band-edge mismatch, since the constant conductance
circle that passes through the band edges lies outside the constant reflection coefficient circle
that passesthrough the point at which the antennaisresonant, asillustrated in Figure 8.6. When
the antennais optimally double-tuned it is observed that the maximum reflection coefficient is
always along the resistive axis.

The resistance associated with the double tuning cross-over point, Rc , is given by

RZ + Xag

Re= =g~ (8.27)

where X og isthe reactance at the band edges (denoted by f; and f;). The optimum reference
impedance is then given by

Zo=+v/RaRc = Ri + XiE' (828)
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Using Equation (2.63) expressed in terms of the fractional bandwidth gives

Be (Br +4)

XaAE = R
At = Qno A{ 2(Br 1 2)

} ~ QpoRaBF (8.29)

For fractional bandwidths of less than 20% this approximate relation is accurate to within
5% and is therefore reasonable for most narrowband antennas. Substitution in Equation (8.28)

gives
Zo = Ray/1+4 (QaoBr)? (8.30)

This relation alows the antenna resistance to be optimized (for a particular characteristic
impedance) prior to double tuning. By comparing Equations (8.30) and (8.18) it can be seen
that the antenna resistances required for an optimized reflection coefficient with and without
double tuning are the same.

Having found the required resistance, it is then necessary to find the double-tuning compo-
nents required. From Equations (8.26) and (8.28), the antenna band-edge susceptance, Bag,
isgiven by

—jX —jwila{l— 2
Bac — — j AI; _ —lwplal ! (w/w0)} (8.31)
Ra + X4e wZj
The band-edge susceptance of the double-tuning circuit, Byg, is given by
1— 2
Bue = M (8.32)

—ja)LM

where Ly isthe double-tuning inductance.
For optimum doubletuning, Bag and Bye should be equal and opposite. Equating Equations
(8.31) and (8.32) and simplifying yields

Z3

Ly =
M C()%LA

(8.33)
Since the double-tuning circuit has the same resonant frequency as the antenna, the required
capacitance, Cy;, isgiven by

1
a)(Z)LM

Cum = (8.34)

The relations above alow the double-tuning components to be chosen based only on the
characteristic impedance of the system and the antenna resonant frequency and equivalent
inductance.

Having derived the necessary relations, the bandwidth improvement available from asingle
double-tuning network can be found (for a given reflection coefficient) and related to the
maximum possible improvement given by Fano’s theory.
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We have already seen that, for a particular system or characteristic impedance, the antenna
resistance at resonance required for double tuning isidentical to that required for an optimum
match without any additional circuitry. Referring to Figure 8.5, the optimum reflection coef-
ficient prior to double tuning is worst at the band edges. Using Equation (8.28), thisis given

by
| | ‘ZL_ZO RA+J-XAE_\/ R,ZA"’_X%E (8.35)
POPT| = = .
2L+ 2o Ra + j Xae +/R& + X3¢

Using Equation (8.29) and simplifying gives

V1+(QuoBr)? -1
[ popT| =

(8.36)

V1+(QuoBr)?+1

It can be shown that thisis equivalent to Equation (8.17). Again referring to Figure 8.5, the
worst-case reflection coefficient with double tuning is given by

Ra— /RA+ XZe
Ra+\/RA+ Xie

Using Equation (8.29) and simplifying gives

lpot| = |popt|® = L+ (QuoBr)’ — 1
V1+(QaoBr)?+1

Hence, for a defined bandwidth, thereisavery simple relation between the reflection coeffi-
cient after double tuning, | popt|, and the optimum reflection coefficient prior to double tuning,
| popT.

Alternatively, by rearranging Equation (8.38), the bandwidth with doubletuning, Bept, can
be written

looT| = (8.37)

(8.38)

1 2J1nl
Qaol—lpl

where |p| is a chosen, or target, reflection coefficient magnitude. Comparing this with the
optimum bandwidth availablewithout any circuitry, givenin Equation (8.15), yieldsthedoubl e-
tuning bandwidth improvement factor, Fpt, asfollows

(8.39)

Bror =

For — 1+ |pl
Vel

The variation of Fpt and the maximum possible improvement, F.,, given previously in
Equation (8.24), are shown in Figure 8.7.

(8.40)
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Figure 8.7 Variation of bandwidth improvement factors Fpr and F... (Reproduced by permission of
Delft University Press)

It can be seen that the improvement factors are largest for small reflection coefficients.
Importantly, approximately half of the total improvement is achieved with a double-tuning
network.

The analysis so far has assumed all components to be lossless. Of course, this is not the
situation encountered in practice, and the effects of component losses must be considered.
Here only the losses associ ated with doubl e tuning will be considered. Referring to Figure 8.4,
thelossof thedouble-tuning components can berepresented by an additional parallel resistance,
Rwm . Using Equation (2.69), the Q of the double-tuning network, Q, will then be given by

1 1) 2
Qu = (¢ CM;GM/CU L) _ wiM 1+2(G{:“0) (8.41)

We assume that the antenna resistance is optimized as defined by Equation (8.30) and that
this optimum condition is unaffected by the finite Q of the double-tuning circuit (areasonable
assumption if the conductivity of the double-tuning circuit is considerably lessthan that of the
antenna). Using Equation (8.33) gives

Z3

Ly = ——— 8.42
M woQumoRa (842)
Substituting Equation (8.42) into Equation (8.41) gives
QnoRa { ® wo}
_ ® . “ 8.43
Qu 272Gy loo | (843)

We have previously seen that the term in {..} is approximately equal to 2 over narrow to
moderate bandwidths. Using this and rearranging for Gy gives

_ QnoRa

Gu = 8.44
"= Jio, (8.4
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Using Equations(8.26) and (8.28), the band-edge (i..e. the highest or worst case) conductance
of the antennais given by

Gag = — (8.45)

Hence, the minimum (band-edge) efficiency, n¥\V, is given by

anN _ Gae _ 1
DT Gae + Gm 1+ QAO/QM

(8.46)

Thisis avery simple relation dependent only on the antenna and double-tuning circuit Q
factors. There is no bandwidth dependency. Note also that Equation (8.46) does not include
the effects of mismatch.

It is clear that, for good efficiency, the double-tuning circuit Q should be much higher
than that of the antenna. For example, dual-band mobile phones have typical antenna Qs of
approximately 15, while a lumped circuit double-tuning network will have a typical Q of,
at best, 50. Using these values gives a band-edge efficiency of 77%. GSM and DCS have
fractional bandwidths of approximately 10%. With double tuning, using Equation (8.38), the
band-edge mismatch efficiency is 92%. This gives a combined band-edge efficiency of 71%.
From Equation (8.17), the mismatch efficiency without double tuning is 71%. Hence, in this
exampl e, thereisno advantagein using doubl etuning—theimprovement in mismatch efficiency
(return loss) is counter-balanced by the mismatch corrected efficiency (insertion loss) of the
double-tuning circuit. Of course, there may be other reasons for using double tuning. For
example, the improved antenna return loss will reduce cumulative losses in subsequent parts
of the RF chain. Also, the double-tuning circuit provides a degree of filtering. However, it is
clear that the use of bandwidth-broadening techniques requires the use of high Q resonant
circuits (with respect to the antenna Q).

Circuitswith higher orders of bandwidth broadening requireresonatorswith increased slope
parameters, increasing the losses of each stage. Also, the losses of each stage of the network
will be cumulative. Hence, high-order bandwidth-broadening circuits will require very high
Q resonators. Since approximately half of the maximum bandwidth improvement is provided
by a single resonator with only moderate |oss, higher order circuits are often not worthwhile.

It should also be recognized that personal devices such as mobile phones are used in aman-
ner such that the driving-point impedance of the antennaisvariablewithin limitsdefined by the
modes of use. For example, the antenna of a mobile phone will present different impedances
when in free space and when held in ‘talk position’. High-order bandwidth-broadening cir-
cuits are critical and, hence, may become counterproductive when large impedance varia-
tions are experienced. Simple double-tuning circuits are thought to be more robust in this

respect.

8.1.1.6 Discussions and Conclusions

Some basic and important relations that are used to determine antenna bandwidth have just
been introduced. In particular, it has been shown that when antennas can be represented as
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seriesor parallel resonant circuits, asis often the case for small antennas, the quality factor can
be found from the resistance and the derivative of the reactance with frequency. This applies
at any frequency, not just at resonance, and allows comparison between different designsin a
fundamental way.

Wehave shown that antennasrepresented by seriesor parallel resonant circuitshave optimum
bandwidth when mismatched at resonance. Series resonant circuits are required to have a
resistanceat resonancethat islower than the system (or characteristic) impedance. Theconverse
appliesto parallel resonant circuits. For maximum bandwidth, the level of mismatch depends
only on the reflection coefficient magnitude at which the bandwidth is measured. However, for
a minimum reflection coefficient over a given bandwidth, the level of mismatch is inversely
related to the antenna quality factor.

Thelimits of antennasize, bandwidth and efficiency have been reviewed, likewise the limits
of passive bandwidth broadening. We have seen that there isno universal relationship between
bandwidth and quality factor and that some care must be applied when interpreting how well a
particul ar antennaperforms. Some small antennas have distributed reactive networksintegrated
within the antenna structure. Such networks can provide a degree of bandwidth broadening.
When this is the case, further bandwidth-broadening circuitry will give improvements lower
than those stated both in this chapter and in the literature — some of the available improvement
will have been ‘used’ on the antenna.

A combined formula has been given, showing the maximum possible bandwidth available
from an antenna of agiven size that is matched with an idealized circuit containing an infinite
number of components.

A more practical analysis of the bandwidth broadening available from a double-tuning
circuit with finite losses has been undertaken. A simple new formula for the efficiency of
a double-tuning network was derived. This relation indicates the degree to which the Q of
any double-tuning circuit must be higher than the Q of the antenna (or any other load) that
requires broadbanding. From this result, it is reasoned that high-order bandwidth broadening
isonly possible if extremely good circuit technologies are used. High-order circuitry is also
thought to be too critical for applications such as mobile phones, such that it could become
counterproductiveif the antennaimpedance wereto vary dueto user interaction. Doubletuning
is thought to be less susceptible to changes in the antenna impedance that occur due to user
interaction and places less stringent requirements on component quality. Double tuning can
approximately double the bandwidth of an antenna designed for a reflection coefficient of
0.5 (such as a typical mobile phone antenna). This is approximately half the improvement
available from anetwork of infinite order. Hence, often only double tuning isrequired —higher
order bandwidth-broadening circuits are unlikely to bring significant additional improvements
overall.

To maximize the benefits of bandwidth broadening, high-quality circuit technologies
are required. For some applications such components are available. For example, air
wound inductors and vacuum capacitors — with Q factors of around 200 and 1000 re-
spectively — are used for AM broadcast applications. For other applications, such as mo-
bile phones, size and technology constraints are such that inductor and capacitor Qs
are typically 30 and 100 respectively. Inductors are avoided where possible. In such
cases it is often more desirable to form distributed double-tuning circuits on the antenna
itself.
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8.1.2 Antenna Sze-Reduction Techniques

There are many ways of reducing the size of an antenna. Some of the most common are:

* top loading;

e matching;

e reactive loading;
e dielectric loading.

Each of these methods will be dealt with in the sections that follow.

8.1.2.1 Top Loading

Consider the monopol e above ground shown in Figure 8.8. The current distribution indicated
can be maintained by keeping the length of the antenna approximately constant, but having
some of the structure located parallel to the ground, as shown for the ‘T’, ‘Star’ and ‘Disc’
configurations. This alows the height of the antenna to be reduced without changing the
resonant frequency.

However, as indicated for the ‘T’ antenna in Figure 8.9, currents on the upper part of the
structure cancel out currents induced in the ground. Hence, while the current distribution
is maintained, the part of the antenna that is parallel to the ground contributes very little to
radiation. Radiation thusemanatesfrom asmaller part of the* T' antennathan for the monopole
and the radiation resistance reduces.

However, the radiation resistanceis still higher than it would be for amonopole of the same
height, h, asthe ‘T’ antenna, due to the more rectangular shape of the current distribution of
the vertical part of the latter. This can be explained by considering the linear antenna shown
in Figure 8.10. The current on the antenna is broken up into small elements, from which it is
possible to calculate the radiation resistance for different current distributions.

Ald |

Reduce height

e 1S

7/ ‘ / /77 7/

‘T ‘Star’ ‘Disc’

Figure8.8 Height reduction viatop loading
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Figure8.9 Current distribution of atop-loaded ‘' T’ antenna

For any small linear antenna, the radiation resistance R;, is given by
R =80 2<8I>2 Xlen

= T — —_—

A “— g

where |g is the maximum antenna current and | is the elementary antenna current. With a
triangular variation of current, as occurs for very small monopoles, the radiation resistance is
given by

2
(8.47)

2
R — 2072 (NT‘“> (8.48)

For (Ns)/» = 0.1, the radiation resistance is approximately equal to 2 Q. For a top-loaded
antenna of the same height, the distribution of the radiating current (the vertical part in Figure
8.9) is close to rectangular, and the radiation resistance is given by

2
R = 8072 <NT‘S'> (8.49)

X

=]
|->|->->->->->->->->—» ~N

\

>

Figure8.10 Linear antennawith elemental currents
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Figure8.11 ‘T’ on the Titanic. (Reproduced by permission of (© 2001-2004 Marconi Corporation
pic)

Again, taking (N§1)/x = 0.1, the radiation resistance is approximately equal to 8 2. Inspection
of Equations (8.48) and (8.49) also showsthat afactor of four improvement is possible. Hence,
top loading not only allows the resonant frequency to be maintained as the antenna height is
reduced, it also improves the radiation resistance for agiven height. Hence, it isavery popular
and widespread method of achieving a low-profile structure. An early example of the use of
top loading is shown in Figure 8.11.

The Titanic famously sank in 1912. Marconi-installed transmitter equipment was used to
sound the alarm using the (normally not shown) large ‘T’ antenna.

8.1.2.2 Matching

Most electricaly small antennas have a low radiation resistance and high, normally capaci-
tive, reactance. A simple approach, illustrated in Figure 8.12, is to match this impedance to
50 © —or whatever the system impedance might be — using discrete components, for example
two inductors, or an inductor and a capacitor.

R -jX

R low
Matching X high
Circuit

Figure8.12 Antennasize reduction using impedance matching
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77777777777 77777777 7
Figure8.13 Radiation from meandered structures

Some attention must be paid to the component quality when using this technique; for ex-
ample, for MF (medium frequency) broadcasting, air core inductors and vacuum capacitors
are used in order to minimize losses. Litz wire — designed to have lower losses due to the skin
effect than conventional solid conductors — may also be used. Many strands are used with a
conductive coating on each strand. Current is spread across the strand, which increases the
effective outer area of the conductor for agiven circumference. The strands are also twisted in
away that minimizes the induction of opposing electromagnetic fieldsin other strands.

8.1.2.3 Reactive Loading

A common method of reducing the resonant frequency of a small antenna is to use some
form of reactive loading. The aim isto store enough magnetic energy (to create inductance) to
counter the electric energy (capacitance) that is associated with most small antennas. Thisis
illustrated for two meandered structuresin Figure 8.13.

The bold arrows show, broadly speaking, where radiation occurs. The nonbold arrows can
be considered to be in pairs that have opposite directions. Hence, they cancel in the far field
and do not produce any radiation. However, they do store energy in the near field, and this can
be used to reduce the antenna resonant frequency.

An aternative way of viewing thisisthat the antennalength is maintained at approximately
A4, so that the resonant frequency isthe same asthat of an equivalent A/4 monopole. However,
since radiation comes from less of the structure, the radiation resistance must be reduced. In
practice, the length of the meander must be somewhat longer than A/4 in order to achieve
resonance.

Another example of reactive loading — this time applied to planar antennas — is shown in
Figure 8.14. Slots and notches are cut in the antenna structure in order to lengthen the path
over which current travels (energy is also stored around the slots and notches), reducing the

resonant frequency.
PRI
. -/ﬂ\ \U——Us

—_—

Conventional Notches Slots

Figure8.14 Reactiveloading of planar antennas
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Figure 8.15 Meandered, dielectric loaded monopole antenna for dual-band mobile phones (the view
on the left shows the bottom of the antenna, intended for connection to the PCB, and the view on the
right shows the top of the antenna)

8.1.2.4 Didlectric Loading

A high dielectric constant material can be used to achieve a slow wave structure that allows
smaller resonators to be realized. Antennas with dielectric loading have the advantage that
tuning capacitance can easily be built in to the structure. For consumer wireless applications,
it isaso possible to excite a polarization out of the plane of a host PCB. However, dielectric
antennas are not immune to the fundamental limits of bandwidth, size and efficiency: smaller
means narrower bandwidth. Also, loss occurs within the dielectric material and the high Q
nature of such antennastendsto increase thelossesin conductors. Often these conductors have
a conductivity that is compromised somewhat in order to be compatible with the dielectric
material from a manufacturing standpoint.

Figure 8.15 shows ameandered, diel ectric |oaded monopol e antennamanufactured for dual-
band mobile phones. The antennas measure 17 x 10 x 2 mm and the dielectric constant is
approximately 20.

Figure 8.16 shows a half-wave global positioning system (GPS) patch antenna. Since the
wavelength is determined by the dielectric constant, ¢, of the patch substrate, the antenna

Figure8.16 A haf-wave GPS antenna mounted on afinite ground plane
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Figure8.17 Measured efficiency of GPS patch antennas of the dimensions indicated

can be made progressively smaller by increasing ;. The bandwidth of GPS is very narrow,
so the antenna si ze can be reduced significantly without necessarily reducing efficiency. How-
ever, the measured results shown in Figure 8.17 indicate that as the antenna size is reduced,
there is an amost inevitable reduction in antenna efficiency (the bandwidth also reduces, as
expected).

8.2 Mabile Antennas, Antenna Diversity and Human Body Effects
8.2.1 Introduction

Theterm mobile radio is rather loosely used to describe aradio communication link where at
least one end of thelink is either at an unknown location or in motion. Marconi’s transmission
from afixed site on the I1sle of Wight, England to a tug-boat |ocated at an ill-defined position
approximately 18 miles away was probably the first example of such alink in 1888. To be
more specific, thiswas an example of maritime mobileradio. An early example of aland-based
mobile transceiver is given in Figure 8.18.

Here, Marconi and Fleming are pictured with a Thornycroft steam bus outside the Haven
Hotel in Poole, England just before the turn of the 20th century. Marconi used amplitude
modulation (AM) at ‘low frequencies’, so the antenna seen attached to the roof of the bus was
probably electrically small, as defined by Equation (8.1).

Since Marconi’sfirst experiments, many other applications have been found which fall into
the broad class of mobileradio. Thefirst system to closely resemble the mobile radio networks
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Figure8.18 An early mobiletransceiver: the antennaislocated on the roof of the bus. (Reproduced by
permission of (© 2001-2004 Marconi Corporation plc)

that we use today was implemented by the Detroit Police Department in 1921 [16]. It used
a frequency band centered at approximately 2 MHz for communication between a central
controller and police cars. This was an example of a dispatch system, but other modes of
communication — such as walkie-talkies, paging and mobile telephony — soon followed.

This section gives detail s of the design principles of modern mobile phone antennas. It also
gives a summary of antenna diversity techniques — where two or more receive antennas are
used rather than one — and the effect of the human body on antenna performance.

8.2.2 Mobile Antennas
8.2.2.1 The Cdlular Frequency Bands

The most widely utilized European and American cellular telephony bands, which have also
been adopted in many other countries, are shown in Figure 8.19.
The acronyms used are as follows:

GSM Globa System for Mobile Communications (previously Groupe Spécial Mobile)
DCS Digital Cellular System

PCS Personal Communications System

UMTS Universal Maobile Telecommunications System

AWS  Advanced Wireless Service
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Figure 8.19 European and US cellular frequency bands (MHz). (Reproduced by permission of Delft
University Press)

Initially mobile phones were designed for only one band. However, dual-band phones—for
example, capable of operation in the GSM900 and DCS1800 bands — became the minimum
requirement in Europe in the late 1990s. Tri-band operation in the GSM900, DCS1800 and
PCS1900 bands became commonplace for ‘high-end’ phones in the early 2000s, allowing
operation in many countries. It can be seen from Figure 8.19 that tri-band GSM/DCS/PCS
antenna operation can be achieved using a fundamentally dual-band design with an extended
bandwidth in the higher band. Similarly, four or five bands may also be covered by extending
the bandwidths of a dual-band design even further.

Inthecellular frequency bands, mobilephonestransmit at rel atively high power levels. GSM,
DCS and UMTS have maximum average output powers of 0.25 W, 0.125 W and 0.125 W (in
Class 4 operation) respectively.

8.2.2.2 The‘Connectivity’ Frequency Bands

The wireless local area network (WLAN) and personal area network (PAN) bands that are
most commonly used by consumers (i.e. the general public) are indicated in Figure 8.20. The
Global Positioning System (GPS) band is also shown, due to its importance to location-based
services. Other acronyms used are as follows:

UNII Unlicensed National Information Infrastructure
HIPERLAN  High Performance Radio Local Area Network

In many applicationsthese systemsare only used at low power levels(for example, Bluetooth
has a typical output power of 1 mW). Hence, these low-power ‘ connectivity’ systems have
very different design requirements/restrictionsto cellular systems (which transmit at relatively
high power), both for the antenna and for the RF circuitry.
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Figure8.20 Main ‘connectivity’ bands (MHz)

The type of antennathat is used with a particular type of phone is normally determined by
aesthetic considerations and specific absorption rate (SAR) regulations. This will be covered
in moredetail later in thischapter. It isameasure of the maximum amount of energy dissipated
per unit volumein any part of the phone user’s body. When the phoneisheld in ‘talk position’
(i.e. next to the head), this maximum often occurs close to the antenna.

There are four main types of cellular antenna:

» monopol es (whips);

e normal mode helices;

e meander line antennas (loaded/unl oaded);
e planar inverted F antennas.

Monopolesand helical antennasare normally located outside the phone casing, asillustrated
in Figure 8.21. There are two broad classes of internal antenna, dependent on the relative
positions of the antenna and printed circuit board (PCB):

* adjacent antenna and PCB — where the antennais installed next to the PCB (in the manner
of amonopole);
e coincident antenna and PCB — where the antennaisinstalled on top of the PCB.

These classes are shown diagrammatically in Figure 8.22.
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Figure8.21 Major mobile phonetypes: ‘bar’, ‘flip’ and ‘ slider’

8.2.2.3 Typical Antenna Types

Monopoles

Monopoles were the antenna of choice for the earliest mobile phones and they are still used,
particularly in countries where coverage is limited. They have the advantage of providing
significant clearance between the antenna and the head, which alows low SAR and, perhaps
most importantly, high efficiency to be achieved. A simple monopole located over a ground
planeisillustrated in Figure 8.23.

A
*®
PCB B <
| antenna
B /
PCB A

A - Adjacent antenna and PCB
B - Coincident antenna and PCB

Figure 8.22 Basic antenna and PCB arrangements. (Reproduced by permission of Delft University
Press)
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Figure8.23 Quarter-wave monopole over a ground plane

Most monopolesare operated at an el ectrical length that iscloseto aquarter of awavelength,
when the input resistance is 36 € and the input reactance is zero. This impedance matches
quite well with the commonly used system impedance of 50 2. When mounted on a typical
handset, monopol e antennas can be well matched to 50 €2 when dlightly shorter than A/4, due
to the influence of the conductive parts of the handset, which also radiate considerably.

Helical Antennas
Helical antennas were widely used in the 1990s, as they occupied considerably less space than
the monopoles that preceded them. They were an early example of a compromise between
technical performance and commercial attractiveness. The performance of helical antennas
is worse than that of their monopole predecessors; however, they allowed smaller, more aes-
thetically attractive phones to be manufactured. This compromise continued with the later
introduction of interna antennas.

A typical helix antenna assembly is shown in Figure 8.24.

The performance is defined by the following parameters (refer to Figure 8.25):

C circumference

S spacing between turns

L unfolded turn length

0 pitchangle: tan(9) = SIC

When C/A is between 0.75 and 1.25, the antenna operates in an axial mode, when the
radiation is along the axis of the antenna (the upward direction shown in Figure 8.24). The
antenna has some useful properties in this mode: the gain is high, the polarization is circular
and the impedance is close to 150 ohms over close to an octave bandwidth. Because of this,
axial mode helices are widely used, for example as satellite antennas. However, they are not
normally used for mobile applications.

When C/x islessthan 0.5, the helix is said to operate in a normal mode, when the radiation
issimilar to that of amonopole aligned along the axis of the helix (radiation is predominantly
perpendicular to the axis and the polarization is linear, in line with the axis). In this mode the
antennais resonant with a height that is significantly less than that of a comparable monopole
antenna
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Figure 8.24 A helix antenna assembly (shown as a ‘wire grid model’ as displayed in a typical 3D
electromagnetic simulator)

Monopole-Like Antennas

Monopole-likeantennasoperateinasimilar fashionto helical antennas, sincethey aregenerally
both reactively loaded in order to reduce size (as discussed in Section 8.1.2). The distinction
made hereisthat helical antennasare generally external to the phone casing whereas monopol e-
like antennas are located internally. Assuch, the latter are often planar or conform to the shape
of the phone.

Planar Inverted F Antennas
Theplanar inverted F antenna (PIFA), which was used asamajor examplein previous chapters,
became the antenna of choice for mobile phones in the late 1990s due to the requirement to
haveaninternal antennawith alow SAR. They can be seen asevolving from either amonopole
or a half-wave patch antenna. Evolution from a monopoleisillustrated in Figure 8.26.
Hereaquarter-wavemonopol eisfirst foldedtoformaninverted L antenna(ILA), asproposed
by King et al. in 1960 [17]. King et al. also proposed the second step in the evolutionary path
frommonopoleto PIFA: that is, theintroduction of ashorting pin. At thetime, thisconfiguration

C=nD

Figure8.25 Relationship between helix dimensions
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Figure 8.26 Evolution of a PIFA from a monopole antenna. (Reproduced by permission of Delft
University Press)

was referred to as ashunt-driven inverted L antenna, though it later became almost universally
known asaninverted F antenna (IFA) [18]. Theintroduction of the shorting pin allowsthe low
impedance of the IL A to be transformed up to amore convenient value. To improve bandwidth
(at the expense of antenna size), the wire running parallel to the ground may be replaced by
a planar element, giving a PIFA. As shown in Figure 8.26, the sum of two adjacent sides
of the PIFA should be approximately quarter of a wavelength long at the desired resonant
frequency [19].

Evolution from a half-wave patch antennais illustrated in Figure 8.27.

Here a probe-fed half-wave patch antenna is first short-circuited along a line where the
electricfieldiszero (for the lowest frequency TMqg; mode). Thishalvesthe size of the antenna
without changing the resonant mode (though thereis aloss of directivity, since radiation now
occurs only from one end of the structure rather than two). Such a structure is often referred
to asafull short-circuit PIFA (FS-PIFA), sincethe short circuit runsthe full length of oneface
of the antenna (as indicated by the bold line in Figure 8.27). Replacing this short circuit with
asimple shorting pin or tab reduces the resonant frequency further (by increasing the antenna
inductance) and yields a PIFA.

Al2
I a4 I | I |
A/2 Patch Al4 Patch PIFA

(FS-PIFA)

Figure8.27 Evolution of aPIFA from a half-wave patch antenna. (Reproduced by permission of Delft
University Press)
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8.2.2.4 The Effect of the PCB

Many small antennas appear to exceed the fundamental limits of antenna size, bandwidth and
efficiency outlined in Section 8.1.1. Thisis because they do not operate alone: thereisastrong
interaction with the equipment/PCB that tends to widen the bandwidth.

8.2.2.5 Specific Absorption Rate (SAR)

The SAR is an important parameter in the design of mobile phones because national and
international regulations must be met and because consumers may buy a particular model of
phone based on the quoted SAR.

SAR is regulated based on the known biological effects of thermal heating. The tempera-
ture increase of the body cannot be directly correlated with the incident radiation due to the
complex thermoregulatory process within the body. Instead, the concept of power absorption
per differential unit massis used asfollows:

dP dP
SAR= — = 8.50
dm LD dv ( )
where,
dP power absorbed within a differential volume
dm  masswithin the volume
dv differential volume
pp density
This can be expressed in terms of the electric field as follows:
E 2
sar= ZIEl (8.51)
PD

where
o conductivity of the body (which will vary within different biological tissues)

E the RMSelectric field strength within the body

The SAR is a power relation specified at a particular point in space. To convert this to
a temperature rise (and, hence, to a biological effect), it is necessary to average over both
time and mass — or, equivalently, volume. Typical averaging masses of 10 g and 1 g are used
in national and international regulations (unfortunately there is no unified world regulation).
Averaging over 1 g gives significantly higher peak SAR values than averaging over a larger
mass, since significant SAR variations occur on asmall scale. Hence, the lower mass givesthe
most difficult specification and is used for most designs.

Figure 8.28 shows a PIFA and a generic monopole-like antenna, both mounted on a 100 x
40 x 1 mm PCB. These represent the two basic classes of internal antenna as described earlier
in this section. The PIFA is atypical dual-band structure, while the monopole-like antennais
triangular — a structure that will have relatively low current density and, therefore, relatively
low local field strength.

The antenna configurations are simulated next to atruncated flat representation of the phone
user's head [20], as shown in Figure 8.29. Such a representation is often referred to as a
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Figure 8.28 PIFA and generic monopole geometries (a) PIFA; (b) Monophone. (Reproduced by per-
mission of Delft University Press)

Table8.1 Relative permittivity and conductivity of phantom and skin layers

Phantom Skin
Frequency Relative dielectric Conductivity, Relative dielectric Conductivity,
(MHz) constant, & op (S/m) constant, eg os (S/m)
900 415 0.9 4.2 0.0042
1800 40 14 4.2 0.0084
skin layer

phantom
material

Figure8.29 Flat phantom. (Reproduced by permission of Delft University Press)
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Table 8.2 Intrinsic impedance as a function of frequency

Frequency Phantom impedance Skin impedance

(MHz) (/square) (2/square)
900 54.35+ j12.06

1800 57.06 + j9.68 18383

phantom. In both cases a separation of 5 mm is maintained between the PCB and the
phantom surface. The material properties of the head and skin are taken from published
databases.

To minimize reflections at the truncation surfaces of the phantom, these surfaces are de-
fined asimpedance boundaries, having the intrinsic impedances of the dielectrics used. Using
Equation (3.19), the impedances are as given in Table 8.2

The ssimulated SAR of the PIFA antennais shown in Figure 8.30, whereas the SAR of the
monopole-like antennais given in Figure 8.31. The SAR of the PIFA isclearly lower than that
of the monopole-like antenna due to the shielding of the PCB and the increased distance of the
antenna from the user. Thisis particularly the case at high frequencieswhen local fields at the
antenna dominate.

This example shows that antenna conductors in the plane of the PCB giveriseto high local
SARsunlessthey can be moved further from the head. This effectively restrictsthe use of such

O

2

N

(@) (b)

Figure 830 SAR in W/kg of atypica conventional PIFA (power normalized to 1 W) (&) 900 MHz;
(b) 1800 MHz. (Reproduced by permission of Delft University Press)
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@ (b)

Figure8.31 SARinW/kg of atypical triangular monopole (power normalized to 1 W) (a) 900 MHz;
(b) 1800 MHz. (Reproduced by permission of Delft University Press)

antennas to the bottom position of the phone. Only when the phone is long enough that there
is sufficient clearance between the antenna and the head can monopol e-like antennas be used
with acceptable SAR. Thisis often the case for ‘flip’ phones.

8.2.2.6 Multipath and M ean Effective Gain

Multipath is the term used to describe the fact that radio signals often occur at a receiver
via severa different paths. Thisisillustrated for a typical mobile radio reception scenario in
Figure 8.32. The scenario shown corresponds with that of a macro-cell, where an elevated

base station (TX)

scattering
objects

mobile (RX)

Figure8.32 Typical macro-cellular multipath scattering scenario
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resultant

Figure8.33 The addition of multipath vectors

base station is free of local scattering (reflections and re-radiation from nearby objects). The
mobile, however, is below the height of local clutter and hence receives multipath contri-
butions from many different angles. This is often referred to as a ring of scatters model,
where typical radii of the scatterers from the mobile are of the order of a few hundred
meters.

A summation of the multipath components occurs in the radio receiver, as shown in Figure
8.33. As the maobile moves, each multipath component vector rotates by a different amount,
u;, asindicated. Hence, constructive and destructive interference occurs — a phenomenon that
is known as signal fading. This reflects the fact that the signal quality is very poor when the
vector addition of the multipath components produces a fade (a low value due to destructive
interference).

Fadestend to occur at intervals of approximately half awavelength. Many readerswill have
experienced this. For example, FM radio has a wavelength of approximately three meters and
is subject to fading. If a poor signal is experienced whilst listening in a car, reception can be
improved by moving the car forward by a couple of meters.

The performance of an antenna in a multipath environment cannot be quantified simply
in terms of its free space gain (radiation pattern) since the gain is only specified in one di-
rection. Thus, we need a more accurate, environment-dependent term, the mean effective
gain (MEG), given by

1
MEG = = /9 / (s (6. 0) Py (6. ) + XpG, (6. ¢) , (6, 9)]dod  (852)
N

where
Gy and G, aretheantennapower gainsin the § and ¢ polarizations respectively.
X isthe cross-polar ratio P,/P, —the ratio of power received by 6 and

¢ polarized isotropic antennas
pp and p;  aretheangular density functions of the incoming 6 and ¢ polarized plane
waves, respectively

Thegainincludesall radiation-dependent parameters such as the antenna efficiency, theloss
due to the proximity of the user and the radiation pattern (including the effect of the handset
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Table8.3 Typica model parameters for the global angle of arrival PDFs

Local

environment  Cell type my oy m, oy X (dB)

Rural Macro-cell o 15° - - -15

Suburban Macro-cell 15° 20° 20° 25° -9
Macro-cell 200 30° 30° 50° -7

Urban Micro-cell 10° 25° 15° 30° -7
Pico-cell 5° 20° o° 25° -7

Indoor BS outdoors 0°— 5° 15°—20° 0°— 5° 20°—25° -2
BSindoors (Pico-cell) 0°— 5  30°—~40° 0°—»5  35°—>45 -2

and the user). The angular density functions and the cross-polar ratio define the propagation
environment.

In any one direction, the gain of the antenna is weighted by the probability of receiving a
multipath component from that direction. This weighting is performed for both polarizations.
A further weighting is also applied based on the rel ative powersincident in both polarizations.

For high MEG, the antenna radiation pattern should be well matched to the angular proba-
bility distribution and cross-polar ratio of theincoming multipath. The azimuth (¢) distribution
is assumed to be uniform, since multipath originates from all angles around the mobile. The
elevation (6, asmeasured from the ground upwards) distributions of sometypical environments
aregiven in Table 8.3. The distributions in elevation are considered here to follow a Gaussian
distribution, given by

1 (- my)°

P 6) = exp{ e } (8:53)
1 B (6 — mw)z

p, (0) = oo, exp: —205 } (8.54)

where
mg, m,, arethe means of the angular probability density functions (PDFs) of the

incoming 6 and ¢ polarized plane waves, respectively.
0g,04, arethestandard deviations of the PDFs of theincoming 6 and ¢ polarized
plane waves, respectively.

Distributions other than Gaussian have al so been proposed, though the exact form of thedis-
tribution is not normally very important to the final MEG. Polarization matching, for example,
is much more important.

The shape of a typical 6-polarized urban macro-cell probability distribution is shown in
Figure 8.34.

The antenna MEG is maximized when the antenna gain maximum coincides with the most
likely direction of multipath reception.
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Figure8.34 Angle of arrival PDF for an urban macro-cell copolarized with the base station

8.2.3 Antenna Diversity

Antenna diversity is a method in which more than one antenna is used to overcome the detri-
mental effects of multipath fading. Figure 8.35 shows the reception from two antennas sub-
jected to the same multipath components. The signal fading from the two antennas occurs
at different times/distances (time and distance can be considered to be interchangeable when
the mobile moves at a constant velocity), since the antennas process or filter the multipath

in different ways. By combining these two signals, the probability of a deep fade is much
reduced.
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Figure8.35 Combination of two uncorrelated signals
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Thefadesshownin Figure 8.35 aretypical of those experienced in narrowband cellular radio
systems such as GSM and a so those of noncellular systems such as FM radio. Occasionally,
fades can cause the signal strength to drop by as much as 30 dB (both Antenna 1 and Antenna
2 have average signal levels of 0 dB in Figure 8.35). It can be seen that the depth of such fades
and the probability that they will occur are reduced when the signals are combined.

To realize antenna diversity there are two requirements:

e signals must be decorrelated (to some degree) —i.e. two or more signals must be available
that fade at different times/positions;
e amethod of combining the signals must be found.

These two requirements are addressed in the sections that follow.

8.2.3.1 Decorrelation M ethods

There are several ways of achieving decorrelated signals, i.e. signals that experience fades at
different times or when the mobile isin a different position. These are often referred to asthe
types of antenna diversity described bel ow.

1. Polarization diver sity: antennapatternsare orthogonally polarized and hence preferentially
receive only one of the two incoming polarization states. All multipath components will,
to some degree, have both polarization states, the amplitudes and phases of which will be
different. Hence, orthogonally polarized antennaswill perform different vector summations
of the multipath components and they will be decorrel ated.

2. Spatial diversity: here multipath components will have different phases at the receive
antennas due to their spacing. Unlike polarization diversity, the amplitudes of the multipath
components will be the same at both antennas.

3. Radiation pattern diversity: here the magnitudes and phases of the antenna radiation
patterns are arranged such that they do not overlap. Hence, the antenna directivity causes
different multipath components to be added.

All three of the above mechanisms— polarization, spatial and radiation pattern —are usually
present when antennas are closely spaced, such that decorrelated reception can be achieved
at smaller spacings than often thought possible. Spacing is often limited by antenna isolation
rather than antenna correlation.

The envelope correlation coefficient is given by

2
‘S{ ElgEzg Po aQ + XS{ E1¢E§¢ pwdQ
Pe = (8.55)
L[ 1Ewl po+ X |Ewl* o[22 [ 1Bl po + X [Ese[* py [ 02

where Ejy and E;4 indicate the complex radiation pattern of the ith antenna in the 6 and
¢ polarizations respectively. It is important to note here that all radiation patterns have a
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magnitude and phase in any given direction. Normally only the former is of interest, but the
latter must also be considered when calculating correlation.

Theenvel ope correlation coefficient isalways between zero and unity. When zero, thesignals
are completely decorrelated (different) and when unity, the signals are completely correlated
(identical).

8.2.3.2 Combining Methods

There are four common diversity combining methods, as follows (in order, with the worst-
performing method first and the best last).

e Switched combining (SWC): here a switch is used to receive from one antenna at atime.
When the signal received falls below a certain threshold, the second antennais used. This
does not guarantee better performance, but it does improve the likelihood. As suggested by
the method, thisis also referred to as threshold diversity.

¢ Selection combining (SC): the antenna with the strongest signal is used. This may be im-
plemented with asingle receiver or with two receivers. A singlereceiver isclearly desirable
from a cost, size and power consumption perspective, however some time must be made
available for the antenna signals to be compared. Thisis relatively straightforward in digi-
tal, packet-based systems. For example, DECT uses selection combining with the antenna
selection performed in the preamble that occurs before each data packet is sent.

e Equal gain combining (EGC): here two receivers are required and the signals from the
antennas are co-phased prior to summation.

e Maximal ratio combining (MRC): the signals from the antennas are weighted based on
their SNR.

The differences between the methods are quite small for two antennas, as illustrated in
Figure 8.36 for completely decorrelated antenna signals (pe = 0). In this figure, the ordinate
(y-axis) shows the probability that the signal-to-noise ratio is less than the level shown on
the abscissa (x-axis) —i.e. the degree of certainty that a predefined signal-to-noise ratio will
be achieved. For example, a CDF (cumulative distribution function) of 10~2 indicates a 99%
probability that a particular signal level is exceeded.

When the CDF islow enough, the curves with diversity in Figure 8.36 become parallel lines
and there is a constant relation between the diversity gains of the three combining methods.
With two branches, EGC performs 0.88 dB better than SC, whereas MRC performs 1.5 dB
better than SC. The diversity gain is substantial for all methods; however, the gain depends on
the chosen certainty level. For example, for a CDF of 102, an SNR of better than —20 dB is
always achieved without diversity. With selection combining, an SNR of better than—-10dB is
always achieved with the same level of certainty. Hence, the diversity gainis 10 dB. For lower
levels of certainty (higher CDFs), the diversity gain will be lower than this.

For greater numbers of branches, the difference in diversity gain increases, particularly
between MRC and SC. The variation in the diversity gain of MRC and SC with the number of
branchesis shown in Figure 8.37. EGC is not plotted, since an exact formulais not known for
more than two branches.

The difference between SC and MRC with large numbers of branchesis largely due to the
fact that MRC with M branches requires M receivers, whereas SC is limited to one receiver.
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Figure8.36 Diversity gainsof SC, EGC and MRC with two equal power branches and zero correlation
(Rayleigh signals). (Reproduced by permission of Delft University Press)

For all combining methods the mean power varies with the number of diversity branches.
Assuming Rayleigh signal envelope statistics (valid for most multipath environments), zero
correlation and equal branch powers, this variation is shown in Figure 8.38.

Clearly, both MRC and EGC give a linear improvement with the number of diversity
branches. MRC givesthe best performance but isonly slightly better than EGC. SCisnonlinear

CDF

Normalised signal-to-noise ratio (dB)

Figure 8.37 Diversity gains of MRC and SC with number of branches (1 to 12 branches shown from
left to right). (Reproduced by permission of Delft University Press)
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Figure8.38 Mean SNR of different combining methods with the number of branches. (Reproduced by
permission of Delft University Press)

and significantly worse than both MRC and EGC, particularly when the number of diversity
branchesis high.

8.2.3.3 The Effect of Branch Correlation

Theeffect of branch correlation for atwo-branch MRC system with Rayleigh signalsand equal
branch powersis shown in Figure 8.39.

Figure 8.39 shows that there is some diversity gain even with completely correlated signals.
Thisissimply a3 dB gain that results from having two antennas rather than one (collecting
twice as much of the incident energy). An appreciable additional diversity gain occurs at very
high levels of correlation. Decreasing the correlation gives diminishing returns, such that it
is often considered unnecessary to aim for a correlation coefficient of less than 0.5t0 0.7 (a
correlation of 0.7 gives adiversity gain of ~1.5 dB less than the optimum).
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Figure8.39 The effect of branch correlation. (Reproduced by permission of Delft University Press)
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It can be seen that, as the CDF reduces, the curves for different correlation levels reduce at
the same rate. Hence, the difference in diversity gain can be considered to be asymptotically
constant.

8.2.3.4 The Effect of Unequal Branch Powers

The effect of unequal branch power is shown in Figure 8.40. For two branches, the diversity
gainisnominally reduced by half the SNR difference between the branches.

_ NR - NR,

Loss
2

(8.56)

The power received by each antennais given by the MEG.

8.2.3.5 Examples of Diversity Antennas

An example of two very simple diversity antennas within a DECT base station is shown in
Figure8.41. Herethe base stationisrelatively large, such that low correl ation can be guaranteed
using space diversity: the antennas are separated by approximately 2/3 of a wavelength at the
DECT center frequency of 1890 MHz. Simple quarter-wave wire monopol e antennas are used
to minimize costs.

An example of two diversity antennaswithin aDECT handset is shown in Figure 8.42. Here
the antennas are arranged orthogonally in an attempt to realize polarization diversity. However,
the handset PCB radiates significantly — in the same polarization — for both antennas, so the
amount of polarization diversity that can be obtained is limited. Despite this, the differences
in the radiation patterns of the two antennas are sufficient to ensure a usably low envelope

100,

101

10-2
CDF
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1074, /
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1076,

~3dB reduction
for 6dB difference
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Figure 8.40 The effect of branch SNR differences. (Reproduced by permission of Delft University
Press)
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Figure8.41 Diversity antennasin aDECT base station

correlation coefficient. Theantennasused areinverted F antennas (I FAS) that aresimply formed
by tracks on the main PCB of the handset.

DECT uses SC with time made availablein the preamble prior to packet transmission. IEEE
802.11b (Wi-Fi) also uses SC in asimilar way to DECT. However, UMTS uses time diversity
(i.e. there are alternatives to using antennas!).

8.2.3.6 MIMO Antennas

MIMO (multiple-in, multiple-out) antennas are emerging as a new technology to increase
the capacity (data rate) of a communication system, whereas diversity antennas are used for
improving the received signal quality and reliability. From an antenna point of view, MIMO
antennas are similar to diversity antennas; they both require uncorrelated antennas and are
most suitable for multipath environments where signals are random. But MIMO systems

twin antennas

rf cans

Figure8.42 Diversity antennasin a DECT handset
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need significantly more DSP (digital signal processing) and are much more complicated than
diversity systems[21, 22].

8.2.4 User Interaction
8.2.4.1 Introduction

There is a strong interaction between antennas within portable devices and the user. This
interaction causes the antennaresonant frequency to change— often to alower frequency —and
the antenna matching to vary. It also causes the antenna efficiency to reduce, since the body
acts as a lossy dielectric. The only improvement is in the antenna bandwidth, as we would
expect with reduced efficiency (refer to Section 8.1.1).

8.2.4.2 Body Materials

To consider the effect of user interaction on the performance of mobile phone antennas, we
shouldfirst examinethematerial propertiesof thehead. Thevariation of therelative permittivity
of brain material with frequency is shown in Figure 8.43, whereas the loss tangent and skin
depth are shown in Figure 8.44 and Figure 8.45 respectively.

Therelative permittivity of brain matter varies slowly from approximately 40 to 50 between
10 and 1 GHz. Below 1 GHz it beginsto rise increasingly quickly, reaching avalue of approx-
imately 80 at 100 MHz. The loss tangent also rises very quickly as the frequency is reduced
below 1 GHz, reaching approximately 1.3 at 100 MHz. However, in contrast to the permittivity,
the loss tangent is not monotonic and isaminimum at approximately 2.5 GHz.

Figure8.45 showsthat the skin depth risessharply at frequenciesbelow 1 GHz. Thefield pen-
etrates to a depth of approximately 4.2 cm at the lower GSM frequencies at around 900 MHz,
whereas at the higher GSM freguenciesin the region of 1800 MHz, the penetration is approx-
imately 2.7 cm.
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Figure8.43 Permittivity of brain matter with frequency
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Figure8.44 Losstangent of brain matter with frequency

8.2.4.3 Typical Losses

The presence of the user affects the antenna performance in three main ways: the impedance
match alters, the radiation efficiency is reduced and the MEG (introduced in Section 8.2.2)
varies. Each of these mechanismsis addressed in the paragraphs that follow.

Theradiation efficiency, ngr, reduces dueto the additional lossesin the body, particularly the
head and hand. It is defined as the ratio of the power radiated (including all loss in the body)
to the power accepted by the antenna.

The impedance change that occurs when a phone is held causes a change in the mismatch
loss. This is expressed as unity minus the mismatch efficiency, |z |2: the ratio of the power

12

10 + s —

skin depth (cm)
[e2]

o — N ™ < . © N~ (=] 9.

frequency (GHz)

Figure8.45 Skin depth of brain matter with frequency
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Figure8.46 Typical mismatch efficiency with usersin and around the GSM 900 MHz band. (Repro-
duced by permission of Delft University Press)

accepted by the antenna to the power supplied (the difference being the reflected power, due
to impedance mismatch).

Figure 8.46 showsthetypical mismatch efficiency of amobile phoneantennainthe 900 MHz
band and in the presence of 15 different users, all of whom hold the phone in different ways.
It can be seen that for nine users, the phone is not significantly detuned. For three users, the
detuning is such that the resonant frequency is just out-of-band, although the band-edge mis-
match efficiency remains high. For the remaining three users, the resonant frequency becomes
significantly lower than is required, causing low mismatch efficiency at the upper band edge.

The total efficiency, nt, isthe ratio of the power supplied to the antenna to the integrated
power on asphere surrounding it (the radiated power). It isequal to the product of theradiation
and mismatch efficiencies.

The total efficiency, mismatch efficiency and mismatch-corrected efficiency of four com-
mercial mobile phone antennas (made in around 2000) in free space are shown in Table 8.4.
Theresults are averaged over the GSM (880 MHz to 960 MHz) and DCS (1710 MHz to 1880
MHZz) bands, using frequency steps of 10 MHz and 25 MHz respectively.

It can be seen that the best of these phones achieve average total efficiencies of the order of
60% at DCS and 70% at GSM in free space. The helical phone has a particularly poor return

Table 8.4 Average efficiencies of dual-band handsetsin free space

880-960 MHz 1710-1880 MHz
nr 7[? nc nr 7[? nc
Type (%) (%) (%) (%) (%) (%)
Helix 72.8 90.8 80.0 37.7 52.3 720
Flip 72.2 97.3 74.2 62.1 93.0 66.9

PIFA-1 70.4 95.2 73.6 64.2 90.9 71.1
PIFA-2 59.1 83.9 69.8 48.9 85.5 57.3
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Table 8.5 Average efficiencies of dual-band handsetsin the talk position

880-960 MHz 1710-1880 MHz
nT 7|2 nc nt 7|2 nc
Type (%) (%) (%) (%) (%) (%)
Helix 53 717 6.9 4.9 50.8 9.8
Flip 57 90.2 6.1 58 91.5 6.3
PIFA-1 75 83.5 8.7 10.8 91.9 11.7
PIFA-2 3.4 55.2 57 10.7 85.0 12.7

loss at DCS and, therefore, a mismatch efficiency of approximately 50%. It is assumed that
the match isimproved (to some extent) using circuitry within the handset.

Typical efficiencies of dual-band phones in the talk position (held next to the head) are
shown in Table 8.5. The average total efficiency is in the region of 3-8% in the 900 MHz
band and 5-11% in the 1800 MHz band. The average radiation efficiencies are in the region
of 6-9% and 6-13% in the 900 and 1800 MHz bands respectively. For both frequency bands,
approximately half of the reduction in radiation efficiency can be attributed to the lossesin the
head, with the other half due to losses in the hand.

Thereislittle difference between the average mismatch efficienciesin free space and in the
presence of the user at 1800 MHz. However, for 900 MHz, the difference can be appreciable.
In general, the resonant frequency reduces and the match at resonance deteriorates. However,
thereturn loss bandwidth generally improves due to the lossesinduced in the body. In the 1800
MHz band, the net result is that the average stays approximately the same. In the 900 MHz
band, the detuning of the resonant frequency generally outwei ghs any bandwidth enhancement
caused by additional body loss (also shown in Figure 8.46).

The mean effective gain (MEG) is a function of the total efficiency, the radiation pattern
and the multipath propagation statistics. It is the most representative calculable measure of
performancein areal network. Additional loss can result if the radiation pattern changesin the
presence of the body such that it becomes less well matched with the likely angles of arrival
of multipath components than in free space.

The following summary gives the average MEG for 15 users at 920 MHz and 1800 MHz,
calculated using the angle of arrival statisticsgivenin Section 8.2.2. The mean and the standard
deviation are given in Table 8.6 and Table 8.7 respectively.

The MEG is between 2.1% and 4.5%. Thisis significantly lower than the efficiency, partly
because angles close to the horizon are most likely and the phones ‘waste power’ by having
high relative gain outside the most likely angles. More importantly, however, the polarization
of the phone radiation (reception) is not well matched to the polarization mix of the scattering
environment.

Theaverage MEG is—14.6 dB for both GSM and DCS. Thisrepresentsareduction of 1.8dB
for GSM and 3.5 dB for DCS when compared to the average efficiency. Clearly the radiation
patterns at GSM must be better matched to the average propagation environment than at DCS.

Figure 8.47 shows the positioning of the users relative to the coordinate system chosen.
Figure 8.48 shows the user-averaged radiation pattern of the flip phone, i.e. the gain at each
angle is averaged for the 15 users. All users are right-handed, so only one average radiation
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Table8.6 Mean MEG (%) with 15 users (averages in parentheses are in dB)

PIFA-1 PIFA-2 Helix Flip

920 1800 920 1800 920 1800 920 1800
MHz MHz MHz MHz MHz MHz MHz MHz

Rura 4.2 29 1.7 2.9 3.0 2.7 3.1 3.6
Suburban 4.2 3.9 19 3.8 3.0 2.2 3.3 3.6
Urban macro 4.4 4.2 2.0 41 31 21 34 3.6
Urban pico 4.4 3.8 2.0 3.8 34 25 3.6 3.9
Outdoor-to-indoor 4.8 3.8 2.7 3.8 4.4 25 4.6 3.9
Indoor 4.7 4.6 25 5.0 4.2 24 45 43
Average 45 4.0 2.1 41 35 24 3.7 3.9

(135) (140) (168 (139) (135 (162) (146) (141

patternisrequired. Clearly, thereismore power in the ¢ polarization thaninthe6 polarization.
This is expected, due to the inclination of the phone when in a natural talking position. The
blocking region of the head is clearly visible in the negative X, negative y direction. Negative
X corresponds to the user’s left-hand side, while negative y corresponds to the user’s back.
The left- and right-hand sides of the figure show the radiation pattern viewed from opposite
directionsin order to better show its 3D nature.

Figure 8.49 shows the user-averaged radiation pattern of PIFA-1. Again, the phoneis pre-
dominantly ¢ polarized, but more so than for the flip phone. Both 6 and ¢ polarizations have
significant lobes in a near-zenith direction (along the positive z-axis). There is unlikely to be
a propagation path supported in this direction, which also contributes to the inferior MEG
performance of PIFA-1. Without thislobe, thereisvery little energy inthe 6 polarization. The
propagation statistics used assume that this is the dominant polarization coming from the base
station (via a scattering environment), which, again, results in low MEG. Assuming that the
dominant polarization is 6 directed implies a vertically polarized base-station antenna. It is
worth noting that, as polarization diversity with slant 45° polarized antennasis becoming more
common at the base station, this assumption may be questionable.

Table8.7 Standard deviation of MEG (%) with 15 users

PIFA-1 PIFA-2 Helix Flip

920 1800 920 1800 920 1800 920 1800
MHz MHz MHz MHz MHz MHz MHz MHz

Rural 19 15 15 2.3 2.7 3.0 21 33
Suburban 1.6 1.7 1.3 2.2 2.3 2.2 2.2 31
Urban macro 1.7 1.7 1.3 2.2 2.3 2.0 2.4 3.0
Urban pico 2.0 17 1.6 2.7 29 25 25 3.2
QOutdoor—indoor 2.6 2.2 2.2 35 35 2.2 3.1 34
Indoor 25 2.1 2.1 34 3.3 2.1 3.0 3.4

Average 20 18 16 26 2.8 23 25 31
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Figure 8.47
permission of

phone

y

Orientation of users with respect to the chamber coordinate system. (Reproduced by
Delft University Press)
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Figure 8.48 User-averaged radiation pattern of ‘flip’ at 1800 MHz. Radiation patterns on the left are
viewed from an azimuth angle of 45°, while those on the right are viewed from an azimuth angle of
—135°. The origin ismarked by asmall circle. (Reproduced by permission of Delft University Press)
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Figure 8.49 User-averaged radiation pattern of ‘PIFA-1" at 1800 MHz. Radiation patterns on the left
are viewed from an azimuth angle of 45°, while those on the right are viewed from an azimuth angle of
—135°. Theorigin is marked by asmall circle. (Reproduced by permission of Delft University Press)

Figure 8.50 shows the radiation pattern of PIFA-1 at the GSM center frequency, again

averaged over all users.

At 920 MHz the polarization mix of all phones/antennas is more even than at 1800 MHz,
which partly explains the superior relative MEG performance of the phones at GSM. The
angular distribution of the patternsis also largely coincident with likely propagation paths. In
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Figure 850 User-averaged radiation pattern of ‘PIFA-1" at 920 MHz. Radiation patterns on the left
are viewed from an azimuth angle of 45°, while those on the right are viewed from an azimuth angle of
—135°. The origin is marked by a small circle. (Reproduced by permission of Delft University Press)
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terms of MEG, all of the phones perform equivalently — within approximately 3 dB of each
other at both frequencies.

8.3 Multiband and Ultra-Wideband Antennas
8.3.1 Introduction

Many modern communication systems have to work well over multiple frequency bands. For
example, awell-designed cellular mobile phoneisnormally expected to operate in at least the
two GSM bands (900 MHz and 1800 MHZz) and the PCS band (1900 MHZz). The recent release
of the UWB band (from 3.1 to 10.6 GHz) for wireless low-power applications has generated a
lot of interest in developing UWB systems [23, 24]. In this section we are going to deal with
these two types of antennas.

8.3.2 Multiband Antennas

8.3.2.1 Techniques

Several basic principles can be employed to realize multiband antennas, as follows:
e use higher order resonances,

e USeresonant traps,

e combine resonant structures;
e use parasitic resonators.

Each will be addressed in the sections that follow.

Higher Order Resonances
The use of higher order resonances is illustrated in Figure 8.51, which shows the resonant
modes of monopole antennas as their length isincreased in A/4 increments.

E: NJ
E}
Ei J
Et (EL\J
/
h=A/12 h=A/4 h= 212 h=32/4
(30°) (909 (180%) (270°

Figure8.51 Resonancesof monopole antennas of increasing length. E and J indicate the electric field
and current density magnitudes respectively
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Monopoles are often used with alength of A/4 when the E field at the feed is a minimum
and the current isamaximum. A similar condition exists at the feed when the antennais 31/4.
Alternatively, we can say that, for a fixed antenna height, the feed conditions will be similar
when the frequency is equivalent to heights of A/4 and 3)/4: the antennawill be resonant at a
first frequency and then a second frequency three times thefirst. Other natural resonances will
also exist at higher frequencies.

Higher order resonances are present in many types of resonant antennas such as patches,
dipoles, monopoles, slots and dielectric resonators and are often used (and manipulated) to
give multiband operation.

Resonant Traps
Figure 8.52 shows a monopol e antenna with a parallel resonant circuit — or trap — located ap-
proximately halfway along itslength. Thetrap enablesthe antennato work at two frequencies:
alow frequency, f1, and a higher frequency, f,. At f, the trap is tuned to be close to anti-
resonance (a high impedance) and current flow is restricted to the lower part of the antenna;
resonance is achieved when the lower part of the antenna is close to A/4 long. In practice,
this resonance is achieved when this part is slightly less than A/4 and the trap is anti-resonant
at aslightly lower frequency than f,. At f; thetrap iswell below resonance and is inductive,
and the antenna is resonant when the full length is close to A/4. Again, due to the shortening
effect of theinductor, in practice resonance is achieved at alength that isslightly lessthan A/4.
Radio amateurs use traps in dipol e antennas | ocated horizontally above ground, for example
to cover the 80 and 40 meter bands (3.5 to 4.0 MHz and 7.0 to 7.3 MHz respectively). They
are also often used in automotive antennas.

Combined Resonant Structures

Two or more resonant structures can be closely located or even co-located with a single
feed point in order to achieve multiband operation. Thisisillustrated in Figure 8.53(a), which
showstwo closely spaced, adjacently located monopol eswith acommon feed point. Thelarger
element is operational at the lower frequency, f;, whereas the smaller element is operational
at the higher frequency, f».

infinite
impedance

atf, \

L %\:—l ¢ A att,

M4 atf,

Q

Figure8.52 A monoopole antenna with aresonant trap
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Figure8.53 Combined resonant structures

Figure 8.53(b) works using the same principle; however, the low-frequency element is
realized using a helical element to reduce space (the high-frequency element is within the
helix for some of its length).

Parasitic Resonators

In contrast to the previous section, we may add a second element for operation at a second
frequency, but without feeding it directly. Thisisillustrated in Figure 8.54, which shows two
monopoles, one of which isfed, whereas the other is parasitically coupled viathe near field of
the fed antenna. Here the parasitic antennais shown with aload, which can be used for tuning.
Usually, the load would be reactive in order to maintain high antenna efficiency.

8.3.2.2 Examples

The first example uses the principle of higher order resonances. Figure 8.55 shows a simple
normal mode helix antenna mounted on a PCB of typical mobile phone dimensions. The
antenna is first resonant at a frequency, f;, of approximately 0.84 GHz, with a resistance of

A4 at f;

A4 at f,

O [Ja
/

Figure8.54 Parasitically coupled monopole antennas
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Figure8.55 A small helical antenna mounted on a mobile phone PCB

approximately 27 ohms. At 1.16 GHz the antenna s anti-resonant (when the resistance is very
high and the reactance makes the transition from being positive to negative). The antennathen
becomes resonant again at a frequency, f,, of approximately 2.15 GHz — when the resistance
is 10 ohms — before quickly becoming anti-resonant again at approximately 2.35 GHz. The
ratio between the first and second resonant frequenciesis given by

L =26 (8.57)
fa

Thisis close to the value of three that we would expect for resonances at electrical lengths
of /4 and 3)/4 (asillustrated in Figure 8.51).

Since the antenna shown in Figure 8.55 is electrically small, the reactance can be seen to
vary quickly at the first resonance and even more quickly at the second resonance. This is
indicative of narrow bandwidth.

For dual-band mobile phones, the antenna resistance is normally required to be close to 50
ohmsand the frequency ratiois closeto two. A simple method of altering the frequency ratiois
to have different helix pitchesin the upper and lower portions of the antenna. Thisisillustrated
in Figure 8.56 for a commercial dual-band helix. The low-frequency resonance is controlled
by the overall length of the structure, whilst the high-frequency resonanceis controlled by the
pitch of the upper part of the antenna.

Alternatively, Figure 8.57 illustrates a dual-band helical antenna in which two windings of
different pitches and lengths are integrated into a single volume with a common feed — an
example of combined resonant structures.

8.3.3 Wideband Antennas

Thereisawide variety of wideband antennas, many of which are also electrically large. Here
we focus on wideband antennas that are also electrically relatively small, sincethisisoften an
industrial requirement.
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Figure 856 A dual-band helical antenna with two pitches for control of the ratio of the resonant
frequencies

The basic approach to making an electrically small antenna wideband is to make it fat.
We saw previously in Section 8.1.1 that the bandwidth of an antenna is related to the size
of the sphere that just encloses it. By making the antenna fat, more of the sphere is occu-
pied and the antenna bandwidth can be maximized. Some typical fat monopoles are illus-
trated in Figure 8.58. These and other similar shapes have formed the basis for UWB antenna
designs.

UWB antennas are normally planar. However, as an example of what happens to the feed
impedance when an antenna is ‘fattened’, we will concentrate on a three-dimensional con-
ical monopole, which subtends an angle « at the feed. The resistance of such an antenna
with height and flare angle is shown in Figure 8.59. When the monopole is thin —i.e. for
a = 10° — there is a strong resistance peak at approximately 124 degrees. For a very thin
monopole, this peak would occur at 180 degrees, when the antennais half-wave. However, as

# -
edges of A — )
plastic it~
cylinder “'g::_?

enclosing
antenna *'-.__c-; -
p——!

feed

Figure 857 A dua-band helical antenna utilizing two different length windings with a common feed
point
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Figure8.58 Some ‘fat monopole’ antennas

the flare angle increases, the half-wave peak occurs at progressively lower electrical heights
and with adecreasing resistance value. When the flare angle reaches 90 degrees, the resistance
is close to 50 ohms over a wide range of electrical heights. If the electrical height is greater
than approximately 50 degrees, the resistance is close to 50 ohms over a wide frequency
range.

The reactance of the conical monopole with height and flare angle is shown in Figure 8.60.
As« isincreased, the reactance variation reduces and is close to zero for heights greater than
90 degrees. For heights greater than 50 degrees, the reactance is within, or capable of being
matched to within, acceptable limits.

We can conclude that monopole antennas with wide flare angles can exhibit near-constant
resistance with electrical heights greater than approximately 50 degrees. In other words, small,
fat antennas can exhibit wideband characteristics. Some UWB antennas have been devel oped
based on this idea [24]. For example, two UWB antennas are shown in Figure 2.34 and the

S;1 of Antenna 1 isgiven in Figure 8.61, which has a return loss greater than 10 dB over the

UWB band.
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Figure8.59 Resistance of aconical monopole with electrical length and flare angle (in degrees)
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8.4 RFID Antennas
8.4.1 Introduction

Radio frequency identification (RFID) systems are short-range — normally digital — wireless
systems that, as the name suggests, are used primarily for identification purposes[25]. Exam-
ples of applications include: animal tagging, asset tracking, electronic passports, smartcards
and shop security. A simplified diagram of an RFID system is shown in Figure 8.62.
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Figure8.61 S;; indB of atypical UWB antenna
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Figure8.62 A smplified RFID system

Atoneend of theradio link isasmall devicewith limitedintelligence: thetag or transponder.
Tags are designed for manufacturein very large volumes at very low cost. They can be likened
to bar-code labels: they have an electronic product code (EPC), comparable to the universal
product code (UPC) format used by bar codes, but they are also programmable and have the
capability to store user-specificinformation (i.e. they contain someuser memory). Tagscontain
an integrated circuit (1C) that is connected to athin planar sheet that serves asalabel and asa
substrate for the antenna. The tag antennais normally balanced (to suit the differential inputs
of thetag I1C), electrically small and linearly polarized.

At the other end of the link is a more expensive and sophisticated device: the reader or
interrogator. These commonly used names reflect the fact that the primary jobs of the reader
are to prompt communication with the tags (often with several tags simultaneously) and then
to receive data from them. However, contrary to the name, the reader often also transfers data,
or writes, to the tag. Before prompting the tag to respond, the reader also often suppliesit with
power; this helps to reduce the cost of the tags, since a battery is expensive to supply, connect
and maintain.

There are several classes of tag, dependent on how they generate enough power to commu-
nicate, as follows:

* passive;
e semi-active;
* active.

Passive tags are very low in cost but tend to be limited in terms of range and data rate.
They can only respond once powered by the reader, which may take some time. Semi-active
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tags have a limited power supply, which alows faster operation. Active tags have enough
on-board battery power to allow ‘broadcast’ of their presence to readers and high data rate
communications.

The reader may be either monostatic, where transmission and reception uses the same
antenna, or histatic, where the transmission and reception antennas (and associated circuitry)
are separate (as shown in Figure 8.62 with the second antenna used for receive only). The first
and second antennas may also both be used for transmit and receive, for example where the
reader antennas are installed on either side of a ‘gate’ through which tags pass (commonly
used in shop security systems).

The reader antenna is generaly electrically larger than the tag antenna and may be either
bal anced or unbalanced. Many different typesof antennacan be utilized, with radiation patterns
and polarization tailored for the particular application. Reader antennas are often circularly
polarized when the orientation of thetag isunknown. Whilethisreducesthe maximum possible
power transfer between the reader and the tag (thereisa 3 dB coupling loss between circularly
and linearly polarized antennas), it eliminates any likelihood that polarizations could be com-
pletely mismatched. Thisisimportant in tagging applications, where reliability is required to
be very high.

Figure 8.63 shows atypica sequence of eventsfor apassive tag to beidentified by areader.
First, the tag transmits a continuous wave (CW) signal that is received by nearby tags. This
signal isrectified to provide enough power to operatethetag. Thereader then sendsamodul ated
request for active tags (i.e. tags close enough to the reader to be powered up) to respond. This
isfollowed by a response from the appropriate tag. Tag modulation is achieved by switching
the load impedance seen at the terminals of the tag antenna. This causes the tag antenna to
alter the field seen at the reader antenna. Although the changeis very small, it can be detected
and demodulated by the reader. In this way, the tag uses as little power as possible in order to
maximize the read range: it does not generate a signal, but simply provides enough power to
activate a switch.

CwW modulation for
(for tag power up)  tag interrogation Ccw

reader
transmission

tag
response

T
modulation of the
tag response

time

Figure8.63 A typica sequence of events for atag to be powered, interrogated and read
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RFID systems operate at a number of frequency bands that can be grouped as follows:

* low frequency (LF);
* high frequency (HF);
e ultrahigh frequency (UHF).

There are large differencesin the frequencies used in the LF, MF and UHF bands. Because
of this, there are also significant differences in the way in which the systems operate and in
the applications for which they are appropriate.

LF and HF systems use near-field coupling between the tag and the reader antennas. most
often the coupling isinductive, but it may also be capacitive. When inductive coupling is used,
both the reader and the tag typically use multi-turn coils as antennas. In fact, referring to these
coils as antennas is a little misleading, since the coils of the reader and tag act more like
transformers: the coil of the reader can be considered to be the primary winding and the coil of
the tag acts asthe secondary. The coupling between the coils (and therefore the transformation
ratio) is dependent on their separation and always occurs within the near-field region (where
the magnetic field falls with the inverse of distance to the power of three). Near-field systems
are discussed in detail in Section 8.4.2. They are used particularly in applications where the
tag may be attached to alossy dielectric such asafluid-filled bottle, an animal or asolid object.
This is because the tag antenna electrical characteristics tend to change less than for far-field
(UHF) antennas.

UHF systems generally use far-field coupling, when the antennas of the reader and tag
operate in amore conventional way: the transfer of energy is determined by the Friis equation
(seeSection 3.5.1). UHF far-field systemstypically have greater rangethan L F and HF systems.
As such, they are often used in systems where higher than normal levels of performance are
required. They are described in greater detail in Section 8.4.3.

8.4.2 Near-Field Systems

For near-field systems, loop/coil antennasarenormally used for thereader and thetag. Consider
the simple reader loop shown in Figure 8.64, where a is the reader loop radius, b is the tag
loop radius and d is the separation between the tag and reader loops. Close to the reader the
magnetic field produced is greatest along the axis of the loop: the z-axis as drawn. Hence,
products are often arranged so that the reader and tag |oops have the same axis, as shown.
With such an alignment, the mutual inductance, M, between the loopsis given by [26]

M zm/ﬁ{(%—o) K(D)—%E(D)} (8.58)
where
- 4ab
~ d2+ (a4 b)? (859
/2

E(D)=/\/1— D2sin?0dd (8.60)
0
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Figure8.64 Simplified reader and tag loop antennas

/2
do
K(D) = / s (8.61)

E(D) and K (D) are complete elliptic integral s of thefirst and second kind, respectively. These
formulas indicate that there is an optimum relationship between the sizes of the tag and loop
antennas that should be considered at a system design stage.

A typical practical near-field system is shown in Figure 8.65. Here the tag antenna size and
geometry isnormally limited by the application: for example, credit card dimensions are often
used for smart cards. Multi-turn loops are aso often employed, when the mutual inductance
increases linearly with the number of turns.

redder
ATTIE T,

Lag
Aanlemma

Figure8.65 A near-field RFID system



344 Antennas. From Theory to Practice

Figure8.66 Mutual coupling between reader and tag coils

The transfer of energy between the reader and the tag is via the mutual coupling be-
tween the two loops. The equivalent circuit of two mutually coupled inductors is shown in
Figure 8.66.

The circuit on the left of Figure 8.66 represents the reader, whereas the circuit on the right
represents the tag. The transfer of energy that occurs between the two coils is modeled by
two current-dependent voltage sources connected in series with the coil inductances. These
sources depend on the level of mutual coupling, which varies with the distance between
the tag and reader. The mutual coupling is typically low, such that the reader current can be
consideredto beapproximately constant. Thisallowsthetagto beanalyzedindependently of the
reader.

In addition to itsinductance, thetag loop will have some associated lossresistance and some
inter-turn capacitance, which is most simply approximated by a shunt capacitor. The tag I1C
will have aload resistance and a capacitance that is designed to be appropriate for certain loop
dimensions and frequency ranges. The IC is normally modeled as either a series or parallel
equivalent circuit. The equivalent circuits of apractical tag inductor and atag IC are shown in
Figure 8.67.

Intheexamplegivenin Figure8.66, thel Cismodeled asaparallel equivalent circuit, whereas
theinductance and resistance of thetag |oop are model ed asa series equivalent circuit. To make

A
|2 RZS
NV
LZS
= G, — C R
joMI,
& A
— _
YT g
antenna IC

Figure8.67 Equivalent circuit of atag antennaand IC
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Figure8.68 Equivalent circuit of atag antennaand IC

the system easier to analyze, it is necessary to obtain acompletely series or parallel equivalent
circuit. This can be done easily by using Norton or Thevenin equivalents as appropriate. In
the example that follows we will convert componentsto the left of A—A to aNorton (parallel)
equivalent circuit. To do this, we short-circuit any independent voltage sources (the source in
Figure 8.66 can be considered independent if the mutual couplingislow and |, can, therefore,
be considered to be constant) and determine the impedance looking into the circuit at A-A.
We al so short-circuit the terminals at A—A, where the current becomes that of the equivalent
Norton current source. The Nortonimpedanceisgivenby R, + jwlL,. To convert thisto parallel
connected components we use the equivalent circuit shown in Figure 8.68.

Series-connected resistance and reactance, Rs and X respectively, can be represented at a
single frequency by a shunt-connected resistance and reactance, Rp and Xp respectively. The
relationships between components are

Rp = (14 Q°)Rs (8.62)
and
1 2
Xp = %xs (8.63)
where
_Re _Xs
Q= Xo = Re (8.64)

Using the Norton equivalent of the inductor, its resistance and the voltage induced by the
reader gives the equivalent circuit shown in Figure 8.69.
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Figure8.69 Parallel equivalent circuit of atag antennaand IC
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With an equivalent circuit consisting of only shunt-connected components, the resonant
frequency is simple to calculate. It is given by

wo 1

fo=—=——— 8.65
0 2 21 A/ L2p CT ( )

where C+ isthe combined capacitance
Cr=Cic+GCyp (866)

It isalso clear that maximum power transfer occurs at the resonant frequency when Ryp is
equal to R, . The voltage developed across the load resistor is given by

J1+Q? oM |14

V| = (8.67)
: Q o \2 2 wlop 2
1— (=
[ (wo> :| " [ Rr }
where Ry isthe combined resistance of Ryp in parallel with R, ¢,

RicReop
Rf = ———— 8.68
"7 Rc+Rep (8.68)

Again thisisamaximum at the resonant frequency given by Equation (8.65). At resonance,
and for a given reader current and tag-to-reader separation, the voltage is predominantly de-
pendent on Ry, which, in turn, is usually dominated by the resistance of the tag coil, Ryp.
This means that the read range (or the range over which there is a voltage great enough to be
rectified) is determined by the tag coil quality.

LF and HF tag I Cs are designed to have a capacitive input impedance that can be made to
resonate with atypical tag coil. Note that tag ICs are normally complementary metal oxide
semiconductor (CMOS) devices, which are inherently capacitive. When resonant, the tags
produce ahigh voltage that isthen rectified in order to provide aDC power supply to the rest of
the tag IC. Once powered, the tag is able to switch itsinput impedance in order to produce an
impedance change at the reader coil. Normally, switching is between the inherent capacitive
reactance of the tag IC and a short circuit —an open circuit is seldom used in passive tags due
to the high input voltage that could be generated. The impedance change that occurs at the
terminals of the reader antenna can be detected by measuring the change in voltage or current
that occurs. Hence, digital information can be transferred from the tag to the reader.

A typical rectangular tag antennais shown in Figure 8.70.

Theinductanceof coilsof thetype shownin Figure8.70 can be approximated by theformulas
that follow [27].

L:%[xl+x2+x3+x4] NP (8.69)
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Figure8.70 Single- and two-layer tag coils

where
X, = ag, In 28a,bay (8.70)
_d (aav + aazlv + bgv) _
2 v v
%o = by In Bau Da 8.71)
_d (baU + agv + bazlv) _

X3 = 2 [aav + by, — /@2, + bgv} (8.72)

— Bt P (873)
4

g= 2w (8.74)
b

Hereag, a,,, bo, bay, g and w are as shown in Figure 8.70. The track thicknessis denoted by t,
N isthe number of turnsand p is the turn exponent, which is dependent on the manufacturing
technology, asindicated in Table 8.8.
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Table 8.8 Turn exponent with antenna technology

Coil technology Turn exponent, p
Wires 18-19
Etched tracks 1.75-1.85
Printed tracks 1.7-1.8

These formulas can be used as a starting point for a design. Any fina design is likely
to be simulated using a 2.5D or 3D electromagnetic simulator, so that the effects of finite
conductivity, dielectric materials, etc. can be accounted for.

An example of acommercial coil antenna—used in aEuropean passport —isshownin Figure
8.71. The antenna has five turns formed using thin wires. The chip is connected to a metallic
strap prior to connection to the coil. The IC is also embedded in a relatively thick layer of
insulating material. This prevents the I C from being damaged and a so prevents the coil from
being excessively bent.

8.4.3 Far-Field Systems

Systems with carrier frequencies above 100 MHz generally operate by transferring power in
the far field. The most commonly used frequency bands are in the region of 900 MHz, though
the ISM band centered at 2.45 GHz is also used (this band is sometimes termed microwave
rather than UHF). Some typical frequency bands for different parts of the world are indicated
in Table 8.9.

Note that for worldwide operation in the region of 900 MHz, a wide frequency range —
approximately 860 to 960 MHz — is required. This means that the antenna must be relatively
wideband, with afractional bandwidth of approximately 11%. Because of this, the antenna Q

copper wires
. +—— |C connection (5 turns)
T strap

|
IC

Figure8.71 Cail antenna used within a passport
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Table8.9 RFID frequencies commonly used within the UHF band

Frequencies
Region (MH2) Power Comment
Europe 865.6-867.6 2W ERP License required in some countries
North America 902-928 4 W EIRP Appliesto the United States and Canada
South America 902-928 4 W EIRP
Africa 865.6-867.6 2W ERP
India 865-867 4 W ERP
China 917-922 2W ERP Provisional. Temporary license required.
Japan 952-954 4 W EIRP License required.
Worldwide 2400-2483.5 Thesefrequenciesapply tothe USA and most of

Europe. Slightly different frequencies are used
in some countries

islimited, leading to alimited voltage at the tag IC. Importantly, this indicates that thereis a
trade-off between bandwidth of operation and range.

A typical far-field system is shown in Figure 8.72. In contrast to near-field systems, coil
antennas are rarely used in far-field systems. Indeed, a wide variety of antennas is possible.
Dipoles, PIFAs and patches are amongst the options at the reader. Patches are often used to
provide circular polarization (asillustrated in Figure 8.72): this helps to make the communi-
cation with an arbitrarily oriented, linearly polarized tag antenna less variable. Tag antennas
arerarely circularly polarized (the cost of fabrication is prohibitively high); modified dipoles
are most commonly used.

Thetransfer of energy between far-field antennas can be eval uated by consideration of Figure
8.73.

Use Friis's transmission formula, discussed in Chapter 4 and [28], to give

Pr

5 = (L)ZGT GRr (8.75)

47 d

-~ totag IC
g

reader input

Figure8.72 Typica far-field reader and tag antennas
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Figure8.73 Pathloss model

This formula applies to perfectly matched antennas with the same polarization. Correction
factors, |7|2 and x must be applied to compensate for the effects of mismatch and polarization
misalignment respectively. Including these effects, the power received by the tag antennais
given by

L \2
Pr=(-—) PrGrGrIrI?x (8.76)
47 d

For the tag to operate effectively, it must receive enough power from the tag to ‘ power up’
and it must be capable of providing sufficient modulation for the reader to detect. Both depend
on the power of the reader, the antennagains, the polarization matching between the reader and
tag antennas and the mismatch between the tag antenna and the associated | C. The former also
depends on the power required to energize the tag, Pcyp, Whereas the latter also depends on
the effectiveness of the load switching and the sensitivity of the reader. The reader sensitivity
is easier to improve than the power required to energize the tag, since the reader is a more
elaborate and expensive device. Hence, the range, d, of the system is normally determined by
the minimum power required by the tag IC, given by

A‘ 2
g |PrGrGrITIx 8.77)
4 Pcrip

To improve range, tag I1Cs are designed to have the lowest possible Pcyp. The range of a
commercial deviceis calculated in the following example. A typical tag |C has an equivalent
seriesinput resistance of 10— j 245 ohms. The tag antennais designed such that itsimpedance
isasclose as possible to the complex conjugate of the chip input impedance (or the impedance
at which the tag rectification efficiency is greatest). Hence, an antenna impedance of 10 +
j245 ohms is required. The resistance is low, which conveniently suits electrically small an-
tennas such as dipoles operated well below half awavelength. However, the required inductive
reactance does not suit small dipoles: such antennas are normally capacitive. Fortunately, it is
straightforward to modify the impedance of a dipole in order to make it inductive. A simple
technique is to use a shunt feed, as illustrated in Figure 8.74. The length of the dipole, |4, is
less than A/2, giving alow resistance and a capacitive reactance. The shunt arms provide both
an impedance transformation (increasing both the resistance and the capacitive reactance) and
ashunt inductance, the combination of which can be used to transform the antennaimpedance
to the desired value. The impedance transformation is predominantly determined by the ratio
of wy to wy (the higher this ratio, the greater the transformation). The shunt inductance is
predominantly determined by the length |,(though w;, w, and s; also have someinfluence).

Variations of the shunt-fed dipole, shown in Figure 8.74, are often used in practice.



Special Topics 351

Figure8.74 Variations of the shunt-fed dipole

8.5 Reconfigurable Antennas
8.5.1 Introduction

Work hasbeen performed on reconfigurableantennasfor many years[29]. Astheterm suggests,
reconfigurable antennas employ some form of variability — often by using switches, variable
components or moving parts — to change the resonant frequency, radiation pattern and/or
impedance match.

For mobile radio, moves towards software-defined radios (SDRs) are driving research on
reconfigurable antennas [30]. The Federal Communications Commission (FCC) —an indepen-
dent United States government agency that regulates radio communications — definition of an
SDRisasfollows [31]:

‘aradio that includes atransmitter in which the operating parameters of the transmitter, including
the frequency range, modulation type or maximum radiated or conducted output power can be
altered by making a change in software without making any hardware changes

There are many ways of reconfiguring an antenna, including:

e resonant mode switching/tuning (via shorting, reactive loading);
» feed network switching/tuning;
e mechanical reconfiguration (with moving parts!)

Each of these methods is considered in the sections that follow. However, it is useful to first
consider what switching and variable components are available.

8.5.2 Switching and Variable-Component Technologies

Figure 8.75 shows asimplified equivalent circuit of aswitch. Inthe‘ON’ state, the switch can
be represented by a simple resistor, whereas in the ‘OFF' state, it can be characterized by a
series capacitor. For many switches, this capacitor is not lossless, so a parallel resistance is
included to indicate that the capacitor has afinite quality factor, Q.

Theinsertionlossof single-pole, single-throw and series-connected, single-pole, dual-throw
(SPDT) switches is determined primarily by the ‘ON’ resistance, Ron. The isolation is pre-
dominantly determined by the* OFF capacitance, Corr. Generally, thereisatrade-off between
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Figure8.75 Simple switch equivalent circuit (a) inthe ‘ON’ state; (b) in the ‘OFF state

Ron and Copr such that their product, RonCorr IS constant for a particular technology and
DC power supply. Hence, theisolation is usually improved at the expense of insertion loss and
vice versa.

Table 8.10 gives a comparison of some switch technologies: PIN diodes, Gallium Arsenide
(GaAs) and Indium Phosphide (InP) field effect transistors (FETS) and micro electromechan-
ical systems (MEMS).

PIN diodes have been used with good resultsin many applications. They have the advantage
of potentially low ‘ON’ resistance, but this comes at the cost of high current consumption,
whichisadisadvantage for low-power applications—in particular, for portable devices such as
mobile phones. PIN diodes can have a reasonable isolation, but this requires alarge negative
bias. Again, thisisinconvenient in portable devices, where voltages of between around 0 and
3V areavailable.

GaAs and InP FETs have become increasingly popular in portable devices such as mobile
phones because they offer low current consumption. Though the RonCorr product of GaAs
and InP FETsis approximately the sasme asfor PIN diodes, FETs cannot handle large voltages
and are, hence, often used in series. This increases Roy and reduces Corr and often means
that switches made with GaAs and InP FETs have higher ‘ON’ resistances and lower ‘ OFF
capacitances than their PIN-based equivalents.

MEMS devices are in their commercia infancy. They can be likened to miniature relays
where metal-to-metal contacts are made and broken by the application (or absence) of an
electrostatic field (in contrast to reed relays, where actuation is via a magnetic field). Unlike

Table8.10 Comparison of switch technologies

‘ON’ Current ‘OFF
Device resistance  consumption Isolation resistance Linearity
PIN diodes low low reasonable appreciable reasonable
GaAsand INPFETs reasonable low (approx. 100 nA)  good reasonable  good
MEMS potentially  very low (afew pA) very good  high very good

very low (high Q)
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Figure8.76 Fabrication detail of atypica MEMS switch

conventiona relays, MEMS devices are very small and are fabricated (as far as is possible)
using processes that are normally used to manufacture low-cost integrated circuits. Figure
8.76 shows an example. This manufacturing technique, coupled with near lossless ‘ON’ and
‘OFF states—with metal-to-metal contacts and an air gap respectively — makes MEM S-based
switches highly attractive for future applications. The main drawback of MEM S devicesisthat
they typically require high DC actuation voltages.

Switches are not the only components that can be used to make reconfigurable antennas.
If large components can be tolerated, mechanically variable inductors and capacitors can be
utilized. For example, variable capacitors — where rotary motors provide the variation — are
widely used within high-power antenna-tuning units in the MF and HF bands. On a smaller
scale, varactor diodes may be used, though they generally suffer from poor linearity and are
therefore limited to low-power applications. Active devices may also be used, for example as
variable inductors or capacitors. The main drawbacks of doing so are that the active devices
consume power, add noise and are often nonlinear. In the future, MEMs devices may also
be used as variable capacitors, though they tend to have rather nonlinear capacitance curves
with DC voltage. MEM S devices may also be used, not as galvanic switches (where a metal-
to-metal contact is made), but as capacitive switches with ahigh ‘ON’ to ‘OFF' capacitance
ratio. This avoids problems associated with the ‘sticking’ and wear of very small metallic
contacts.

8.5.3 Resonant Mode Switching/Tuning

Figure 8.77 shows an example of resonant mode tuning, where a PIFA antenna is tuned by
avariable capacitor. As the capacitance value is increased, the antenna resonant frequency is
reduced (with the penalty of reduced bandwidth). The capacitor is located at the point on the
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PIFA
variable
capacitor

/ /S /
feed

Figure8.77 A sideview of aPIFA antennathat istuned by a variable capacitance

antennawherethe electric field is highest, which gives the highest possible resonant frequency
tuning ratio for a given capacitance variation.

For physicaly large (low-frequency) applications, the capacitor could be a mechanically
variable capacitor; for low-power applications or applications where high degrees of linear-
ity are not required, it could be a varactor diode. Alternatively, discrete variability could be
provided by switched capacitors.

8.5.4 Feed Network Switching/Tuning

Antennas can be reconfigured either on the antenna itself (as in the previous section) or by
modifying the circuitry feeding the antenna. An obvious example of the latter is the phased
array. Here, the phases and amplitudes of the signal sapplied to each element of thearray can be
modified. In turn, this can ater the antennaradiation pattern in terms of its angle of maximum
gain, the value of the gain and the pattern shape.

8.5.5 Mechanical Reconfiguration

Figure 8.78 shows an example of mechanical reconfiguration [32]. A ‘V’-shaped dipole is
implemented and a MEMS micro-hinge is used to vary the angle of the V. This allows the
antenna to beam-steer.

e 4— MEMs moveable dipole

Micro-hinge

2N Transmission Line

Figure8.78 A 'V’ dipole with MEM S-enabled beam-steering
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8.6 Summary

Inthis chapter we have discussed five special topics: electrically small antennas, mobile anten-
nas, multiband and UWB antennas, RFID antennas and reconfigurable antennas. An in-depth
study of electrically small antennas was conducted. The focus was on impedance bandwidth
theory and broadening techniques. Antennadiversity and user interaction were also dealt with,
both in theory and by studying practical examples. As new wireless systems are emerging all
the time, there are always demands for smarter and/or smaller antennas.
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A
Absorbing materials. see Radio absorbing
materials

Admittance, 24

Adaptive array: see Antenna arrays

Ampere'scircuital law, 18

Anechoic chambers, 267

Antenna analysis methods, 217

Antenna aperture, 118

Antenna arrays, 191-203
broadside array, 196
element coupling, 200
end-fire array, 197
isotropic linear array, 192
pattern multiplication principle, 199
uniform array, 193

Antenna definition 14

Antenna diversity, 318-324
combing methods, 320
correlation coefficient, 319
polarization diversity, 319
radiation pattern diversity, 319
spatial diversity, 319

Antennafactor (AF), 120

Antennahistory, 1-4

Antenna impedance: see Antenna input

impedance

Antennainput impedance, 122
measurements, 261

Antenna measurements, 256281
anechoic chamber, 267
calibration, 260

compact antenna test range (CATR), 268
efficiency, 273
free space ranges, 265
gain, 271
impedance; 261
impedance de-embedding techniques, 275
near field methods, 270
probe array near-field system, 276
open areatest site (OATS), 265
radiation pattern, 268-272
reverberation chamber, 274
Antenna pattern: see Radiation patterns
Antenna polarization, 122, 206
circular polarisation, 207
Antenna radiation resistance, 123
Antennaranges: see Antenna measurements
Antenna size reduction, 299
dielectric loading, 303
matching, 301
reactive loading, 302
top loading, 299
Antenna system, 15
Antennatemperature, 120
Antenna user interaction, 325-333
Aperture efficiency, 118
Aperture-type antennas, 163-191
Arrays: see Antenna arrays
Array factor, 193
Artificial materials, 256
Attenuation constant, 28, 78, 95, 102
AWS, 305
Axid ratio, 83, 148
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B D
Babinet's principle, 183 daB, 12
Baluns, 205, 249 dBi, 116
Bandwidth, 51-55, 125, 283-298 dBd, 116
broadening, 289 DCS, 305
fractional bandwidth, 52 Delay spread, 100

limits, 289
Basis functions, 218
Bionical antenna, 137
Biot-Savart law, 15
Bit error rate (BER), 101
Bode-Fano limit, 51
Bow-tie antenna, 137
Boundary conditions, 19
Brewster’'s angle, 87
Broadside arrays, 196

C
Capacitance, 24
Channels, 100
Gaussian, 100
Rician, 101
Rayleigh, 101
Characteristic impedance, 28
Circuit concepts, 23
Coaxial cable, 57-60
cut-off frequency, 59
Coherence bandwidth, 100
Complex conjugate, 44
Complex numbers, 6-7
Complex permittivity: see Permittivity
Computer aided design, 215, 233-250
Conductance, 24
Conductivity, 13, 313
conductivity table, 14
Connectors, 70-74
Convergence of numerical results,
227
Coordinates, 10
Cartesian coordinates, 10
spherical coordinates, 10
Coplanar waveguide (CPW), 6668
Critical angle, 87

Cumulative distribution function (CDF),

320
Current element radiation, 108-112

Dielectric constant: see Permittivity

Dielectric resonant antennas (DRA), 4, 255

Diffraction, 91
Dipoles, 129-137
current distribution, 130
directivity, 132
half-wavelength, 135
impedance, 133
radiation efficiency, 136
radiation pattern, 131
short dipole, 135
summary, 131
Directivity, 115
Distributed element system, 24
Diversity: see Antenna diversity
Diversity gain, 316, 321
mean effective gain (MEG), 316
also see Antenna diversity
Dolph-Tchebyscheff (D-T) optimum
distribution, 198
Double-ridged horn, 163, 175
Digital signal processing (DSP), 325
Duality principle, 141

E

Effective aperture, 118

Effective height, 119

Effective isotropic radiated

power (EIRP), 117

Effective permittivity, 67

Effective radiated power, 118

Effects of ground plane, 139

Electric displacement: see Electric flux
density

Electric current, 23

Electricfield, 12

Electric flux density, 13

Electric force, 13, 15

Electrically small antennas, 108-112,
283-303
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Electromagnetic compatibility (EMC),
110
EM spectrum, 11
cellular radio frequencies, 306
ISM band, 11
UHF, 11
VHF, 11
End-fire arrays, 196
bandwidth, 198
Equivalence principle, 92
EZNEC, 234

F
Fading; 100

flat fading, 100

frequency selective, 100
Far field, 109-113
Far field condition, 111, 269
Faraday’s law of induction, 17
Faraday rotation, 96
Field concepts, 77
Finite-difference time-domain method

(FDTD), 229
Finite element methods, 228
First Fresnel zone distance, 99
Flip antenna, 308, 315, 327
Folded dipole, 137
Fourier transforms, 163
Fraunhofer region: see Far field
Frequency domain methods, 231
Freguency independent antennas,
161

Fresnel region, 112
Friis' transmission formula, 97, 120

G
Gain, 116
field gain, 116
power gain, 116
Galerkin's method, 220
Galvanic corrosion, 254
Gauss' Law, 18
Geometrical optics (GO), 93, 232
Geometrical theory of diffraction (GTD),
232
Global positioning system (GPS), 303, 306

Global systems for mobile (GSM), 244, 249,
305
Ground plane: see Effects of ground plane

H
Half-power beamwidth (BPBW), 114
Hansen-Woodyard condition, 149
Hansen-Woodyard end-fire array, 197
Helical antennas, 140, 147-152, 309
axial mode, 148
normal mode, 147
Hertz, Heinrich, 1
High frequency methods, 217, 232
High frequency structure simulator (HFSS),
244
HIPERLAN, 306
Horn antennas, 169,
also see Pyramidal horns
Human body effects, 325
Huygens' principle, 91

|
Image theory, 137
Impedance, 23
bandwidth, 283
measurements, 261
mutual impedance, 201
self impedance, 201
Impedance matching, 44-51, 283298
distributed matching network, 44-47
double tuning, 284, 289
lumped matching network, 47-51
Increased directivity end-fire array, 197
Inductance, 23
Inner product, 219
Input impedance, 31, 122
Inter-symbol interference (1S1), 100
Intrinsic impedance, 81, 111
Inverted F antenna, 140, 311
also see PIFA
Inverted L antenna, 140, 310
|onosphere, 95
I sotropic antenna, 113

L
Lens antennas, 180
Liquid crystal polymer (LCP), 255
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Logarithmic scales, 12
Log-periodic antennas, 157
apex angle, 158
design, 158
operation principle, 157
scaling factor, 158
spacing factor, 158
Log-periodic dipole antenna (LPDA), 157
Loops, 141-147
directivity, 144
impedance, 143, 146
one-wavelength loop, 144
radiation pattern, 143, 145, 146
small loops, 142
Lorentz force, 16
Losstangent, 13
low-temperature co-fired ceramics (LTCC),
64
Lumped element system, 24

M
Magnetic field, 15
Magnetic flux density, 15
Marconi, Guglielmo, 1, 304
Matching efficiency, 116, 124, 326
Maxwell, James Clerk, 16
Maxwell’s equations, 16-19
Mean effective gain (MEG), 316-333
Meander line antennas, 302, 305
Method of moment (MoM), 218-228
Micro electromechanical
systems (MEMS), 352
Microstrip antennas, 184-191
bandwidth, 188
design, 188
directivity, 187
ground plane, 191
input impedance, 187
radiation pattern, 181
Microstrip line, 60—63
cut-off frequency, 63
Mie theory, 93
Mismatch efficiency, 326
Mobile antennas, 305-318
Mobile radio, 304, 306
Modulated scattering techniques, 271

Monolithic microwave integrated circuit,
(MMIC), 184
Monopole antennas, 137-141, 307, 308
ground effects, 139
summary, 139
Multi-band antennas, 333-336
higher order resonances, 333
resonant traps, 334
combined resonant structures, 334
parasitic resonators, 335
Multi-path fading, 100, 315
Mutiple-in multiple-out (MIMO) antennas,
4,101, 274, 324
Mutual coupling, 200

N

Near field, 111-113

Network analyzer, 258

Numerical electromagnetic code (NEC),
216

Numerical methods, 217-231

(0]

Ohm'slaw, 24

Open areatest site (OATS), 265
Open-ended waveguide, 166-168

P
Paraboloidal reflector antennas, 175-180
analysisand design, 176
aperture efficiency, 177
directivity, 177
off-set parabolic reflectors, 179
Path loss, 97
free space, 97
Two-ray model, 98
multi-path model, 99
Pattern: see Radiation patterns
Pattern multiplication principle, 199
PCS, 305
Permeability, 15
relative permeability table, 16
Permittivity, 13, 19, 60, 67, 313
relative permittivity table, 14
effective relative permittivity, 60, 67
Personal area network (PAN), 306
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Phantom, 313
Phase constant, 28, 29, 78
Phased arrays, 194
Physical optics (PO), 232
Physical theory of diffraction (PTD), 233
Planar inverted F antennas (PIFA), 244, 307,
310
Plane wave, 80
Pocklington’sintegral equation, 224
Polarization, 82, 122
circular polarization, 82
left-hand circular polarization, 83
right-hand circular polarization, 82
linear polarization, 82
parallel polarization, 84
perpendicular polarization, 84
Power, 24
Power conservation law, 257
Power density, 81
Power density function (PDF), 100
Poynting vector, 81
Printered circuit board (PCB), 307, 312
Probability density function (PDF), 317
Propagation
inran, 96
infog, 97
in snow, 97
models, 97
path-loss: see Path loss
Propagation channels: see Channels
Propagation constant, 27, 28, 78
Pyramidal horns, 169-175
E-plane sectorial horn, 169
H-plane sectorial horn, 169
optimum design, 169, 171

Q

Q factor: see Quality factor

Quiality factor, 51-55, 284298
Quarter-wavelength transform, 34, 36
Quasi-TEM mode, 62, 68

R

Radar cross section (RCS), 121
Radiating near field, 111

Radiation efficiency factor, 117, 124

Radiation intensity, 115
Radiation patterns, 112-115
directivity: see Directivity
E-plane, 113
field pattern, 113
first null beamwidth, 114
first side lobe level, 114
front-to-back ratio, 114
gain: see Gain
H-plane, 113
half-power beamwidth (HPBW), 114
power pattern, 113
Radiation resistance, 123
Radio absorbing materials (RAM), 261
Radio channels: see Channels
Radio communication system, 5-6
Radio frequency identification (RFID), 110,
256, 339-350
far-field system, 348
near-field system, 342
reader, 340
tags, 340
Radome, 208
Ray optics, 232
Rayleigh scattering, 93
Reactance, 23
Reactive near field, 111-113
Reciprocity theorem, 203
Reconfigurable antennas, 351-354
Reflection: see Wave reflection
Reflection coefficient, 31, 36, 123
measurements, 261
Reflector antennas, 175
Relative dielectric constant: see Permittivity
Relative permeability: see Permeability
Relative permittivity: see Permittivity
Refraction, 83
Resistance, 23
Resistivity, 13
Return loss, 36, 124
measurements, 261

S

Scattering, 92

Scattering parameters, 256
Self-complimentary antennas, 162
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Signal to noiseratio (SNR), 101, 205
Skin depth, 101-104, 327
Sleeve dipole, 137
Slope parameters, 283
Slot antennas, 180
Smart antennas, 194
Smith Chart, 41
Snell’slaw, 84
Software defined radio (SDR), 351
Speed of light, 11, 79, 80
Spherical coordinates, 20
Specific absorption rate (SAR), 307, 310,
312
Spectrum: see EM spectrum
Stripline, 64
Substrate, 64
table, 64
Surface resistivity, 64
Surface wave/mode, 63
Susceptance, 24

T

TDR, 260

TEM horn, 163

TEM mode, 57, 59, 66

TE mode, 68

Telegraph equation, 27

Testing functions, 219

TM mode, 68

Time domain methods, 231

Top-loaded antenna, 140

Transmission line modelling (TLM) method,

230

Transmission lines, 2570
characteristic impedance, 28
input impedance 31
lossless, 30
low loss, 31
model, 25-28
quarter-wavelength transform, 34, 36
reflection coefficient, 31
transmission line equation, 27
velocity, 30

Two-wire transmission line, 55-57
twisted-pair transmission line, 57

U

Ultra-wideband (UWB) antennas: see
Wideband antennas

UMTS, 305

Uniform theory of diffraction (UTD), 232

V
Vector network analyzer (VNA), 260
Vector operation, 7-10
commutative law, 8
cross product, 9
curl operator, 17
divergence operator, 17
dot product, 8
right-hand rule 9
scalar product, 8
vector product, 9
Vectors, 7
Voltage, 23
Voltage standing wave ratio (VSWR), 38,
124
measurements, 261

W
Wave equation, 78
Wave length, 11, 34
Wave number: see Phase constant
Wave optics, 232
Wave reflection, 83
reflection coefficient, 83
reflection on a conductor, 85
reflection on aground, 85
reflection of awall, 89
Wave transmission, 83
transmission coefficient, 84
Wave velocity, 11
Waveguide, 68-70
cut-off frequency, 69
standard waveguides, 70
TE;» mode, 68
TM ., mode, 68
Weighting functions, 219
Wheeler cap, 274
Wideband antennas, 73, 336-339
WIMAX, 34
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Wireless local area network (WLAN), 306
Wire-type antennas, 129-163

Y

Yagi-Uda antenna, 152
current distribution, 154
design, 156

directivity, 155
director, 153

driven element, 153
input impedance, 155
operation principle, 152
radiation pattern, 154
reflector, 153



