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Preface

As we enter the second decade of the World Wide Web (WWW), the textual
revolution has seen a tremendous change in the availability of online information.
Finding information for just about any need has never been more automatic —just
a keystroke or mouseclick away. While the digitalization and creation of textual
materials continues at light speed, the ability to navigate, mine, or casually browse
through documents too numerous to read (or print) lags far behind.

What approaches to text mining are available to efficiently organize, classify,
label, and extract relevant information for today's information-centric users? What
algorithms and software should be used to detect emerging trends from both text
streams and archives? These are just a few of the important questions addressed at
the Text Mining Workshop held on April 13,2002 in Arlington, VA. This workshop,
the second in a series of annual workshops on lexl mining, was held on the third
day of the Second SI AM International Conference on Data Mining (April 11-13,
2002,

With close lo 60 applied mathematicians and computer scientists representing
Universities, industrial corporations, and government laboratories, the workshop
featured both invited and contributed talks on important topics such as efficient
methods for document clustering, synonym extraction, efficient vector space mod-
els and metalearning approaches for lexl retrieval, hot topic discovery from dirty
text, and trend detection from both queries and documents. The workshop was
sponsored by the Army High Performance Computing Research Center (AH-
PCRC) Laboratory for Advanced Computing, SPSS, Insightful Corporation,
and Salford Systems.

Several of the invited and contributed papers presented at the 2002 Text Mining
Workshop have been compiled and expanded for this volume. Collectively, they
span several major topic areas in text mining:

I. Cluslering and Classification,

II. Information Extraction and Retrieval, and

III. Trend Detection,

In Part I (Clustering and Classification), Howland and Park present cluster-
preserving dimension reduction methods for efficient text classification; Senellart
and Blondel demonstrate thesaurus construction using similarity measures between
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vertices in graphs; Frigui and Nasraoui discuss clustering and keyword weight-
ing; and Dhillon, Kogan, and Nicholas illustrate how both feature selection and
document clustering can be accomplished with reduced dimension vector space
models.

In Part II (Information Extraction and Retrieval), Kobayashi and Aono demon-
strate the importance of detecting and interpreting minor document clusters using a
vector space model based on Principal Component Analysis (PCA) rather than the
popular Latent Semantic Indexing (LSI) method; Castellanos demonstrates how
important topics can be extracted from dirty text associated with search logs in the
customer support domain; and Cornelson et al. describe an innovative approach
to information retrieval based on metalearning in which several algorithms are
applied to the same corpus.

In Part III (Trend Detection), Wang, Bownas, and Berry mine Web queries from
a university website in order to expose the type and nature of query characteris-
tics through time; and Kontostathis et al. formally evaluate available Emerging
Trend Detection (ETD) systems and discuss future criteria for the development of
effective industrial-strength ETD systems.

Each chapter of this volume is preceded by a brief chapter overview and con-
cluded by a list of references cited in that chapter. A main bibliography of all
references cited and a subject-level index are also provided at the end of the vol-
ume. This volume details state-of-the-art algorithms and software for text mining
from both the academic and industrial perspectives. Familiarity or coursework
(undergraduate-level) in vector calculus and linear algebra is needed for several of
the chapters in Parts I and II. While many open research questions still remain, this
collection serves as an important benchmark in the development of both current
and future approaches to mining textual information.

Acknowledgments: The editor would like to thank Justin Giles, Kevin Heinrich,
and Svetlana Mironova who were extremely helpful in proofreading many of the
chapters of this volume. Justin Giles also did a phenomenal job in managing all
the correspondences with the contributing authors.

Michael W. Berry
Knoxville, TN

December 2002
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Clustering and Classification





1

Cluster-Preserving Dimension
Reduction Methods for Efficient
Classification of Text Data

Peg Howland
Haesun Park

Overview

In today's vector space information retrieval systems, dimension reduction is im-
perative for efficiently manipulating the massive quantity of data. To be useful, this
lower-dimensional representation must be a good approximation of the original
document set given in its full space. Toward that end, we present mathematical
models, based on optimization and a general matrix rank reduction formula, which
incorporate a priori knowledge of the existing structure. From these models, we
develop new methods for dimension reduction based on the centroids of data clus-
ters. We also adapt and extend the discriminant analysis projection, which is well
known in pattern recognition. The result is a generalization of discriminant analy-
sis that can be applied regardless of the relative dimensions of the term-document
matrix.

We illustrate the effectiveness of each method with document classification
results from the reduced representation. After establishing relationships among
the solutions obtained by the various methods, we conclude with a discussion of
their relative accuracy and complexity.

1.1 Introduction

The vector space information retrieval system, originated by Gerard Salton [Sal71,
SM83J, represents documents as vectors in a vector space. The document set
comprises an m x n term-document matrix A, in which each column represents a
document, and each entry A(i, j) represents the weighted frequency of term i in
document j. A major benefit of this representation is that the algebraic structure
of the vector space can be exploited [BDO95J. To achieve higher efficiency in



1.2 Dimension Reduction in the Vector Space Model

Given a term-document matrix

the problem is to find a transformation that maps each document vector in the
w-dimensional space to a vector in the l-dimensional space for some

The approach we discuss in Section 1.4 computes the transformation directly
from A. Rather than looking for the mapping that achieves this explicitly, another
approach rephrases this as an approximation problem where the given matrix A is
decomposed into two matrices B and Y as

(1.1)

where both with rank(B) = l and with rank(Y) = l are to
be found. This lower rank approximation is not unique since for any nonsingular
matrix

4 Howland and Park

manipulating the data, it is often necessary to reduce the dimension dramatically.
Especially when the data set is huge, we can assume that the data have a cluster
structure, and it is often necessary to cluster the data [DHS01] first to utilize the
tremendous amount of information in an efficient way. Once the columns of A are
grouped into clusters, rather than treating each column equally regardless of its
membership in a specific cluster, as is done in the singular value decomposition
(SVD) [GV96], the dimension reduction methods we discuss attempt to preserve
this information.

These methods also differ from probability and frequency-based methods, in
which a set of representative words is chosen. For each dimension in the reduced
space we cannot easily attach corresponding words or a meaning. Each method
attempts to choose a projection to the reduced dimension that will capture a priori
knowledge of the data collection as much as possible. This is important in informa-
tion retrieval, since the lower rank approximation is not just a tool for rephrasing a
given problem into another one which is easier to solve |HMH00], but the reduced
representation itself will be used extensively in further processing of data.

With that in mind, we observe that dimension reduction is only a preprocessing
stage. Even if this stage is a little expensive, it may be worthwhile if it effectively
reduces the cost of the postprocessing involved in classification and document
retrieval, which will be the dominating parts computationally. Our experimental
results illustrate the trade-off in effectiveness versus efficiency of the methods, so
that their potential application can be evaluated.
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where rank(BZ) — l and rank = l. This problem of approximate de-
composition (1.1) can be recast in two different but related ways. The first is in
terms of a matrix rank reduction formula and the second is as a minimization
problem. A matrix rank reduction formula that has been studied extensively in
both numerical linear algebra [CF79, CFG95] and applied statistics/psychometrics
[Gut57, HMHOO] is summarized here.

THEOREM 1.1 (Matrix Rank Reduction Theorem) Let be a given matrix

with rank(A) = r. Then the matrix

(1.2)

where satisfies

(1.3)

if and only is nonsingular.

The only restrictions on the factors and are on their dimensions, and that
the product be nonsingular. It is this choice of and that makes the
dimension reduction flexible and incorporation of a priori knowledge possible. In
fact, in [CFG95] it is shown that many fundamental matrix decompositions can be
derived using this matrix rank reduction formula. Letting

we see that minimizing the error matrix E in some p-norm is equivalent to solving
the problem

(1.4)

The incorporation of a priori knowledge can be translated into choosing the factors
and in (1.2) or adding a constraint in the minimization problem (1.4). How-

ever, mathematical formulation of this knowledge as a constraint is not always
easy. In the next section, we discuss ways to choose the factors B and Y so that
knowledge of the clusters from the full dimension is reflected in the dimension
reduction.

1.3 A Method Based on an Orthogonal Basis of
Centroids

For simplicity of discussion, we assume that the columns of A are grouped into k
clusters as
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Let denote the set of column indices that belong to cluster The centroid
of each cluster is computed by taking the average of the columns in ; that is,

and the global centroid c is defined as

The centroid vector achieves the minimum variance in the sense:

where Applying this within each cluster, we can find
one vector to represent the entire cluster. This suggests that we choose the columns
of B in the minimization problem (1.4) to be the centroids of the k clusters, and
then solve the least squares problem [Bjö96]

where

Note that for this method, the reduced dimension l is the same as the number of
clusters k.

To express this in terms of the matrix rank reduction formula, we define a
grouping matrix H as

(1.6)

It is easy to see that the matrix C can be written as C = AH. In addition, the
solution is Y = which in turn yields the matrix rank reduction
expression (1.2)

This shows that the prefactor is and the postfactor is in the
Centroid method of Park et al. [PJR03].
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Algorithm 1.1 CentroidQR

Given a data matrix A w i t h k clusters, compute a k-dimensional

representation Y of A.

1. Compute the centroid of the i th cluster,

2. Set C =

3. Compute the reduced QR decomposition of C, which is C =

4. Solve

Algorithm 1.2 Multiple Group

Given a data matrix with k clusters, compute a k-dimensional
representation Y of A.

1. Compute the matrix where H is the grouping matrix defined
in Eq. (1.6).

2. Compute

3. Compute the Cholesky factor T of S, so that

4. Y =

If the factor B in (1.4) has orthonormal columns, then the matrix Y itself gives
a good approximation of A in terms of their correlations:

For a given matrix B, this can be achieved by computing its reduced QR decom-
position [GV96]. When B — C, the result is the CentroidQR method, which is
presented in Algorithm 1.1. For details of its development and properties, see
[PJR03]. In Section 1.5, we show that the CentroidQR method solves a trace op-
timization problem, thus providing a link between the methods of discriminant
analysis and those based on centroids.

1.3.1 Relationship to a Method from Factor Analysis

Before moving on to the subject of discriminant analysis, we establish the math-
ematical equivalence of the CentroidQR method to a method known in applied
statistics/psychometrics for more than 50 years. In his book on factor analysis
[Hor65], Horst attributes the multiple group method to Thurstone [Thu45]. We
restate it in Algorithm 1.2, using the notation of numerical linear algebra.
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In comparison, the solution from CentroidQR is given by

From the uniqueness of the Cholesky factor, this matches the solution given in
Algorithm 1.2, provided the CentroidQR method computes R as upper triangular
with positive diagonal entries.

1.4 Discriminant Analysis and Its Extension for Text
Data

The goal of discriminant analysis is to combine features of the original data in a way
that most effectively discriminates between classes. With an appropriate extension,
it can be applied to our goal of reducing the dimension of a term-document matrix
in a way that most effectively preserves its cluster structure. That is, we want to
find a linear transformation that maps the m-dimensional document vector
into an /-dimensional vector as follows,

Assuming that the given data are already clustered, we seek a transformation that
optimally preserves this cluster structure in the reduced dimensional space.

For this purpose, we first need to formulate a measure of cluster quality. When
cluster quality is high, each cluster is tightly grouped, but well separated from
the other clusters. To quantify this, scatter matrices are defined in discriminant
analysis [Fuk90, TK99]. In terms of the centroids defined in the previous section,
the within-cluster, between-cluster, and mixture scatter matrices are defined as

respectively. It is easy to show [JD88] that the scatter matrices have the relationship

(1.7)

Applying to A transforms the scatter matrices to
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where the superscript Y denotes values in the /-dimensional space.
There are several measures of cluster quality that involve the three scatter

matrices [Fuk90, TK99]. Since

measures the closeness of the columns within the clusters, and

measures the separation between clusters, an optimal transformation that preserves
the given cluster structure would maximize trace and minimize trace

This simultaneous optimization can be approximated by finding a transformation
G that maximizes trace However, this criterion cannot be applied
when the matrix is singular. In handling document data, it is often the case that
the number of terms in the document collection is larger than the total number of
documents (i.e., m > n in the term-document matrix A), and therefore the matrix
Sw is singular. Furthermore, in applications where the data items are in a very
high dimensional space and collecting data is expensive, is singular because
the value for n must be kept relatively small.

One way to make classical discriminant analysis applicable to the data matrix
with m > n (and hence , singular) is to perform dimension reduction

in two stages. The discriminant analysis stage is preceded by a stage in which
the cluster structure is ignored. The most popular method for the first part of this
process is rank reduction by the SVD, the main tool in latent semantic indexing
(LSI) [DDF+90, BDO95]. In fact, this idea has recently been implemented by
Torkkola [Tor01]. However, the overall performance of this two-stage approach
will be sensitive to the reduced dimension in its first stage. LSI has no theoretical
optimal reduced dimension, and its computational estimation is difficult without
the potentially expensive process of trying many test cases.

In this section, we extend discriminant analysis in a way that provides the optimal
reduced dimension theoretically, without introducing another stage as described
above. For the set of criteria involving trace , where and are
chosen from , we use the generalized singular value decomposition
(GSVD) [vL76, PS81, GV96] to extend the applicability to the case when , is
singular. We also establish the equivalence among alternative choices for and

. In Section 1.5, we address the optimization of the trace of an individual scatter
matrix, and show that it can be achieved efficiently by the method of the previous
section, which was derived independently of trace optimization.
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1.4.1 Generalized Singular Value Decomposition

After the GSVD was originally defined by Van Loan [vL76], Paige and Saunders
[PS81] developed the following formulation for any two matrices with the same
number of columns.

THEOREM 1.2 Suppose two matrices and are given.
Then for

there exist orthogonal matrices
such that

where

and R is nonsingular with its singular values equal to the nonzero singular
values of K. The matrices

are identity matrices, where

are zero matrices with possibly no rows or no columns, and

satisfy

(1.8)

This form of GSVD is related to that of Van Loan by writing [PS81]

(1.9)

where
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From the form in Eq. (1.9) we see that

which imply that

Defining

and

we have, for

(1.10)
where represents the ;'th column of X. For the remaining m — t columns of X,
both and are zero, so Eq. (1.10) is satisfied for arbitrary values
of and when The columns of X are the generalized right
singular vectors for the matrix pair . In terms of the generalized singular
values, or the quotients, r of them are infinite, s are finite and nonzero, and
t — r — s are zero.
1.4.2 Extension of Discriminant Analysis
For now, we focus our discussion on one of the most commonly used criteria in
discriminant analysis, that of optimizing

where and are chosen from and . When is assumed to
be nonsingular, it is symmetric positive definite. According to results from
the symmetric-definite generalized eigenvalue problem [GV96], there exists a
nonsingular matrix such that

Since is positive semidefinite and = , each is nonnegative and
only the largest are nonzero. In addition, by using a permutation
matrix to order (and likewise X), we can assume that

Letting denote the ith column of X, we have

(1.11)
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which means that and are an eigenvalue-eigenvector pair of We have

where = The matrix has full column rank provided G does, so it
has the reduced QR factorization G = QR, where < has orthonormal
columns and R is nonsingular. Hence

This shows that once we have simultaneously diagonalized and , the maxi-
mization of J1 (G) depends only on an orthonormal basis for range1 ; that
is,

(Here we consider only maximization. However, may need to be minimized for
some other choices of and .) When the reduced dimension , this upper
bound on is achieved for

Note that the transformation G is not unique. That is, satisfies the invariance
property for any nonsingular matrix W since

Hence, the maximum is also achieved for

This means that

(1.12)

whenever G consists of l eigenvectors of corresponding to the l
largest eigenvalues.

Now, a limitation of the criteria in many applications, including text process-
ing in information retrieval, is that the matrix must be nonsingular. Recalling
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the partitioning of A into k clusters given in (1.5), we define the m x n matrices

where Then the scatter matrices can be expressed as

(1.16)

For to be nonsingular, we can only allow the case m < n, since , is the product
of an m x n matrix and an n x m matrix [Ort87]. We seek a solution that does
not impose this restriction, and which can be found without explicitly forming
and from . Toward that end, we express and the
problem (1.11) becomes

(1.17)

This has the form of a problem that can be solved using the GSVD, as described
in Section 1.4.1.

We first consider the case where

From Eq. (1.16) and the definition of Hb, given in Eq. (1.14),
To approximate G that satisfies both

(1.18)

we choose the that correspond to the k — 1 largest where =
When the GSVD construction orders the singular value pairs as in Eq. (1.8), the
generalized singular values, or the quotients, are in nonincreasing order.
Therefore, the first k — 1 columns of X are all we need. Our algorithm first computes
the matrices and from the data matrix A. We then solve for a very limited
portion of the GSVD of the matrix pair . This solution is accomplished
by following the construction in the proof of Theorem 1.2 [PS81]. The major steps
are limited to the complete orthogonal decomposition [GV96, LH95J of

which produces orthogonal matrices P and Q and a nonsingular matrix R, followed
by the singular value decomposition of a leading principal submatrix of P. The
steps for this case are summarized in Algorithm DiscGS VD, adapted from [HJP03].

When m > n, the scatter matrix is singular. Hence, we cannot even define the
criterion, and discriminant analysis fails. Consider a generalized right singular

vector that lies in the null space of . From Eq. (1.17), we see that either
also lies in the null space of , or the corresponding equals zero. We discuss
each of these cases separately.
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When null null , Eq. (1.17) is satisfied for arbitrary values of
and As explained in Section 1.4.1, this will be the case for the rightmost

m — t columns of X. To determine whether these columns should be included in
G, consider

where represents the 7th column of G. Since = 0 and . = 0 ,
adding the column to G does not contribute to either maximization or mini-
mization in (1.18). For this reason, we do not include these columns of X in our
solution.

When then = 0. As discussed in Section 1.4.1, this
implies that = 1, and hence that the generalized singular value is infinite.
The leftmost columns of X will correspond to these. Including these columns in G
increases trace , while leaving trace unchanged. We conclude
that, even when is singular, the rule regarding which columns of X to include
in G remains the same as for the nonsingular case. The experiments in Section 1.6
demonstrate that Algorithm DiscGSVD works very well even when is singular,
thus extending its applicability beyond that of classical discriminant analysis.

1.4.3 Equivalence for Various and

For the case when

if we follow the analysis at the beginning of Section 1.4.2 literally, it appears
that we would have to include rank columns of X in G. However,
using the relation (1.7), the generalized eigenvalue problem can
be rewritten as

In this case, the eigenvector matrix is the same as for the case of =
, but the eigenvalue matrix is Since the same permutation can be

used to put in nonincreasing order as was used for corresponds to the
ith largest eigenvalue of Therefore, when is nonsingular, the solution
is the same as for

When m > n, the scatter matrix is singular. For a generalized right singular
vector Hence, we include the same columns in G
as we did for Alternatively, we can show that the solutions
are the same by deriving a GSVD of the matrix pair that has the same
generalized right singular vectors as See [HP02] for the details.

Note that in the m-dimensional space,

(1.19)
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Algorithm 1.3 DiscGSVD

Given a data matrix with k clusters, compute the columns of the matrix
G which preserves the cluster structure in the reduced dimensional
space, using

Also compute the k — 1 dimensional representation Y of A.

1. Compute and from A according to

and (1.13), respectively. (Using this equivalent but lower-dimensional form
of reduces complexity.)

2. Compute the complete orthogonal decomposition of

3. Let/ = rank(K).

4. Compute W from the SVD of P(1 : k, 1 : t), which is

and assign them to G.

6.

and in the /-dimensional space,

trace = trace = l + trace (1.20)

This confirms that the solutions are the same for both = and
= . For any when G includes the eigenvectors of

corresponding to the / largest eigenvalues, then

trace1

By subtracting (1.20) from (1.19), we get

trace (1.21)

In other words, each additional eigenvector beyond the leftmost k — 1 will add one
to trace This shows that we do not preserve the cluster structure when
measured by trace although we do preserve trace According
to Eq. (1.21), trace will be preserved if we include all rank(Sm) = m
eigenvectors of

For the case



16 Howland and Park

we want to minimize trace . In [HP02], we use a similar argument to show
that the solution is the same as for , even when is singular.
However, since we are minimizing in this case, the generalized singular values are
in nondecreasing order, taking on reciprocal values of those for

Having shown the equivalence of the criteria for various we con-
clude that = should be used for the sake of computational
efficiency. The DiscGSVD algorithm reduces computational complexity further
by using a lower-dimensional form of Hb rather than that presented in Eq. (1.14),
and it avoids a potential loss of information [GV96, page 239, Example 5.3.2] by
not explicitly forming and as cross-products of and

1.5 Trace Optimization Using an Orthogonal Basis of
Centroids

Simpler criteria for preserving cluster structure, such as min trace and
max trace , involve only one of the scatter matrices. A straightforward
minimization of trace seems meaningless since the optimum always
reduces the dimension to one, even when the solution is restricted to the case
when G has orthonormal columns. On the other hand, with the same restriction,
maximization of trace1 produces an equivalent solution to the CentroidQR
method, which was discussed in Section 1.3.

Let

If we let G be any matrix with full column rank, then essentially there is no
upper bound and maximization is also meaningless. Now let us restrict the solution
to the case when G has orthonormal columns. Then there exists such
that is an orthogonal matrix. In addition, since Sb is positive semidefinite,
we have

If the SVD of is given by = , then = Hence the
columns of U form an orthonormal set of eigenvectors of Sb corresponding to the
nonincreasing eigenvalues on the diagonal of For p = , if
we let denote the first p columns of U and we have

This means that we preserve trace if we take as G.
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Now we show that this solution is equivalent to the solution of the CentroidQR
method, which does not involve the computation of eigenvectors. Defining the
centroid matrix C = as in Algorithm 1.1, C has the reduced QR
decomposition C = has orthonormal columns and
R Suppose x is an eigenvector of corresponding to the nonzero
eigenvalue Then

This means x and hence
Accordingly,

which implies that for some matrix with orthonormal
columns. This yields

Hence

and plays the same role as In other words, instead of computing the
eigenvectors, we simply need to compute , which is much cheaper. Therefore,
by computing a reduced QR decomposition of the centroid matrix, we obtain a
solution that maximizes trace over all G with orthonormal columns.

1.6 Document Classification Experiments

In this section, we demonstrate the effectiveness of the DiscGS VD and CentroidQR
algorithms, which use the criterion with = and the crite-
rion with = /, respectively. For DiscGSVD, we confirm its mathematical
equivalence to using an alternative choice of , and we illustrate the dis-
criminatory power of via two-dimensional projections. Just as important, we
validate our extension of to the singular case. For CentroidQR, its preserva-
tion of trace is shown to be a very effective compromise for the simultaneous
optimization of two traces approximated by

In Table 1.1, we use clustered data that are artificially generated by an algorithm
adapted from [JD88, Appendix H]. The data consist of 2000 documents in a space
of dimension 150, with k — 7 clusters. DiscGSVD reduces the dimension from
150 to k — 1 = 6 . We compare the DiscGSVD criterion, J\ = with
the alternative criterion, trace The trace values confirm our theoretical
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Algorithm 1.4 Centroid-Based Classification

Given a data matrix A with k clusters and k corresponding centroids, for
find the index j of the cluster to which a vector q belongs.

• Find the index j such that is minimum (or
maximum), where sim is the similarity measure between q and

(For example, sim = using the norm, and we take the
index with the minimum value. Using the cosine measure, =

and we take the index with the maximum value.)

findings, namely, that the generalized eigenvectors that optimize the alternative
also optimize DiscGSVD's J\, and including an additional eigenvector increases
trace by one.

We also report misclassihcation rates for a centroid-based classification method
[HJP03] and the k-nearest neighbor (knn) classification method [TK99], which are
summarized in Algorithms 1.4 and 1.5. (Note that the classification parameter of
knn differs from the number of clusters k.) These are obtained using the norm
or Euclidean distance similarity measure. While these rates differ slightly with the
choice of or and the reduction to six or seven rows using the latter, they
establish no advantage of using over even when we include an additional
eigenvector to bring us closer to the preservation of trace These results
bolster our argument that the correct choice of is optimized in our DiscGSVD
algorithm, since it limits the GSVD computation to a composite matrix with k + n
rows, rather than one with 2n rows.

To illustrate the power of the criterion, we use it to reduce the dimension from
150 to two. Even though the optimal reduced dimension is six, does surprisingly
well at discriminating among seven classes, as seen in Figure 1.1. As expected,
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Algorithm 1.5 k Nearest Neighbor (knn) Classification
Given a data matrix A = with k clusters, find the cluster to which
a vector q belongs.

1. From the similarity measure find the k nearest
neighbors of q. (We use k to distinguish the algorithm parameter from the
number of clusters k.)

2. Among these k vectors, count the number belonging to each cluster.

3. Assign q to the cluster with the greatest count in the previous step.

the alternative does equally well in Figure 1.2. In contrast. Figure 1.3 shows
that the truncated SVD is not the best discriminator.

Another set of experiments validates our extension of to the singular case. For
this purpose, we use five categories of abstracts from the MEDLINE ' database
(see Table 1.2). Each category has 40 documents. There are 7519 terms after pre-
processing with stemming and removal of stopwords [Kow97]. Since 7519 exceeds
the number of documents (200), is singular and classical discriminant analy-
sis breaks down. However, our DiscGSVD method circumvents this singularity
problem.

The DiscGSVD algorithm dramatically reduces the dimension 7519 to four,
or one less than the number of clusters. The CentroidQR method reduces the
dimension to five. Table 1.3 shows classification results using the norm simi-
larity measure. DiscGSVD produces the lowest misclassification rate using both
centroid-based and nearest neighbor classification methods. Because the cri-
terion is not defined in this case, we compute the ratio trace as a
rough optimality measure. We observe that the ratio is strikingly higher for Dis-
cGSVD reduction than for the other methods. These experimental results confirm
that the DiscGSVD algorithm effectively extends the applicability of the cri-
terion to cases that classical discriminant analysis cannot handle. In addition, the
CentroidQR algorithm preserves trace from the full dimension without the ex-
pense of computing eigenvectors. Taken together, the results for these two methods
demonstrate the potential for dramatic and efficient dimension reduction without
compromising cluster structure.

1.7 Conclusion

Our experimental results verify that the criterion, when applicable, effectively
optimizes classification in the reduced dimensional space, while our DiscGSVD
extends the applicability to cases that classical discriminant analysis cannot handle.

'http://www.ncbi.nlm.nih.gov/PubMed.
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Figure 1.1. Max trace projection onto two dimensions.

Figure 1.2. Max trace projection onto two dimensions.
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Figure 1.3. Two-dimensional representation using from truncated SVD.

Class Category No. of Documents
1 heart attack 40
2 colon cancer 40
3 diabetes 40
4 oral cancer 40
5 tooth decay 40

dimension 7519 x 200

Table 1.2. MEDLINE Data Set

Table 1.3. Traces and Misclassification Rate with Norm Similarity
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In addition, our DiscGSVD algorithm avoids the numerical problems inherent in
explicitly forming the scatter matrices.

In terms of computational complexity, the most expensive part of Algorithm
DiscGSVD is Step 2, where a complete orthogonal decomposition is needed. As-
suming and t = O(n), the complete orthogonal decomposition of
K costs O(nmt) when m n, and when m > n [GV96J. Therefore, a
fast algorithm needs to be developed for Step 2.

For CentroidQR, the most expensive step is the reduced QR decomposition of
C, which costs [GV96J. By solving a simpler eigenvalue problem and
avoiding the computation of eigenvectors, CentroidQR is significantly cheaper
than DiscGSVD. Our experiments show it to be a very reasonable compromise.

Finally, it bears repeating that dimension reduction is only a preprocessing stage.
Since classification and document retrieval will be the dominating parts com-
putationally, the expense of dimension reduction should be weighed against its
effectiveness in reducing the cost involved in those processes.
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Automatic Discovery of Similar
Words

Pierre P. Senellart
Vincent D. Blondel

Overview

We deal with the issue of automatic discovery of similar words (synonyms and
near-synonyms) from different kinds of sources: from large corpora of documents,
from the Web, and from monolingual dictionaries. We present in detail three algo-
rithms that extract similar words from a large corpus of documents and consider
the specific case of the World Wide Web. We then describe a recent method of
automatic synonym extraction in a monolingual dictionary. The method is based
on an algorithm that computes similarity measures between vertices in graphs. We
use the 1913 Webster's Dictionary and apply the method on four synonym queries.
The results obtained are analyzed and compared with those obtained by two other
methods.

2.1 Introduction

The purpose of this chapter is to review some methods used for automatic extraction
of similar words from different kinds of sources: large corpora of documents, the
Web, and monolingual dictionaries. The underlying goal of these methods is the
automatic discovery of synonyms. This goal is, in general, too difficult to achieve
since it is often difficult to distinguish in an automatic way synonyms, antonyms,
and, more generally, words that are semantically close to each other. Most methods
provide words that are "similar" to each other. We mainly describe two kinds of
methods: techniques that, upon input of a word, automatically compile a list of
good synonyms or near-synonyms, and techniques that generate a thesaurus (from
some source, they build a complete lexicon of related words). They differ because
in the latter case, a complete thesaurus is generated at the same time and there
may not be an entry in the thesaurus for each word in the source. Nevertheless, the
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purposes of the techniques are very similar and we therefore do not distinguish
much between them.

There are many applications of such methods. For example, in natural language
processing and information retrieval they can be used to broaden and modify
natural language queries. They can also be used as a support for the compilation
of synonym dictionaries, which is a tremendous task. In this chapter we focus on
the search for synonyms rather than on applications of these techniques.

Many approaches for the automatic construction of thesauri from large corpora
have been proposed. Some of them are presented in Section 2.2. The value of such
domain-specific thesauri, as opposed to general handmade synonym dictionaries
is stressed. We also look at the particular case of the Web, whose large size and
other specific features do not allow their being handled in the same way as more
classical corpora. In Section 2.3, we propose an original approach, which is based
on monolingual dictionaries and uses an algorithm that generalizes an algorithm
initially proposed by Kleinberg for searching the Web. Two other methods working
from monolingual dictionaries are also presented.

2.2 Discovery of Similar Words from a Large Corpus

Much research has been carried out on the search for similar words in corpora,
mostly for applications in information retrieval tasks. A large number of these
approaches are based on the simple assumption that similar words are used in
the same contexts. The methods differ in the way the contexts are defined (the
document, a textual window, or more or less elaborate syntactical contexts) and
the way the similarity is computed.

Depending on the type of corpus, we may obtain different emphasis in the
resulting lists of synonyms. The thesaurus built from a corpus is domain-specific
to this corpus and is thus more adapted to a particular application in this domain
than a general hand-written dictionary. There are several other advantages to the
use of computer-written thesauri. In particular, they may be rebuilt easily to mirror
a change in the collection of documents (and thus in the corresponding field), and
they are not biased by the lexicon writer (but are, of course, biased by the corpus
in use). Obviously, however, hand-written synonym dictionaries are bound to be
more liable, with fewer gross mistakes.

We describe below three methods that may be used to discover similar words. Of
course, we do not pretend to be exhaustive, but rather have chosen to present some
of the main approaches. In Section 2.2.1, we present a straightforward method,
involving a document vector space model and the cosine similarity measure. This
method is used by Chen and Lynch to extract information from a corpus on East-
bloc computing [CL92] and we briefly report their results. We then look at an
approach proposed by Crouch [Cro90] for the automatic construction of a the-
saurus. The method is based on a term vector space model and term discrimination
values [SYY75], and is specifically adapted for words that are not too frequent. In
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Section 2.2.3, we focus on Grefenstette's SEXTANT system [Gre94], which uses
a partial syntactical analysis. Finally, in the last section, we consider the particular
case of the Web as a corpus, and discuss the problem of finding synonyms in a
very large collection of documents.

2.2.1 A Document Vector Space Model

The first obvious definition of the context, given a collection of documents, is to
say that terms are similar if they tend to occur in the same documents. This can be
represented in a multidimensional space, where each document is a dimension and
each term is a vector in document space with Boolean entries indicating whether the
term appears in the corresponding document. It is common in information retrieval
to use this type of vector space model. In the dual model, terms are coordinates and
documents are vectors in term space; we show an application of this dual model
in the next section.

Thus two terms are similar if their corresponding vectors are close to each other.
The similarity between the vector i and the vector j is computed using a similarity
measure, such as the cosine:

where i x j is the inner product of i and j. With this definition, we have
1; with cos = cos(i, j) is the angle between i and j. Similar terms will tend
to occur in the same documents and the angle between them will be small. Thus
the cosine similarity measure will be close to one. In contrast, terms with little in
common will not occur in the same documents, the angle between them will be
close to and the cosine similarity measure will be close to zero.

The cosine is a commonly used similarity measure. One must, however, not
forget that the justification of its use is based on the assumption that the axes are
orthogonal, which is seldom the case in practice since documents in the collection
are bound to have something in common and not be completely independent.

In [CL92| Chen and Lynch compare the cosine measure with another measure,
referred to as the Cluster measure. The Cluster measure is asymmetrical, thus
giving asymmetrical similarity relationships between terms. It is defined by

where is the sum of the magnitudes of i's coordinates (i.e., the l1 norm of i).
For both these similarity measures the algorithm is then straightforward: once

a similarity measure has been selected, its value is computed between every pair
of terms, and the best similar terms are kept for each term.

The corpus Chen and Lynch worked on was a 200 MB collection of various
text documents on computing in the former East-bloc countries. They did not
run the algorithms on the raw text. The whole database was manually annotated
so that every document was assigned a list of appropriate keywords, countries,
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organization names, journal names, person names, and folders. Around 60,000
terms were obtained in this way and the similarity measures were computed on
them.

For instance, the best similar keywords (with the cosine measure) for the key-
word technology transfer were: export controls, trade, covert, export, import,
micro-electronics, software, microcomputer, and microprocessor. These are
indeed related (in the context of the corpus) and words such as trade, import, and
export are likely to be some of the best near-synonyms in this context.

The two similarity measures were compared on randomly chosen terms with
lists of words given by human experts in the field. Chen and Lynch report that the
Cluster algorithm presents a better Concept Recall ratio (i.e., is, the proportion of
relevant terms that were selected) than cosine and human experts. Both similarity
measures exhibits similar Concept Precision ratios (i.e., the proportion of selected
terms that were relevant), and they are inferior to that of human experts. The
asymmetry of Cluster seems to be a real advantage.

2.2.2 A Thesaurus of Infrequent Words

In [Cro90] Crouch presents a method for the automatic construction of thesaurus
classes regrouping words that appear seldom in the corpus. Her purpose is to use
this thesaurus to modify queries asked of an information retrieval system. She
uses a term vector space model, which is the dual of the space used in the previous
section: words are dimensions and documents are vectors. The projection of a
vector along an axis is the weight of the corresponding word in the document.
Different weighting schemes might be used; one that seems effective is the "Term
Frequency Inverse Document Frequency" (TF-IDF), that is, the number of times
the word appears in the document multiplied by a (monotone) function of the
inverse of the number of documents in which the word appears. Terms that appear
often in a document and do not appear in many documents therefore have an
important weight.

As we saw earlier, we can use a similarity measure such as the cosine to char-
acterize the similarity between two vectors (i.e., two documents). The algorithm
proposed by Crouch, presented in more detail below, is to cluster the set of doc-
uments according to this similarity and then to select indifferent discriminators
from the resulting clusters to build thesaurus classes.

Salton, Yang, and Yu introduce in [SYY75] the notion of term discrimination
value. It is a measure of the effect of the addition of a term (as a dimension) to the
vector space on the similarities between documents. A good discriminator is a term
that tends to raise the distances between documents; a poor discriminator tends to
lower the distances between documents; finally, an indifferent discriminator does
not change the distances between documents much. The exact or approximate
computation of all term discrimination values is an expensive task. To avoid this
problem, the authors propose using the term document frequency (i.e., the number
of documents the term appears in) instead of the discrimination value, since exper-
iments show they are strongly related. Terms appearing in less than about 1 % of
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the documents are mostly indifferent discriminators; terms appearing in more than
1% and less than 10% of the documents are good discriminators; very frequent
terms are poor discriminators.

Crouch therefore suggests using low-frequency terms to form thesaurus classes,
which should be made of indifferent discriminators. The first idea to build the
thesaurus would be to cluster these low-frequency terms with an adequate clus-
tering algorithm. This is not very interesting, however, since, by definition, one
does not have much information about low-frequency terms. But the documents
themselves may be clustered in a meaningful way. The complete link clustering
algorithm, which produces small and tight clusters, is adapted to the problem.
Each document is first considered as a cluster by itself, and iteratively, the two
closest clusters (the similarity between clusters is defined to be the minimum of
all similarities (computed by the cosine measure) between a pair of documents in
the two clusters) are merged, until the distance between clusters becomes higher
than a user-supplied threshold.

When this clustering step is performed, low-frequency words are extracted from
each cluster. They build corresponding thesaurus classes. Crouch does not de-
scribe these classes but has used them directly for broadening information retrieval
queries, and has observed substantial improvements in both recall and precision
on two classical test corpora. It is therefore legitimate to assume that words in
the thesaurus classes are related to each other. This method only works on low-
frequency words, but the other methods presented here have problems in dealing
with such words for which we have little information.

2.2.3 The SEXTANT System

Grefenstette presents in [Gre93, Gre94] an algorithm for the discovery of similar
words that uses a partial syntactical analysis. The different steps of the algorithm
SEXTANT (Semantic Extraction from Text via Analyzed Networks of Terms) are
detailed below.

Lexical Analysis

Words in the corpus are separated using a simple lexical analysis. A proper name
analyzer is also applied. Then each word is looked up in a lexicon and is assigned
a part of speech. If a word has several possible parts of speech, a disambiguator is
used to choose the most probable one.

Noun and Verb Phrase Bracketing

Noun and verb phrases are then detected in the sentences of the corpus, using
starting, ending, and continuation rules: for instance, a determiner can start a noun
phrase, a noun can follow a determiner in a noun phrase, an adjective can not start,
end, or follow any kind of word in a verb phrase, and so on.
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ADJ : an adjective modifies a noun (e.g., civil unrest)
NN : a noun modifies a noun (e.g., animal rights)

NNPREP : a noun that is the object of a (e.g., measurements
preposition modifies a along the crest)
preceding noun

SUBJ : a noun is the subject of a verb (e.g., the table shook)
DOBJ : a noun is the direct (e.g., shook the table)

object of a verb
IOBJ : a noun in a prepositional (e.g., the book was

phrase modifying a verb placed on the table)

Figure 2.1. Syntactical relations extracted by SEXTANT.

Parsing

Several syntactic relations (or contexts) are then extracted from the bracketed
sentences, requiring five successive passes over the text. Figure 2.1, taken from
[Gre94], shows the list of extracted relations.

The relations generated are thus not perfect (on a sample of 60 sentences Grefen-
stette found a correctness ratio of 75%) and could be better if a more elaborate
parser were used, but it would be more expensive too. Five passes over the text
are enough to extract these relations, and since the corpus dealt with may be
very large, backtracking, recursion, or other time-consuming techniques used by
elaborate parsers would be inappropriate.

Similarity

Grefenstette focuses on the similarity between nouns; other parts of speech are not
discussed. After the parsing step, a noun has a number of attributes: all the words
that modify it, along with the kind of syntactical relation (ADJ for an adjective,
NN or NNPREP for a noun, and SUBJ, DOBJ, or IOBJ for a verb). For instance,
the noun cause, which appears 83 times in a corpus of medical abstracts, has 67
unique attributes in this corpus. These attributes constitute the context of the noun,
on which similarity computations will be made. Each attribute is assigned a weight
by

where

The similarity measure used by Grefenstette is a weighted Jaccard similarity
measure defined as follows
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1. CRAN (Aeronautics abstract)
case: characteristic, analysis, field, distribution, flaw, number, layer,
problem

2. JFK (Articles on JFK assassination conspiracy theories)
case: film, evidence, investigation, photograph, picture, conspiracy,
murder

3. MED (Medical abstracts)
case: change, study, patient, result, treatment, child, defect, type,
disease, lesion

Figure 2.2. SEXTANT similar words for case, from different corpora.

species bird, fish, family, group, form, animal, insect, range,
snake

fish animal, species, bird, form, snake, insect, group,
water

bird species, fish, animal, snake, insect, form, mammal,
duck

water sea, area, region, coast, forest, ocean, part, fish, form,
lake

egg nest, female, male, larva, insect, day, form, adult

Figure 2.3. SEXTANT similar words for words with most contexts in Grolier's Encyclopedia
animal articles.

Results

Grefenstette used SEXTANT on various corpora and many examples of the results
returned are available in |Gre94J. Figure 2.2 shows the most similar words of case
in three completely different corpora. It is interesting to note that the corpus has
a great impact on the meaning of the word according to which similar words are
selected. This is a good illustration of the value of working on a domain-specific
corpus.

Figure 2.3 shows other examples, in a corpus on animals. Most words are closely
related to the initial word and some of them are indeed very good (sea, ocean, lake
for water; family, group for species,...). There remain completely unrelated words
though, such as day for egg.
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2.2.4 How to Deal with the Web

The World Wide Web is a very particular corpus: its size can simply not be com-
pared with the largest corpora traditionally used for synonym extraction, its access
times are high, and it is also richer and more lively than any other corpus. Moreover,
a large part of it is conveniently indexed by search engines. One could imagine
that its hyperlinked structure could be of some use too. And of course it is not a
domain-specific thesaurus. Is it possible to use the Web for the discovery of similar
words? Obviously, because of the size of the Web, none of the above techniques
can apply.

Turney partially deals with the issue in [Tur01]. He does not try to obtain a
list of synonyms of a word i but, given a word i, he proposes a way to assign a
synonymy score to any word j. His method was checked on synonym recognition
questions extracted from two English tests: the Test Of English as a Foreign Lan-
guage (TOEFL) and the English as a Second Language test (ESL). Four different
synonymy scores are compared. They use the advanced search functions of the
Altavista search engine ( h t t p : //www. a l t a v i s t a . com).

In these expressions, hits represents the number of pages returned by Altavista
for the corresponding query; AND, OR, and NOT are the classical Boolean
operators; NEAR imposes that the two words not be separated by more than 10
words; and context is a context word (a context was given along with the question
in ESL; the context word may be automatically derived from it). The difference
between and was introduced in order not to assign good scores to
antonyms.

The four scores are presented in increasing order of the quality of the corre-
sponding results. gives a good synonym for 73.75% of the questions from
TOEFL (, was not applicable since no context was given) and gives
a good synonym in 74% of the questions from ESL. These results are arguably
good, since, as reported by Turney, the average score of TOEFL by a large sample
of students is 64.5%.

This algorithm cannot be used to obtain a list of synonyms, since it is too
expensive to run for each candidate word in a dictionary because of network access
times, but it may be used, for instance, to refine a list of synonyms given by another
method.
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2.3 Discovery of Similar Words in a Dictionary

2.3.1 Introduction

We now propose a method for automatic synonym extraction in a monolingual
dictionary [Sen01, BS01]. Our method uses a graph constructed from the dictionary
and is based on the assumption that synonyms have many words in common in their
definitions and are used in the definition of many common words. Our method is
based on an algorithm that generalizes an algorithm initially proposed by Kleinberg
for searching the Web [Kle99J.

Starting from a dictionary, we first construct the associated dictionary graph G;
each word of the dictionary is a vertex of the graph and there is an edge from u to v
if v appears in the definition of u. Then, associated with a given query word w, we
construct a neighborhood graph which is the subgraph of G whose vertices
are those pointed to by w or pointing to w. Finally, we look in the graph for
vertices that are similar to the vertex 2 in the structure graph

and choose these as synonyms. For this last step we use a similarity measure
between vertices in graphs that was introduced in (BV02, Hey01].

The problem of searching synonyms is similar to that of searching similar pages
on the Web; a problem that is dealt with in [Kle99] and LDH99J. In these references,
similar pages are found by searching authoritative pages in a subgraph focused
on the original page. Authoritative pages are pages that are similar to the vertex
"authority" in the structure graph

We ran the same method on the dictionary graph and obtained lists of good hubs and
good authorities of the neighborhood graph. There were duplicates in these lists
but not all good synonyms were duplicated. Neither authorities nor hubs appear to
be the right concepts for discovering synonyms.

In the next section, we describe our method in some detail. In Section 2.3.3, we
briefly survey two other methods that are used for comparison. We then describe
in Section 2.3.4 how we have constructed a dictionary graph from Webster's dic-
tionary. In the last section we compare all methods on the following words chosen
for their variety: disappear, parallelogram, sugar, and science.

2.3.2 A Generalization of Kleinberg's Method

In [Kle99], Jon Kleinberg proposes a method for identifying Web pages that are
good hubs or good authorities for a given query. For example, for the query "au-
tomobile makers", the home pages of Ford, Toyota, and other car makers are good
authorities, whereas Web pages that list these homepages are good hubs. In order
to identify hubs and authorities, Kleinberg's method exploits the natural graph
structure of the Web in which each Web page is a vertex and there is an edge from
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vertex a to vertex b if page a points to page b. Associated with any given query
word w, the method first constructs a "focused subgraph" analogous to our
neighborhood graph and then computes hub and authority scores for all vertices of

. These scores are obtained as the result of a converging iterative process. Initial
hub and authority weights are all set to one, These initial
weights are then updated simultaneously according to a mutually reinforcing rule:
the hub scores of the vertex is set equal to the sum of the authority scores of
all vertices pointed to by i and, similarly, the authority scores of the vertex
is set equal to the sum of the hub scores of all vertices pointing to j. Let be
the adjacency matrix associated with The updating equations can be written
as

It can be shown that under weak conditions the normalized vector (respectively,
converges to the normalized principal eigenvector of (respectively,

The authority score of a vertex v in a graph G can be seen as a similarity measure
between D in G and vertex 2 in the graph

Similarly, the hub score of v can be seen as a measure of similarity between v
in G and vertex 1 in the same structure graph. As presented in [BV02, Hey01],
this measure of similarity can be generalized to graphs that are different from the
authority-hub structure graph. We describe below an extension of the method to a
structure graph with three vertices and illustrate an application of this extension
to synonym extraction.

Let G be a dictionary graph. The neighborhood graph of a word w is constructed
with the words that appear in the definition of w and those that use w in their
definition. Because of this, the word w in Gw is similar to the vertex 2 in the
structure graph (denoted P3)

For instance, Figure 2.4 shows a part of the neighborhood graph of likely. The
words probable and likely in the neighborhood graph are similar to the vertex 2 in
P3. The words truthy and belief are similar to, respectively, vertices 1 and 3. We
say that a vertex is similar to vertex 2 of the preceding graph if it points to vertices
that are similar to vertex 3 and if it is pointed to by vertices that are similar to vertex
1. This mutually reinforcing definition is analogous to Kleinberg's definitions of
hubs and authorities.

The similarity between vertices in graphs can be computed as follows. With
every vertex i of we associate three scores (as many scores as there are vertices
in the structure graph) and initially set them equal to one. We then
iteratively update the scores according to the following mutually reinforcing rule.
The scores are set equal to the sum of the scores of all vertices j pointed to by
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Figure 2.4. Subgraph of the neighborhood graph of likely.

i; the scores are set equal to the sum of the scores of vertices pointed to by i

and the scores. of vertices pointing to i; finally, the scores are set equal to the

sum of the scores of vertices pointing to i. At each step, the scores are updated

simultaneously and are subsequently normalized;
It can be shown that when this process converges, the normalized vector score x2

converges to the normalized principal eigenvector of the matrix
Thus our list of synonyms can be obtained by ranking in decreasing order the entries
of the principal eigenvalue of

2.3.3 Other Methods

In this section, we briefly describe two synonym extraction methods that are
compared to our method on a selection of four words.

The Distance Method

One possible way of defining a synonym distance is to declare that two words are
close to being synonyms if they appear in the definition of many common words
and have many common words in their definition. A way of formalizing this is to
define a distance between two words by counting the number of words that appear
in one of the definitions but not in both, and add to this the number of words that
use one of the words but not both in their definition. Let A be the adjacency matrix
of the dictionary graph, and i and j be the vertices associated with two words. The
distance between i and j can be expressed as

where vector norm. For a given word i we may compute d(i, j) for
all j and sort the words according to increasing distance.

Unlike the other methods presented in this chapter, we can apply this algo-
rithm directly to the entire dictionary graph rather than to the neighborhood graph.
This does, however, give very bad results: the first two synonyms of sugar in
the dictionary graph constructed from Webster's Dictionary are pigwidgeon and
ivoride. We show in Section 2.3.5 that much better results are achieved if we use
the neighborhood graph.
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ArcRank

ArcRank is a method introduced by Jan Jannink and Gio Wiederhold for building a
thesaurus [JW99]; their intent was not to find synonyms but related words. An on-
line version of their algorithm can be run from h t t p : / / s k e p t i c . S t a n f o r d ,
e d u / d a t a / (this online version also uses the 1913 Webster's Dictionary and the
comparison with our results is therefore meaningful).

The method is based on the PageRank algorithm, used by the Web search engine
Google and described in [BP98]. PageRank assigns a ranking to each vertex of
the dictionary graph in the following way. All vertices start with identical initial
ranking and then iteratively distribute it to the vertices they point to, while receiving
the sum of the ranks from vertices that are pointed to them. Under conditions that
are often satisfied in practice, the normalized ranking converges to a stationary
distribution corresponding to the principal eigenvector of the adjacency matrix of
the graph. This algorithm is actually slightly modified so that sources (nodes with
no incoming edges, i.e., words not used in any definition) and sinks (nodes with
no outgoing edges, i.e., words not defined) are not assigned extreme rankings.

ArcRank assigns a ranking to each edge according to the ranking of its vertices.
If is the number of outgoing edges from vertex s and is the page rank of
vertex t, then the edge relevance of (s, t) is defined by

Edge relevances are then converted into rankings. Those rankings are com-
puted only once. When looking for words related to some word w, first select the
edges starting from or arriving at w which have the best rankings and extract the
corresponding incident vertices.

2.3.4 Dictionary Graph

Before proceeding to the description of our experiments, we describe how we con-
structed the dictionary graph. We used the Online Plain Text English Dictionary
[OPT00] which is based on the "Project Gutenberg Etext of Webster's Unabridged
Dictionary" which is in turn based on the 1913 US Webster's Unabridged Dic-
tionary. The dictionary consists of 27 HTML files (one for each letter of the
alphabet, and one for several additions). These files are available from the web
site h t t p : //www. g u t e n b e r g . n e t / . In order to obtain the dictionary graph
several choices had to be made.

• Some words defined in Webster's Dictionary are multiwords (e.g.. All
Saints, Surinam toad). We did not include these words in the graph since
there is no simple way to decide, when the words are found side by side,
whether they should be interpreted as single words or as a multiword (for
instance, at one is defined but the two words at and one appear several times
side by side in the dictionary in their usual meanings).
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• Some head words of definitions were prefixes or suffixes (e.g., un-, -ous);
these were excluded from the graph.

• Many words have several meanings and are head words of multiple defini-
tions. Because, once more, it is not possible to determine which meaning
of a word is employed in a definition, we gathered the definitions of a word
into a single one.

• The recognition of derived forms of a word in a definition is also a problem.
We dealt with the cases of regular and semiregular plurals (e.g., daisies,
albatrosses) and regular verbs, assuming that irregular forms of nouns or
verbs (e.g., oxen, sought) had entries in the dictionary.

• All accentuated characters were replaced in the HTML file by a \ (e.g.,
proven\al, cr\che). We included these words, keeping the \.

• There are many misspelled words in the dictionary, since it has been built
by scanning the paper edition and processing it with an OCR software. We
did not take these mistakes into account.

Because of the above remarks, the graph is far from being a precise graph of se-
mantic relationships. For example, 13,396 lexical units are used in the definitions
but are not defined. These include numbers (e.g., 14159265,14th) and mathemat-
ical and chemical symbols (e.g., x3, fe3o4). When this kind of lexemes, which are
not real words, is excluded, 12,461 words remain: proper names (e.g., Califor-
nia, Aaron), misspelled words (e.g., aligator, abudance), existing but undefined
words (e.g., snakelike, unwound), or abbreviations (e.g., adj, etc).

The resulting graph has 112,169 vertices and 1,398,424 edges. It can be down-
loaded from h t t p : / / w w w . e l e v e s . e n s . f r : 8 0 8 0 / h o m e / s e n e l l a r / s t
a g e _ m a i t r i s e / g r a p h e . We analyzed several features of the graph: con-
nectivity and strong connectivity, number of connected components, distribution
of connected components, degree distributions, graph diameter, and so on. Our
findings are reported in [Sen01 ].

We also decided to exclude too-frequent words in the construction of neighbor-
hood graphs, that is, words that appear in more than L definitions (best results were
obtained for L 1,000). (The most commonly occurring words and their number
of occurrences are: of: 68,187, a: 47,500, the: 43,760, or: 41,496, to: 31,957,
in: 23,999, as: 22,529, and: 16,781, an: 14,027, by: 12,468, one: 12,216, with:
10,944, which: 10,446, is: 8,488, for: 8,188, see: 8,067, from: 7,964, being:
6,683, who: 6,163, that: 6,090).

2.3.5 Results

In order to be able to compare the different methods and to evaluate their relevance,
we examine the first 10 results given by each of them for four words, chosen for
their variety:

1. disappear: a word with various synonyms such as vanish;
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2. parallelogram: a very specific word with no true synonyms but with some
similar words: quadrilateral, square, rectangle, rhomb, ...;

3. sugar: a common word with different meanings (in chemistry, cooking,
dietetics, ...)• One can expect glucose as a candidate; and

4. science: a common and vague word. It is hard to say what to expect as a
synonym. Perhaps knowledge is the best option.

Words in the English language belong to different parts of speech: nouns, verbs,
adjectives, adverbs, prepositions, and so on. It is natural, when looking for a syn-
onym of a word, to get only words of the same type. Websters 's Dictionary provides
the part of speech for each word. But this presentation has not been standardized
and we counted not less than 305 different categories. We have chosen to select 5
types: nouns, adjectives, adverbs, verbs, others (including articles, conjunctions,
and interjections) and have transformed the 305 categories into combinations of
these types. A word may, of course, belong to different types. Thus, when looking
for synonyms, we have excluded from the list all words that do not have a common
part of speech with our word. This technique may be applied with all synonym
extraction methods but since we did not implement ArcRank, we did not use it
for ArcRank. In fact, the gain is not huge, because many words in English have
several grammatical natures. For instance, adagio or tete-a-tete are at the same
time nouns, adjectives, and adverbs.

We have also included lists of synonyms coming from WordNet [Wor98], which
is handmade. The order of appearance of the words for this last source is arbitrary,
whereas it is well defined for the distance method and for our method. The results
given by the Web interface implementing ArcRank are two rankings, one for words
pointed to by and one for words pointed to. We have interleaved them into one
ranking. We have not kept the query word in the list of synonyms, in as much
as this is only useful for our method, where it is interesting to note that in every
example with which we have experimented, the original word appeared as the first
word of the list (a point that tends to give credit to the method).

In order to have an objective evaluation of the different methods, we asked a
sample of 21 persons to give a mark (from 0 to 10, 10 being the best one) to the
lists of synonyms, according to their relevance to synonymy. The lists were, of
course, presented in random order for each word. Figures 2.5 through 2.8 give the
results.

Concerning disappear, the distance method and our method do pretty well:
vanish, cease, fade, die, pass, dissipate, faint are very relevant (one must not for-
get that verbs necessarily appear without their postposition); dissipate or faint are
relevant too. However, some words such as light or port are completely irrelevant,
but they appear only in the sixth, seventh, or eigth position. If we compare these
two methods, we observe that our method is better: an important synonym such as
pass has a good ranking, whereas port or appear fall from the top 10 words. It
is hard to explain this phenomenon, but we can say that the mutually reinforcing
aspect of our method is apparently a positive point. On the contrary, ArcRank
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Figure 2.5. Proposed synonyms for disappear.

Figure 2.6. Proposed synonyms for parallelogram.

gives rather poor results with words such as eat, instrumental, or epidemic that
are imprecise.

Because the neighborhood graph of parallelogram is rather small (30 vertices),
the first two algorithms give similar results, which are not absurd: square, rhomb,
quadrilateral, rectangle, figure are rather interesting. Other words are less rele-
vant but still are in the semantic domain of parallelogram. ArcRank, which also
works on the same subgraph, does not give as interesting words, although gnomon
makes its appearance, since consequently or popular are irrelevant. It is interest-
ing to note that Wordnet is less rich here because it focuses on a particular aspect
(quadrilateral).

Once more, the results given by ArcRank for sugar are mainly irrelevant
(property, grocer). Our method is again better than the distance method: starch,
sucrose, sweet, dextrose, glucose, and lactose are highly relevant words, even if
the first given near-synonym (cane) is not as good. Its given mark is even better
than for Wordnet.
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Figure 2.7. Proposed synonyms for sugar.

Figure 2.8. Proposed synonyms for science.

The results for science are perhaps the most difficult to analyze. The distance
method and ours are comparable. ArcRank gives perhaps better results than for
other words but is still poorer than the two other methods.

To conclude, the first two algorithms give interesting and relevant words,
whereas it is clear that ArcRank is not adapted to the search for synonyms. The
variation of Kleinberg's algorithm and its mutually reinforcing relationship demon-
strate its superiority on the basic distance method, even if the difference is not
obvious for all words. The quality of the results obtained with these different
methods is still quite different from that of handmade dictionaries such as Word-
net. Still, these automatic techniques show their interest, since they present more
complete aspects of a word than handmade dictionaries. They can profitably be
used to broaden a topic (see the example of parallelogram) and to help with the
compilation of synonym dictionaries.
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2.3.6 Future Perspectives

A first immediate improvement of our method would be to work on a larger
subgraph than the neighborhood subgraph. The neighborhood graph we have
introduced may be rather small, and may therefore not include important near-
synonyms. A good example is ox of which cow seems to be a good synonym.
Unfortunately, ox does not appear in the definition of cow, neither does the latter
appear in the definition of the former. Thus the methods described above cannot
find this word. Larger neighborhood graphs could be obtained either as Kleinberg
does in [Kle99] for searching similar pages on the Web, or as Dean and Hen-
ziger do in [DH99] for the same purpose. However, such subgraphs are no longer
focused on the original word. That implies that our variation of Kleinberg's algo-
rithm "forgets" the original word and may produce irrelevant results. When we
use the vicinity graph of Dean and Henziger, we obtain a few interesting results
with specific words: for example, trapezoid appears as a near-synonym of paral-
lelogram or cow as a near-synonym of ox. Yet there are also many degradations
of performance for more general words. Perhaps a choice of neighborhood graph
that depends on the word itself would be appropriate. For instance, the extended
vicinity graph may be used for words whose neighborhood graph has less than
a fixed number of vertices, or for words whose incoming degree is small, or for
words that do not belong to the largest connected component of the dictionary
graph.

One may wonder whether the results obtained are specific to Webster's Dic-
tionary or whether the same methods could work on other dictionaries (using
domain-specific dictionaries could, for instance, generate domain-specific thesauri,
the value of which was mentioned in Section 2.2), in English or in other languages.
Although the latter is most likely since our techniques were not designed for the
particular graph we worked on, there will undoubtedly be differences with other
languages. For example, in French, postpositions do not exist and thus verbs have
fewer different meanings than in English. Besides, it is much rarer in French to
have the same word for a noun and a verb than it is in English. Furthermore, the
way words are defined varies from language to language. This seems to be an
interesting research direction.

2.4 Conclusion

A number of different methods exist for the automatic discovery of similar words.
Most of these methods are based on various text corpora and three of these are
described in this chapter. Each of them may be more or less adapted to a specific
problem (for instance, Crouch's techniques are more adapted to infrequent words
than SEXTANT). We have also described the use of a more structured source
- a monolingual dictionary - for the discovery of similar words. None of these
methods is perfect and in fact none of them favorably competes with handmade
dictionaries in terms of liability. Computer-written thesauri have, however, other
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advantages such as their ease of being built and rebuilt. The integration of different
methods, with their own pros and cons, should be an interesting research direction
to look at for designing successful methods. For it is most unlikely that a single
straightforward technique may solve the issue of the discovery of similar words.

Another problem of the methods presented is the vagueness of the notion of
"similar word" they use. Depending on the context, this notion may or may not
include the notion of synonyms, near-synonyms, antonyms, hyponyms, and so
on. The distinction between these very different notions by automatic means is a
challenging problem that should be addressed to make it possible to build thesauri
in a completely automatic way.
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Simultaneous Clustering and
Dynamic Keyword Weighting for Text
Documents

Hichem Frigui
Olfa Nasraoui

Overview

In this chapter, we propose a new approach to unsupervised text document catego-
rization based on a coupled process of clustering and cluster-dependent keyword
weighting. The proposed algorithm is based on the K-Means clustering algorithm.
Hence it is computationally and implementationally simple. Moreover, it learns a
different set of keyword weights for each cluster. This means that, as a by-product
of the clustering process, each document cluster will be characterized by a possibly
different set of keywords. The cluster-dependent keyword weights have two ad-
vantages: they help in partitioning the document collection into more meaningful
categories; and they can be used to automatically generate a compact description
of each cluster in terms of not only the attribute values, but also their relevance.
In particular, for the case of text data, this approach can be used to automatically
annotate the documents. We also extend the proposed approach to handle the inher-
ent fuzziness in text documents, by automatically generating fuzzy or soft labels
instead of hard all-or-nothing categorization. This means that a text document
can belong to several categories with different degrees. The proposed approach
can handle noise documents elegantly by automatically designating one or two
noise magnet clusters that grab most outliers away from the other clusters. The
performance of the proposed algorithm is illustrated by using it to cluster real text
document collections.

3.1 Introduction

Clustering is an important task that is performed as part of many text mining and
information retrieval systems. Clustering can be used for efficiently finding the
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nearest neighbors of a document [BL85], for improving the precision or recall in
information retrieval systems [vR79, Kow97], for aid in browsing a collection of
documents [CKPT92], for the organization of search engine results [ZEMK97],
and lately for the personalization of search engine results [Mla99].

Most current document clustering approaches work with what is known as the
vector-space model, where each document is represented by a vector in the term-
space. The latter generally consists of the keywords important to the document
collection. For instance, the respective Term Frequencies (TF) [Kor77] in a given
document can be used to form a vector model for this document. In order to discount
frequent words with little discriminating power, each term/word can be weighted
based on its Inverse Document Frequency (IDF) [Kor77, Mla99] in the document
collection. However, the distribution of words in most real document collections
can vary drastically from one group of documents to another. Hence relying solely
on the IDF for keyword selection can be inappropriate and can severely degrade
the results of clustering and/or any other learning tasks that follow it. For instance,
a group of "News" documents and a group of "Business" documents are expected
to have different sets of important keywords. Now, if the documents have already
been manually preclassified into distinct categories, it would be trivial to select
a different set of keywords for each category based on IDF. However, for large
dynamic document collections, such as the case of World Wide Web documents,
this manual classification is impractical, hence the need for automatic or unsu-
pervised classification/clustering that can handle categories that differ widely in
their best keyword sets. Unfortunately, it is not possible to differentiate between
different sets of keywords, unless the documents have already been categorized.
This means that in an unsupervised mode, both the categories and their respective
keyword sets need to be discovered simultaneously. Selecting and weighting sub-
sets of keywords in text documents is similar to the problem of feature selection
and weighting in pattern recognition and data mining. The problem of selecting
the best subset of features or attributes constitutes an important part of the design
of good learning algorithms for real-world tasks. Irrelevant features can signifi-
cantly degrade the generalization performance of these algorithms. In fact, even
if the data samples have already been classified into known classes, it is generally
preferable to model each complex class by several simple subclasses or clusters,
and to use a different set of feature weights for each cluster. This can help in clas-
sifying new documents into one of the preexisting categories. So far, the problem
of clustering and feature selection have been treated rather independently or in a
wrapper kind of approach [AD91, KR92, RK92, JKP94, Ska94, KS95], but rarely
coupled together to achieve the same objective.

In [FNOO] we have presented a new algorithm, called Simultaneous Clustering
and Attribute Discrimination (SCAD), that performs clustering and feature weight-
ing simultaneously. When used as part of a supervised or unsupervised learning
system, SCAD offers several advantages. First, its continuous feature weighting
provides a much richer feature relevance representation than binary feature selec-
tion. Second, SCAD learns a different feature relevance representation for each
cluster in an unsupervised manner. However, SCAD was intended for use with
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data lying in some Euclidean space, and the distance measure used was the Eu-
clidean distance. For the special case of text documents, it is well known that
the Euclidean distance is not appropriate, and other measures such as the cosine
similarity or Jaccard index are better suited to assess the similarity/dissimilarity
between documents.

In this chapter, we extend SCAD to simultaneous text document clustering and
dynamic category-dependent keyword set weighting. This new approach to text
clustering, that we call "Simultaneous KeyWord Identification and Clustering of
text documents" or SKWIC, is both conceptually and computationally simple,
and offers the following advantages compared to existing document clustering
techniques. First, its continuous term weighting provides a much richer feature
relevance representation than binary feature selection: Not all terms are considered
equally relevant in a single category of text documents. This is especially true
when the number of keywords is large. For example, one would expect the word
"playoff" to be more important than the word "program" to distinguish a group
of "sports" documents. Second, a given term is not considered equally relevant in
all categories: For instance, the word "film" may be more relevant to a group of
"entertainment" related documents than to a group of "sports" documents. Finally,
SKWIC learns a different set of term weights for each cluster in an unsupervised
manner.

We also extend the proposed approach to handle the inherent fuzziness in text
documents, by automatically generating fuzzy or soft labels instead of single-label
categorization. This means that a text document can belong to several categories
with different degrees.

By virtue of the dynamic keyword weighting, and its continuous interaction with
distance and membership computations, the proposed approach is able to handle
noise documents elegantly by automatically designating one or two noise magnet
clusters that grab most outliers away from the other clusters.

The organization of the rest of the chapter is as follows. In Section 3.2, we
present the criterion for SKWIC, and derive necessary conditions to update the
term weights. In Section 3.3, we present an alternative clustering technique, Fuzzy
SKWIC, that provides richer soft document partitions. In Section 3.4, we explain
how our approach achieves robustness to outliers in the data set. In Section 3.5,
we illustrate the performance of SKWIC in unsupervised categorization of several
text collections. Finally, Section 3.6 contains the summary conclusions.

3.2 Simultaneous Clustering and Term Weighting of
Text Documents

SCAD [FNOO] was formulated based on Euclidean distance. However, for many
data mining applications such as clustering text documents and other high-
dimensional data sets, the Euclidean distance measure is not appropriate. In
general, the Euclidean distance is not a good measure for document categoriza-
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tion. This is due mainly to the high dimensionality of the problem, and the fact
that two documents may not be considered similar if keywords are missing in both
documents. More appropriate for this application is the cosine similarity measure
[Kor77] between document frequency vectors and defined on a vocabulary
of n terms,

(3.1)

In order to be able to extend SCAD's criterion function for the case when another
dissimilarity measure is employed, we only require the ability to decompose the
dissimilarity measure across the different attribute directions. In this work, we
attempt to decouple a dissimilarity based on the cosine similarity measure. We
accomplish this by defining the dissimilarity between document and the ith
cluster center vector as follows.

(3.2)

which is the weighted aggregate sum of cosine-based distances along the individual
dimensions, where

(3.3)

n is the total number of terms in a collection of N documents, cik is the kth
component of the ith cluster center vector, and V = is the relevance weight
of keyword k in cluster i. Note that the individual products are not normalized in
Eq. (3.2) because it is assumed that the data vectors are normalized to unit length
before they are clustered, and that all cluster centers are normalized after they are
updated in each iteration.

SKWIC is designed to search for the optimal cluster centers C and the optimal
set of feature weights V simultaneously. Each cluster i is allowed to have its own set
of feature weights We define the following objective function

(3.4)
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subject to

(3.5)

The objective function in Eq. (3.4) has certain components. The first is the
sum of distances or errors to the cluster centers. This component allows us to
obtain compact clusters. It is minimized when only one keyword in each cluster is
completely relevant, and all other keywords are irrelevant. The second component
in Eq. (3.4) is the sum of the squared keyword weights. The global minimum of
this component is achieved when all the keywords are equally weighted. When
both components are combined and are chosen properly, the final partition will
minimize the sum of intracluster weighted distances, where the keyword weights
are optimized for each cluster.

To optimize J with respect to V, we use the Lagrange multiplier technique, and
obtain

where Since the rows of V are independent of each other,
we can reduce the above optimization problem to the following C independent
problems

where is the ith row of V. By setting the gradient of to zero, we obtain

(3.6)

and

(3.7)
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Solving Eqs. (3.6) and (3.7) for vik, we obtain

(3.8)

The first term in Eq. (3.8), (1/n), is the default value if all attributes/keywords are
treated equally, and no discrimination is performed. The second term is a bias that
can be either positive or negative. It is positive for compact attributes where the
distance along this dimension is, on the average, less than the total distance using all
of the dimensions. If an attribute is very compact, compared to the other attributes,
for most of the points that belong to a given cluster, then it is very relevant for
that cluster. Note that it is possible for the individual termwise dissimilarities in
Eq. (3.3) to become negative. This will simply emphasize that dimension further
and will result in relatively larger attribute weights (see Eq. (3.8)). Moreover,
the total aggregate dissimilarity in Eq. (3.2) can become negative. This also does
not pose a problem because we partition the data based on minimum distance.

The choice of tau in Eq. (3.4) is important in the SKWIC algorithm since it reflects
the importance of the second term relative to the first term. If is too small, then
only one keyword in cluster i will be relevant and assigned a weight of one. All
other words will be assigned zero weights. On the other hand, if is too large,
then all words in cluster i will be relevant, and assigned equal weights of 1/n.
The values of should be chosen such that both terms are of the same order of
magnitude. In all examples described in this chapter, we compute in iteration,
t, using

(3.9)

In Eq. (3.9), is a constant, and the superscript (t — 1) is used on and
to denote their values in iteration (t — 1).

It should be noted that depending on the values of , the feature relevance values
may not be confined to [0,1]. If this occurs very often, then it is an indication

that the value of is too small, and that it should be increased (increase ). On
the other hand, if this occurs for a few clusters and only in a few iterations, then
we adjust the negative feature relevance values as follows

(3.10)

It can also be shown that the cluster partition that minimizes J is the one that
assigns each data sample to the cluster with nearest prototype/center, that is,

(3.11)



3. Simultaneous Clustering and Dynamic Keyword Weighting 51

where is the weighted aggregate cosine-based distance in Eq. (3.2), and ties
are resolved arbitrarily.

It is not possible to minimize J with respect to the centers. Hence, we compute
the new cluster centroids (as in the ordinary SCAD algorithm [FNOO]) and nor-
malize them to unit length to obtain the new cluster centers. We obtain two cases
depending on the value of

Case 1: =0
In this case the kth feature is completely irrelevant relative to the i th cluster. Hence,
regardless of the value of cik, the values of this feature will not contribute to the
overall weighted distance computation. Therefore, in this situation, any arbitrary
value can be chosen for In practice, we set = 0.

Case 2:
For the case when the kth feature has some relevance to the ith cluster, the center
reduces to

To summarize, the update equation for the centers is

(3.12)

Finally, we summarize the SKWIC algorithm for clustering a collection of N
normalized document vectors defined over a vocabulary of n keywords.
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Algorithm 3.1 Simultaneous Keyword Identification and Clustering of Text
Documents (SKWIC)

Fix the number of clusters C;
Initialize the centers by randomly selecting C documents;
Initialize the partitions, X;, using (3.11) and equal feature weights (l/n);

REPEAT

UNTIL ( centers stabilize );

The feature weighting equations used in SKWIC may be likened to the esti-
mation and use of a covariance matrix in an inner-product norm-induced metric
[GK79] in various statistical pattern recognition techniques. However, the esti-
mation of a covariance matrix does not really weight the attributes according to
their relevance, and it relies on the assumption that the data have a multivariate
Gaussian distribution. On the other hand, SKWIC is free of any such assumptions
when estimating the feature weights. This means that SKWIC can be adapted to
more general dissimilarity measures, such as was done in this chapter with the
cosine-based dissimilarity.

3.3 Simultaneous Soft Clustering and Term Weighting
of Text Documents

Documents in a collection can rarely be described as members of a single/exclusive
category. In fact, most documents will tend to straddle the subject of two or more
different subjects. Even manual classification is difficult and poor in this case,
because each document is finally labeled into a single class, and this can drasti-
cally affect retrieval abilities once a classification model is built. Hard partitioning
models such as K-Means and SKWIC are constrained to assign every document
to a single cluster/category, and the final assignment is often poor in modeling
documents that can be assigned to more than one category. Consequently they
are expected to have limited capability for real large document collections. In this
section, we present a technique to provide a soft unsupervised categorization of a
collection of documents. By soft, it is meant that a given document must not be
confined to a single category.
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It is known that for complex data sets containing overlapping clusters, fuzzy/soft
partitions model the data better than their crisp/hard counterparts. In particular,
fuzzy memberships are richer than crisp memberships in describing the degrees of
association of datapoints lying in the areas of overlap. Moreover, fuzzy partitions
generally smooth the surface of the criterion function in the search space and,
hence, make the optimization process less prone to local or suboptimal solutions.
With a fuzzy partition, a datapoint belongs to each cluster to a varying degree
called fuzzy membership . A fuzzy partition, usually represented by the C x N
matrix is called a constrained fuzzy C—partition of X if the entries of
U satisfy the following constraints [Bez81],

(3.13)

Fuzzy SKWIC is designed to search for the optimal cluster centers C, the op-
timal soft partitioning memberships U, and the optimal set of feature weights V,
simultaneously. Each cluster i is allowed to have its own set of feature weights

and fuzzy membership degrees that define a fuzzy
partition of the data set satisfying (3.13). We define the following objective
function,

(3.14)

subject to

(3.15)

The objective function in (3.14) has two components. One component is the
sum of distances or errors to the cluster centers. This component allows us to
obtain compact clusters. It is minimized when only one keyword in each cluster
is completely relevant, and all other keywords are irrelevant. The othe component
in Eq. (3.14) is the sum of the squared keyword weights. The global minimum of
this component is achieved when all the keywords are equally weighted. When
both components are combined and are chosen properly, the final partition will
minimize the sum of intracluster weighted distances, where the keyword weights
are optimized for each cluster.
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To optimize J, with respect to V, we use the Lagrange multiplier technique, and
obtain

where Since the rows of V are independent of each other,
we can reduce the above optimization problem to the following C independent
problems,

where Vi is the ith row of V. By setting the gradient of to zero, we obtain

(3.16)

and

(3.17)

Solving (3.16) and (3.17) for vik, we obtain

(3.18)

The first term in (3.18), (1/n), is the default value if all attributes/keywords are
treated equally, and no discrimination is performed. The second term is a bias
that can be either positive or negative. It is positive for compact attributes where
the distance along this dimension is, on the average, less than the total distance
using all of the dimensions. If an attribute is very compact, compared to the other
attributes, for most of the points that belong to a given cluster (high then it
is very relevant for that cluster. Note that it is possible for the individual term-
wise dissimilarities in (3.3) to become negative. This will simply emphasize that
dimension further and will result in relatively larger attribute weights (see
(3.18)).

The choice of in Eq. (3.14) is important in the Fuzzy SKWIC algorithm since
it reflects the importance of the second term relative to the first term. If is too
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small, then only one keyword in cluster i will be relevant and assigned a weight
of one. All other words will be assigned zero weights. On the other hand, if is
too large, then all words in cluster i will be relevant, and assigned equal weights
of 1/n. The values of should be chosen such that both terms are of the same
order of magnitude. In all examples described in this chapter, we compute in
iteration, t, using

(3.19)

In (3.19), is a constant, and the superscript (t - 1) is used on
to denote their values in iteration (t — 1).

It should be noted that depending on the values of the feature relevance
values may not be confined to [0,1]. If this occurs very often, then it is an
indication that the value of tau is too small, and that it should be increased (increase

However, if this occurs for few clusters and only in few iterations, then we
adjust the negative feature relevance values as follows

(3.20)

Since the second term in (3.14) does not depend on explicitly, the update
equation of the memberships is similar to that of the Fuzzy C Means, that is,

(3.21)

The componentwise distance values in (3.3) can be negative, and hence

the overall distance in (3.2) can become negative, which can affect the sign
of the fuzzy memberships in (3.21). Therefore, we adjust the negative distance
values as follows

(3.22)

Finally, the update equation for the centers which takes into account the soft
memberships/partition is
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(3.23)

We summarize the Fuzzy SKWIC algorithm below.

Algorithm 3.2 Simultaneous Keyword Identification and Clustering of Text
Documents (Fuzzy SKWIC)

Fix the number of clusters C;

Initialize the centers by randomly selecting C documents;
Initialize the fuzzy partition matrix U ;
REPEAT

UNTIL ( centers stabilize );

3.4 Robustness in the Presence of Noise Documents

When there are several documents that do not form a strong consensus or cluster
(i.e., they are neither similar to each other nor to any of the other compact clusters),
because our distances are confined in [0, 1 ], all outlier documents will have a
maximal distance of 1. Hence, their effect on the objective functions in (3.4) and
(3.14) is limited. This means that they cannot drastically influence the results for
other clusters. This limited influence, by definition, makes our approach robust
in the face of outliers and noise. In essence, this is similar to using a robust loss
function, p(), in M-Estimators [Hub81, RL87].

Moreover, because the distance between outliers and all clusters is close to the
maximal value of 1, if they happen to get assigned to any one of the clusters
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initialized with a seed that is close to the outliers, they will tend to pull all the
keyword relevance weights to a low value in that cluster because of extreme aver-
aging. This in turn will further bias the distance computations to this cluster to be
small. As a result, this cluster will start acting like a magnet that continues to grab
documents that are not very typical of any category towards it, and therefore keep
growing. Only documents that are really similar to their cluster's centroid will
remain in their own clusters, and hence avoid being pulled into the noise cluster.
Consequently, designated noise magnet clusters will help in keeping the remaining
clusters cleaner and their constituents more uniform.

We have observed the emergence of such noise magnets in every experiment
that we performed.

3.5 Experimental Results

3.5.1 Simulation Results on Four-Class Web Text Data

Simulation Results with Hard Clustering

The first experiment illustrates the clustering results on a collection of text doc-
uments collected from the World Wide Web. Students were asked to collect 50
distinct documents from each of the following categories: news, business, enter-
tainment, and sports. Thus the entire collection consisted of 200 documents. The
documents' contents were preprocessed by eliminating stop words and stemming
words to their root source. Then, the IDF [Kor77] of the terms were computed
and sorted in descending order so that only the top 200 terms were chosen as final
keywords. Finally each document was represented by the vector of its document
frequencies, and this vector was normalized to unit length. Using C = 4 as the
number of clusters, SKW1C converged after five iterations, resulting in a partition
that closely resembles the distribution of the documents with respect to their true
categories. The class distribution is shown in Table 3.1. Table 3.2 lists the six
most relevant keywords for each cluster. As can be seen, the collection of terms
receiving highest feature relevance weights in each cluster reflected the general
topic of the category winning the majority of the documents that were assigned to
the cluster. In addition, these cluster-dependent keywords can be used to provide
a short summary for each cluster and to automatically annotate documents.

The partition of the Class 2 documents showed most of the error in assignment
due to the mixed nature of some of the documents therein. For example, by looking
at the excerpts (shown below) from the following documents from Class 2 {enter-
tainment) that were assigned to Cluster 1 with relevant words relating to business
as seen in Table 3.2, one can see that these documents are hard to classify into one
category, and that the keywords present in the documents in this case have misled
the clustering process.
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Excerpt from Document 54:
The couple were together for 3-1/2 years before their highly publicized split

last month. Now, their Ojai property is on the market for $2.75 million, the Los
Angeles Times reported on Sunday. The pair bought the 10-acre Ojai property -
complete with working avocado and citrus orchards - at the end of 1998. They
also purchased a Hollywood Hills home for $ 1.7 million in June 1999, according
to the Times.

Excerpt from Document 59:
The recommendation, approved last week by the joint strike committee for the

Screen Actors Guild (SAG) and the American Federation of Television & Radio
Artists (AFTRA), would have to be approved by the national boards of the unions
to go into effect - a process that would take a month to complete. "Part of this is
motivated by the awareness of actors who have been egregious about performing
struck work and part of it is Irving to recognize the 99.999% of members who have
stuck together on this," SAG spokesman Greg Krizman said.

Excerpt from Document 78:
The Oxford-based quintet's acclaimed fourth release, "Kid A," opened at No. 1

with sales of 207,000 copies in the week ended Oct. 8, the group 's Capitol Records
label said Wednesday. The tally is more than four times the first-week sales of
its previous album. The last Stateside No. I album from the U.K. was techno act
Prodigy's "The Fat of the Land" in July 1997. That very same week, Radiohead's
"OK Computer" opened at No. 21 with 51,000 units sold. It went on to sell 1.2
million copies in the United States.

The above excerpts further illustrate the inherent fuzziness in categorizing text
documents, as the shown documents straddle the business and entertainment cate-
gories. In this case, it can be said that the baseline manual labeling was not accurate.
Fuzzy or soft labels are desired for such documents, and these are illustrated in the
next section.

Table 3.1. Distribution of the 50 Documents from Each Class into the Four Clusters
Computed by SKWIC

Simulation Results with Soft Clustering

Using C = 4 as the number of clusters, and m = 1.1, Fuzzy SKWIC converged
after 27 iterations, resulting in a partition that closely resembles the distribution
of the documents with respect to their true categories.
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Table 3.2. Term Relevance for the Top Six Relevant Words in Each Cluster computed by
SKW1C

The class distribution is shown in Table 3.3 and the six most relevant keywords
for each cluster are listed in Table 3.4. The highly relevant keywords (top two
or three) are consistent with those obtained using the crisp version. The partition
obtained using the fuzzy SKWIC (Table 3.3) is slightly better than the one obtained
using the crisp SKWIC (Table 3.1). The partition of the Class 2 documents still
shows the same number of classification errors as in the crisp case. However, a
careful examination of the misclassilied documents shows that these documents
have high membership degrees in more than one cluster, and thus should not be
assigned one simple label. Thus the class distribution in Table 3.3 would greatly
improve if the groundtruth labeling were soft from the start. The following excerpt
illustrates the soft labels that are automatically computed by Fuzzy SKWIC. They
clearly show a document that is Mostly about Entertainment, but Somewhat also
relating to Business. Hence in addition to relevant keywords that provide a short
summary for each cluster. Fuzzy SKWIC can generate a richer soft labeling of the
text documents that can aid in retrieval.

LOS ANGELES (Reuters) - Ifilm and Pop.com, the would-be Web site backed
by filmmakers Steven Spielberg, Ron Howard, and other Hollywood moguls, have
ended talks to merge, according to an e-mail sent to Ifilm employees on Friday.
"The companies will continue to enjoy many overlapping shareholder and personal
relationships," the memo said. Industry observers said the founders of Pop.com,
which has never aired a single show or launched its Web site, are looking for a
graceful exit strategy out of the venture, which has been plagued by infighting and
uncertainty about the company's direction and business plan.

3.5.2 Simulation Results on 20 Newsgroups Data

The second set of experiments is based on the 20 newsgroups data set [CMU]. This
data set is a collection of 20,000 messages, collected from 20 different netnews
newsgroups. One thousand messages from each of the 20 newsgroups were chosen
at random and partitioned by newsgroup name. The list of newsgroups from which
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Table 3.3. Distribution of the 50 Documents from Each Class into the Four Clusters
Computed by Fuzzy SKW1C

Table 3.4. Term Relevance for the Top Six Relevant Words in Each Cluster Computed by
Fuzzy SKWIC

the messages were chosen is shown in Table 3.5. The documents were first pre-
processed: this included stripping each news message from the e-mail header and
special tags, then eliminating stop-words and finally stemming words to their root
form using the rainbow software package [Bow|. Next, words were sorted based
on their IDF values. Finally, the number of keywords was reduced by selecting
them based on setting a minimum threshold on their sorted IDF values, so as not to
exceed a maximum number of words. Since several documents end up with none
of the words that were selected, these documents are not considered for clustering.
We first present a discussion of the results obtained on a subset of 2000 documents
from the 20 newsgroups data set. This data set is called the mini newsgroup data
set [Bow]. Then we discuss the results on the entire 20 newsgroups data set.

Simulation Results on Mini Newsgroups Data using SKWIC

After preprocessing, 449 words were selected based on IDF. Consequently, there
were 1730 documents with at least one of these selected keywords. The documents
were clustered by SKWIC into C = 40 clusters. Note that we arbitrarily chose this
number because the actual messages may be categorized better with more clusters.
In other words, there is no guarantee that the labeled documents really come from
K = 20 different categories, since the labeling was done based on the newsgroup
name. Moreover, there is no control over messages that may be sent to a particular
newsgroup since their topic may differ from the majority in that newsgroup, or
even be more similar to a completely different newsgroup.
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Table 3.5. Twenty Class Descriptions

Table 3.6 shows the class distribution of the 40 clusters discovered by SKW1C.
The columns correspond to the class indices that can be mapped to a complete
class description using Table 3.5. In general, each row shows one or a few large
values, which indicates that the algorithm succeeds in partitioning the majority of
the same newsgroup documents into a few homogeneous clusters according to the
specific nature of the documents.

Table 3.7 displays the cluster cardinalities, as well as the top 10 relevant key-
words for each cluster, sorted in decreasing order of their relevance weights in
each cluster. Note how the relevance weights may vary drastically between differ-
ent clusters, and this has a significant effect on the weighted distance computations,
and hence affects the final partitioning of the documents. By looking at which key-
words have the highest relevance in a given cluster, and their relevance values, it
is possible to roughly deduce the nature of the newsgroup messages that fall into
one particular cluster. For example, some cluster keyword relevances seem to sug-
gest a stream of discussions that are specific to either a certain event that occurred
or to a particular issue that grabbed the attention of a subset of participants in a
certain newsgroup. Consequently, it can also be seen how some of these clusters
can be formed from documents from distinct newsgroups because the messages
seemed to relate to similar issues that cross different newsgroups. Several such
mixed clusters can be formed from documents that cross the boundary between
different politics groups, between different religion groups, and even between both
politics and religion groups, and so on.

Table 3.6 shows some clusters that include documents from different, yet re-
lated, newsgroups. For instance, Cluster No. 3 seems to group several documents
(61) from all 5 comp. newsgroups (but with the majority from the comp.graphics
newsgroup), as well as the sci.electronics (8) and sci.med (6), but surprisingly also
some from soc.religion.Christian (7) and some from talk.religion.misc (7). Table
3.7 lists the top 10 relevant keywords for this cluster that are indicative of the type
of content in messages from the comp. and some of the sci. groups, but not neces-
sarily the religion groups. For example, some of the sci.space documents assigned
to this cluster speak about solar and lunar images, hence the affinity to graphics.
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Another message from the talk.religion.misc newsgroup, was assigned to Cluster
3 because of some content relating to computers. It had the following quote in the
sender's signature: "A system admin's life is a sorry one. The only advantage he
has over Emergency Room doctors is that malpractice suits are rare. On the other
hand, ER doctors never have to deal with patients installing new versions of their
own innards!" Here is an excerpt from another message from the talk.religion.misc
newsgroup, that was assigned to Cluster 3 because of the scientific rhetoric (which
pulled it towards the comp. and sci. documents in Cluster 3): "This, again, is a be-
lief, not a scientific premise. The original thread referred specifically to 'scientific
crealionism. This means whatever theory or theories you propose must be able to
be judged by the scientific method'."

There were also several messages concentrating on a major event during that
period (Waco's battle), that were assigned to Cluster No. 3, mainly because of the
presence of one of the relevant keywords (semi). Here is one of the excerpts: "in
other words faith in a .357 is far stronger than faith in a God providing a miracle
for his followers. Interesting. Now, if David Korresh was God, why couldn't he
use lightning instead of semi-automatic rifles?" This example illustrates a typical
example where the same keyword (semi) may have different meanings depending
on context.

Just as a cluster can group documents from several related newsgroups, a par-
ticular newsgroup may be split into two or more clusters according to the specific
topic of the documents. For example, the rec.sport.hockey newsgroup is split over
Clusters No. 20 and 21, as can be seen in Table 3.6. Cluster 20 contains more doc-
uments from the rec.sport.baseball group, while Cluster No. 21 is more specific to
hockey. Table 3.7 reveals completely different keyword distributions and weights
for these two clusters, indicating different topics.

Table 3.6 also shows some small clusters with documents from a few news-
groups. For instance, Cluster No. 38 has only 31 documents mostly from the
three newsgroups, alt.atheism, soc.religion.Christian, talk.religion.misc, and even
talk.politics.mideast. It indicates a more specific set of news messages. For exam-
ple, here is an excerpt from a message from the talk.politics.mideast newsgroups
that was assigned to Cluster 38 because of the presence of religious words: "and
judgement it is. Until such time as it recognizes that *any* religiously based gov-
ernment is racist, exclusionary and simply built on a philosophy of 'separate but
equal' second-class treatment of minorities, it will continue to be known for its
bias. If Jewish nationalism is racism, so is Islam; anywhere where people are
allotted 'different rights' according to race, religion or culture is 'racist'."

Some clusters (for instance Cluster No. 0 in Table 3.6) contain documents from
almost all newsgroups. Careful examination of some of these documents revealed
that most of them do not fit in any of the existing clusters. In fact, their topics are so
scattered that they do not form enough of a consensus to form valid clusters. Hence
they can be considered as noise documents that fall into a noise magnet cluster that
attracts all noise documents that are not strongly typical of any of the other good
clusters. These are documents that lie far away or barely on the border of other
clusters (see Section 3.4). In fact Table 3.7 shows that the top 10 relevant keywords
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Table 3.6. SKW1C Results: Distribution of the Mini Newsgroup Documents from the 40
Clusters into 20 Prelabeled Classes

have equally low relevance weights. In general, the keywords, paired with their
relevance weights can be used to infer an automatic (unsupervised) labeling of
document clusters.

Finally, we note that some documents are grouped together based solely on
commonality of their keyword frequencies. The bag-of-words model is known not
to capture the semantics of text. It does not distinguish between different contexts
sufficiently to be able to infer that even the same keyword may bear a different
meaning. However, this model is much less costly than alternative approaches
based on Latent Semantic Indexing (LSI) which may be prohibitively costly for
huge, dynamic text collections.

Simulation Results with Fuzzy SKWIC
Table 3.8 shows the class distribution of the 40 clusters discovered by Fuzzy

SKWIC, with the columns corresponding to the class indices with complete de-
scriptions listed in Table 3.5. Table 3.9 displays the cluster fuzzy cardinalities

as well as the top 10 relevant keywords for each cluster, sorted in
decreasing order of their relevance weights in each cluster.

Table 3.8 shows a more homogeneous class distribution per cluster, indicating a
fewer number of documents that risk getting misplaced in a cluster just because they



Table 3.7. SKWIC Results: Cardinality and Term Relevance for the Top 10 Relevant Words
in Selected Clusters
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lie on areas of overlap. This is because fuzzy memberships develop the partition
in a softer and more gradual manner, and hence avoid the early commitment of
documents to a specific cluster that occurs with hard 0 or 1 memberships. In fact, it is
easier to recognize several meaningful clusters in Table 3.8 with a generally larger
number of documents from the same newsgroup, and verify that their relevant
keywords, in Table 3.9, are more consistent with the newsgroup's nature than
corresponding crisp clusters in Table 3.6. For example, compare the sci.medical
cluster's (No. 27 in both tables) relevant keywords. Other clusters that are easy to
delineate include the two atheism clusters (Nos. 1 and 6), the politics.guns cluster
(No. 18), the politics.misc cluster (No. 23), the politics.mideast cluster (No. 25),
and the religion.Christian cluster (No. 35).

Soft memberships allow a document to belong to several clusters simultaneously,
and hence provide a richer model in the areas of overlap. We do not show examples
in this section, since we have already illustrated how Fuzzy SKW1C succeeds in
providing richer soft labeling for the Web documents in Section 3.5.1. What is
worth mentioning in the fuzzy case is that as a result of assigning soft membership
degrees to the documents in each cluster, the noise documents, which are roughly
equally far from the majority of good clusters, get assigned similar soft member-
ships in all clusters. Hence they are discouraged from conspiring against one of
the clusters as in the crisp partitioning framework, where they can acquire a whole
membership of 1 in a given cluster because of arbitrary crisp assignment based on
minimum (within e) distance. This means that, generally, noise documents will
have almost equal memberships (1/C) in all clusters, hence their influence on
good clusters is broken up into smaller equal pieces instead of a whole sum. Con-
sequently, their net effect on the resulting partition and all estimated parameters
(since everything is weighted by the memberships) gets diluted, and this is what
makes our soft partitioning strategy more robust to noise. A direct consequence of
this fact is that there is no longer a big noise cluster grouping several documents
from all newsgroups as in the crisp case (Cluster No. 3).

We note that despite the softness of the memberships, the clusters that are very
homogeneous in the nature of their documents end up with almost crisp 0 - 1
memberships. Hence the crisp partition is a special case of soft partitioning that
does emerge when there is no strong overlap between different clusters.

We have further performed clustering using unweighted keyword-based tech-
niques: K Means and the Fuzzy C Means, (both with cosine-based distance) and
have noticed that both crisp and fuzzy SKW1C tend to outperform their unweighted
counterparts. For instance, the noise cluster that grabs documents from all different
newsgroups gets even larger. To summarize, K Means lies on the least favorable side
of the spectrum because it has no way of adapting different clusters to capture differ-
ent relevance degrees in their keywords, nor different membership degrees of their
documents. SKWIC is able to model different keyword relevance degrees depend-
ing on the cluster, but cannot model gradual degrees of membership of documents.
The Fuzzy C Means fails to model different cluster-dependent keyword relevance
degrees but can model gradual degrees of membership of documents. Hence both
SKWIC and Fuzzy C Means have complementary but exclusive strengths that
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Table 3.8. Fuzzy SKW1C Results: Distribution of the Mini Newsgroup Documents from 40
Clusters into 20 Prelabeled Classes

make them provide richer partition models. However, Fuzzy SKWIC lies on the
most favorable side of the spectrum because il is able to provide both dynamic soft
degrees in the keyword relevance values and in the cluster memberships, and can be
thus considered to perform simultaneous partitioning in two different hyperspaces:
the document space to capture spatial document organization, and the keyword
space to capture context. The context can be inferred for each cluster because it is
described in terms of several relevant keywords, and these keywords are further
given importance degrees that vary with each cluster. The context stems mainly
from the well-known fact that it is easier to infer context from several keywords
simultaneously, than from any single one of the keywords. The relevance weights
are expected to further enrich the context description.

Simulation Results on the 16 Mini Newsgroup Data and Entire 20
Newsgroups Data

With the Mini Newsgroup data set in the previous section, we have noticed that
there were several misclassified (or inconsistently assigned) documents that come
from the four miscellaneous classes (Nos. 3, 7, 19, 20). Most of these documents
have been assumed to have the same groundtruth label (newsgroup name), but



Table 3.9. Fuzzy SKWIC Results: Fuzzy Cardinality and Term Relevance for the Top 10
Relevant Words in Selected Clusters
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their contents vary widely in topic, in a way that would make some of them more
appropriately labeled with other newsgroup names. Therefore, we repeated all ex-
periments after discarding documents from these four classes. This means that we
removed most of the difficult cases, so to speak. These include, (i) documents that
lie in areas of overlap or fuzziness between distinct categories, or (ii) documents
that are simply outliers, and hence affect the purity of the resulting partition. After
discarding the .misc classes, we noticed similar results in terms of the nature of
the clusters, and the richer information provided by the cluster-dependent keyword
relevance weights, and soft partition. We also noticed a remarkable improvement
in the purity of the partition with regard to cluster homogeneity, as compared to
including the miscellaneous class documents.

One way to objectively assess the performance of a clustering algorithm when
the class labels for K classes are actually known, is based on the average entropy
measure of all C clusters, which is defined as follows.

where

is the entropy of the / th cluster, is the size of the i'th cluster, and is the number
of documents from the k\h class that are assigned to the i th cluster. Table 3.10 lists
the entropies of the partitioning strategies used for the Mini and 20 Newsgroup
data, depending on whether the four miscellaneous classes are removed.

With all the empirical results and theoretically based conclusions about the data
sets used in this chapter in mind, the most important fact to remember is that in
our nonideal world, real unlabeled text data tend to be of the challenging type
discussed above. This in turn calls for sophisticated techniques that can handle
these challenges.

We also note that with the 20 Newsgroups data set, as with almost any manually
labeled benchmark document data set, errors in labeling abound (due to subjectiv-
ity in labeling, circumstantial reasons, or even noise documents that still end up
with an invalid label). Also, documents that cross boundaries between different
categories are very common, and always end up with an inadequate label. Hence, it
is extremely difficult to judge the quality of an unsupervised clustering technique
based on any kind of classification accuracy or entropy measure. In fact, our ex-
periments have shown that automatic labeling is often superior to manual labeling,
except when identical keywords with different meanings are present. This is where
keyword-based clustering breaks down because it cannot deal with the semantics
of content. For such cases, context can improve clustering results considerably,
and this can be handled using Latent Semantic Indexing [DDF+90, BDJ99], for
example.
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Table 3.10. Average Entropies for Different Categorization Strategies of the Newsgroup
Data

3.6 Conclusion

In this chapter, we presented a new approach that performs clustering and attribute
weighting simultaneously and in an unsupervised manner. Our approach is an
extension of the K-Means algorithm, that in addition to partitioning the data set
into a given number of clusters, also finds an optimal set of feature weights for
each cluster. SKWIC minimizes one objective function for both the optimal pro-
totype parameters and feature weights for each cluster. This optimization is done
iteratively by dynamically updating the prototype parameters and the attribute rel-
evance weights in each iteration. This makes the proposed algorithm simple and
fast.

Our experimental results showed that SKWIC outperforms K-Means when not
all the features are equally relevant to all clusters. This makes our approach more
reliable, especially when clustering in high-dimensional spaces, as in the case of
text document categorization, where not all attributes are equally important, and
where clusters tend to form in only subspaces of the original feature space. Also,
for the case of text data, this approach can be used to automatically annotate the
documents.

We have also presented a soft partitioning approach (Fuzzy SKWIC) to handle
the inherent fuzziness in text documents by automatically generating fuzzy or soft
labels instead of single-label categorization. This means that a text document can
belong to several categories with different degrees. The soft approach succeeds in
describing documents at the intersection between several categories.

By virtue of the dynamic keyword weighting, and its continuous interaction with
distance and membership computations, the proposed approach is able to handle
noise documents elegantly by automatically designating one or two noise magnet
clusters that grab most outliers away from the other clusters.

Compared to variants such as K-Means and the Fuzzy C-Means, Fuzzy SKWIC
is able to provide both dynamic soft degrees in the keyword relevance values
and in the cluster memberships, and can be thus considered to perform simulta-
neous partitioning in two different hyperspaces: the document space to capture
spatial document organization, and the keyword space to capture context. The
context stems mainly from the well-known fact that it is easier to infer context
from a consensus of several keywords simultaneously, than from any single one
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of the keywords. The relevance weights are expected to further enrich the context
description.

Our results have also confirmed that Fuzzy SKWIC is most appropriate to use
in cases where the document collection is challenging, meaning that it may be
limited in terms of the number of documents, and the number of keywords used
to infer the labels, and that it may include many noise documents and mixed-topic
documents that blur the boundaries between clusters. Our nonideal world abounds
with unlabeled text data that tend to be of the challenging type. Fuzzy SKWIC is
one of the unsupervised classification techniques that can handle these challenges.

Since the objective function of SKWIC is based on that of the K-Means, it
inherits most of the advantages of K-Means-type clustering algorithms, such as
ease of compulation and simplicity. Moreover, because K-Means has been studied
extensively over the last decades, the proposed approach can easily benefit from
the advances and improvements that led to several K-Means variants in the data
mining and pattern recognition communities; in particular, the techniques devel-
oped to handle noise [KK93, NK96, FK99, NK97], to determine the number of
clusters [FK97], to cluster very large data sets |BFR98, FLE00J, and to improve
initialization [BF98, HOB99, NK00]. Future research includes investigating more
scalable extensions that are not sensitive to initialization, and that can determine
the optimal number of clusters. We also plan to explore context-dependent infor-
mation retrieval based on a combination of Fuzzy SKWIC with concepts from
fuzzy logic, particularly its ability to compute with words.
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Feature Selection and Document
Clustering

Inderjit Dhillon
Jacob Kogan
Charles Nicholas

Overview

Feature selection is a basic step in the construction of a vector space or bag-of-
words model [BB99J. In particular, when the processing task is to partition a given
document collection into clusters of similar documents a choice of good features
along with good clustering algorithms is of paramount importance. This chapter
suggests two techniques for feature or term selection along with a number of
clustering strategies. The selection techniques significantly reduce the dimension
of the vector space model. Examples that illustrate the effectiveness of the proposed
algorithms are provided.

4.1 Introduction

A common form of text processing in many information retrieval systems is based
on the analysis of word occurrences across a document collection. The number of
words/terms used by the system defines the dimension of a vector space in which the
analysis is carried out. Reduction of the dimension may lead to significant savings
of computer resources and processing time. However, poor feature selection may
dramatically degrade the information retrieval system's performance.

Dhillon and Modha [DM01] have recently used the spherical k-means
algorithm for clustering text data. In one of the experiments of [DM01]
the algorithm was applied to a data set containing 3893 documents. The
data set contained the following three document collections (available from
f t p : / / f t p . cs . C o r n e l l . e d u / p u b / s m a r t ) :

• Medlars Collection (1033 medical abstracts),
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• CISI Collection (1460 information science abstracts),

• Cranfield Collection (1400 aerodynamics abstracts).

Partitioning the entire collection into three clusters generates the following

"confusion" matrix reported in [DM01].

(Here the entry ij is the number of documents that belong to cluster / and document
collection j.) The confusion matrix shows that only 69 documents (i.e., less that
2% of the entire collection) have been "misclassilied" by the algorithm. After
removing stop-words Dhillon and Modha [DM01] reported 24,574 unique words,
and after eliminating low- and high-frequency words they selected 4,099 words to
construct the vector space model.

The main goal of this contribution is to provide algorithms for (i) selection of
a small set of terms and (ii) clustering of document vectors. In particular, for data
similar to those described above, we are able to generate better or similar quality
confusion matrices while reducing the dimension of the vector space model by
more than 70%.

The outline of the chapter is the following. A brief review of existing algo-
rithms we employ for clustering documents is provided in Section 4.2. The data
are described in Section 4.3. The term-selection techniques along with the clus-
tering results are presented in Sections 4.4 and 4.5, while Section 4.6 contains a
new clustering algorithm along with the corresponding clustering results. Future
research directions are briefly outlined in Section 4.7.

4.2 Clustering Algorithms

In this section, we review two known clustering algorithms that we apply to par-
tition documents into clusters. The means algorithm, introduced in [KogOlb],
is a combination of the batch k-means and the incremental k-means algorithms
(see [DHS01 ]). The Principal Direction Divisive Partitioning (PDDP) method was
introduced recently by D. Boley [Bol98].

4.2.1 Means Clustering Algorithm

For a set of vectors X = in Euclidean space denote the centroid
of the set
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Let be a partition of X with the corresponding centroids =

Define the quality of the partition by

(4.1)

For denote the index of the centroid nearest x by min(x)

(i.e.. Now define the partition
nextKM as

It is easy to see [DHS011 that

(4.2)

Next we present the classical batch k-means algorithm and discuss some of its
deficiencies.

Algorithm 4.1 Batch k-means clustering algorithm (Forgy [For65])

For a user-supplied tolerance t o l < 0 do the following.

1. Start with an arbitrary p a r t i t i o n i n g S e t the index of iteration

t =0.

3. Stop.

The algorithm suffers from the major drawbacks:

1. The quality of the final partition depends on a good choice of the initial
partition; and

2. The algorithm may get trapped at a local minimum even for a very simple
one-dimensional set X.

We address the first point in Sections 4.2.2 and 4.6. The second point is illustrated
by the following example.
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Note that an application of the batch k-means algorithm does not change the initial

partition At the same time it is clear that the partition

= 2/36 is superior to the initial
partition.

A different version of the k-means algorithm, incremental k-means clustering,
is discussed next. This version remedies the problem illustrated in Example 4.1.

The decision of whether a vector should be moved from cluster to
cluster is made by the batch /c-means algorithm based on the sign of

(4.3)

If is negative, then the vector x is moved by the batch k-means algorithm. The
exact change in the value of the objective function (i.e., the difference between the
"new" and the "old" values of the objective function) caused by the move is

(4.4)

where are the number of vectors in clusters and
respectively (see, e.g., [Kog01a]). The more negative is, the larger the drop
in the value of the objective function. The difference between the expressions

is negligible when the clusters and are large. However may
become significant for small clusters. For example, for x = X2 in Example 4.1
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one has 0, and This is why batch k-means misses the "better"
partition The incremental k-means clustering algorithm eliminates this
problem. Before presenting the algorithm, we need a few additional definitions.

DEFINITION 4.1 A first variation of a partition is a partition

obtained from by removing a single vector x from a cluster

and assigning this vector to an existing cluster

Note that the partition is a first variation of itself. Next we look for the
steepest descent first variation, that is, a first variation that leads to the maximal
decrease of the objective function. The formal definition follows.

DEFINITION 4.2 The partition nextFV is a first variation of

so that for each first variation one has

(4.5)

Algorithm 4.2 Incremental k-means clustering algorithm (also see [DHS01],
Section 10.8)

For a user-supplied tolerance t o l < 0 do the following.

1. Start with an arbitrary p a r t i t i o n i n g S e t the index of iteration

t = 0.

3. Stop.

EXAMPLE 4.2 Let the vector set and the initial partition be given by Example
4.1. A single iteration of incremental k-means generates the optimal partition

as shown in the following figure.
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While computationally more accurate, incremental k-means is slower than batch k-
means. Each iteration of incremental k-means changes cluster affiliation of a single
vector only. The examples suggest the following "merger" of the two algorithms.

Unlike the means algorithm of [Kog01b] the algorithm described above keeps
the number of clusters k fixed throughout the iterations. Otherwise the above
algorithm enjoys advantages of the means algorithm:

1. The means algorithm always outperforms batch k-means in cluster quality
(see [KogOlb]).

2. All numerical computations associated with Step 3 of the means algo-
rithm have been already performed at Step 2 (see (4.3) and (4.4)). The
improvement over batch k-means comes, therefore, at virtually no additional
computational expense.

For simplicity we henceforth refer to Algorithm 4.3 as the means algorithm.
The k-means algorithm is known to be sensitive to the choice of an initial

partition. A clustering algorithm that may be used for generating good initial
partitions is presented next.

4.2.2 Principal Direction Divisive Partitioning

A memory-efficient and fast clustering algorithm was introduced recently by D.
Boley [Bol98]. The method is not based on any distance or similarity measure,
and takes advantage of sparsity of the "word by document" matrix.

The algorithm proceeds by dividing the entire collection into two clusters by
using principal directions. Each of these two clusters will be divided into two sub-
clusters using the same process recursively. The subdivision of a cluster is stopped
when the cluster satisfies a certain "quality" criterion (e.g., the cluster's variance
does not exceed a predefined threshold).



4. Feature Selection and Document Clustering 79

Algorithm 4.3 Simplified Version of the Means Clustering Algorithm (see
[Kog01b]).

For user-supplied tolerances < 0 and < 0 do the following.

1. Start with an arbitrary partitioning Set the index of iteration

t = 0 .

4. Stop.

Clustering of a set of vectors in is, in general, a difficult task. There is, how-
ever, an exception. When n = 1, and all the vectors belong to a one-dimensional
line, clustering becomes relatively easy. In many cases a good partition of a one-
dimensional set Y into two subsets and amounts to a selection of a number,
say so that

(4.6)

(in [Bol98], e.g., is the mean).
The basic idea of Boley's Principal Direction Divisive Partitioning (PDDP)

algorithm is the following.

1. Given a set of vectors X in determine the line L that approximates X in
the "best possible way".

2. Project X onto L, and denote the projection of the set X by Y (note that Y
is just a set of scalars). Denote the projection of a vector x by y.

3. Partition Y into two subsets and as described by Eq. (4.6).
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4. Generate the induced partition of X as follows.

(4.7)

D. Boley has suggested the line that maximizes variance of the projections as
the best one-dimensional approximation of an n-dimensional set. The direction of
the line is defined by the eigenvector of the covariance matrix C corresponding
to the largest eigenvalue. Since C is symmetric and positive semidefinite all the
eigenvalues of the matrix are real and nonnegative; that is,

Furthermore, while the scatter value of the document
the scatter value of the one-dimensional projection is

only (see [Bol98]). The quantity

(4.8)

may, therefore, be considered as the fraction of information preserved under the
projection (in contrast with the "lost" information

In spite of the fact that the numerator of (4.8) contains only one eigenvalue
of a large matrix, the algorithm generates remarkable results (see, e.g., [Bol98,
BGG+99a, BGG+99b|). For instance, examples provided in [KogOlb] show that
an application of the k-means clustering algorithm to a partition generated by
PDDP leads to only about 5% improvement in the objective function value.

In the next section, we describe the data set and corresponding feature selection
problem considered in this study.

4.3 Data and Term Quality

Our data set is a merger of the three document collections (available from

http://www.cs.utk.edu/ lsi/):

• DCO (Medlars Collection 1033 medical abstracts),

• DC1 (CISI Collection 1460 information science abstracts),

• DC2 (Cranfield Collection (1398 aerodynamics abstracts).
The Cranfield collection tackled by Dhillon and Modha contained two empty doc-
uments. These two documents have been removed from DC2. The other document
collections are identical.

We denote the overall collection of 3891 documents by DC. After stop-word re-
moval (see f t p : / / f t p . c s . C o r n e l l . e d u / p u b / s m a r t / e n g l i s h . s t o p ) ,
and stemming (see [Por80]) the data set contains 15,864 unique terms (no stemming
was applied to the 24,574 unique words reported in [DM01]).

Our first goal is to select "good" index terms. We argue that for recovering the
three document collections the term "blood" is much more useful than the term
"case". Indeed, while the term "case" occurs in 253 Medlars documents, 72 CISI
documents, and 365 Cranfield documents, the term "blood" occurs in 142 Medlars
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documents, 0 CISI documents, and 0 Cranfield documents. With each term t we as-
sociate a three-dimensional "direction" vector d(t) = so that

is the number of documents in a collection DCi containing the term t. So, for
example, d("case") = (253, 72, 365), and d("blood") = (142, 0, 0). In addition
to "blood", terms "layer" (d("layer") = (6, 0, 358)), or "retriev" (d("retriev") =
(0, 262, 0)) seem to be much more useful than the terms "case", "studi" and
"found" with d("studi") = (356, 341, 238), and d("found") = (211,93,322),
respectively.

When only the "combined" collection DC of 3891 documents is available the
above-described construction of direction vectors is not possible. In Sections 4.4
and 4.5, we present algorithms that attempt to select "useful" terms when the
direction vector d(t) is not available.

For each selection algorithm described in this chapter we introduce a quality
functional q, so that the quality of a term t is given by q(t). Higher values of q(i)
correspond to "better" terms t. To exploit statistics of term occurrence throughout
the corpus we remove terms that occur in less than r sentences across the collection,
and denote the remaining terms by slice(r) (r should be collection dependent; the
experiments in this chapter are performed with r = 20). The first / best quality
terms that belong to slice(/-) define the dimension of the vector space model.

In the next two sections, we present two different term-selection techniques
along with corresponding document clustering results.

4.4 Term Variance Quality

We denote the frequency of a term t in the document by Following the ideas
of Salton and McGill [SM83] we measure the quality of the term t by

(4.9)

where no is the total number of documents in the collection (note that <?o(t) is
proportional to the term frequency variance). Tables 4.1 and 4.2 present 15 "best",
and 15 "worst" terms for slice(20) in our collection of 3891 documents.
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Table 4.1. Fifteen "Best" Terms in Slice(20) According to q0

Table 4.2. Fifteen "Worst" Terms in Slice(20) According to q0
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To evaluate the impact of feature selection by go on clustering we conduct the
following experiment. The best quality 600 terms are selected, and unit norm
vectors for the 3891 documents are built (we use the t f n scheme to construct
document vectors; for details see [DM01]). A two-step procedure is employed to
partition the 3891 vectors into three clusters:

1. the PDDP algorithm is applied to generate 3 clusters (the obtained clusters
are used as an initial partition in the next step); and

2. the means algorithm is applied to the partition obtained in the previous step.

Note that there is no a priori connection between document collection i and cluster
i. Hence, one can not expect the confusion matrix, to have diagonal structure unless
rows (or columns) of the matrix are suitably permuted. A good clustering procedure
should be able to produce a confusion matrix with a single "dominant" entry in
each row. The confusion matrices for the three clusters provided in Tables 4.3 and
4.4 illustrate this remark.

Table 4.3. PDDP-Generated Initial Confusion Matrix with 470 Misclassified Documents
Using 600 Best q0 Terms

When the number of terms is relatively small some documents may contain
no selected terms, and their corresponding vectors would be zeros. We always
remove these vectors ahead of clustering and assign the "empty" documents to a
special cluster. This cluster concludes the confusion matrix (and is empty in this
experiment).

Table 4.4. Means-Generated Final Confusion Matrix with 69 Misclassified Documents
Using 600 Best q0 Terms
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While the quality of the confusion matrix presented above is similar to that
reported in [DM01] (see Section 9.1), the dimension of our vector space model,
600, is about only 15% of the vector space dimension reported in [DM01].

The abstracts comprising the document collection DC are relatively short doc-
uments (from a half page to a page and a half long). It is not unusual to find terms
that occur in many documents only once. Such terms score high by (4.9). At the
same time these terms may lack any specificity. Indeed, the term "studi" with
d("studi") = (356, 341, 238) is ranked 28th by qo, and the term "present" with
d("present") = (236, 314, 506) is ranked 35th. In order to penalize such terms,
we modify (4.9) and introduce the quality of term q\ (t) as the variance of t over
documents that contain the term at least once. That is,

(4.10)

where n \ is the number of documents in which t occurs at least once, and
j = 1, . . . , n\. Tables 4.5 and 4.6 present the 15 "best", and the 15 "worst" q\
terms for slice(20), respectively.

Table 4.5. Fifteen "Best" Terras in Slice(20) According to q\

We select the best 600 terms and apply first the PDDP algorithm, and then
the means algorithm to the corresponding 3891 vectors. The resulting confusion
matrices are given in Tables 4.7 and 4.8. An increase in the number of selected
terms does lead to a modest improvement in the quality of confusion matrices. In
what follows, we summarize the improvement for term selections based on qo and
qi. Table 4.9 presents results for terms selected by 170- The first row of Table 4.9 lists
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Table 4.6. Fifteen "Worst" Terms in Slice(20) According to q\

Table 4.7. PDDP-Generated Initial Confusion Matrix with 1061 Misclassified Documents
Using 600 Best q\ Terms

Table 4.8. Means-Generated Final Confusion Matrix with 88 Misclassified Documents
Using 600 Best q\ Terms

clustering algorithms, and the first column shows the number of selected terms.
The other columns indicate the number of misclassified documents. The displayed
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results indicate that the algorithm "collapses" when the number of selected terms
drops below 600. Table 4.10 contains information relevant to q\.

Table 4.9. Number of Misclassified Documents for Term Selection Based on go

Table 4.10. Number of Misclassified Documents for Term Selection Based on q\

The tables indicate that with 1300 selected terms (i.e., only about 30% of
the 4099 terms reported in [DM01]) the number of "misclassified" documents
is slightly lower than the number reported in [DM01].

In the next section, we introduce a measure of distance between terms. The dis-
tance is based on term co-occurrence in sentences across the document collection.
The quality of a term t presented next is based on distribution of terms "similar"
to t and co-occurring with t in sentences across the document collection.

4.5 Same Context Terms

The second approach to the term selection problem is based on the co-occurrence
of "similar" terms in "the same context". Our departure point is the definition
(attributed to Leibniz): two expressions are synonymous if the substitution of one
for the other never changes the truth value of a sentence in which the substitution
is made.

We follow the ideas of Grefenstette [Gre94]: "you can begin to know the meaning
of a word (or term) by the company it keeps," and "words or terms that occur in 'the
same context' are 'equivalent'," and Schiitze and Pedersen[SP95]: "the assumption
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is that words with similar meanings will occur with similar neighbors if enough
text material is available." Profiles introduced below formalize these notions.

4.5.1 Term Profiles

Our construction is the following.

1. Let T = { t j , . . . , tm} be an alphabetically sorted list of unique terms that
occur in the document collection DC.

2. For each term t in T denote the set of sentences in DC containing t by s(t).
The size of the set is denoted by

3. For each term t e T the profile V(t) is defined next:

DEFINITION 4.3 The profile V(t) of the term t is a set of terms from the list
T that co-occur in sentences together with the term t, that is,

Profile contains corpus dependent information concerning the term t
and the company it keeps. There are a number of ways to compute term
similarity based on the respective profiles [Kog()2]. A way to express the
similarity is described below.

4. Let be the set of all sentences contained in the document collec-
tion DC. The term by sentence matrix S is an m x n matrix whose entry S,y is
the number of times the term t; occurs in the sentence Sj. The term t; profile
vector = is the /th column of the symmetric matrix

. The jth coordinate of the vector is the number of times

the terms t,- and ty co-occur in sentences across the document collection DC.
Since the vector can be normalized.

5. DEFINITION 4.4 Unit profile vector P(t) of term t is defined to be

Words/terms with similar meanings (as per a given document collection) generate
similar unit profile vectors (for details see [Kog02]). We next provide a formula
for term quality based on term profile.

4.5.2 Term Profile Quality

The term profile quality introduced in this section is based on the distribution
of terms similar to t in the profile V(t).

For each compute the dot product We now sort the
profile with respect to the dot products so that if
(to = t), then We denote the frequency of the term
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ti in the profile and define the term profile quality by a somewhat
contrived formula (justification is given below):

(4.11)

where < , and in this experiment k = 2. We note the following
concerning the expression for the profile quality

1. Due to the small power 0.2, the term penalizes very
frequent collection terms;

2. the normalizing term attempts to suppress the importance
of very frequent profile terms similar to

3. the term reflects the measure of similarity between and ; and

4. the term imposes a penalty on a term's deviation
from the expected frequency.

Table 4.11. Fifteen "Best" Terms in Slice(20) According to

Tables 4.11 and 4.12 present 15 "best", and 15 "worst" terms for slice(20).
For clustering purposes we selected 1000 best quality index terms. Although each
selected term is contained in at least 20 sentences, the selected 1000 unit profile
vectors P(t) of dimension 15,864 (which is the total number of the unique terms;
see Section 4.3) are sparse. The average number of nonzero entries in a unit profile
vector is 617, that is, less than 4% of 15,864, the dimension of the vector space.



4. Feature Selection and Document Clustering 89

Table 4.12. Fifteen "Worst" Terms in Slice(20) According to

Next we apply the means algorithm to partition 1000 term vectors into three
term clusters To, Ti, and T2. The partition of the document collection DC is
based on the term clusters. For each document d we construct a three-dimensional
vector is the number of terms from term cluster
T,- contained in the document. The document d belongs to document cluster i if

The confusion matrix for this partition of 3891 documents with 105 misclassified
documents is given in Table 4.13. A 30% increase in the number of index terms
leads to the decrease in the number of misclassified documents to 94, and eliminates
empty documents.

Table 4.13. Means Generated Final Confusion Matrix with 105 Misclassified Documents

The clustering algorithms discussed so far deal with general vector sets in In
the next section we present a clustering algorithm specifically designed to handle
unit norm document vectors.
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4.6 Spherical Principal Directions Divisive Partitioning

In this section we mimic the simple and elegant idea due to Boley and approximate
a set of unit vectors by a one-dimensional great circle of A great
circle is represented by an intersection of and a two dimensional subspace P
of The proposed algorithm is the following.

Algorithm 4.4 Spherical Principal Directions Divisive Partitioning (sPDDP)
Clustering Algorithm

1. Given a set of unit vectors determine the two dimensional plane P
that approximates X in the "best possible way."

2. Project X onto P. Denote the projection of the set X by Y, and the projection
of a vector x by y (note that y is two-dimensional).

3. If "push" y e Y to the great circle, and denote the corresponding
vector by Denote the constructed set by Z.

4. Partition Z into two clusters . Assign projections y with ||y|| = 0
to

5. Generate the induced partition of X as follows.

(4.12)

If, following ideas of [Bol98J, the best two-dimensional approximation of the
document set is the plane P that maximizes variance of the projections, then P
is defined by two eigenvectors of the covariance matrix C corresponding to the
largest eigenvalues and . The "preserved" information under this projection
is

(4.13)

Note that the quantity given by (4.13) may be almost twice as much as the preserved
information under the projection on the one-dimensional line given by (4.8). As we
show later in this section this may lead to a significant improvement over results
provided by PDDP.

4.6.1 Two-Cluster Partition of Vectors on the Unit Circle

We now describe in detail Step 4 of the sPDDP algorithm. Specifically we are con-
cerned with the following problem. Given a set of unit vectors

partition Z into two "optimal" clusters
A straightforward imitation of Boley's construction leads to the following so-

lution. If then the line defined by z cuts the plane into two
half-planes. The subset of Z that belongs to the left half-plane is denoted by Z_,
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and the subset of Z that belongs to the right half-plane is denoted by Z + . If z is
zero, then, in order to generate the partition, we choose an arbitrary line passing
through the origin.

Lack of robustness is, probably, the most prominent drawback of the suggested
partitioning. Indeed, let be a set of unit vectors concentrated around,
say, the vector If the set Z contains vectors and their
negatives then z = 0. This z does not do much to recover "good"
clusters (although and look like a
reasonable partition; see figure below).

Things get worse when ei is assigned to the vector set Z; that is, Z =
. Now , and regardless of how "densely"

the vectors are concentrated around ei the clusters most
probably contain vectors from both sets This
poor partition is illustrated by the figure below.
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To define an optimal partition we measure the quality of a partition by
the "spherical" objective function

(4.14)

introduced by Dhillon and Modha [DM01]. Denote an optimal partition, that is, one
that maximizes (4.14), by . It can be seen that for each optimal partition

there is a nonzero vector so that the clusters and are separated
by the line passing through the origin and defined by x" (see [DM01]).

Since each unit vector can be uniquely represented by
the associated clustering problem is essentially one-dimensional. We denote

, and assume (without any loss of generality), that

As in the case of clustering points on a line, it is tempting to assume that for some
j a line passing through the origin and midway between zj and Zj+i recovers the
optimal partition. We show by the following example that this is not necessarily
the case.
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While a small positive does not change the optimal partition,
the four midpoint lines generate clusters containing two vectors each (a partition
i is generated by a line passing through the origin and the midpoint between z;
and z/+i). These partitions do not contain the optimal partition We next
present the four midpoint line partitions with
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To analyze the failure of Example 4.3, and to propose a remedy we introduce the
formal definition of the left and right half-planes generated by a vector x, and
describe a procedure that computes the optimal separator

• For a nonzero vector we denote by the vector obtained from x
by rotating it clockwise by an angle of 90°; that is,

• For a nonzero vector and a set of vectors
define two subsets of Z — the positive and the negative

as follows.

(4.15)

•For two unit v e c t o r s w e denote the "midway" vector
by mid

As the optimal separating line in Example 4.3 is rotated clockwise to mid
it crosses Z4 changing cluster affiliation of this vector (see figures below).
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This could have been prevented if instead of rotating the optimal separating line all
the way to mid one had rotated it to mid The optimal separating
line and the line passing through mid and the origin generate identical
partitions (see Figure 4.1).

Figure 4.1. Optimal partition.
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In general, if the set is symmetric with respect
to the origin, (i.e., for each there exists such that then for

the partitions

are identical. This observation suggests the following simple procedure for
recovering the optimal partition

1. Let be a set of two-dimensional
vectors defined as follows.

2. If needed, reassign indices so that

3. With each subscript j associate a partition of Z as follows:

(a) set x =

(b) set

Note that:

(a) The indices j and j + m generate identical partitions. We, there-

fore, have to consider at most m distinct partitions generated by

(b) The optimal partition that maximizes (4.14) is among the generated
ones.

4. With each partition associate the value of the objective function

then the desired partition of

4.6.2 Clustering with sPDDP

In what follows, we display clustering results for the document collection DC
described in Section 4.3. To compare the results with those presented in Section
4.4, we select the 600 best quality terms (see Eq. (4.9)) to build document
vectors. The confusion matrix for the three-cluster partition generated by sPDDP
is given in Table 4.14 below. We remark that the confusion matrix is a significant
improvement over the result presented in Table 4.3. A subsequent application
of the means algorithm to the partition generated by sPDDP leads to a minor
improvement of the result both in terms of confusion matrices, as well as in terms
of the objective function (see Table 4.15).



4. Feature Selection and Document Clustering 97

Table 4.14. sPDDP-Generated Initial Confusion Matrix with 68 Misclassified Documents;
Partition Quality Q2 = 3630.97

Table 4.15. Means-Generated Final Confusion Matrix with 62 Misclassified documents;
Partition Quality = 3630.38

Table 4.16 summarizes clustering results for the sPDDP algorithm combined
with the means-clustering algorithm for different choices of index terms (all term
selections are based on the q0 criterion). Note that while the combination of the

Table 4.16. Number of Misclassified Documents for Term Selection Based on

PDDP and the means algorithms collapses when the number of selected terms
drops below 600 (see Table 4.9), the combination of the sPDDP and the means
algorithms performs reasonably well even when the number of selected terms is
only 300.

Clustering results for different choices of index terms based on the q1 criterion
are similar to those presented above. The results are summarized in Table 4.17.
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Table 4.17. Number of Misclassified Documents for Term Selection Based on q\

4.7 Future Research

This chapter presents preliminary results concerning two information retrieval-
related problems:

1. feature selection, and

2. document clustering.

We plan to further investigate profile-based term selection techniques as well as
techniques based on term distribution across documents |GK02], and to run term
selection experiments on larger document collections.

Clustering experiments with seven different objective functions reported by
Zhao and Karypis [ZK02] indicate that the objective function based on cosine
similarity (and used in [DM01]) "leads to the best solutions irrespective of the
number of clusters for most of the data sets." We intend to combine the Spherical
Principal Direction Divisive Partitioning algorithm with the modification of the
spherical k -means algorithm recently reported by |DGK()2].

The Spherical Principal Directions Divisive Partitioning algorithm introduced in
the chapter utilizes the unit norm constraint imposed on document vectors. In many
data mining applications, vectors representing data are normalized. For example:

1. in bioinformatics applications, fingerprint data are transformed to have mean
zero and variance one, a fixed fo norm, or a fixed loo norm [SS02];

2. in contemporary /:-means type frameworks for word clustering, a word is
represented by a discrete probability distribution, that is, by a vector of l\
unit norm [DMK02, BB02, ST01];

3. the n-gram technique leads to a vector space model where document vec-
tors have l\ unit norm [Dam95]. The technique is proved to be useful
in information retrieval applications [PN96], as well as in bioinformatics
[GKSR+02].

We plan to derive and investigate clustering algorithms utilizing special constraints
(among them lp constraints mentioned above) imposed upon vector data sets.

While this chapter deals with a vector space model based on word occurrence
across documents, additional research directions include clustering of vectors
whose components are the frequencies of their distinct constituent n-grams
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[Dam95j. The n-gram representation of a document is sparse, simple, and lan-
guage independent. The sparsity of the vectors lends itself to processing with
numerical linear algebra tools, although the matrices themselves may be much
larger. We believe that the best clustering results may be achieved by combining a
number of different techniques.
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Cluster Mining
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Overview

This chapter consists of two parts: a review of search and cluster mining algorithms
based on vector space modeling followed by a description of a prototype search and
cluster mining system. In the review, we consider Latent Semantic Indexing (LSI),
a method based on the Singular Value Decomposition (SVD) of the document
attribute matrix and Principal Component Analysis (PCA) of the document vector
covariance matrix. In the second part, we present novel techniques for mining
major and minor clusters from massive databases based on enhancements of LSI
and PCA and automatic labeling of clusters based on their document contents.
Most mining systems have been designed to find major clusters and they often
fail to report information on smaller minor clusters. Minor cluster identification
is important in many business applications, such as detection of credit card fraud,
profile analysis, and scientific data analysis. Another novel feature of our method
is the recognition and preservation of naturally occurring overlaps among clusters.
Cluster overlap analysis is important for multiperspective analysis of databases.
Results from implementation studies with a prototype system using over 100,000
news articles demonstrate the effectiveness of search and clustering engines.

5.1 Introduction

Public and private institutions are being overwhelmed with processing informa-
tion in massive databases having documents of heterogeneous formats [WF99].
Since the documents are generated by different people or by machines, they are
of heterogeneous format and may contain different types of data (text, audio, im-
age, video, HTML) and text in different languages. Some successful methods for
retrieving nuggets of information have been developed by researchers in the data
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mining community.' In this chapter, we focus on vector space modeling (VSM), an
effective tool for information retrieval (IR) introduced by Salton and his colleagues
[Sal71] over three decades ago. We examine means for enhancing the scalability
of the method to enable mining information from massive databases orders of
magnitude greater than originally envisioned by Salton. Several properties make
VSM an attractive method. For instance:

• it can handle documents of heterogeneous format;

• it can handle different types of of multimedia data;

• it can process documents in many different languages;

• the IR process can be fully automated; and

• most of the computational workload can be carried out during the
preprocessing stage so that query processing can take place in real-time.

In the second part of this chapter, we introduce a novel prototype system we
developed that uses our new technique based on VSM for mining and labeling
clusters in massive databases. Our technique is novel in that it can find and auto-
matically label both major and minor clusters.2 Although successful techniques
have been developed to identify major clusters and their main themes in these mas-
sive databases, few have been developed for understanding smaller minor clusters.
Furthermore, topics in major clusters of very large databases are often known even
before mining technologies are used, either from direct experience with customers
or from observation of market trends. In contrast, topics in minor clusters are
not known since they are more difficult to spot from daily experience. Recently,
corporate, government, and military planners are recognizing that mining even a
portion of the information in minor clusters can be extremely valuable [SY02].
For example: corporations may want to mine customer data to find minor reasons
for customer dissatisfaction (in addition to major reasons), since minor clusters
may represent emerging trends or long-term small dissatisfactions that lead users
to switch to another product; credit card and insurance firms may want to better
understand customer data to set interest and insurance rates; security agencies may
want to use mining technologies for profile analysis; and scientists may want to
mine weather and geographical data to refine their forecasts and predictions of
natural disasters.

The remainder of this chapter is organized as follows. In the next section, we re-
view basic terminology and mathematical tools used in VSM, then introduce some
methods for increasing the scalability of IR systems based on VSM. In Section 5.3
we examine clustering, another approach for addressing the scalability problem
associated with VSMs. We review nonpartitioning approaches to mine clusters,
and we propose two new algorithms for mining major and minor clusters. Results

' http://www.kdnuggets.com.
-Major and minor clusters are relatively large and relatively small clusters with respect to a database

under consideration.
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from implementation studies of our algorithms are presented in the penultimate
section. This chapter concludes with a summary of findings and a discussion of
possible directions for future research.

5.2 Vector Space Modeling (VSM)

5.2.1 The Basic VSM Model for IR

VSM has become a standard tool in IR systems since its introduction over three
decades ago [BDJ99, BDO95, Sal71]. One of the advantages of the method is
that it enables relevance ranking of documents of heterogeneous format (e.g., text,
multilingual text, image audio, video) with respect to user input queries as long as
the attributes are well-defined characteristics of the documents.

Document Vector - Boolean Model

Document Vector - Term-Weighted Model

Figure 5.1. Example of a document vector in binary format (top) and term-weighted format
(bottom).

In Boolean vector models each coordinate of a document vector is zero (when
the corresponding attribute is absent) or unity (when the corresponding attribute is
present). Term weighting is a widely used refinement of Boolean models that takes
into account the frequency of appearance of attributes (such as keywords and key
phrases), the total frequency of appearance of each attribute in the document set,
and the location of appearance (e.g., in the title, section header, abstract, or text).
In our studies, we use a fairly common type of Term frequency Inverse Document
Frequency weighting (TF-1DF), in which the weight of the /th term in the jth
document, denoted by weighty, j), is defined by

where is defined as the number of occurrences of the /th term within the
jth document dj, and dfi is the number of documents (out of n) in which the
term appears [MS00]. There are many variations of the TF-IDF formula. All are
based on the idea that the term-weighting should reflect the relative importance of
a term in a document (with respect to other terms in the document) as well as how
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important the term is in other documents. TF-IDF models assume that importance
of a term in a document is reflected by its frequency of appearance in documents.3

An example of a document vector in binary and term weighted format is given in
Figure 5.1.

Figure 5.2. Similarity ranking of two documents and with respect to query q. Note
thai the first document is "closer" to the query q when the distance is defined as the angle
made between the corresponding vectors. The second document i is "closer" to the query
q when the distance is measured using the Euclidean norm. That is, _ while

Each query is modeled as a vector using the same attribute space as the doc-
uments. The relevancy ranking of a document with respect to a query depends
on its distance to the query vector. In our experiments, we use the cosine of the
angle defined by the query and document vectors as the distance metric, because
it is relatively simple to compute, and implementation experiments have indicated
that it tends to lead to better IR results than the Euclidean distance (see Figure
5.2). Numerous other distances have been proposed for various applications and
database sizes [Har99|.

Many databases are so massive that the similarity ranking method described
above requires too many computations and comparisons for real-time output. In-
deed, scalability of relevancy ranking methods to massive databases is a serious
concern as users consistently select the most important feature of IR engines to be
fast real-time response to their queries.4 One approach for solving this problem
is to reduce the dimension of mathematical models by projection into a subspace

3 Some researchers believe that this basic assumption of correlation between term frequency and its
importance is not valid. For example, when a document is about a single main subject, it need not be
explicitly mentioned in every sentence since it is tacitly understood. Consequently, its term frequency
may be quite low relative to its importance. However, if a document is about multiple subjects, each
time a particular person or object is described, it must be explicitly mentioned to avoid ambiguity, so
the term frequencies of all of the subjects will be very high. Further examples and detailed discussion
are given in [Kat96J.

Graphics, Visualization, and Usability Center of Georgia Institute of Technology (GVU) Web
users' survey: http://www.gvu.gatech.edu/user_surveys.
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of sufficiently small dimension to enable fast response times, but large enough
to retain characteristics for distinguishing contents of individual documents. In
this chapter we consider two algorithms for carrying out dimensional reduction:
latent semantic indexing and a variation of principal component analysis. We note
that at least two other approaches for reducing the dimension of VSM-based IR
have been proposed: centroid and least squares analysis by Park, Jeon, and Rosen
[PJR01, PJR03] and a Krylov subspace method by Blom and Ruhe [BR01 ].

5.2.2 Latent Semantic Indexing (LSI)

Suppose we are given a database with m documents and n distinguishing attributes
for relevancy ranking. Let A denote the corresponding m x n document-attribute
matrix model with entries a(i, j) that represent the importance of the /th term
in the y'th document. The fundamental idea in LSI is to reduce the dimension of
the IR problem to k, where by projecting the problem into the space
spanned by the rows of the closest rank-k matrix to A in the Frobenius norm
[DDF+90]. Projection is performed by computing the singular value decompo-
sition of A [GV96], then constructing a modified matrix Ak from the k-largest
singular values sigmai = 1,2,3,... ,k, and their corresponding vectors:

is a diagonal matrix with monotonically decreasing diagonal elements The
columns of matrices and are the left and right singular vectors of the k-largest
singular values of A.

Processing a query takes place in two steps: projection, followed by matching. In
the projection step, input queries are mapped to pseudo-documents in the reduced
query-document space by the matrix 1 , then weighted by the inverses of the
corresponding singular values 07 (diagonal elements of the matrix

where q represents the original query vector, and is the pseudo-document. In the
second step, similarities between the pseudo-document and documents in the
reduced term document space are computed using a similarity measure, such
as the angle defined by a document and query vector.

The inventors of LSI claim that the dimensional reduction process reduces un-
wanted information or "noise" in the database, and aids in overcoming synonymy
and polysemy problems. Synonymy refers to the existence of equivalent or similar
terms that can be used to express an idea or object in most languages, and polysemy
refers to the fact that some words have multiple unrelated meanings [DDF+90].
Absence of accounting for synonymy will lead to many small disjoint clusters,
some of which should actually be clustered, whereas absence of accounting for
polysemy can lead to clustering of unrelated documents.

A major bottleneck in applying LSI to massive databases is efficient and accurate
computation of the largest few hundred singular values and the correspond-
ing singular vectors of the highly sparse document-query matrix. Even though
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document-attribute matrices that appear in IR tend to be very sparse (usually 0.2
to 0.3% nonzero), computation of the top 200 to 300 singular triplets of the matrix
using a powerful desktop PC becomes impossible when the number of documents
exceeds several hundred thousand.

5.2.3 Covariance Matrix Analysis (COV)

The scalability issue associated with LSI can be resolved in many practical ap-
plications in a dimensional reduction method known as principal component
analysis, invented first by Pearson [PeaOl] in 1901 and independently reinvented
by Hotelling [Hot33] in 1933. PCA has several different names, depending on the
context in which it is used. It has also been referred to as the Kahrhunen-Loeve pro-
cedure, eigenvector analysis, and empirical orthogonal functions. Until recently
it has been used primarily in statistical data analysis and image processing.

We review a PCA-based algorithm for text and data mining that focuses on
COVariance matrix analysis, or COV. In the COV algorithm, document and query
vectors are projected onto the subspace spanned by the k eigenvectors correspond-
ing to the ^-largest eigenvalues of the covariance matrix of the document vectors
C. In other words, the IR problem is mapped to a subspace spanned by a subset of
the principal components that correspond to the k-highest principal values. Stated
more rigorously, given a database modeled by an m x n document-attribute term
matrix A, with m row vectors representing documents,
each having n dimensions representing attributes, the covariance matrix for the set
of document vectors is

(5.1)

where d\ represents the /th document vector and is the componentwise average
over the set of all document vectors [MKB79]. That is,

Since the covariance matrix is symmetric positive semidefinite, it can be
decomposed into the product

where V is an orthogonal matrix that diagonalizes C so that the diagonal entries of
are in monotone decreasing order going from top to bottom, that is, diag' =

[Par97]. To reduce the
dimension of the IR problem to we project all document vectors and the
query vector into the subspace spanned by the k eigenvectors
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corresponding to the k-largest eigenvalues of the covariance
matrix C. Relevancy ranking with respect to the modified query and document
vectors is performed in a manner analogous to the LSI algorithm, that is, projection
of the query vector into the k-dimensional subspace followed by measurement of
the similarity.

5.2.4 Comparison of LSI and COV

Implementation studies for 1R have shown that LSI and COV are similar in that they
both project a high-dimensional problem into a subspace to reduce computational
requirements for determining relevancy rankings of documents with respect to a
query, but large enough to retain distinguishing characteristics of documents to
enable accurate retrieval [KAST02].

However, the algorithms differ in several ways. For instance, they use different
criteria to determine a subspace: LSI finds the space spanned by the rows of
the closest rank-k matrix to A in the Frobenius norm [EY39], while COV finds
the /c-dimensional subspace that best represents the full data with respect to the
minimum square error [KMS00]. COV shifts the origin of the coordinate system
to the "center" of the subspace to spread documents apart as much as possible so
that documents can more easily be distinguished from one another (as shown in
Figure 5.3).

Figure 5.3. LSI and COV map the relevancy ranking problem into a proper subspace of the
document-attribute space. While LSI does not move the origin, COV shifts the origin to
the "center" of the set of basis vectors in the subspace so that document vectors are more
evenly spaced apart, enabling finer detection of differences between document vectors in
different clusters and subclusters.

A second advantage of the COV algorithm is scalability. The primary bottleneck
of COV is the computation of the largest few hundred eigenvalues and correspond-
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ing eigenvectors of a square, symmetric, positive semidefinite matrix of dimension
less than or equal to the dimension of the attribute space [KMS00]. Because the
dimension of a covariance matrix is independent of the number of documents,
COV can be used for real-time IR and data mining as long as the attribute space is
relatively small. Usually the dimension of the attribute space is less than 20,000,
so computations can be performed in the main memory of a standard PC. When
the dimension of the attribute space is so large that the covariance matrix cannot fit
into the main memory, the eigenvalues of the covariance matrix can be computed
using an implicit construction of the covariance matrix [KMS00]. This implicit co-
variance method is generally much slower, especially for databases with hundreds
of thousands of documents since paging will occur.

Neural networks pose another alternative for estimating the eigenvalues and
eigenvectors of the covariance matrix |Hay99J. The advantage of the neural net-
work approach is that it tends to be less computationally expensive. However, the
disadvantages make the method unattractive for IR. For example, it is not clear
when convergence to an eigenvector has occurred (although convergence can be
tested, to some extent, by multiplying the vector to the matrix, and examining the
difference in the angle made by the input and output vectors). Also, it is not clear
which eigenvector has been found, that is, whether it is the one corresponding to
the largest, smallest, or kth largest eigenvalue. In addition, the neural network may
not converge at all. In short, neural network approaches are not suitable since there
is no guaranteed means by which the eigenvectors corresponding to the k-largest
eigenvalues can be computed.

A third attractive feature of COV is an algorithm developed by Qu, Ostrou-
chov, Samatova, and Geist IQOSG02] for mining information from datasets that
are distributed across multiple locations. The main idea of the algorithm is to
compute local principal components for dimensional reduction for each location.
Information about local principal components is subsequently sent to a central-
ized location, and used to compute estimates for the global principal components.
The advantage of this method over a centralized (nondistributed) approach and a
parallel processing approach is the savings in data transmission rates. Data trans-
mission costs often exceed computational costs for large data sets [Dem97]. More
specifically, transmission rates will be of order O(sp) instead of O(np), where n is
the total number of all documents overall locations, p is the number of attributes,
and ,v is the number of locations. According to the authors, when the dominant
principal components provide a good representation of the datasets, the algorithm
can be as equally accurate as its centralized (nondistributed) counterpart in imple-
mentation experiments. However, if the dominant components do not provide a
good representation, up to 33% more components need to be computed to attain
a level of accuracy comparable to its centralized counterpart so the subspace into
which the IR problem will be mapped will be significantly larger.
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5.3 VSM for Major and Minor Cluster Discovery

5.3.1 Clustering

Another approach for overcoming the scalability issue with IR and data mining
systems is to identify clusters (or sets of documents that cover similar topics)
during the preprocessing stage so they can be retrieved together to reduce the
query response time [Ras92]. This approach, which has come to be known as
cluster retrieval, is based on the premise known as the cluster hypothesis that
"closely associated documents tend to be relevant to the same requests." In cluster
retrieval, only documents in one or a few selected clusters are ranked and presented
to users.

We note that the study of clusters in large databases encompasses a much broader
spectrum of ideas and applications, all of which have to do with the development
of meaningful structures and taxonomies for an intended use. For example, clus-
ter identification and analysis can also be used to understand issues and trends
addressed by documents in massive databases.

In this section, we focus on LSI- and COV-based methods for cluster analysis,
although numerous other approaches are available in the literature [DeO2, JD88].
One of the attractive features of both methods is the recognition and preservation
of naturally occurring overlaps of clusters. Preservation of overlap information
facilitates multiperspective analysis of database contents. Most cluster analysis
methods partition sets of documents so that cluster overlaps are not permitted and
may lead to distorted results. For example, if two clusters X and Y have significant
overlap, and the number of documents in (the set of documents in Y that
do not belong to is very small, a mining system may report the existence of
cluster X, and discard documents in . To summarize, identification of
naturally occurring overlap of clusters may prevent omission of clusters that have
a significant overlap with others.

LSI and COV can be used to find major document clusters by using basis vec-
tors from the reduced dimensional space to identify major topics comprised of
sets of several keywords. Implementation studies show that results from the two
algorithms are usually very close [KA02]. Both algorithms are not as successful
at finding smaller, minor document clusters, because major clusters and their large
subclusters dominate the subspace basis vector selection process. And during the
dimensional reduction step in LSI and COV, documents in minor clusters are of-
ten mistaken for noise and are discarded. Mining information in minor clusters
in massive databases represents one of the current big challenges in data mining
research, because minor clusters may represent valuable nuggets of information
[SY02].

5.3.2 Iterative Re scaling: Ando 's Algorithm

Recently, Ando [AndOO] proposed an algorithm to identify small clusters in limited
contexts. Her implementation studies were carried out using very small document
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sets consisting of 684 TREC documents.5 The main intended idea in her algorithm
was to prevent major themes from dominating the process of selecting the basis
vectors for the subspace projection step in LSI. This is supposed to be carried out
during the basis vector selection process by introducing an unfavorable weight
(also known as filter or negative bias) to documents that belong to clusters that are
well represented by basis vectors that have already been selected. The weight is
imparted by computing the magnitude (i.e., the length in the Euclidean norm) of
the residual of each document vector (i.e., the proportion of the document vector
that cannot be represented by the basis vectors that have been selected up to that
point), then rescaling the magnitude of each document vector by a power q of the
magnitude of its residual.

Algorithm 5.1 Ando's Algorithm

The input parameters are the document-term matrix A, the constant scale factor
q, and the dimension k to which the IR problem will be mapped. The residual
matrices are denoted by R and Rs. We set R to be A initially. After each iterative
step the residual vectors are updated to take into account the new basis vector £>,.
After the klh basis vector is computed, each document vector dj in the original IR
problem is mapped to its counterpart j in the k-dimensional subspace as follows,

. The query vector is mapped to the k-dimensional
subspace before relevance ranking is performed.

Ando's algorithm encounters the following problems during implementations.

• All major and all minor clusters may not be identified;

• the procedure for finding eigenvectors may become unstable when the
scaling factor q is large;

• the basis vectors bi are not always orthogonal; and

• if the number of documents in the database is even moderately large, inter-
mediate data will not fit into main memory on an ordinary PC after a few
iterative steps.

The first two points can be explained as follows. The algorithm usually fails to yield
good results because rescaling document vectors after computation of each basis

5The full dataset was used in the Text REtrieval Competition (TREC) sponsored by the United
States National Institute of Standards and Technology: http://trec.nist.gov.
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vector leads to the rapid diminution of documents that have even a moderate-size
componentin the direction of one of the first few document vectors. To understand
how weighting can obliterate these vectors, consider the following scenario. Sup-
pose that a document has a residual of 90% after one basis vector is computed, and
q is set to be one. Before the next iteration, the vector is rescaled to length 0.81,
after two more iterations 0.81 x 0.81 < 0.66, and after n more iterations, less than
0.81 to the «th power.

The third point appears critical at first, particularly from a theoretical perspec-
tive. However, implementation studies of IR using news databases indicate that
slight deviations from orthogonality appear to cause only small differences in rele-
vancies but no differences in the relevancy rankings among documents [KAST02].
In fact, the simplest solution for correcting nonorthogonality of the basis vectors
would be to introduce Gram-Schmidt orthogonalization [GV96J, but the signif-
icant increase in computational cost appears to be unjustifiable considering the
very small changes (if any) in the ranking results.

The fourth and final point regarding the scalability of the algorithm is crucial to
data mining applications. Document-attribute matrices are usually highly sparse,
typically having only 0.2 to 0.3% nonzero elements. After only a few iterative steps
of the algorithm, the document-attribute (residual) matrix will become completely
dense and will not fit in the main memory of a good PC if the database under
consideration is only moderately large.

More recently, Ando and Lee [AL01] proposed a refinement of Ando's earlier
algorithm, given above. The major new contribution has been to automatically set
the rescaling factor. Implementation studies were conducted using a 684 document
subset from the TREC collection. The new algorithm still encounters the scalability
issue mentioned above.

In the next two subsections, we propose two new algorithms for identifying ma-
jor and minor clusters that overcome some of the problems associated with Ando's
algorithm. The first is a significant modification of LSI and Ando's algorithm and
the second is based on COV.

5.3.3 Dynamic Rescaling of LSI

The first algorithm we propose is based on LSI and can only be applied to small
databases. It was developed independently by Kobayashi et al. [KAST01] at about
the same period as that by Ando and Lee [AL01]. The algorithm by Kobayashi
et al. encounters the same difficulties in scalability as the earlier and more recent
algorithms by Ando and Lee. The second algorithm that is based on COV is scal-
able to large databases. Like Ando's algorithm, the idea in both of our algorithms
is to prevent major themes from dominating the process of selecting basis vectors
for the subspace into which the IR problem will be projected. This is carried out
by introducing weighting to decrease the relative importance of attributes that are
already well represented by subspace basis vectors that have already been com-
puted. The weighting is dynamically controlled to prevent deletion of information
in both major and minor clusters.
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Algorithm 5.2 LSI-rescale (minor cluster mining based on LSI and rescaling)

The input parameters for this algorithm are the document-term matrix A, the
re-scaling factor q (used for weighting), and the dimension k to which the problem
will be reduced. The residual matrices are denoted by R and Rs. Initially, R is set to
be A. After each iterative step the residual vectors are updated to take into account
the most recently computed basis vector bi. After the kth basis vector is computed,
each document vector dj in the original 1R problem is mapped to its counterpart i
in the k-dimensional subspace: . The query vector
is mapped to the k-dimensional subspace before relevance ranking is performed.

The LSI-rescale algorithm is based on the observation that rescaling document
vectors after computation of each basis vector can be useful, but the weighting
factor should be reevaluated after each iterative step to take into account the length
of the residual vectors to prevent decimation from overweighting (or overreduc-
tion). More specifically, in the first step of the iteration we compute the maximum
length of the residual vectors and use it to define the scaling factor q that appears
in the second step.

5.3.4 Dynamic Rescaling of'COV

The second algorithm, COV-rescale, for minor cluster identification is a modifi-
cation of'COV, analogous to LSI-rescale and LSI. In COV-rescale, the residual of
the covariance matrix (defined by Eq. (5.1)) is computed. Results from our imple-
mentation studies (given in the next section) indicate that COV-rescale is better
than LSI, COV, and LSI-rescale at identifying large and multiple minor clusters.

The input parameters for this algorithm are the covariance matrix C for the
document residual vectors (given by Eq. (5.1)) the rescaling factor q (used for
weighting), and the dimension k to which the problem will be reduced. The residual
matrices are denoted by R and Rs. Initially, R is set to be the covariance matrix
for the set of document vectors.
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Algorithm 5.3 COV-rescale (minor cluster mining based on rescaling and COV)

5.4 Implementation Studies

To test and compare the quality of results from the algorithms discussed above, we
performed several sets of numerical experiments: the first with a small data set to
test our concept, the second with a larger data set to demonstrate the applicability
of our method to realistic size data, and the third with an LA. Times news article
dataset used in TREC competitions.

5.4.1 Implementations with Artificially Generated Datasets

For our first set of experiments we constructed a data set consisting of two large
major clusters (each of which had three subclusters), four minor clusters, and
noise. Each major cluster had two subclusters that were twice as large as the minor
clusters and a subcluster that was the same size as the minor clusters, as shown
below.

Cluster Structure of Small Dataset (140 documents, 40 terms)
25 docs (Clinton cluster) - major cluster

10 docs (Clinton + Gore) - subcluster
10 docs (Clinton + Hillary) - subcluster
10 docs (Clinton + Gore + Hillary) - subcluster

25 docs (Java cluster) - major cluster
10 docs (Java + JSP) - subcluster
5 docs (Java + Applet) — subcluster
10 docs (Java + JSP + Applet) - subcluster

5 docs (Bluetooth cluster) - minor cluster
5 docs (Soccer cluster) - minor cluster
5 docs (Matrix cluster) - minor cluster
5 docs (DNA cluster) - minor cluster
70 docs noise
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We implemented five algorithms to reduce the dimension of the document-term
space from 40 dimensions to 6 dimensions: LSI, COV, Ando, LSI-rescale, and
COV-rescale. Table 5.1 summarizes clusters that were detected as basis vectors
were computed (uppercase letters are used to label major clusters and lowercase
for minor clusters and noise). C represents the major cluster Clinton, J the major
cluster Java, noise noise, b the minor cluster Bluetooth, s the minor cluster soccer,
m the minor cluster matrix, d the minor cluster DNA, and all-m the set of all minor
clusters.

LSI failed to detect any information in minor clusters. COV picked up some
information in minor clusters, but failed to detect specific minor clusters. Ando's
algorithm detected two minor clusters: Bluetooth and soccer in ba, and the two
remaining minor clusters matrix and DNA in b5 and b6. Our results indicate that
after the fourth iteration the lengths of the residual vectors for documents covering
topics other than matrix and DNA have been given too much unfavorable weighting
so information in them cannot be recovered. Furthermore, it demonstrates why re-
scaling using a constant factor q does not work well when there are multiple minor
clusters. In contrast, LSI-rescale and COV-rescale successfully detect all major
and minor clusters.

Results from using LSI-rescale are as follows: matrix and DNA are detected by
b4; Bluetooth and soccer by b5; and minor (the set of all minor clusters) by b6,. In
short, all minor clusters are detected evenly. Results for COV-rescale are: matrix
and DNA are detected by b6; Bluetooth and soccer by b5; and minor by b2,b4,, and
b6; that is, all minor clusters are evenly detected, as in LSI-rescale.

Table 5.1. Clusters Identified Using Subspace Basis Vectors bt in First Experiment

For our second set of experiments we constructed a data set consisting of 10,000
documents and 500 attributes (keywords) with 5 major clusters Ml, M2, M3,
M5 (each with 500 documents or 5% of the total), 20 minor clusters m/, m2, m3,...
, m20 (each with 200 documents or 2% of the total), and 35% noise. We performed
numerical experiments to reduce the dimension of the document-attribute space to
25 dimensions and observed how many major and minor clusters were detected.

For the straightforward LSI algorithm, computation of 25 basis vectors took
0.96 seconds, for COV 1.05 seconds, and for COV with iterative rescaling (COV-
rescale) 263 seconds. Since the computation time for LSI did not include
conversion into Harwell-Boeing format, and the computation times for the COV
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algorithms include construction of the covariance matrix, the times for LSI and
basic COV are comparable. Iterative rescaling is very expensive for COV because
an updated covariance matrix must be constructed after each set of computations
to find one eigenvector. However, our numerical experiments show that the extra
computation time is worth the effort if the user is interested in finding as many
major and minor clusters as possible. LSI detects only 19 clusters (5 major + 14
minor), basic COV detects only 21 (5 major + 16 minor), while COV with rescaling
detects all 25 major and minor clusters. Our results are summarized in Table 5.2.
Finally, we note that an implementation of LSI with rescaling (Ando's Algorithm
and LSl-rescale) would have been too difficult for this dataset because after a few
steps of rescaling, we would have been required to compute the SVD of a very
large, dense matrix.

Table 5.2. Clusters Identified Using Subspace Basis Vectors b\ in Second Experiment
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5.4.2 Implementations with LA. Times News Articles

In this subsection we describe results from experiments with an LA. Times
database to identify major and minor clusters using the COV-rescale algorithm
presented above. The LA. Times electronic database consists of more than 100,000
news articles provided by the owners to the TREC participants. The documents
were converted to vector format using an in-house stemming tool6 based on natu-
ral language processing technologies, followed by manual deletion of stop-words
and words that appear infrequently. A total of 11,880 terms were selected to be
the document attributes. The TF-IDF model described in Section 5.2.1 was used
for term-weighting. In the final preprocessing step, the COV method was used to
reduce the dimension of the IR-clustering problem to 200.

Figure 5.4. Visualization of three major clusters in the L.A. Times news database when
document vectors are projected into Ihe 3-D subspace spanned by the three most relevant
axes (basis vectors 1, 2, and 3) determined using COV rescale. The major clusters (marked
A, B, and C) are comprised of articles aboul {Bush, US, Soviet, Iraq), {team, coach, league,
inning), and {police, digest, county, officer), respectively. A faint trace of a minor cluster
(marked D) on {Zurich, Swiss, London, Switzerland) can be seen in the background.

Figure 5.4 shows a screen image from our prototype cluster mining system. The
coordinate axes for the subspace are the first three basis vectors output by the COV
rescale algorithm. The three major clusters, marked A, B, and C, are comprised of

6Owned by IBM Research.
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articles about [Bush, US, Soviet, Iraq), {team, coach, league, inning], and {police,
digest, county, officer], respectively. A faint trace of a minor cluster (marked D)
on {Zurich, Swiss, London, Switzerland] can be seen in the background. This
minor cluster can be seen much more clearly when other coordinate axes are used
for visualization and display. This example shows that careful analysis is needed
before deciding whether a faint cloud of points is noise or part of a cluster.

Figure 5.5. Visualization of six minor clusters in the L.A. Times news database by our
prototype cluster mining syslem when document vectors are projected into the 3-D space
spanned by basis vectors 58, 63, and 104.

We continued computation of more basis vectors that could be used to view
three-dimensional slices. After many major clusters were found, minor clusters
began to appear. An example of a screen image that displays six minor clusters
using basis vectors 58, 63, and 104 is given in Figure 5.5. Note that two clusters
may lie along a coordinate axis, one each in the positive and negative directions.
The clusters are comprised of articles on {abortion, anti-abortion, clinic, Roe),
{lottery,jackpot, California, ticket}, {AIDS, disease, virus, patient}, {gang, school,
youth, murder}, {Cypress, Santiago, team, tournament},and {jazz, pianist, festival,
saxophonist}, respectively. A plus or minus sign is used to mark the direction in
which a cluster lies.
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5.5 Conclusions and Future Work

We presented a new algorithm based on covariance matrix analysis for mining
clusters in very large databases. The novel features of our algorithm are:

• high scalability,

• ability to identify major as well as minor clusters, and

• accomodation of cluster overlaps.

We implemented our algorithm using artificially generated data with known
cluster structure. Our experimental results agreed with the correct (expected) an-
swer. We subsequently conducted experiments using a "real" database with over
100,000 documents from the TREC competition. We found that our algorithm
based on covariance matrix analysis requires fewer computations than other pro-
posed algorithms for minor cluster mining that are based on the singular value
decomposition, because clusters can be identified along both the positive and neg-
ative directions of the subspace basis vector axes in covariance-based methods,
while clusters can only be identifed in the positive direction along the subspace
basis vector axes in singular value decomposition-based methods.

In the near future, we plan to investigate and refine speed-up methods for the
preprocessing steps of our algorithm and the search engine component of our
system.
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HotMiner: Discovering Hot Topics
from Dirty Text

Malu Castellanos

Overview

For companies with websites that contain millions of documents available to their
customers, it is critical to identify their customers' hottest information needs along
with their associated documents. This valuable information gives companies the
potential of reducing costs and being more competitive and responsive to their cus-
tomers' needs. In particular, technical support centers could drastically lower the
number of support engineers by knowing the topics of their customers' hot prob-
lems (i.e., hot topics), and making them available on their websites along with links
to the corresponding solutions documents so that customers could efficiently find
the right documents to self-solve their problems. In this chapter we present a novel
approach to discovering hot topics of customers' problems by mining the logs of
customer support centers. Our technique for search log mining discovers hot topics
that match the user's perspective, which often is different from the topics derived
from document content categorization' methods. Our techniques to mine case logs
include extracting relevant sentences from cases to conform case excerpts which
are more suitable for hot topics mining. In contrast to most text mining work, our
approach deals with dirty text containing typos, adhoc abbreviations, special sym-
bols, incorrect use of English grammar, cryptic tables and ambiguous and missing
punctuation. It includes a variety of techniques that either directly handle some of
these anomalies or that are robust in spite of them. In particular, we have devel-
oped a postfiltering technique to deal with the effects of noisy clickstreams due
to random clicking behavior, a Thesaurus Assistant to help in the generation of
a thesaurus of "dirty" variations of words that is used to normalize the terminol-
ogy, and a Sentence Identifier with the capability of eliminating code and tables.
The techniques that compose our approach have been implemented as a toolbox,

Categorization here means the discovery of categories from a collection of documents along with
the placement of such documents into those categories.
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HotMiner, which has been used in experiments on logs from Hewlett-Packard's
Customer Support Center.

6.1 Introduction

The information that organizations make available on their websites has become
a key resource for satisfying their customers' information needs. However, or-
ganizing the contents of a website with millions of documents into topics is not
an easy task. The organization of the site has to be such that it allows customers
to do searches and navigation efficiently. Customers who have to spend a lot of
time trying to find the information that corresponds to their needs get frustrated
and are unlikely to return to the site. Thus the site becomes a potential source of
disgruntled customers, instead of a source to attract and keep loyal customers.

Categorizing documents into a topic hierarchy has traditionally been done ac-
cording to the document contents, either manually or automatically. The manual
approach has been the most successful so far. In Yahoo!, for example, topics are
obtained manually. However, even though the documents in Yahoo! are correctly
categorized and the categories (topics) are natural and intuitive, the manual effort
that is required to do the categorization is huge and can only be done by domain
experts. In response to these requirements, many efforts have been dedicated to
creating methods that mine the contents of a document collection to do the catego-
rization automatically. Unfortunately, so far none of the automatic approaches has
obtained results comparable to the ones obtained by manual categorization; that
is, the resulting categories are not always intuitive or natural. However, if instead
of mining the contents of the document collection, we mine the logs that contain
historical information about the users' information needs on that collection, not
only can we restrict our attention to the topics of most interest to them (i.e., hot
topics), but do a better job as well.

In fact, nowadays organizations need to know at every moment what the interests
or problems of their customers are in order to respond better to their needs. In
particular, by knowing which topics and corresponding documents are the ones of
most interest, organizations can better organize their websites, with a hot topics
service, for example, to facilitate customer searches on those greatly demanded
topics. In the case of technical support centers, it has been often experienced that
about 80% of customer problems refer to the same kind of problems. Therefore,
by identifying the topics of these hot problems and making them readily available
on the Web, customers could potentially self-solve their problems. This translates
into a dramatic cost reduction in that fewer customer support experts would be
needed to solve customer problems.

In this chapter, we report our approach to mine hot topics from the logs of
customer support centers; in particular, we have applied this approach to the logs
of Hewlett-Packard Customer Support. When a customer has a problem, he has two
options to solve it. One is to simply call the customer support center and open a case
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to report the problem to a technical representative and let her figure out how to solve
it. The other is to try to self-solve the problem by looking for solution documents
that match the problem on the customer support website. Accordingly, there are two
kinds of logs, each of which can be physically structured in different ways: a search
log and a case log. The search log keeps track of the search strings that customers
formulate when they try to self-solve their problems along with the documents
opened after these searches, that is, the clicking paths. The case log keeps track
of the cases opened by customers along with the history of actions, events, and
dialogues followed while a case is open. These two logs are complementary to
obtain the information about all the problems that customers have experienced.
Therefore, even though they are very different from each other, we consider both
in our approach. The main challenge was dealing with the various kinds of dirtiness
or noise embedded in the logs in order to obtain meaningful results with the highest
possible quality. Therefore, our approach to hot topics discovery is composed
not only of techniques to mine search and case logs, but to deal with dirty text
either by directly solving dirty features or by being robust in spite of them. The
implementation of our approach is embodied in a toolbox called HotMiner whose
general architecture is shown in Figure 6.1.

Figure 6.1. HotMiner Architecture.

Initially, we focused on the search log exclusively to discover hot topics of
self-solving customers. Under the hypothesis that viewing the documents by the
search terms used to open them it is possible to discover hot topics that match
the users' perspective, we propose a novel technique based on the search views of
documents derived from the search log. However, hot topics can only be useful
if their quality is high; that is, the topics need to be clean for the users to rely on
them to solve their problems. Unfortunately due to the browsing tendency of Web
users, often driven by curiosity or ignorance, the clicking paths may be noisy and
lead to hot topics contaminated by extraneous documents that do not belong to
the topics into which their search path views push them. Our approach includes a
postfiltering technique that considers the content of each document, content view,
in a hot topic to identify the extraneous ones. Identifying extraneous documents is
not only beneficial for obtaining higher quality topics but to pinpoint documents
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that are being returned as noise to some queries distracting customers from their
search goal.

To complete the picture of hot topics with those of reported problems, we con-
sidered the case log. However, the text in case documents conformed from different
fields of the case log is dirty: typos, misspellings, adhoc abbreviations, missing and
ambiguous punctuation, core dumps, cryptic tables and code, in addition to being
grammatically poor and nonnarrative. Hence, our approach copes with such char-
acteristics by including techniques that directly solve some anomalies that would
otherwise contaminate the results with noisy, meaningless term occurrences, and
techniques that are robust in spite of the others. For example, our approach includes
cleanup techniques to normalize typos, misspellings, and abbreviations. Terminol-
ogy normalization is accomplished by using a thesaurus that is derived from the
document collection by a Thesaurus Assistant that identifies approximate dupli-
cates present in the documents. These approximate duplicates are synonymous
words that are lexically similar. We did not consider synonyms given by lexi-
cally dissimilar words corresponding to the same concept, like those considered
in Senellart and Blondel's chapter in this book, because the relevant terminology
is mostly domain-specific technical terms that do not have this kind of synonyms.
If this were not the case, techniques like those described in that chapter could be
used to complement the thesaurus.

Furthermore, case documents are in general very long documents that report
everything that happens while a case is opened, including logistic information
such as "customer will report result tomorrow morning," or "els if cu no elbk 24h"
(close if customer does not call back in 24 hours). This logistic information, which
is meaningless for discovering hot topics, will also introduce noise in the results.
Our method includes techniques to extract relevant sentences from case documents
to consolidate pure technical excerpts to be mined for hot topics. As a matter of
fact, we first evaluated available prototype and commercial summarizers but none
of them seemed to adequately deal with the characteristics of the text found in case
documents, which as mentioned above is dirty and nonnarrative. Besides, these
products are generic and they offer only limited capability for customizing them to
specilic domains, if at all, sometimes with a major effort, and still yielding results
that were far from what we expected. Our excerpt generation (or summarization)
method is composed of a variety of techniques capable of dealing with the char-
acteristics of the text in case documents and making use of domain knowledge
to obtain a major improvement in the quality of the excerpts obtained, that is,
in the accuracy of the extracted relevant sentences. For example, the technique
for sentence identification has the capability to remove code and table-formatted
cryptic text that would otherwise complicate the already difficult task of identify-
ing sentences in the presence of ambiguous and missing punctuation. In addition,
since the text is grammatically poor, we are limited to using techniques that are
not based on natural language. The techniques for relevant sentence identification
correspond to different criteria of what makes a sentence relevant and their results
can be combined in any way to obtain the final ranking of the sentences. Although
the notion of relevance is subjective and not well understood in general, in our
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context it is clear that the essential requirement for a sentence to be considered rel-
evant is to be of a technical nature and not logistic2. Since one of the design goals
of Hotminer is to be versatile, each one of the techniques in the toolbox can be
enabled or disabled. For example, techniques that make use of domain knowledge
can be disabled when such knowledge is not available. The contributions of our
approach are various. First, we propose a novel technique to discover hot topics
from search logs. This technique combines the search view and the content view
of documents to obtain high-quality hot topics that match the users' perspective.
To the best of our knowledge no other technique exists that uses a search view
of the documents to discover hot topics that, in contrast to content-based meth-
ods, match the users' perspective. It is also novel to include a postfiltering stage
where the content view of the documents is used to boost the precision of the top-
ics discovered from the search view of the documents. This stage corrects errors
derived from noisy clicking behavior and from the approximations of the mining
algorithm used to do the groupings. Second, a method to discover hot topics from
case logs is proposed. The method deals with the dirtiness and mixed contents
of case documents, which negatively affect the results, by including a variety of
techniques like those for thesaurus generation and excerpt generation to normalize
dirty variations of words and extract relevant contents, respectively. Our excerpt
generation method differs from others in that it deals with dirty, nonnarrative, and
grammatically poor text. It is composed of a combination of techniques to identify
relevant sentences according to different criteria and without relying on grammar.
The method is flexible and leaves room for customization.

Although we used several months of log content for our experiments (one month
at a time), the results were not fully validated because in addition to being rather
cumbersome to analyze the results obtained at different stages of the process,
an ideal analysis has to be done by domain experts (whose time is precious).
Therefore, we did the validation ourselves by manually inspecting a small subset
of hot topics and interpreting their contents with our limited understanding of the
domain. We found an average precision of 75% and although this is not perfect, the
results were still satisfactory and useful to discover the hot topics of the problems
that customers were experiencing, some of which did not even exist in the topic
ontology of the document collection. For example, the hot topic "Y2K" did not
exist as a topic in the ontology since the documents related to the Y2K problem
were spread under the umbrella of different topics.

This chapter is organized in two parts, preceded by this introduction and by
Section 6.2, which is a short overview of related work. The first part covers our
approach to mining search logs. Section 6.3 describes the technique to discover
hot topics from search strings and clickstreams and then describes the postfiltering
technique to improve the quality of the hot topics. Section 6.4 shows the exper-
imental results of applying these techniques to the search log of HP Customer

In fact, response center engineers need atool with the capability of extracting the technical content
of case documents to assist them in the creation of certified documents.



128 Castellanos

Support. The second part covers our approach to mining case logs and follows
the same structure as the first part, that is, first a technical description and then
experimental results. Section 6.5 describes the method for obtaining excerpts of
relevant sentences from cases. Section 6.6 gives a flavor of the results obtained by
applying the sentence extractor to a case document. Section 6.7 briefly describes
how hot topics are discovered from case excerpts. We finalize by presenting our
conclusions in Section 6.8.

6.2 Related Work

From the Introduction it can be surmised that to discover hot topics from search
and case logs we need to deal with different aspects of the problem. Therefore,
our approach is composed of a variety of techniques that separately tackle these
aspects. In this section, we briefly review work related to each of our techniques.

Document categorization can be done manually or automatically. In manual
categorization, experts identify the topic of each document in a collection. The
resulting topic hierarchies/ontologies are intuitive and the users navigate through
them naturally and efficiently, as in Yahoo!. However, categorizing documents
manually is highly time consuming and costly, so emphasis has been put on find-
ing ways of doing it automatically. There are two kinds of automatic categorization.
In the supervised categorization, called classification, the categories (topics) are
predefined and a subset of category-labeled documents is used to train a classifi-
cation algorithm to learn how to classify documents into these categories. Some
work in this direction is described in LDPHS98, LSCP96, YY99]. Since we do not
know the categories (hot topics), our work does not fall in this category. The other
kind of automatic categorization is the unsupervised one, where not only docu-
ments need to be categorized, but the categories themselves need to be discovered.
In this case, a clustering algorithm [DHS01] is typically used to discover the cat-
egories implicit in the collection, as originally proposed in [Sal89]. Numerous
techniques such as those described in 1CKPT92, Wil88, SKKOO] have followed
the clustering approach but the results have never been comparable to the ones
obtained manually; that is, the categories are often unnatural and not intuitive to
the users. In contrast, we focus on discovering hot categories from a novel view
of documents based on the search terms used to open them (search view) or from
excerpts comprised of the most representative sentences of case documents.

Work on automatic correction of words in text is surveyed in [Kuk92]. Some
methods for identifying misspelled words in text require words to be tagged by
a part-of-speech tagger [Too00] and [EE98J. These methods are not applicable
to our work since we are dealing with dirty text, which yields poor results when
tagged by a part-of-speech tagger.

There exist numerous spelling checkers for the most popular operating systems.
We chose to use the UNIX built-in spelling checker "spell" [McI82] to identify
misspellings. Spelling checkers such as "Ispell" [Kue87] also make suggestions
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for misspelled words but we chose instead to use the Smith-Waterman algorithm
[SW81] for finding the "approximate duplicate" relationship of misspellings to
words in the vocabulary of the collection because of the robustness of the algorithm
and the proprietary-specific terminology of our domain.

The technique used for the removal of table-formatted text is based on work
reported in [StiOO] on the identification of tables in PDF documents. Very little has
been done in the area of removing code fragments from text documents, barring
the removal of dead code from computer programs.

Not too much work on sentence boundary detection has been reported. Most
of the techniques developed so far follow either of two approaches: the rule-
based approach which requires domain-specific handcrafted lexically based rules
[Nun90], and the corpus-based approach where models are trained for identify-
ing sentence boundaries [RR94], sometimes including part-of-speech tagging in
the model |SSMB99J. Since we do not have an annotated corpus, we manually
handcrafted some heuristic rules that we identified by inspection.

Research on summarization has been done since the late 1950s [Luh58], but it
was only in the 1990s that there was a renaissance of the field. A compendium of
some of the most representative approaches is found in [MM99]. As stated there, ac-
cording to the level of processing, summarization techniques can be characterized
as approaching the problem at the surface, entity, or discourse levels. Surface-
level approaches represent information in terms of shallow features. Entity-level
approaches tend to represent patterns of connectivity of text by modeling text enti-
ties and their relationships, such as those based on syntactic analysis [CHJ61 ] or on
the use of scripts (Leh82|. Discourse-based approaches model the global structure
of the text and its relation to communicative goals, such as [Mar97] who uses the
rhetorical structure in the discourse tree of the text, and [BE99] who uses WordNet
to compute lexical chains from which a model of the topic progression is derived.
Most of the entity- and discourse-based approaches are not applicable in a domain
such as ours where the specific lingo, bad use of grammar, and nonnarrative nature
of the text make it infeasible to apply existing lexical resources such as WordNet,
scripts of stereotypical narrative situations, or in-depth linguistic analysis. The
techniques used in our method are surface- and entity-level techniques.

Part I: Mining Search Logs

As stated in the Introduction, we initially focused on discovering hot topics of
the customers who try to self-solve their problems. Data related to the search
performed by customers to find the documents with the solutions to their problems
are captured in search logs. In this part of the chapter we describe techniques for
mining these logs to discover hot topics that match the customers' perspective.
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6.3 Technical Description

The main idea is to use a view of the documents derived from the search terms
used to open them, called search view, to discover the hot topics of customers'
problems and associated documents. Then, to boost the precision of these topics,
we propose to use the traditional view of the documents derived from their contents
to identify those documents that fall into the wrong topics and filter them out. The
method is comprised of four main stages: preprocessing, clustering, postfiltering,
and labeling, as shown in Figure 6.2.

Figure 6.2. Methodology.

6.3.1 Preprocessing

In this stage, the raw material of the search log is processed to extract the relevant
data to derive the search views of the documents that are subsequently converted
into a form suitable for data mining.

Data Collection

The log provides complete information about the searches performed by users:
the queries formulated by them, as well as the documents that they opened after
the queries. This data collection step can take different forms depending on the
physical configuration of the search logs. HP Electronic Customer Support, which
is the site HP customers used to visit to self-solve their problems, has a search log
composed of three separate logs: a usage log, a query log, and a web log. These
logs are described next.

A usage log records information on the actions performed by the users, for
example, doing a search (doSearch) or opening a document from the list of search
results (reviewResultsDoc). A usage log entry looks like the following.
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A query log records information on each query posed after a doSearch action. A
search log entry might look like the following.

A web log records information on each web page (i.e., document) opened. An
entry might look like the following.

It is necessary to correlate the usage, search, and web logs to obtain a relation
between the searches performed by the users and the corresponding documents
opened as a result of the searches. First, the usage and search logs are correlated
to obtain the time at which a query was formulated. Then, correlation with the
web log takes place to look for all the documents that were opened after the
subsequent reviewResultsDoc action in the usage log but before the timestamp of
the next action performed by that user. Sequential numbering had to be introduced
to handle the lack of synchronization of the clocks in the different logs. This step
results in a document-query relation that looks like the following.

Since we are interested in obtaining topics that match the users' perspective,
instead of viewing documents by their contents, which is the usual way, we propose
to view them by the collection of queries that have been posed against them; that
is, for each document we associate all the queries that resulted in opening that
document. This is called a search view or query view of a document. We can
restrict the document-query relation to a given number of the hottest (i.e., more
frequently accessed) documents. This is useful when the hot topics service only
contains hot documents in the hot topics.

Data Cleaning

The entries of the document-query relation need to be scrubbed, which might in-
volve removing some entries from the relation, normalizing query terms, removing
special symbols, eliminating stop-words, and stemming (see Section 6.3.3 - Data
Cleaning).
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Table 6.1. V Vectors.

Data Transformation

Each cleaned entry of the document-query relation has to be transformed into a
numerical vector for it to be mined in the second stage. From this transformation
we obtain a set of vectors V, with one vector per document consisting of elements
WJJ , which represent the weight or importance that word j has in document i. This
weight is given by the probability of word j in the set of queries posed against
document / as shown in the following example.

Set of queries for document 964974:
{sendmail, mail, sender domain sendmail, mail aliases, sendmail host unknown,

mail debug}
Vector representation for document 964974:

Since the number of different words that appear in a large collection of queries
can be quite large, a feature selection technique is used to select a set of the most
relevant words to be used as the dimensions of the vectors. We are interested only
in hot topics, therefore we use the simple technique of selecting as features the top
n query words that appear in the search view of at least two documents. Phrases
with more than one word could be used as well, but our experiments indicated that
they did not add any value.

The set of vectors Vis organized into a matrix where each row corresponds to a
document vector and each column corresponds to a feature as shown in Table 6.1.

6.3.2 Clustering

In this stage, the vector representation of the search view of the documents is
mined to discover hot topics that match the user's perspective. Groups of docu-
ments that are similar with respect to the users' information needs will be obtained
by clustering [DHS01] the documents representing a collection of points S in a
multidimensional space Rd where the dimensions are given by the features se-
lected in Step 6.3.1 - Data Transformation. Numerous definitions of clustering
exist and for each definition there are multiple algorithms. To illustrate, let us take
a definition known as the k-medlan measure: given a collection of points S in
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and a number k of clusters, find k centers in such that the average distance
from a point in S to its nearest center is minimized. While finding k centers is
NP-hard, numerous algorithms exist that find approximate solutions. Any of these
algorithms, such as k-means, farthest point, or SOM maps can be applied to the
Documents X Words matrix given in Table 6.1. The interpretation of a cluster so
produced is that two documents are in the same cluster if they correspond to similar
searches; that is, customers opened them after similar queries.

Although our method is independent of the clustering definition and algorithm
used, experimentation is recommended to find the algorithm that works best for
the domain at hand, that is, finds the most accurate hot topics.

6.3.3 Postfiltering

The search view of the documents relies on the assumption that users open doc-
uments that correspond to their search needs. However, in practice users often
exhibit a somewhat arbitrary or even chaotic clicking behavior driven by curiosity
or ignorance. Under this behavior they open documents that do not correspond to
their search needs but that the search engine returned as a search result due to the
presence of a search term somewhere in the document. In this case, the document's
search view erroneously contains the search string and therefore it will be associ-
ated with documents whose search view also contains that string, probably ending
up misplaced in the wrong cluster. For example, a document on the product Satan,
which is software for security, is returned in the list of results for the query strings
"year 2000" or "year 2000 compliance" since it contains a telephone extension
number "2000," although it is not related to "year 2000." Users tend to open the
Satan document probably misled by the name Satan which they might interpret as
something catastrophic related to Y2K compliance or just driven by curiosity as to
what it could be about. Thus the search view of the Satan document contains the
search string "year 2000" which makes it similar to documents related to Y2K and
whose search view also contains the string "year 2000." Hence, the Satan document
ends up in a cluster corresponding to the Y2K topic. These extraneous documents
that appear in topics to which they do not strictly belong constitute noise that has a
negative impact on the quality of the topics. Since users will not rely on a hot topics
service with low quality, it is necessary to clean up the hot topics by identifying
extraneous documents and filtering them out. This is accomplished by computing
the similarity of the documents according to their content (i.e., their content view),
and designating as candidates for filtering those with a low similarity to the rest of
the documents in their cluster. The steps comprising this stage are given next.

Data Collection

In this step the actual contents of the documents in the clusters are retrieved. As
mentioned above, the postfiltering stage builds upon the views obtained from the
text conforming these documents.
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Data Cleaning

The contents of the documents are scrubbed as in Section 6.3.1 - Data Cleaning,
but here header elimination and HTML stripping are necessary, followed by special
symbol removal, stop-word elimination, normalization, and stemming.

• Header elimination: removes metainformation added to the documents that
is not part of the content of the documents themselves.

• HTML stripping: eliminates HTML tags from the documents.

• Special symbol removal: removes symbols such as *, #, &, and so on.

• Stop-word elimination: eliminates words such as "the", "from", "be", "prod-
uct", "manual", "user", and the like that are very common and therefore do
not bear any content. For this we use both a standard stop-word list available
to the IR community and a domain-specific stop-word list that we created
by analyzing the contents of the collection.

• Normalization: attempts to obtain a uniform representation of concepts
through string substitution, for example, by substituting the string "OV"
for "Open View".

• Stemming: identifies the root form of words by removing suffixes, as in
"recovering" which is stemmed as "recover".

Data Transformation

The contents of the documents are transformed into numerical vectors similar to
those in Section 6.3.1 - Data Transformation. However, here the set of different
terms is much larger and the technique that we use for selecting features consists
of first computing the probability distributions of terms in the documents and then
selecting the / terms in each document that have the highest probabilities and that
appear in at least two documents. Also, the weight wij for a term j in a vector i
is computed differently, by using our slight modification of the standard TF-1DF
(Term Frequency - Inverse Document Frequency) measure [Sal 89] given by the
formula:

(6.1)

where n is the number of documents in the collection, tfy corresponds to the
frequency of term j in document i, dfj is the document frequency of term j, and
A" is a factor that provides the flexibility to augment the weight when term j appears
in an important part of document i, for example, in the title of the document. The
default value for k is 1. The interpretation of the TF-IDF measure is that the more
frequently a term appears in a document, the more important it is, but the more
common it is among the different documents, the less important it is since it loses
discriminating power.

The weighted document vectors form a matrix like the one in Table 6.1, but the
features in this case are content words as opposed to query words.
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Extraneous Document Identification

This step is composed of two substeps: similarity computation and filtering.

Similarity Computation

The similarity of each document dj to every other document dj in the cluster where
it appears is computed. The cosine distance is used to compute the cosine angle
between the vectors in the multidimensional space as a metric of their similarity

From these individual similarities, the average similarity AVG_SIM (di) of each
document with respect to the rest of the documents in the cluster is computed. Let
n be the number of documents in a cluster; then

A cluster average similarity AVG_SIM is computed from the average
similarities of each document in the cluster Ck,

Filtering

The document average similarity is used as a metric of how much
cohesion exists between a given document dj and the rest of the documents in
the cluster. If the similarity is high it means that the document fits nicely in the
cluster where it appears, but if the similarity is low it means that it is an extraneous
document in the cluster where it was erroneously placed. Now the question is how
"low" the similarity has to be for a document to be considered extraneous.

We need a mechanism for setting a similarity threshold that establishes the
boundary between extraneous and nonextraneous documents in a cluster. This
threshold will depend on the magnitude of the deviation from the cluster average
similarity AVG_S1M (Q) that will be allowed for the average similarity AVG_SIM
(dj) of a document Dj. For this we compute the standard deviation for a cluster
Ck:

Then, we standardize each document average similarity AVG_SIM (dj) to a
Z-score value

to indicate how many standard deviations the document average similarity
AVG^SIM (dt) is off the cluster average similarity AVG_S1M (Q).
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By inspecting the Z-score values of known extraneous documents we can set the
threshold for the Z-score value below which a document is considered a candidate
extraneous document in the cluster where it appears. To support the decision made
on the threshold setting we can use the Cheby shev theorem, which says that for any
data set D and a constant of the data items (documents
in our case) in D are within k standard deviations from the mean or average. For
example, for k — 1.01 at least 2% of the data items are within k = 1.01 standard
deviations from the mean, whereas for k = 2 the percentage increases to 75%.
Therefore, the larger/: is, the more data items are within K standard deviations and
the fewer documents are identified as extraneous candidates. The opposite holds
as k gets smaller because fewer documents are within a smaller number of stan-
dard deviations and only those exceeding this number are considered extraneous
candidates. This translates into the typical trade-off between precision and recall.
If we want more precision (i.e., the proportion of true extraneous candidates to the
total number of candidates), the price paid is on the true extraneous documents
that will be missed (false negatives) which decreases the recall. On the other hand,
if we want to augment the recall (i.e., the proportion of true extraneous candidates
to the total number of true extraneous documents), precision will decrease because
documents that are not extraneous are identified as extraneous candidates (false
positives).

Another way to assess the effect of the threshold value setting is to use the
Coefficient of Dispersion of a cluster

which expresses the standard deviation as a percentage. It can be used to contrast
the dispersion value of a cluster with and without the extraneous candidates.

The extraneous candidates can be filtered either manually or automatically.
Automatically means that all the extraneous candidates will be eliminated from
their clusters. In this case, the Z-score threshold setting is more critical because
the false extraneous candidates will be eliminated while at the same time true
extraneous documents not identified as candidates will be missed. The manual
mode is meant to assist a domain expert for whom it is easier to pinpoint false
extraneous candidates than to identify missed extraneous ones. Therefore, in this
mode we set the threshold for high recall, and have the domain expert eliminate
the false candidates to raise the precision. The candidates could be highlighted
when the documents of a hot topic are displayed, so that the domain expert could
easily visualize the candidates and either confirm or reject them as extraneous to
the topic.

6.3.4 Labeling

Once the clusters have been cleaned by removing extraneous documents, a label has
to be given to each cluster to name the topic that it represents. Labels can be assigned
either manually or automatically. Manual labeling is done by a human who inspects
the documents in a cluster and, using his experience and background knowledge,
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assigns a semantic label to the topic represented by the cluster. Automatic labeling
is done by analyzing the words in the documents of a cluster to find the L most
common words that appear in at least half of them and using those L words to
label the cluster. Those clusters for which there is no such label could be simply
discarded. If there is more than one cluster with the same label they are merged
and postfiltering is applied to the resulting cluster. In the experiments section we
describe different ways of doing the labeling according to the kind of words and
parts of the documents that are considered.

6.4 Experimental Results

The method used to mine hot topics described in the previous section has been
implemented as part of a toolbox named HotMiner. In this section we show some
results obtained by applying HotMiner to discover hot topics from the search log
of HP's Electronic Customer Support website. This site makes a collection of one
million documents available to HP's registered customers. When a customer has
a software problem, she can either submit a case to have a support engineer find a
solution for her problem, or she can try to self-solve it by searching the collection
with the hope of finding a solution document for the problem. If, according to the
customer's experience, self-solving can be done efficiently, it is likely that she will
return to the site to self-solve other problems when they arise. However, if she
finds it difficult to find the right solution document, most likely she will quit the
site, open a case, and not attempt to self-solve her problems ever again.

The search process required for self-solving problems can be done either by
navigating through a topic ontology when it exists, or by doing a keyword search.
The disadvantage of using a topic ontology is that it frequently does not match the
customer's perspective of problem topics, making the navigation counterintuitive.
This search mode is more suitable for domain experts, such as support engineers,
who have a deep knowledge of the contents of the collection of documents and
therefore of the topics derived from it. In the keyword search mode the user knows
the term(s) that characterize his information needs and he uses them to formulate a
query. The disadvantage of this search mode is that the keywords in the query not
only occur in documents that respond to the user's information need, but also in
documents that are not related to it at all. Therefore, the list of search results is long
and tedious to review. Furthermore, the user often uses keywords that are different
from the ones in the documents, so he has to go into a loop where queries have
to be reformulated over and over until he finds the right keywords. However, by
applying HotMiner to the various ESC logs, we discover hot topics that match the
user's perspective and that group documents corresponding to the hottest problems
that customers are experiencing. When these hot topics are made directly available
on the website, customers can find solution documents for the hottest problems
straightforwardly. Self-solving becomes very efficient in this case.



138 Castellanos

Taking November of 1999 as a representative month, the number of documents
from the Electronic Customer Support website that HP customers opened was
49,652, of which 12,678 were distinct, and the number of queries was 27,884.
According to support engineers, 80% of the customer calls correspond to 20% of
the problems, so they needed a way to identify these hot problems and publish
them on the website along with the appropriate solution documents. HotMiner is
the tool that we built to assist them in discovering this information.

HotMiner implements each of the steps according to the description given in
Section 6.3. However, some steps for which alternatives exist and that were left as
free choice in that section are further described below. Some of these steps required
experimentation to evaluate the alternatives.

• The normalization step was limited to a few words that were manually
normalized because the Thesaurus Assistant and Normalizer, described in
Section 6.5, that help to identify and normalize variations of words did not
exist at the time our experiments were conducted.

• In the clustering step and for the experiments on ESC log data we used the
SOM_PAK [KHKL96J implementation of Kohonen's Self-Organizing Map
(SOM) algorithm [Koh92]. The output of SOM_PAK allows for an easy
implementation of the visualization of the map, which in turn facilitates the
analysis of the evolution of topics. Our visualization implementation pro-
duces a map that looks like the partial map shown in Figure 6.3. In this
map each cell represents a grouping of related documents; the more related
the groupings are, the closer their corresponding cells appear in the map.
As can be observed in Figure 6.3, there are several cells that have over-
lapping labels, as in the live left upper cells whose labels contain the word
"sendmail". Overlapping labels gave us an indication that the cells represent
groupings that might constitute a topic. In order to discover these topics, we
applied SOM again, but this time on the centroids (i.e., representatives) of
the groupings obtained in the first SOM application. We expected that the
centroids would cluster naturally into higher-level topics that generalize the
first-level topics (subtopics). However, in some cases the resulting groupings
did not make much sense (i.e., subtopics that were unrelated were grouped
together). One possible reason is that the relationships between the centroids
found by SOM are not intuitive from the problem-solving perspective, and
another possible reason is the diverse uses of the same term. To visualize
these higher-level groupings, we labeled the cells in different colors accord-
ing to the higher-level grouping to which they belong as identified by SOM.
Since this book is in black and white, in Figure 6.3 we show these higher-
level groupings by drawing an enclosing line around the cells belonging to
each high-level grouping.

• In the postfiltering stage, the vector representations of the contents of the
documents can be derived in different ways depending on which words are
taken into account for their content view and the value of k in the modified
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Figure 6.3. Partial cell map.

TF-IDF formula used to transform these views to vectors. Alternatives that
were experimented with are:

(a) occurrences of non-stop-words in the titles of the documents;
(b) occurrences of non-stop-words in the entire contents of the documents;
(c) same as (b) but using k > 1 in Eq. (6.1) when the word appears in the

title;
(d) query words (of the grouping to which the document belongs) that

appear in the document; and
(e) occurrences of the first p words in the documents (solution documents

usually contain the problem description at the beginning).

With each of these representations, the similarity values described in Sim-
ilarity Computation, Section 6.3.3 - Extraneous Document Identification,
were computed and compared for some clusters. The similarity values ob-
tained in alternatives (a), (c), and (e) were the least accurate. In particular,
in alternative (c) we observed that the larger the value of K is, the higiier
the similarity values for extraneous documents are, which is wrong. The
alternative that gave the highest accuracy for similarity values was (b).

• The labeling step also offers several alternatives. One is to derive the labels
from the query words in the vector representation of the query view of the
documents. The other is to use the content words in the vector representation
of the content view of the documents. In the second case (i.e., using content
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words), there are two independent sets of additional options that can be
combined in any way. The first set of options gives a choice for the kind of
content words to use for labeling: non-stop-words, nouns, or noun phrases.
For nouns and noun phrases we require a PoS (part-of-speech) tagger and a
noun phrase recognizer. We used the ones provided in the LinguistX platform
library from Inxight [Inx]. The second set of options gives us a choice to
use only the titles of the documents or the whole contents of the documents
to extract from them the non-stop-words, the nouns, or the noun phrases.
Our experiments show that by using all non-stop-words in the document
titles we obtain labels that better describe the topic represented by a cluster.
This is not strange since titles convey the most important information about
the contents of the documents and therefore constitute a first-level summary
of the documents. However, not all the documents in the collection have
meaningful titles and the topics where this happens often have meaningless
labels. According to our experiments, to avoid this situation while at the same
time obtaining "good" labels, the labeling technique should use all words
that are not stop-words that appear in the whole contents of the documents. It
seems counterintuitive that using all non-stop-words performed better than
using noun phrases, but as the following example from our experiments
shows, noun phrases are more restrictive. For a topic on "shared memory"
problems the label "memory" was assigned when nouns or noun phrases
were used, but "shared" and "memory" were the labels when non-stop-
words were used. This is because although the documents are related to
shared memory, most of the titles of the documents in that cluster contain
the word "memory", others contain the word "shared", and only a few had
the noun phrase "shared memory". When we use nouns or noun phrases,
"memory" is found to be the most common noun and noun phrase and
therefore it is the one used for labeling; "shared" is neither a noun nor a
noun phrase so it does not even count. When we use all non-stop-words
the most common words are "memory" and "shared", which are the ones
used for the label when the number / of most common words to be used
for a label is set to two. However, labeling is a difficult problem and our
results often did not give us completely meaningful labels. For example, in
Figure 6.4 the label "y2k 10.20 patch" might be interpreted as a topic on
patches for HP-UX 10.20 for Y2K compliance, which seems fine according
to the documents in that topic. However, in Figure 6.5 the label "sendmail
mail unknown" is not as easy to interpret and can only be interpreted as a
topic related to "sendmail" problems.

Once the topics are found and labeled, the corresponding SOM map visualization
is created on a web page that lets us analyze the topics obtained (this visualization
is not intended for the customers). By clicking on the label of a cell, the contents
of the topic in terms of its hottest documents is displayed in another web page
as shown in Figures 6.4 through 6.6. In such a page all the documents that fall
into the corresponding cluster are listed, and the ones that the postfiltering stage
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Figure 6.4. Successful postfiltering of extraneous documents.

found as extraneous appear in red.3 Those three figures also show that postfilter-
ing can never be perfect, and that a compromise has to be made between recall
and precision. Figure 6.4 is an example where postfiltering was totally success-
ful in identifying all the extraneous documents (documents 151212, 158063, and
158402). Figure 6.5 shows partial success in identifying extraneous documents
since not only were all the extraneous documents identified (document 150980),
but nonextraneous documents were identified as extraneous as well (documents
156612 and 154465). Finally, Figure 6.6 is an example of a total failure in identi-
fying extraneous documents since there are no extraneous documents but two of
them were identified as such (documents 159349 and 158538). This might happen
in any cluster that does not contain extraneous documents since the average simi-
larity of some documents, even if it is high, may be under the similarity threshold
when the standard deviation is very small. To avoid this problem, the standard
deviation in each cell has to be analyzed and if it is very small postfiltering will
not be applied to the cell.

In support of our hypothesis that the topics discovered with this method match the
users' perspective, we make the following observation: several topics obtained did
not appear in the existing topic hierarchy, either because they were just emerging,
like the topic Y2K, or because the support engineers need a different perspective
of the content of the collection that corresponds to organizational needs, or simply
because they were not aware of the way users perceive some problems. In any
case, it was interesting to see which topics were hot at a given moment, how much

3Since the printing of this book does not allow colored figures, candidate extraneous documents
are shown pointed to by a small arrow.
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Figure 6.5. Partial success in identifying extraneous documents.

corresponding content existed, and the clicking behavior of customers when trying
to self-solve problems belonging to a given topic.

To fully evaluate the results we would need to analyze the content of each hot
topic and its documents, which would require a prohibitive amount of effort. As
an alternative, we did a limited evaluation of the results. We randomly sampled
10% of the hot topics and found that about 80% of the sample topics made sense.
The relationship of the documents in the remaining 20% was not apparent to us
due to our lack of domain knowledge or because although their search views were
related, their content views were not. In any case, if automatic elimination of topics
is enabled, most of the meaningless hot topics could be automatically eliminated at
two different times: in the postfiltering step by setting thresholds for cluster average
similarity, AVGJSIM (Q) , and cluster standard deviation, S (Q) , to values that
experimentally prove to get rid of most noncohesive topics, and in the labeling
step when no meaningful label is found for a topic. Nevertheless, a human should
be involved in the loop to inspect the final hot topics before making them public.

Part II. Mining Case Logs
As mentioned in the Introduction, customers do not always try to self-solve their
computer-related problems on the customer support website. They often open a
case via a phone call, e-mail, or the Web. In fact, even when they try to self-
solve their problems, often they are not successful in their search for the right
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Figure 6.6. Failure to identify extraneous documents.

documents or they simply get tired of searching and end up opening a case. While
a case is open, the problem and anything related to finding a solution to it are
captured in a case log. Therefore, to get a complete picture of the hot topics of
customers' problems, it is not enough to mine searches and clickstreams in search
logs, but also problem reports or case documents (called cases from here on) in case
logs. Cases are unstructured, informal, usually long documents written quickly and
containing anomalous or dirty text: typos, misspellings, adhoc abbreviations, code,
core dumps, cryptic tables, ambiguous and missing punctuation, and bad use of
English grammar. They contain not only technical facts related to the problem
but also the logistics followed during the solving process. These characteristics
of cases in their original form make them inadequate to be mined for hot topics.
Therefore, in our approach we first clean the cases from as many anomalies as
possible and then extract the most relevant sentences to generate short cleaner
excerpts that are more suitable for mining hot topics.

The main focus in this part of the chapter is on the cleaning and generation of
excerpts. Mining the excerpts for hot topics is only briefly described at the end
since the process basically reuses steps described in the first part.

6.5 Technical Description

Our approach to generating excerpts from cases is an instantiation of our
methodology to mine dirty text in three stages: application-independent cleaning,
instantiated by a Thesaurus Assistant; application-driven cleaning, instantiated by
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Code and Table Removers of the Sentence Identifier; and content extraction, in-
stantiated in a Sentence Extractor that generates excerpts. This approach has been
implemented as the FlexSum4 toolbox that can be integrated into HotMiner, or as
a standalone set of independent and flexible tools that can be customized for the
application and domain at hand. Its general architecture is shown in Figure 6.7.

Figure 6.7. FlexSum architecture.

To deal with "dirty" lexical variations of words (i.e., typos and abbreviations),
and account for them as occurrences of the same word, a thesaurus is needed.
However, since relevant terms in our domain are so specific, existing thesauri are
not useful. We need to generate a thesaurus that identifies correspondences of
these variations to specific technical terms and to Standard English as well, and
that assists a domain expert in the selection of the normalized (i.e., clean) form
of dirty variations of words. This cleaning stage is application independent and
constitutes the first stage of the methodology.

The second stage is again cleaning, but this time the cleaning is application
and domain driven. For the summarization application and the case domain, code
and cryptic tables are removed prior to sentence identification. This dirty text
complicates even more the already difficult task of identifying sentences when the
text has missing and ambiguous punctuation marks. In addition, we found that in
the case domain relevant information for summarization is rarely found in code or
table form, so we do not even consider their content at all. For domains where this is
not the situation, code and tables may be removed only for sentence identification
purposes, leaving them otherwise available for further analysis.

Once the cleanup task has been performed, the third stage of the methodology,
content extraction, proceeds by analyzing and identifying sentences under various

The name FlexSum is intended to convey the idea of a flexible summarization, that is, a
summarizer flexible enough to be configured to any particular kind of document (i.e., clean/dirty,
narrative/nonnarrative, generic/specific, and so on).
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criteria, corresponding to different techniques, to assess their relevance. Then the
most relevant sentences are extracted to conform the excerpts. Figure 6.8 shows
an example of the dirty features of a case.

Figure 6.8. Example of dirty features of a case.

6.5.1 Thesaurus Assistant

Normalization of a document to remove typos, misspellings, and abbreviations
requires the existence of a thesaurus that can be used to replace words that are mis-
spelled, have typographical errors, or are nonstandard abbreviations {dirty words),
with correctly spelled words or standard abbreviations {reference words). Creation
of the thesaurus involves creating a reference word list as well as a dirty word list
and identifying which of the words in the dirty word list are approximate dupli-
cates of words in the reference list. Those dirty words that are within a specified
edit distance from a word on the reference list are considered to be approximate
duplicates of that reference word.

Having identified the approximate duplicates, the next step is to determine which
of the approximate duplicates of the reference terms are to be included in the
thesaurus as synonyms of the reference term (this step requires a domain expert
and cannot be fully automated). It is these synonyms that are replaced by the
reference term when the documents are normalized.
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Creation of the Reference Word List and the Dirty Word List

To create the reference word list, each document in the corpus is broken down into
its individual words. In our method, for a word to be on the reference list, it must
either pass a spell-checker, or be in a domain-specific term dictionary 5 since valid
technical terms typically do not appear in an ordinary spell-checker's dictionary.
If neither of these conditions is met, the word is considered to be a dirty word.6

Finding Approximate Duplicates

Under the assumption that words which are misspelled or contain typographical
errors only differ from the correct word by a few keystrokes, and that abbreviations
only differ from their complete counterparts by some missing keystrokes, we use
the edit distance between two words as a measure of whether they are approximate
duplicates of each other. The particular algorithm we use to calculate the edit
distance is the Smith-Waterman algorithm [SW81]. This algorithm determines
the edit distance by the minimum number of edit operations (insertion, deletion,
substitution, and permutation) required to transform one word into another. The
edit distance is calculated as a number between zero and one, where an edit distance
close to zero means the two words are far apart and an edit distance close to one
means the two words are very close to each other. By setting a threshold on the
edit distance, those words that are far apart can be filtered out.

This edit distance threshold is experimentally determined by creating a bench-
mark and running the Smith-Waterman algorithm on it with varying threshold
values until one is found that includes a significant number of words which are
truly synonyms while rejecting words that are close in edit distance but are actu-
ally not valid synonyms. The benchmark consists of a list of reference terms and,
for each reference term, a number of candidate terms that are either close in edit
distance to the reference term or bear some resemblance to the reference term.
Half of the candidate terms are valid synonyms of the reference term and half
are not. Ideally, Smith-Waterman should identify exactly those valid synonyms
as approximate duplicates, and none of those that are not. In our experiments, the
threshold of 0.67 was found to maximize recall while offering adequate precision.

It should be pointed out that for short words of four characters or less the thresh-
old value of 0.67 breaks down; that is, too many words that are not approximate
duplicates of the short word are found. It is for this reason that the edit distance
threshold really needs to be a function of word length. Intuitively, the thresh-
old should approach a value of one as the word length decreases. We have not
determined a satisfactory function for the threshold value as yet.

5If a domain-specific term dictionary does not exist or is incomplete, it can be built or improved
upon by manually examining the list of words that are of highest frequency and yet do not pass the
spell-checker.

6For the sake of clarity we refer to words but in fact, it also applies to collocations of any length
where at least one of its component words is dirty. We used lengths equal to one and two because the
technical terms of our domain are of length two at most.
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To find the approximate duplicates to the words on the reference list, each word
on the dirty word list is paired in turn with each word on the reference word list and
the edit distance is calculated. If the edit distance exceeds the threshold set above,
the word from the dirty word list is added to the list of approximate duplicates for
the word from the reference list. The final output is a list of reference words along
with their corresponding lists of approximate duplicates, as shown below for the
reference term "service guard":

service guard serviceguard, servicegaurd, service gaurd, mc/serviceguard,
service gard, servicegard

Thesaurus Creation

The output of the approximate duplicate computation needs to be manually fil-
tered to select valid entries for the thesaurus. This step involves selecting valid
approximate duplicates for reference terms from the list of all approximate dupli-
cates suggested by the computation. While this is a manual step, the amount of
work required diminishes as time goes on since use can be made of prior manual
efforts. Only new approximate duplicates discovered for reference terms need be
presented to the domain expert for examination.

6.5.2 Sentence Identifier

The second stage of the methodology, application-driven cleaning, not only de-
pends on the particular application, summarization in this case, but also on the
domain at hand (e.g., case documents). For selecting the relevant sentences that
will constitute the excerpt, first the sentences that make up the document have to
be identified, which is the task of the sentence identifier. This process is relatively
straightforward for clean documents that have normal punctuation. It is simply a
matter of following standard punctuation rules. The process is made more diffi-
cult in dirty text since punctuation is haphazard; not only is there often a lack of
punctuation marks as sentence delimiters, but also punctuation marks are often
used for purposes other than punctuation. Furthermore, the presence of lines of
programming code and tabular data make matters worse. Thus we remove them
prior to identifying sentences by using a set of heuristics that we describe next.

Code Line Remover

Removal of lines of programming code from documents is an important step in
identifying sentences from a document. In our case of customer support documents,
lines of programming code may appear anywhere in the document, and they may
appear frequently.

While not foolproof, we have found a simple approach to code removal to be
quite effective. The approach is based on what might be called the signature of lines
of programming code. That is, it is based on the characteristics that distinguish
lines of programming code from normal lines of text. These characteristics include
shorter lines, the presence of special characters unique to code (e.g., +=), and the
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presence of certain keywords (e.g., elsif). It is also necessary for there to be a
minimum number of consecutive lines identified as code lines before any line is
considered to be a line of programming code. This is due to the assumption that
lines of programming code appear in blocks of lines rather than singly, which
often occurs in practice. The special characters and keywords used to identify
lines of programming code are kept in files that may be edited to reflect different
programming languages or domains for the code lines. The minimum number of
consecutive code lines required is a parameter to the code removal module.

Table Remover

Just as it is important to remove code lines when identifying sentences from a
document, so is it important to remove tabular information. As with code line
removal, the removal of table lines is based on the signature of a table. This
signature includes such things as lines that have multiple spaces between words,
lines whose words align in columns with those in succeeding lines, and multiple
consecutive lines with these characteristics. The alignment of words or groups
of words between lines may occur at the beginning of the word, the middle of
the word, or the end of the word or group of words. So the document is parsed
and information about the location, position, and length of words in each line is
obtained.

The removal of table lines is simply a matter of identifying a minimum number
of consecutive lines having these table characteristics. This minimum number of
lines, as well as the number of spaces required between groups of words on a line
and the minimum number of columns in the table are all parameters to the table
removal module.

Sentence Boundary Identifier

Once code and tables have been removed, sentence boundaries are identified. This
is a step that precedes the extraction of relevant sentences and therefore belongs
to the content extraction stage of the methodology. Our approach to sentence
boundary identification is a simple nonlinguistic approach that applies the standard
punctuation rules when it can and resorts to other means of identification when
it cannot. Thus, in addition to looking for sentence-ending punctuation (period,
question mark, exclamation point) followed by a word starting with an upper case
letter, we look for relaxed forms of these patterns as well as such things as header
lines and blank lines to indicate end-of-sentence. We also set a limit on the number
of lines that a sentence may occupy. If that limit is exceeded without finding an
end to the sentence, the sentence is ended at that point and a new one is started.
In our experience this set of simple heuristics helps prepare the documents to the
point where sentence scoring can be more appropriately applied.
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6.5.3 Sentence Extractor

Once the sentences of a document have been identified, their relevancy is analyzed.
There are different aspects of a sentence that are indicative of its relevance. The
words in a sentence, its correlation to other sentences, and its location are com-
plementary aspects that we use for assessing the relevancy of a sentence. Thus the
problem is reduced to identifying salient words or keywords and salient word cor-
relations. Classical surface-level techniques that consider word occurrences, word
location, and cue words are used to generate a keyword glossary that will be used
to score a sentence according to its density of keywords. The technique used to
score sentences according to their word correlations is an entity-based technique
where the classical IR technique for computing the similarity among documents
is scaled down to a single document. The individual or local scores obtained by
each technique are combined into a weighted function that computes the global
score of the sentence:

where kj is the weight assigned to technique^ according to its importance in the
final scoring, locaLscorey represents the local score obtained by technique^- and
j can take any value in the set {"keyword", "semantic_similarity", "location"}.

The global score indicates the degree of relevance of a sentence and is used to
select the m most relevant sentences that will be extracted into an excerpt, m is the
number of sentences corresponding to the level of compression desired.

Next we describe some techniques that we use to compute the local scores.

Keyword Generator

A glossary of keywords is used to compute sentence scores as a weighted count
of the keywords in the sentence divided by the sentence length. An entry in the
glossary has the form (keyword, {indicator}), where {indicator} is a set of indica-
tors of the techniques that identified that keyword. (Note that a keyword may be
identified by more than one technique.) Since not all the keyword techniques are
equally important, different weights that affect the sentence score computations
are assigned to them. If a word has been identified by more than one technique,
its weight as a combination of the weights of the corresponding techniques is
increased. The local score, therefore, is computed as

where Wj is a function of the weights of the techniques in the {indicator} set of
keyword,- entry, and keyword^ is keyword ,• in sentence,-.

The setting of these weights is done by experimentation, which makes it pos-
sible to adjust the weights to the characteristics of the output desired. If a large
set of samples exists, then statistical methods could be used for this purpose. In
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the experiments done so far, we gave values of 1.0 to each weight,7 but further
experimentation will help us assess the relative importance of each technique for
our current domain. The techniques used for generating the Keyword Glossary are
now described.

Thematic Keywords

This technique is based on the intuitive notion that terms that appear frequently
in the text and are not common across the collection are distinctive terms with
the highest resolving power. Thus the density of keywords in a sentence gives a
measure of the importance of the sentence. For computing the term scores, we use
the standard TF-IDF8 method, whereas Luhn [Luh58] only used TF:

To choose the terms that are keywords a term score threshold has to be set.
Again, the optimum value for this threshold is established by experimentation or
by statistical methods. The keywords whose scores meet or surpass the threshold
go into the glossary of keywords.

Location Keywords

This is a surface-level technique that follows the assumption that important sen-
tences contain words that are used in important locations. Edmundson considered
the title and headings of a document as the important locations and assumed that
words in those locations were positively relevant [Edm68|. However, this assump-
tion does not hold for all kinds of documents, in particular, those with generic
section headings such as cases, where headings only indicate the kind of action
logged in the corresponding section (e.g., "phone note"). To deal with this kind
of document, we have extended Edmundson's technique to consider as impor-
tant locations the actual content of sections with important headings, which is noi
the same as considering the headings themselves as important locations. For thii
purpose, we introduce the concept of section model which captures the names ol
important section headings. In doing so we are exploiting the fact that in some
genres, regularities of discourse structure mean that certain sections tend to be
important. Such sections are assumed to have positively relevant words (i.e., non-
stop-words located in those sections are keywords) that are entered in the glossary
However, when the list of non-stop-words coming from those sections is long, we
can discard those that rarely appear in the document.

Cue Phrases

The Cue method was proposed by Edmunson [Edm68] under the hypothesis thai
the probable relevance of a sentence is affected by the presence of pragmatic

7A value of 0 for a weight disables the corresponding keyword technique.
8The standard connotation of term frequency is the frequency of the term within a document.
^Note that this is independent of their positions in the text.
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words such as "significant" and "impossible." These words or phrases can be
classified as bonus words, which are positively relevant and stigma words, which
are negatively relevant. The method is domain dependent and requires manual
inspection to identify cue phrases when they cannot be automatically generated
with methods such as the one reported in [HL99]. The Keyword Glossary stores
these phrases with the value "bonus" or "stigma" in the indicator field since bonus
words have a positive weight while stigma phrases have a negative one.

Word Correlation: Semantic Similarity

This is an entity-level technique that discovers similarity relationships among
sentences. It is inspired by the work on automatic text structuring and summa-
rization reported in [SSMB99]. The idea is to apply classical IR techniques used
for inter-document link generation in most hypertext link generation algorithms
to generate intradocument links between sentences of a document. The intradoc-
ument links represent semantic similarity relationships given by the vocabulary
overlap between the sentences. These relationships are obtained by computation
of similarity coefficients between each pair of vectors of weighted terms repre-
senting the sentences. If the similarity between two vectors is large enough to be
regarded as nonrandom, the vocabulary matches between the corresponding sen-
tences are considered meaningful and the two sentences are semantically related.
In this case, a semantic link between them is added. The number of links of a
sentence is used to measure its centrality. The assumption is that well-linked sen-
tences convey the contents of a document well. Therefore, the score assigned to a
sentence by this technique is proportional to the number of its links:

where link,y represents a link from sentence,- to sentence,.
In the current implementation we use the cosine coefficient as a metric of simi-

larity. We take advantage of the existence of the Keyword Glossary (Section 6.5.3
- Keyword Generator) and use its keywords as the dimensions for the vector
representation of sentences.

A few more techniques were implemented and experimented with, but they are
not described here. It is important to recall the fact that the choice of techniques
was limited due to the poor grammar, nonnarrative nature, and lack of rigorous
discourse structure of case documents. The parameters of the techniques used can
be manually set after experimentation or learned from a corpus of examples if such
a corpus exists (which was not our case) as originally proposed in [KPC95].

6.6 Experimental Results

The FlexSum toolbox was applied to 5000 case documents to automatically gen-
erate excerpts. Analyzing the results implied a huge amount of work because for
each document we had to have created an excerpt manually. So, we did a limited
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evaluation on 15 cases randomly picked. We set two levels of evaluation: to as-
sess the performance of FlexSum as a tool to extract technical content from cases;
and to assess its performance to extract relevant content. Figure 6.9 shows the
results obtained for the case shown in Figure 6.8 using a default configuration of
parameters for the different thresholds and weights.

Figure 6.9. FlexSum results for case shown in Figure 6.8.

This figure corresponds to the browser page created by the visualization module
of the summarizer with the results obtained after the sentence-scoring module
ranked the sentences. In this page we can see the excerpt that is generated with
the five most relevant sentences along with their ranking position preceding each
of them. Following the excerpt is a portion of the highlighted version where the
five most relevant sentences are highlighted on the original document. We can see
that the five sentences found as the most relevant ones are of a technical nature.
Although the portion shown in Figure 6.9 does not contains logistic sentences
such as "called and left message but it was not Ted's number," the document does
contain some, but all of them had such low relevance scores that the probability of
being part of an excerpt is almost discarded. Furthermore, the five highest-ranked
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sentences obtained by combining the scores of the sentence extraction techniques
are the same as those obtained in the excerpt generated manually. Of course, this
was not always the case and we needed to evaluate the results on a test set which
we obtained by randomly picking some cases and filtering out those that were not
intuitive to us.

Since we wanted to evaluate whether any individual technique or the combi-
nation of all of them performed the best for the case domain, we computed for
each alternative the average F-measure on the test set, finding that the combination
technique was the best performer followed by the Semantic Similarity technique.
Future work will evaluate the results on more cases and experiment with different
settings of the parameters to see if we can obtain better excerpts for those case
documents for which the current excerpts are not so good. Since one important
feature of FlexSum is its flexibility in handling different application domains, we
want to experiment with other domains as well. Also, automatic means to set the
optimal values of the parameters for a particular application are to be researched
as to the moment they are set manually by trial and error.

6.7 Mining Case Excerpts for Hot Topics

Once excerpts with the five most representative sentences of the cases are obtained,
they are used to mine hot topics of reported problems. The assumption is that
these sentences convey the essence of the problems reported in case documents.
We cannot use the original cases because in addition to often being too long,
they usually contain a lot of noise. Focusing only on the titles of the cases is not
passible because often they are not representative of the problem and sometimes
they are even left blank. Focusing on particular sections of the cases does not work
either because cases are unstructured and sentences that describe the problem
may be found anywhere. This is why in our approach we first mine for the most
representative sentences and then use them to mine for hot topics.

The same steps used to mine the search log are used to mine the excerpts,
except for the postfiltering step, because here we have only one view of the cases
(the content view) so it is not possible to improve the quality of the hot topics
by filtering out what another view would identify as extraneous documents. The
first step is to transform the excerpts to vectors as described in Section 6.3.3 -
Data Transformation, except that here for selecting the vector features we use
the highest frequency words on the keyword glossary (we take advantage of the
work already done by the keyword techniques of the sentence scorer in selecting
relevant features) that are common to at least two excerpts. The next step is to apply
a clustering algorithm on the vectors (we use SOM for facilitating visualization of
the relationships between topics, but any other clustering algorithm could be used)
as explained in Section 6.3.2. Finally, we do the labeling according to Section 6.3.4
to select as label the words that are common to at least half of the vectors in a
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cluster. We discard the topics for which a label cannot be found and from the ones
remaining we consider to be hot those that have a minimum of m cases.

For validating the results, we face the same problem as for validating the hot
topics of self-solving customers: the need for domain knowledge. We need to un-
derstand the content of the cases to determine whether they semantically belong to
the topic to which their excerpts were assigned. As a result it is very labor intensive.
Thus we did only a limited validation by randomly picking a few hot topics and
computing the precision. (We cannot use the F-measure because we cannot com-
pute the recall, given that we do not know which cases from the collection belong
to a hot topic.) The average precision obtained was 75% and indeed much higher
than using the original cases. A more extensive evaluation would be desirable.

6.8 Conclusions

Companies that are aware of the most common interests of their customers have a
great advantage over their competitors. They can respond better and faster to their
customer's needs, increasing customer satisfaction and gaining customer loyalty.
In particular, for customer support it is essential to know what are the current hottest
problems or topics that customers are experiencing in order to assign an adequate
number of experts to respond to them, or to organize the website with a dynamic
hot topics service that helps customers to self-solve their problems efficiently.
Here we have presented an approach, implemented as the HolMiner toolbox, to
automatically mine hot topics from the search and case logs of customer support
centers. We have also shown some limited experimental results from applying it to
Hewlett-Packard customer support logs. In contrast with other text mining work,
our work deals with dirty/noisy text.

The novelty of our technique for mining hot topics from the search log is in
its use to derive a search view of opened documents that is key to obtaining hot
topics from the users' perspective. The other novelty is in using another view of
the documents to boost the quality of the hot topics obtained from the first view
by identifying extraneous documents resulting mainly from noisy clickstreams.

In our approach to mining hot topics from case logs we first obtain cleaner
excerpts from the cases given that they are often very long and include a lot of
noisy and irrelevant text. Sentences related to the problem are spread throughout
a case so we need to extract the most relevant ones that capture the essence of
the problem. Our approach to excerpt generation covers aspects of cleaning that
are application independent, such as the resolution of typographical errors, as
well as application-dependent aspects such as code removal that is considered a
necessary step for sentence identification. Sentences are ranked according to the
relevance scores given by different criteria embodied in a number of techniques
that are suitable for nonnarrative grammatically poor text. Once the excerpts from
the cases have been obtained, they are mined for hot topics analogously as for
mining document search views.
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We have performed a limited validation of the approach. The results are en-
couraging and show that the approach is capable of discovering hot topics from
dirty text with an acceptable quality. Further experimentation and validation of
the approach is still to be done and finding ways to automatically set an optimal
configuration of parameters for a particular domain is planned for future work.
Our wish list also includes the extension of this work to the proactive detection of
epidemic behavior in customer problems. This work, among other things, gave us
the opportunity to gain a good understanding of the characteristics of dirty text,
the limitations that it imposes, and the opportunity to explore techniques to deal
with it.
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Overview

This chapter describes some experiments that use metalearning to combine families
of information retrieval (IR) algorithms obtained by varying the normalizations
and similarity functions. By metalearning, we mean the following simple idea: a
family of IR algorithms is applied to a corpus of documents in which relevance
is known to produce a learning set. A machine learning algorithm is then applied
to this data set to produce a classifier that combines the different IR algorithms.
In experiments with TREC-3 data, we could significantly improve precision at the
same level of recall with this technique. Most prior work in this area has focused
on combining different IR algorithms with various averaging schemes or has used
a fixed combining function. The combining function in metalearning is a statistical
model itself which in general depends on the document, the query, and the various
scores produced by the different component IR algorithms.

7.1 Introduction

This chapter describes some experiments that use metalearning to combine families
of information retrieval algorithms obtained by varying the normalizations and
similarity functions. In experiments with TREC-3 data, we could significantly
improve precision at the same level of recall with this technique.
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In more detail, our goal is to satisfy a query q by returning a ranked list of
documents d from a collection C, that are relevant to the query. Our point of view
is that there is no single best algorithm for solving this problem. On the contrary,
we assume that we have m algorithms A \, . . . , Am and that some work well for
certain queries and certain sets of documents, while others work well for other
queries and other document sets.

Our approach is to apply metalearning [Die97, PCS00] to learn how to select
which algorithm Aj or combination of algorithms to use, where the selection is a
function of the query q and the document d. In more detail, we assume that we
are given a collection C of documents d and queries q for which we know the
relevance; that is, for each document-query pair (d, q), C also contains a human
judgment of whether d is relevant to q. This is the "training set" from which we
will learn how to select the best algorithm(s). If we apply all the algorithms A\,
. . . , Am to each document-query pair (d, q), this produces a learning set ML. ML
denotes metalearning set, a terminology which we explain below. Our approach
is to use machine learning to create a predictive model from ML that can be
used on previously unseen queries and documents to determine which algorithm
or combination of algorithms to use to determine relevance. We assume that each
algorithm A produces a score A(d, q) between 0 and 1 when applied to a document
d and query q. The higher (he score is, the more relevant the document. In general,
the resulting ML will contain, for each document-query pair (d, q), a set of features
characterizing d and q, the relevance score computed by each of the algorithms
Ai, and the human relevance judgment or "truth."

We introduce this approach in this chapter and describe an experimental study
that provides evidence regarding its effectiveness. We confine ourselves to the
simplest case in which we use the scores A(d, q) themselves and not features of
the query or the document to determine which algorithm to use. (But it should be
stressed that we do NOT use the relevance judgments in selecting an algorithm for a
given test document. The model we build is genuinely predictive, not retrospective.)
We will treat the more general case where we use the document and query features
as the independent (predictor) variables in future work.

Our point of view is that metalearning provides a natural framework to combine
similar or quite different IR algorithms. We believe that the following aspects of
this work are novel.

1. Our metalearning approach allows us to select a distinct algorithm or com-
bination of algorithms for each new document/query pair submitted to our
metamodel. Most previous work in algorithm combination assumes a fixed
combining function, which in most cases is simply an average of the scores.

2. Our approach allows us to create a combining function that summarizes
variability across both documents and queries, while prior work known to
us has aggregated data across documents alone.

3. We have investigated several nonlinear combining functions, while prior
work known to us has investigated linear combining functions.
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This chapter is organized as follows: Section 2 describes related work. Section
3 describes background work in information retrieval, and Section 4 describes
background work in data mining. The background material in Sections 3 and 4
is provided so that researchers in the data mining community can easily read
this chapter. Section 5 describes our implementation, and Section 6 contains our
experimental results. Section 7 contains the summary and conclusion.

7.2 Related Work

There has been some prior work on combining information retrieval algorithms. A
number of researchers have conducted experiments to study the effect and possible
benefit of satisfying a given information need from a given document collection
by combining the results of multiple IR algorithms. Typically, two [Lee95] to six
[Lee97| algorithms have been combined. In most cases, each algorithm is applied
to a given collection, for a given query, resulting in a ranked list of document
scores for each algorithm. Then some function is evaluated that combines the
scores computed by the different algorithms for a given document. Often, the
scores are normalized before combination. The end result is a single ranked list
of document scores. The combination formula is usually a function of the scores
computed by the participating algorithms and (sometimes) the number of scores,
that is, the number of algorithms that retrieved a given document. In most studies
averages of one type or another are used to combine the scores.

Multiple algorithms can be obtained by using the same basic IR method, for
example, the vector space method with cosine similarity, but executing the method
with multiple term weighting schemes [Lee95, Lee97|. Instead of varying the
term weighting scheme, one can vary the kind of terms used as document/query
descriptors, such as words versus phrases. [MMPOO]. Alternatively, different basic
IR methods can be employed, for example, P-norm extended Boolean and vector
similarity [FS94].

Hull et al. [HPS96] investigated combining three learning algorithms (near-
est neighbor, linear discriminant, and a neural network) with one IR algorithm
(Rocchio query expansion) by averaging the scores produced by the different
algorithms.

Some limited theoretical analyses of these combination results have been per-
formed. Lee [Lee95] studied the properties of several classes of the term weighting
scheme, and offered reasons for expecting that each scheme would favor a different
class of documents so that certain pairs of weighting functions, each drawn from a
different class should perform better than one weighting function alone. Vogt and
Cottrell [VC98] studied the properties that IR systems should possess in order that
linear combinations (i.e., linear combinations of their normalized scores) should
produce a better document ranking than either system by itself. Their results were
limited to systems in linear combinations. The performance measures they use as
predictors of effective combined performance include both measures of individual
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systems (e.g., average precision) and pairwise measures (e.g., Guttman's Point
Alienation (GPA), a measure of how similar the document rankings produced by
two systems are to each other).

On rare occasions, an effort is made to develop a metamodel, that is, to select
the best 1R model(s) for a given document. For example, Mayfield et al. [MMPOO]
ran a test where the document and query vectors were based on either words or
phrases, depending on the document to be evaluated. They found that for some
queries, this strategy produced a significant gain, while for others it did not or
actually degraded performance. Unfortunately, they did not develop a metamodel
that would accurately predict when the strategy should be employed [MayOO].

7.3 Information Retrieval

For completeness and to fix notation, in this section we briefly review some standard
definitions and techniques in information retrieval (IR) for those not familiar with
this subject. For additional information, see [GreOl].

Setup

Given a corpus of C documents d and a query q, the goal is to return the documents
that best satisfy the query. Assume that r of the p documents returned by the IR
system are relevant to the query and that overall R of the documents in the corpus
C are relevant to the query. Typically, the IR system returns a list of documents,
ordered (ranked) according to the probability or degree of relevance to q, as mea-
sured by some system metric. The system may return, or the user may examine, all
documents for which the system-computed metric exceeds a specified threshold.
Let p be the number of documents above this threshold. The recall is defined to be
rIR, while the precision is defined to be r /p . The goal is to find algorithms with
high precision or high recall, or some desired trade-off between the two.

Vector Space Method

Rather than work with the documents directly, we define a feature vector F(d) e
R" for each document d, as is standard [Sal89]. If we view a query as a document,
then in exactly the same way we can define a feature vector F(q) of the query q.
Fix a relevance measure

that ranges from 0 to 1, with 1 indicating that u and v are highly relevant and
0 indicating that they are not. Given a query q, our strategy is to return the p
documents d such that u — F(d) is closest to v = F(q) with respect to the
measure m(-, •)• These are simply the p-highest scoring document-query pairs.
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Document-Term Matrix

A document-term matrix is created from a collection of documents and contains
information needed in order to create a feature vector F(d) for a document d.
From the collection C of documents, we create what is called a dictionary by
extracting terms, where the terms are used to characterize the documents. For
example, the terms can consist of words in the collection, phrases in the collection,
or n-grams in the collection. An n-gram consists of w-consecutive characters,
including white space and punctuation. From these data, we form a document-
term matrix d[i, j ] , where, at the simplest, d[i, j] represents the number of times
the term j occurs in document i. Usually, a weighting is used to normalize the
terms in the document-term matrix.

In practice, not all terms end up in the dictionary. Certain common terms (e.g.,
articles, prepositions, etc.) occur so widely in the corpus that they have little value
for classifying document relevance relative to a given query. Hence such words are
placed in a "stop-list." Words in the stop list are excluded from the dictionary. Also,
it is common to use a stemming algorithm to reduce words into a common root
and only include the root in the dictionary. For n-grams, stop-lists and stemming
are inapplicable, but statistical techniques can be employed to eliminate n-grams
having little value for predicting relevance.

Normalization

In Table 7.1 below, we list some of the common term weighting functions (nor-
malizations) used. In our metalearning experiments, we vary these normalizations.
In the table if = number of times the term appears in the document, we = total
number of terms in document, N = total number of distinct terms in dictionary,
IDF is the Inverse Document Frequency (a measure of how rare a term is in C),
T F is the frequency of the most frequently occurring term in the given document,
and n = number of times that term occurs in collection C.

Similarity Scores

In Table 7.2 below, we list some common similarity metrics found in the literature,
that is, metrics used to measure the similarity of two feature vectors, F V\ and F V2.
Distance metrics d have been converted to similarity metrics by the transformation

I vR79]. In our metalearning experiments, we vary these similarity
scores. In the table n \ equals the number of nonzero terms in FV\, «2 equals the
number of nonzero terms in FV2, and w equals the number of terms common
to FV1 and FV2. Also z equals the number of distinct terms that are neither in
FV\ nor in FV2, and N equals the total number of distinct terms in the FV space.
Therefore, N — z equals the total number of distinct terms that occur in FV1 or
FV2orboth.
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Table 7.1. Some Common Normalizations

Table 7.2. Some Common Similarity Functions

Table 7.3. A Learning Set

7.4 Metalearning
For completeness and to fix notation, in this section we briefly review some standard
definitions from metalearning for those not familiar with this subject. For additional
information, see [Die97J.
Supervised Learning
In supervised learning, we are given a data set of pairs (x, y) called a learning set.
Commonly, is an n-dimensional feature vector containing the independent
variables or attributes, and y e {0, 1} is the dependent variable or truth (see Table
7.3). The goal is to construct a function or model /,

where is defined by specifying parameters a e A from an explicitly param-
eterized family of models A [GL02]. There are well-known parameterizations for
a wide variety of statistical models, including linear regression, logistic regression,
polynomial regression, generalized linear models, regression trees, classification
trees, and neural networks.
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Fix a model The model is applied to previously unseen feature vectors
x (i.e., feature vectors outside the learning set) to predict the truth y = f(x). We
measure success by using a test set (see Table 7.4) distinct from the learning set
and measuring the deviation of f(v) from t over the test set.

Table 7.4. A Test Set

Metalearning

Broadly speaking, learning is concerned with finding a model from a single
learning set, while metalearning is concerned with finding a metamodel
from several learning sets each of which has an associated model

The n component models derived from the n learning sets may be of
the same or different types. Similarly, the metamodel may be of a different type
than some or all of the component models. Also, the metamodel may use data from
a (meta-) learning set, which are distinct from the data in the individual learning
sets Lj .

We begin by describing two simple examples of metalearning. For the first
example [GBNP96J, we are given a large data set L and partition it into n disjoint
subsets Assume that we build a separate classifier on each subset
independently to produce n classifiers For simplicity, assume that
the classifiers are binary so that each classifier takes a feature vector and produces
a classification in (0, 1). We can then produce a metamodel simply by using a
majority vote of the n classifiers.

As the second example, given a learning set L, we replicate itn times to produce
n learning sets and create a different model fj on each learning set
Lj , for example, by training the replicated data on n different model types. Given a
feature vector x, we can produce n scores one for each model.
Given a new learning set ML, we can build a metaclassifier / on ML using the
data

In the work below, the fj are different information retrieval algorithms trained
on the same learning set L as in the second example. We combine them using a
polynomial or other basic model. The combining model uses the scores produced
by the base algorithms and not any document or query vector features directly.
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7.5 Implementation

In this section, we briefly describe the system we used for these experiments.
The experiments were done using a text mining module added to the PATTERN
[PAT99] data mining system.

PATTERN is designed around ensemble-based learning. That is, the basic struc-
ture in the system is an ensemble of models. Ensembles in PATTERN naturally
arise by partitioning the learning set, by sampling the learning set, and by combin-
ing multiple classifiers. For the experiments described below, we simply viewed
the outputs of experiments involving different IR algorithms as a metalearning set.
We then used PATTERN to compute a (meta-) classifier.

The PATTERN text mining module creates a dictionary and document-term
matrix by scanning a collection of documents. The dictionary can be composed
of either words or rc-grams. In either case, stop-lists can be applied to remove
common terms. In the case of words, a stemming algorithm can also be applied.

PATTERN'S document-term matrix and feature vectors use sparse data struc-
tures, since several of the experiments use over 150,000 terms. This size of the
feature vectors was a problem for PATTERN initially and some effort was required
for PATTERN to work with feature vectors of this size.

7.6 Experimental Results

We created a learning set using FBIS documents from the TREC [Har95| collec-
tion and estimated the parameters for four different combining functions: linear
regression, two different quadratic regressions, and cubic regression.

For the validation, we used 300 FBIS documents and 29 queries. This produced
8700 query document combinations. One hundred and ten of these combinations
were classified as relevant in the TREC data set; that is, in 110 of the 8700 query-
document combinations, the query was labeled as relevant to the corresponding
document. For each document-query pair, we computed 40 = 8 x 5 scores, by
using the five similarity metrics and the eight term weight normalizations from
Tables 7.1 and 7.2. These 40 scores were the independent variables used for each
combining function. To simplify the interpretation of our experiments, we selected
one of the best performing IR algorithms as a baseline. The second column of Ta-
ble 7.5 represents the number of documents required by the baseline algorithm
in order to obtain the number of relevant documents given in the first column.
The remaining columns give the number of the documents required by the dif-
ferent combining methods (linear regression, cubic regression, and two different
quadratic regressions) in order to obtain the number of relevant documents in-
dicated. The 40 scores generated for each query-document pair were combined
using each of the four combining methods to obtain a single combined score for
the given pair. The query-document pairs were ordered by these combined scores.
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Table 7.5. Results of Applying Four Different Metalearning Algorithms to the 40 Algorithms

As can be seen from Table 7.5, the various combining functions significantly
outperformed the baseline. Note that the baseline did not perform particularly well
on this data set. Only very simple term weighting and similarity metrics were
employed in this proof of concept, including some that are found in the literature,
but are rarely used today. This points out that combining even relatively weak IR
algorithms using metalearning can produce an IR algorithm that is strong enough
to be useful.

Note that by looking at the first row in Table 7.5 , we see that the recall for the
baseline algorithm is 10/110 = 0.090 and the precision is 10/592 = 0.016. From the
same row, we see that for the quadratic combining function and the same recall,
the precision is 10/75 = 0.133. That is, for the same recall, the nonlinear quadratic
combining function increases the precision by over 700%.

7.7 Further Work

The work described in the body of this chapter has provided encouragement for
pursuing and greatly expanding the metalearning approach to IR. Below, we briefly
describe the directions and successes that this expanded effort has taken. A further
paper, to be published in the near future, will describe this expanded effort in much
greater detail.

The study was expanded from the preliminary 300 to 11,188 FBIS documents,
and 10 queries, chosen to have reasonable but not excessive representation in
the document set. The number of term weighting schemes and document/query
similarity metrics was expanded, resulting in 54 possible IR algorithms; then al-
gorithms that made no sense or were too closely correlated to earlier algorithms
were eliminated, resulting in 28 IR algorithms, ranging from state of the art to
found only in textbooks to homegrown.
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The combining functions described in the body of this chapter were replaced
by metalearning functions drawn from the Machine Learning (ML) world, for ex-
ample, decision trees, logistic regression, and later Random Forests (RF), a novel
tree-ensemble method developed at Berkeley. The results using these ML meta-
models confirmed the results reported in this preliminary study. Retrieval using
a metamodel trained on a variety of simple IR models significantly outperforms
any of the individual IR models taken separately. We can express these results in
slightly different terminology: The collection of IR algorithms combined by the
metamodel is an ensemble. The individual IR models are base models. We found
that an ensemble could consistently outperform a varied collection of simple base
models. Interestingly, the base models that contributed most to the performance
of the ensemble were not necessarily the models developed from the algorithms
most recommended in the IR community.

7.8 Summary and Conclusion

To summarize, in this chapter, we have introduced the basic idea of using met-
alearning to combine several different information retrieval algorithms to improve
precision and recall. The idea of metalearning is simple: a family of IR algorithms
applied to a corpus of documents in which relevance is known produces a learning
set. A machine learning algorithm applied to this set produces a classifier that
combines the different IR algorithms.

We have also presented evidence of the effectiveness of this approach when
simple nonlinear combining models are used on a collection of IR algorithms
produced by varying the similarity and normalizations.

The experimental study described here is promising, but additional work is
required to understand the applicability of this approach to larger and more
heterogeneous data sets and using a wider variety of IR algorithms.

Acknowledgments: This work was supported in part by the CROSSCUT Program
from DOD and in part by Magnify.
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Trend and Behavior Detection from
Web Queries

Petting Wang
Jennifer Bownas
Michael W. Berry

Overview

In this chapter, we demonstrate the type and nature of query characteristics that
can be mined from web server logs. Based on a study of over half a million queries
(spanning four academic years) to a university's website, it is shown that the
vocabulary (terms) generated from these queries do not have a well-defined Zipf
distribution. However, some regularities in term frequency and ranking correlations
suggest that piecewise polynomial data fits are reasonable for trend representations.

8.1 Introduction

The Web has made end-users' searching a reality with a mixed blessing. The vast
amount of information on the Web is readily available to those who have Internet
access and know how to find it, but the majority of Web users show perpetual novice
searching behaviors. Much has been done to improve the functionality of the search
engines in the last two decades. Adding sophisticated features to search engines
can certainly enhance systems' utility, but only sophisticated users can benefit from
the advanced functions. To improve usefulness and usability, however, research is
still needed in the interpretation of Web users' behavior.

Studies of traditional information retrieval (IR) systems (such as library catalogs
and various online databases) reveal many problems that searchers encountered:
the complexity of query syntaxes, the semantics of Boolean logic operators, and
the linguistic ambiguities of natural language. These studies made suggestions
on possible improvements in system design as well as user training. The current
Web users, however, are unlikely participants in user training programs given the
fact that anyone can get a quick start on interacting with the, friendly systems.
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Therefore, the system must be designed to facilitate self-learning and intelligent
interactions beyond the traditional IR systems.

Several studies have reported results and analysis of collected queries and logged
search sessions from Web search engines [JSSOO, SHMM99, SWJS01, WP97]. A
recent publication reviews studies on Web searching and suggests future research
[JP01]. Excite search logs were collected twice: 51,473 queries on March 9, 1997
and 1,025,910 queries on September 16, 1997 [JSSOO, SHMM99]. Aha Vista search
logs recorded 993,208,159 queries from August 2 to September 13, 1998 [WP97].
A study by Hoelscher captured 16,252,902 queries submitted to the Fireball search
engine in German from July I to July 31, 1998 (cited in [JPO1J). Despite the
differences in data collection and processing as well as the foci of analyses, results
are comparable in many aspects: Web queries are short, averaging two words,
and very simple in structure; few queries use advanced search features; and many
queries contain syntax or semantic errors, resulting in zero-hits (33%) [SBC97,
WP97]. Term association has been examined by Excite and. AltaVista researchers
using quite different parsing strategies. Both groups report that term pairs do not
follow a Zipf frequency-ranking distribution; some of the high-frequency pairs
are not topic-related, such as and-and, of-the, how-to, and-not, and so on; strong
association exists among certain topic terms such as cindy-crawford, visual-basic
|RW00, SWJS01, Wol99J.

Although the logs in these studies were quite large, they only covered a very
short period of time and hence provide only a brief snapshot of Web searching.
This study reports on an analysis of 541,920 logged queries from May 1997 to May
2001 at a university's main website. These particular data facilitate the analysis of
longitudinal trends and changes over time.

8.2 Query Data and Analysis

A total of 541,920 queries were submitted to a search engine at the University of
Tennessee's website from May 1997 to May 2001. Although a new search engine
was added to the website in January 2000, the original and new search engines co-
existed for more than a year until the final retirement of the old engine.' No log tile
was available from the new (interim) search engine. With regard to completeness,
our data set includes complete queries covering two academic years (August 1997
to July 1999) or two calendar years (January 1998 to December 1999).

The log data include a date stamp, the query statement, and the hits (number of
URLs retrieved per query). Each query is assigned a unique identification number
for storage in a relational database. The following are selected examples showing
some interesting characteristics of the Web queries.

1 Built using SWISH, a shareware program.
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The raw data were parsed, cleaned, and then imported into ACCESS, a relational
database. Data mining in this context is focused on both statistical and linguistic
trends in these data. The statistical analyses provide a global view of search ac-
tivities over time. Linguistic analyses examine queries as statements, vocabulary,
and word associations.

Word association is viewed as the co-occurrence of two words, called a word
pair. A word pair from a query is the adjacent words ignoring word order, or two
words in the proximity of one intervening word. This decision was based on the
fact that about 54% of the queries contained two or three words and 6% of the
queries had more than three words.

8.2. J Descriptive Statistics of Web Queries

Of the 541,920 queries collected, 73,834 were from 1997, 172,492 were from 1998,
233,442 were from 1999,43,448 were from 2000, and 18,704 were issued in 2001.
A substantial increase is seen from 1998 to 1999. The drastic decrease in number
of queries was due to the search engine change in 2000 and the final retirement of
the old engine in 2001 (mentioned earlier). Several observations were made about
the query characteristics: zero hit, empty, length measured by the position count
between the first and the last characters, the number of words in cleaned queries,
and unique or common queries (identical in words and wording).

Zero-hit queries ranged from 32 to 40% with an average 33% for all queries.
This number is much higher than those reported by the other studies of Web
queries. Several factors contributed to the zero hit. First, the stop-words set by the
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engine excluded many words such as the, of, numeric, nonalphabetic symbols, and
words with high frequencies. Although this fact was readily available on the search
engine web page, users seldom checked it. Second, the queries contained a high
percentage of misspelled words (26%). Third, many searches entered names of
individuals. The name search is not handled by this engine since a People Search
utility was provided for that particular need. In addition, only names appearing
on the web pages that were three hyperlinks from the main source page were
indexed. Fourth, the default Boolean operator was AND, thus a query containing
three words was treated as a search statement using Boolean AND. To search using
Boolean OR, the OR had to be included in the queries. Finally, empty queries also
contributed to the zero-hit in a small scale (1.4%). Two previous studies reported a
comparatively higher percentage of empty queries: 5% (Excite queries) and 20%
{AltaVista queries).

The average length of the queries excluding empty queries was 13 positions
between the first character and the last character. The longest one had 131 positions
in natural language format with punctuation:

"I have had this problem ever since the beginning of this week. I have
not been able to dial into UTK network even with one success."

Most nonempty queries were short: about 40% were single word queries, 40%
were two-word queries, 14% were three-word queries, and 6% of the queries
contained four or more words. The maximum number of words in a query was 26
and the mean was 2, much shorter than those reported by other studies. For the
set of cleaned queries, there were 135,036 unique queries, of which 73% of the
queries (98,236) occurred only once. The most frequent query was career services
with a count of 9587 and the next frequent query was grades with a count of
5727. On the list of queries that occurred 1000 times or more, all are education
or campus life related: tuition (4837 queries), housing (4203), transcripts (2340),
transcript (1211), cheerleading (1985), cheerleaders (1377), registration (1683),
football tickets (1465), and Webmail (1317).

5.2.2 Trend Analysis of Web Searching

The search activities of an academic year are reflected in Figure 8.1. Here the num-
ber of queries per month shows similar patterns: the peak month is January for
both years; June and August had comparatively fewer queries for both years. Fur-
ther analysis of two selected weeks from Fall and Spring shows the Web activities
across the days of a week (Figure 8.2).

Monday through Thursday generally had more queries than Friday and week-
ends. During the Christmas and New Year's holidays, the search activities dropped
substantially, when the university had administrative closings. Such periods of re-
duced numbers of queries are certainly common for users who are members of the
university community (students, faculty, and staff).
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Figure 8.1. Monthly query totals for two academic years (1997-1998, 1998-1999).

Figure 8.2. Number of queries per day for selected weeks of March and October 1999.
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Figure 8.3. Natural log of term frequencies versus natural log of term ranks. Frequencies
ranged from 1 to 16063 for occurrences ranging from 1 to 22829. Ranks for all terms
(44652) and unique frequencies (705) are considered.

8.3 Zipf s Law

One of the enduring curiosities in text analysis and mining has been the lit of Zipf s
law and its variations [BYRN99, Kor77]. Because query statements submitted to
the search engines were from diverse users and extremely short as a text unit, it
is difficult to predict if the vocabulary will show similar statistical distributions.
Researchers of Excite query logs plotted lines of logarithmic rank-frequency dis-
tribution of terms and cleaned terms, resulting in lines far from (perfect) smooth
straight lines of slope — 1.

8.3.1 Natural Logarithm Transformations

Using the natural logarithm to transform the data collected for this study, two sets
of data were plotted: one line representing ranks of all words by their frequencies
in descending order, and one line representing ranks of unique frequencies (Figure
8.3). The former ignored the fact that many words had the same frequencies, espe-
cially in the low frequencies; the latter assumed fair ranking based on frequency
and ignored the size of the vocabulary. Figure 8.3 illustrates how the two lines
greatly overlap for ln(rank) up to 6 and then diverge by ln(rank) = 7. To understand
if these lines show similar trends, four additional graphs were produced using the
vocabulary of individual years (Figure 8.4). Figure 8.5 depicts two lines for word
pairs, which show trends similar to those of single words. We show only 65535
term pairs (out of a total of 141353) for this figure, and note that only 49797 word
pairs occurred in more than one query. In other words, 91556 (65%) word pairs
share the frequency value 1. A comparison of all the curves shown indicates that
the larger the vocabulary, the longer the tail. That is, a single straight trendline
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(linear fit) will not suffice to model query term (or term pair) frequency-ranking
distributions.

Figure 8.4. Term frequency rankings by year. The frequencies of all words are ranked first
to generate the plot; the unique frequencies are also ranked (many terms have the same
frequencies). Natural logarithms of term frequencies and ranks are plotted.

8.3.2 Piecewise Trendlines

The attempt to find the closest mathematical representation results in breaking the
line at a point into two lines. This proves to be an effective way of modeling the
trend. Figure 8.6 presents the trendline for all words using two equations: a line for
the lower portion and a quadratic polynomial for the upper portion. For the lines
representing unique frequencies, two lines will not be enough to achieve a close
fit of the trendline because the low frequencies cluster many words (word pairs).

8.4 Vocabulary Growth

The more the number of queries in a year, the more the number of unique words or
word pairs there will be. This change is not in proportion: the size of vocabulary
increases much more slowly than the size of the queries (Figure 8.7). Further
investigations into the overlapping of vocabulary across years revealed that 2912
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Figure 8.5. Frequency by rank for term pairs. The top curve reflects ranking of all occurrences
of term pairs (65,535) and the bottom curve represents only unique frequencies of term pairs
(411).

Figure 8.6. Quadratic and linear data fitting.

words occurred in all five years, 2534 words in four years, 3681 words in three
years, 6547 words in two years, and 28168 words in one year. For all years, there
was a total of 44652 unique words.

Only half of the words occurred in a total of 141353 pairs. There were 2222 pairs
in all five years, 3617 pairs in four years, 7383 pairs in three years, 17586 pairs in
two years, and 110545 pairs in only one of the years. Many of the high-frequency
words or word pairs occurred in all years, such as of, and, services, student, career,
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and football are on top 10 list for all years; career-services is the top one pair for
four years and third for 2001 when the log was incomplete; football tickets ranked
5th twice, 7th and top 13th once, but 1429th for 2001. Since the log file ended in
May 2001 and football season starts in the Fall, some of the queries were certainly
seasonal in nature.

Figure 8.7. Trends in vocabulary growth.

8.5 Conclusions and Further Studies

This project revealed some characteristics of end-user searching on the Web, which
can be exploited in search engine design. The occurrence of zero-hits due to the use
of stop-words can be solved in two ways: the engine can automatically exclude
them in query processing (many search engines now do this). This may not be
enough, however, to improve searchers' skill through self-learning. An intelligent
agent could present this fact at search time via a context-sensitive instruction.

Although the vocabulary does not fit Zipf's law closely, the frequency and
ranking show regularities with simple polynomial data models underlying the use
of words to form queries. The vocabulary size can be expected to increase slowly
as the number of queries increases rapidly. The users of a specific website certainly
share common interests. As reflected in this study, the users of an academic site,
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quite different from the users of general search engines, looked for information
mostly related to education and campus life.

The analysis of word associations indicated that the matrix of vocabulary terms
to term pairs is sparse with only a small portion of the vocabulary words co-
occurring. Further explorations are needed to address questions such as: (1) How
should a search engine interpret term pairs? (la) Should the term pairs be treated
as a Boolean AND operation? Or (1 b) as a Boolean OR operation? (2) Should the
words that always occur together be given higher weight even though their relative
frequency (individually) is low? (3) For two-word queries, are both words good
content descriptors or do they define a structure function? In other words, can one
of the words form an effective query statement? To answer these questions, human
judgments and additional tools are needed. The word associations measured by
frequencies of word pairs may be predictable by word frequencies alone.

Web queries are short. Expansion of short queries by word associations may
improve descriptions of information needs, which in turn increases precision. Tech-
niques for clustering queries and generating categories of information needs are
certainly needed. For the generation of content-based metadata, any system must
be able to incorporate user vocabulary that can be automatically collected and
analyzed.
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tational and Information Sciences Interdisciplinary Council at the University of
Tennessee, Knoxville.
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Overview

In this chapter we describe several systems that detect emerging trends in textual
data. Some of the systems are semiautomatic, requiring user input to begin pro-
cessing, and others are fully automatic, producing output from the input corpus
without guidance. For each Emerging Trend Detection (ETD) system we describe
components including linguistic and statistical features, learning algorithms, train-
ing and test set generation, visualization, and evaluation. We also provide a brief
overview of several commercial products with capabilities of detecting trends in
textual data, followed by an industrial viewpoint describing the importance of trend
detection tools, and an overview of how such tools are used.

This review of the literature indicates that much progress has been made to-
ward automating the process of detecting emerging trends, but there is room for
improvement. All of the projects we reviewed rely on a human domain expert to
separate the emerging trends from noise in the system. Furthermore, we discov-
ered that few projects have used formal evaluation methodologies to determine
the effectiveness of the systems being created. Development and use of effective
metrics for evaluation of ETD systems is critical.

Work continues on the semiautomatic and fully automatic systems we are de-
veloping at Lehigh University [HDD]. In addition to adding formal evaluation
components to our systems, we are also researching methods for automatically
developing training sets and for merging machine learning and visualization to
develop more effective ETD applications.
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9.1 Introduction

What is an emerging trend? An emerging trend is a topic area that is grow-
ing in interest and utility over time. For example, Extensible Markup Language
(XML) emerged as a trend in the mid-1990s. Table 9.1 shows the results of an
INSPEC® [INS] database search on the keyword "XML" from 1994 to 1999 (no
records appeared before 1994). As can be seen from this table, XML emerged from
1994 to 1997; by 1998 it was well represented as a topic area.

Table 9.1. Emergence of XML in the Mid-1990s

Knowledge of emerging trends is particularly important to individuals and com-
panies who are charged with monitoring a particular field or business. For example,
a market analyst specializing in biotech companies might want to review techni-
cal and news-related literature for recent trends that will have an impact on the
companies she is tracking. Manual review of all the available data is simply not
feasible. Human experts who have the task of identifying emerging trends need to
rely on automated systems as the amount of information available in digital form
increases.

An Emerging Trend Detection application takes as input a collection of textual
data and identifies topic areas that are either novel or are growing in importance
within the corpus. Current applications in ETD fall generally into two categories:
fully automatic and semiautomatic. The fully automatic systems take in a corpus
and develop a list of emerging topics. A human reviewer then peruses these topics
and the supporting evidence found by the system to determine which are truly
emerging trends. These systems often include a visual component that allows the
user to track the topic in an intuitive manner [DHJ+98, SACK)]. Semiautomatic
systems rely on user input as a first step in detecting an emerging trend [PD95,
RGP02]. These systems then provide the user with evidence that indicates whether
the input topic is truly emerging, usually in the form of user-friendly reports and
screens that summarize the evidence available on the topic.

We begin with a detailed description of several semi- and fully automatic ETD
systems in Section 9.2. We discuss the components of an ETD system including
linguistic and statistical features, learning algorithms, training and test set genera-
tion, visualization, and evaluation. In Section 9.3 we review the ETD capabilities
in commercial products. Our conclusions are presented in Section 9.4. In Sec-
tion 9.5, Dr. Daniel J. Phelps, Leader of Eastman Kodak's Information Mining
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Group, describes the role of ETD systems in modern corporate decision-making
environments.

9.2 ETD Systems

As mentioned above, ETD systems can be classified as either fully automatic or
semiautomatic. Semiautomatic systems require user input as a first step in detecting
the emerging trends in a topic area. As part of our ongoing research at Lehigh
University, we have developed both fully and semiautomatic systems that have
successfully identified emerging trends. In this section we provide an overview of
the components that are included in most ETD systems (input data sets, attributes
used for processing, learning algorithms, visualization, evaluation), followed by a
detailed description of several ETD systems.

We begin with a discussion of the data that are used in ETD systems. The most
commonly used data repository for ETD emerged from the Topic Detection and
Tracking (TDT) project [TDT] that began in 1997. TDT research develops algo-
rithms for discovering and threading together topically related material in streams
of data, such as newswire and broadcast news, in both English and Mandarin Chi-
nese. The TDT project, while not directly focused on emerging trend detection,
has nonetheless encouraged the development of various fully automated systems
that track topic changes through time. Several of those algorithms are described
in this section.

As part of the TDT initiative several data sets have been created. The TDT data
sets are sets of news stories and event descriptors. Each story/event pair is assigned
a relevance judgment. A relevance judgment is an indicator of the relevance of
the given story to an event. Table 9.2 portrays several examples of the relevance
judgment assignment to a story/event pair. Thus the TDT data sets can be used as
both training and test sets for ETD algorithms. The Linguistic Data Consortium
(LDC) [Lin] currently has three TDT corpora available for system development:
the TDT Pilot study (TDT-Pilot), the TDT Phase 2 (TDT2), the TDT Phase 3
(TDT3), as well as the TDT3 Arabic supplement.

Not all of the systems we describe rely on the TDT data sets. Other approaches
to the creation of test data have been used, such as manually assigning relevance
judgments to the input data and comparing the system results to the results produced
by a human reviewer. This approach is tedious and necessarily limits the size of the
data set. Some of the systems we present use databases such as 1NSPEC®, which
contains engineering abstracts, or the United States patent database [US J, which
allows searching of all published US patents. The input data set, along with the
selection of appropriate attributes that describe the input, is a critical component
of an ETD system. Attribute selection is at the core of the tracking process, since it
is the attributes that describe each input item and ultimately determine the trends.

The attributes obtained from the corpus data are input to the methods/techniques
employed by each ETD system we describe below. As shown, some research groups
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Table 9.2. Story/Event pairs

use traditional Information Retrieval (IR) methodologies to detect emerging trends,
while others have focused more on traditional machine learning approaches such
as those used in data mining applications.

Work in the areas of visualization-supported trend detection has explored mul-
tiple techniques for identifying topics. When a user is trying to understand a large
amount of data, a system that allows an overview, at multiple levels of detail and
from multiple perspectives, is particularly helpful. One of the simplest approaches
is a histogram, where bars indicate discrete values of actual data at some discrete
point in time. Information visualization is meant to complement machine learning
approaches for trend detection. Plotting the patterns along a timeline allows one to
see the rate of change of a pattern over time. For each algorithm described below,
we discuss the visualization component, showing how the component enhances
the trend detection capabilities of the system.

The evaluation of an emerging trend detection system can be based on formal
metrics, such as precision (the percentage of selected items that the system got
right) and recall (the proportion of the target items that the system found), or
by less formal, subjective means (e.g., answers to usability questions such as: Is
the visualization understandable?). The particulars of an evaluation are related
to the goals of the method and thus can vary greatly, but some justification and
interpretation of the results should always exist to validate a given system.
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9.2.1 Technology Opportunities Analysis (TOA)

Alan L. Porter and Michael J. Detampel describe a semiautomatic trend detection
system for technology opportunities analysis in [PD95]. The first step of the process
is the extraction of documents (such as INSPEC® abstracts) from the knowledge
area to be studied. The extraction process requires the development of a list of
potential keywords by a domain expert. These keywords are then combined into
queries using appropriate Boolean operators to generate comprehensive and accu-
rate searches. The target databases are also identified in this phase (e.g., INSPEC®,
COMPENDEX© [COM], US Patents, etc.).

The queries are then input to the Technology Opportunities Analysis Knowbot
(TOAK), a custom software package also referred to as TOAS (Technology Op-
portunities Analysis System). TOAK extracts the relevant documents (abstracts)
and provides bibliometric analysis of the data. Bibliometrics uses information
such as word counts, date information, word co-occurrence information, citation
information, and publication information to track activity in a subject area. TOAK
facilitates the analysis of the data available within the documents. For example,
lists of frequently occurring keywords can be quickly generated, as can lists of
author affiliations, countries, or states.

In [PD95], the authors present an example of how the TOAK system can be
used to track trends in the multichip module subfield of electronic manufacturing
and assembly. Figure 9.1 [PD95] shows a list of keywords that appear frequently
with "multichip module" in the INSPEC© database. The authors observed that
multichip modules and integrated circuits (particularly hybrid integrated circuits)
co-occurred very frequently. An additional search using the US Patent database
showed that many patents had been issued in the area of multichip modules. Fur-
thermore, the integrated circuits activity was more likely to be US-based, while
large-scale integration activity was more likely to be based in Japan.

TOAK is meant to be used by a human expert in an interactive and iterative
fashion. The user generates initial queries, reviews the results and is able to re-
vise the searches based on his domain knowledge. TOA represents an alternative
approach to the time-consuming literature search and review tasks necessary for
market analysis, technology planning, strategic planning, or research [PD95].

Input Data and Attributes

The INSPEC® database serves as the primary corpus for TOA and its related
software, TOAK. Two opportunities exist for attribute selection. First (Table 9.3),
a list of keywords (a single word or multiple words, termed «-grams') and their
possible combinations (using Boolean operators) are supplied to TOAK, which
retrieves all relevant items. The number of keyword occurrences and keyword co-
occurrences (the appearance of two keywords in the same item) are calculated per

An ra-gram is a sequence of n words. For example, the phrase "stock market" is a bigram (or
2-gram).
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Figure 9.1. Co-occurrences with "multichip modules" |PD95]

year and over all years. A second pass (Table 9.4) involves selecting all phrases
(single- and multiword) from a specific field and calculating the number of items
that contain each phrase. For example, every phrase in the keyword field of each
item may be counted, or each phrase in the a f f i l i a t i o n Held |PD95|.

Table 9.3. TOA First Pass Attributes

Table 9.4. TOA Second Pass Attributes

Learning Algorithms

Like most of the systems that facilitate trend detection in textual collections, TOA
relies on the expertise of the user who is researching a given area. TOAK provides
access to many different data sources, including INSPEC®, COMPENDEX®, US
Patents, and others, but is necessarily limited as not all R&D work is patented or
published. The power of TOAK resides in the visual interface and easy access to
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different views of the data. There are no inherent learning algorithms present in
the system; the user is solely responsible for trend detection.

Visualization

Visualizations in TOA include frequency tables, histograms, weighted ratios, log-
log graphs, Fisher-Pry curves, and technology maps [PD95]. These tools present
information graphically using various linking and clustering approaches such as
multidimensional scaling. TOA can generate visualizations based on attributes
such as keyword, organization, document source, country of origin, and author.
Principal components visualizations that represent relationships among conceptual
clusters can also be created.

Evaluation

Identification of trends is left to the user in this semiautomatic method. TOA
could, however, be evaluated on how well it presents information to the user.
Visualizations are meant to significantly increase understanding of the data, and
intuitively do. TOA developers, however, provide no evidence for the efficacy
of these tools, apart from various author's claims. Solutions do however exist
for evaluating this type of method. For example, results of usability studies and
focus groups can strengthen arguments that visualization is indeed helpful. The-
meRiver™ (Section 9.2.5) employs this usability approach for evaluation. Formal
metrics, even with a semiautomatic method, can also be utilized as in CIMEL
(Section 9.2.2).

9.2.2 CIMEL: Constructive, Collaborative Inquiry-Based
Multimedia E-Learning

CIMEL is a multimedia framework for constructive and collaborative inquiry-
based learning that we, the authors of this survey, have developed [BPK+01,
BPK+02, CIM'j. Our semiautomatic trend detection methodology described in
| RGP02] has been integrated into the CIMEL system in order to enhance computer
science education. A multimedia tutorial has been developed to guide students
through the process of emerging trend detection. Through the detection of incipi-
ent emerging trends, students see the role that current topics play in course-related
research areas. Early studies of this methodology, using students in an upper-level
computer science course, show that use of the methodology improves the number
of incipient emerging trends identified.

Our semiautomatic algorithm employs a more robust methodology than TOA
because the user base is assumed to be individuals who are learning a particular
area, as opposed to domain experts. The methodology relies on web resources
to identify candidate emerging trends. Classroom knowledge, along with auto-
mated "assistants," help students to evaluate the identified candidate trends. This
methodology is particularly focused on incipient trends.
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1. Identify a main topic area for research (e.g., object databases)
2. Identify recent conferences and workshops in this area (e.g.,
OOPSLA for object-oriented programming)
3. Review content and create a list of candidate emerging trends
4. Evaluate each emerging trend identified in Step 3, using
general web research tools (e.g., Google™ search)
5. For each candidate emerging trend remaining after Step 4,
verify the trend using an 1NSPEC® database search

Table 9.5. Methodology for Detecting Emerging Trends

The methodology is outlined in Table 9.5. In Step two of this methodology (after
a main topic area has been identified) the user is directed to recent conferences
and workshops online and instructed to review the content and develop a list of
candidate emerging trends. Next, the user is directed to a general-purpose web
search engine to find other references to candidate emerging trends identified in
step three. Searches using the candidate trend phrase, along with terms such as
"recent research," "approach," and so on, are employed to improve the precision
of the search results. The user is provided with a detailed algorithm that includes
parameters for evaluation of the pages returned from the search engine. The can-
didate emerging trend may be rejected as a result of this search. In addition, other
candidate emerging trends may be identified in this step.

Figure 9.2. Emerging trend detection tutorial [CIM],
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Finally, the user is asked to verify candidate emerging trends using document
count and author and publication venue spread based on an INSPEC© database
search. To make the trend detection process easier, this step has been automated
[GevO2]. The user need only enter a candidate emerging trend (Figure 9.2) identi-
fied in Steps three and/or four, and the database search tool automatically generates
document count, unique author sets, unique coauthor sets, and a list of unique
venues (all across time) that pertain to the chosen candidate emerging trend. The
tool also provides a link to the corresponding abstracts, which can be accessed by
clicking on individual document titles. This feature of the tool is important, as the
user still has to decide whether a given candidate trend is truly emerging based on
heuristics provided in the tutorial.

For example, students in an upper-level object-oriented software engineering
course might be asked to find an emerging trend in the field of object databases.
Several conference websites would be provided, including the Conference on
Object-Oriented Programming, Systems, Languages, and Applications (OOPSLA)
website. A manual review of the content of papers presented at OOPSLA '01 leads
the student to the candidate emerging trend "XML Databases." A search of the Web
using Google™ results in additional papers related to XML databases, providing
further evidence that "XML Databases" is an emerging trend. Finally, the student
is directed to the INSPEC® database. A search using XML and D a t a b a s e s
and O b j e c t - o r i e n t e d reveals the information depicted in Table 9.6. Fur-
ther inspection reveals multiple author sets and publication venues, confirming that
"XML Databases" is an incipient emerging trend in the field of object databases.

Table 9.6. "XML Databases" Is an Emerging Trend [RGP02]

Input Data and Attributes

The corpus for this semiautomatic methodology can be any web resource. A de-
scription of the main topic is chosen, which can consist of any text. An initial
search of recent conferences and workshops is performed to identify candidate
emerging trends. Using a web search engine, phrases associated with emerging
trends2 are used in conjunction with either the main topic or the candidate emerg-
ing trends to uncover additional evidence for the given candidate and/or to identify

^"Supporting" terms - the list of current associated "supporting" terms: most recent contribution,
recent research, a new paradigm, hot topics, emergent, newest entry, cutting-edge strategies, first public
review, future, recent trend, next generation, novel, new approach, proposed, and current issues.
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other candidate trends. Several attributes guide this initial decision-making process
(Table 9.7), including the current year, the number of times either the main topic
or candidate emerging trend appears on the page, the number of supporting terms
on the page, and the line or paragraph containing the main topic/candidate emerg-
ing trend and supporting term [RGP02]. The validation step (Table 9.8) involves
automatically calculating four frequencies across time: the number of unique doc-
uments, unique authors, unique author sets, and unique venues [GevO2]. These
frequencies help the user make a final emerging trend determination. For example,
an increase in the number of documents that reference the main topic and candi-
date emerging trend over time is indicative of a true emerging trend. On the other
hand, if one or two documents appear in different years by the same author, the
candidate trend may not actually be emerging [RGP02J.

Table 9.7. C1MEL Initial Step Attributes

Table 9.8. CIMEL Validation Step Attributes
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Learning Algorithms

Like TOA, the CIMEL system relies on the user to detect emerging trends. No
machine learning component is employed. Instead CIMEL relies on a precisely
defined manual process. Like TOA, this system is restricted by the electronic avail-
ability of documentation in a given subject area. Furthermore, the INSPEC© query
tool is currently based on abstracts that are downloaded to a local database, which
must be periodically refreshed. Unlike TOA, CIMEL provides specific parame-
ters for identifying an emerging trend, rather than relying solely on the domain
expertise of the user.

Visualization

At the current time the visualization component for trend detection in CIMEL is
under development.

Evaluation

Several experiments have been conducted to evaluate the utility of the ETD com-
ponent of the CIMEL system. In one such experiment, two groups of students in a
programming languages class were asked to identify emerging trends in the area
of inheritance in object-oriented programming. Group B (experimental) viewed
a multimedia tutorial on the methodology that included a case study; Group A
(control) did not. Hypothesis testing was performed using the standard metric of
precision. Precision for a student was calculated by dividing the number of actual
emerging trends found (zero, one or two for this experiment) by the number of total
trends found (two, if the student completed the assignment successfully). Recall
was not determined since a complete list of emerging trends was not available. A
lower tail /-test concluded with 95% confidence that the mean precision of stu-
dents that used the methodology (Group B) was significantly greater than the mean
precision of students that did not use the methodology (Group A). These results
provide convincing evidence that the ETD methodology employed in the CIMEL
system is effective at detecting emerging trends |Roy02j.

9.2.3 Time Mines

The TimeMines system [SJOO] takes free text data, with explicit date tags, and
develops an overview timeline of statistically significant topics covered by the
corpus. Figure 9.3 presents sample output from TimeMines. TimeMines relies on
Information Extraction (IE) and Natural Language Processing (NLP) techniques
to gather the data. The system employs hypothesis-testing techniques to determine
the most relevant topics in a given timeframe. Only the "most significant and
important" information (as determined by the program) is presented to the user.

TimeMines begins processing with a default model that assumes the distribution
of a feature depends only on a base rate of occurrence that does not vary with time.
Each feature in a document is compared to the default model. A statistical test is
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used to determine if the feature being tested is significantly different than what the
model would expect. If so, the feature is kept for future processing; otherwise it is
ignored.

Figure 9.3. TimeMines Sample Output [SJOO].

The reduced set of features that is developed using the first round of hypothesis
testing is then input into a second processing phase which groups related features
together. The grouping again relies on probabilistic techniques that combine terms
that tend to appear in the same timeframes into a single topic. Finally, a threshold is
used to determine which topics are most important and these are displayed via the
timeline interface (Figure 9.3). The threshold is set manually, and is determined
empirically.

Like TOA, TimeMines presents a model of the data without drawing any specific
conclusions about whether a topic is emergent. It simply presents the most statis-
tically significant topics to the user, and relies on the user's domain knowledge for
evaluation of the topics.

Input Data and Attributes

In [SJOO], the TDT and TDT-2 corpora were date tagged and part-of-speech tagged
with JTAG [XBC94]. (TDT-2 was preliminarily tagged with Nymble [BMSW97].)
In the TimeMines system, an initial attribute list of all "named entities" and certain
noun phrases is generated. A named entity is defined as a specified person, location,
or organization (extracted using the Badger IE system [FSM+95]). Noun phrases
match the regular expression (N|J)* N for up to five words, where N is a noun,
J is an adjective, | indicates union, and * indicates zero or more occurrences. The
documents are thus represented as a "bag of attributes," where each attribute is
true or false (i.e., whether the named entity or noun phrase is contained in the
document). The attributes are shown in Table 9.9.
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Table 9.9. TimeMines Attributes

Learning Algorithms

There are two separate machine learning aspects present in the TimeMines appli-
cation. First, as stated before, TimeMines must select the "most significant and
important information" to display. To do this, TimeMines must extract the "most
significant" features from the input documents.

TimeMines uses a statistical model based on hypothesis testing to choose the
most relevant features. As noted, the system assumes a stationary random model for
all features (n-grams and named entities) extracted from the corpus. The stationary
random model assumes that all features are stationary (meaning their distributions
do not vary over time) and the random processes generating any pair of features are
independent. Features whose actual distribution matches this model are considered
to contain no new information and are discarded. Features that vary greatly from
the model are kept for further processing. The hypothesis testing is time dependent.
In other words, for a specific block of time, a feature either matches the model (at a
given threshold) or violates the model. Thus the phrase "Oklahoma City Bombing"
may be significant for one time slice, but not significant for another.

After the feature set has been pruned in this manner, TimeMines uses another
learning algorithm, again based on hypothesis testing. Using the reduced feature
set, TimeMines checks for features within a given time period that have similar
distributions. These features are grouped into a single topic. Thus each time period
may be assigned a small number of topic areas, represented by a larger number of
features.

One potential drawback of ranking the general topics derived from the significant
attributes is discussed in [SJOO]. The occurrence of an attribute is measured against
all other occurrences of it in the corpus. As a result a consistently heavily used
attribute may not distinguish itself properly. The Kenneth Starr-President Clinton
investigation is unquestionably the most covered story in the TDT-2 corpus, yet
ranked twelfth because it is so prevalent throughout. Against a longer time period,
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including time after coverage had died down, the story probably would have ranked
first.

Like all of the algorithms we present here, the final determination of whether
a topic is emerging is left to the user, but unlike CIMEL and TOA, the user does
not direct the TimeMines system. This system is completely automated; given a
time-tagged corpus it responds with a graphical representation of the topics that
dominate the corpus during specific time periods.

Visualization

TimeMines generates timelines automatically for both visualization of temporal
locality of topics and the identification of new information within a topic. The .pr-
axis represents time, while the y-axis represents the relative importance of a topic.
The most statistically significant topic appears near the top of the visualization
(Figure 9.3). Each block in the visualization interface includes all the terms used
to describe a topic and thus indicates the coverage within the corpus. Clicking on
a term (named entity or n-gram) pops up a menu of all the associated features of
that type within the topic, and a submenu option allows the user to choose this
feature as the label, or to obtain more information about the feature. However, no
effort is made to infer any hierarchical structure in the appearance of the feature
in the timeline.

Evaluation

Two hypotheses are evaluated in [SJOO]-. do term occurrence and co-occurrence
measures properly group documents into logical time-dependent stories, and, are
the stories themselves meaningful to people? A randomization test [Edg95] was
conducted to support the first hypothesis. The documents were shuffled and as-
signed an alternate date, but were otherwise left intact. From an 1R standpoint the
corpus looked the same, since term frequency and inverse document frequency
were preserved. The authors concluded that the results of this test overwhelmingly
suggest the groupings are logical and not random.

The second hypothesis was explored with two methods of evaluation but results
were inconclusive. The first evaluation method used precision and recall metrics
from 1R. The January 1996 Facts on File [FacJ listed 25 major stories, which were
used as the "truth" set to compare with the TimeMines-generated major stories.
Recall was defined as the number of Facts on File major stories identified by
TimeMines divided by the total number of Facts on File major stories. Precision
was defined as the number of Facts on File major stories identified by TimeMines
divided by the total number of TimeMines-identified major stories. A relatively
low precision of 0.25 and a similarly low recall of 0.29 resulted.

The second evaluation method attempted to tune the threshold. Four students
manually determined whether the automatic groupings related to zero, one, or
multiple topics. Based on a pairwise Kappa statistic, however, the manual results
could not be distinguished from random results [SA00].
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9.2.4 New Event Detection

New event detection, also referred to as first story detection, is specifically included
as a subtask in the TDT initiative. New event detection requires identifying those
news stories that discuss an event that has not already been reported in earlier
stories. New event detection operates without a predefined query. Typically algo-
rithms look for keywords in a news story and compare the story with earlier stories.
The approach taken in [APL98] implies that the input be processed sequentially
in date order: that is, only past stories can be used for evaluation, not the entire
corpus.

A new event detection algorithm based on a single-pass clustering algorithm is
presented in [APL98]. The content of each story is represented as a query. When
a new story is processed, all the existing queries (previous stories) are run against
it. If the "match" exceeds a predefined threshold (discussed below) the new story
is assumed to be a continuation of the query story. Otherwise it is marked as a new
story.

An interesting characteristic of news stories is that events often occur in bursts.
Figure 9.4 [YPC98] portrays a temporal histogram of an event where the x-axis
represents time in terms of days (1 through 365) and the y-axis is the story count
per day.

Days (7/1/94-6/30/95)

Figure 9.4. Temporal histogram of news data [YPC98"].

News stories discussing the same event tend to be in temporal proximity and
hence lexical similarity and temporal proximity are considered to be two criteria
for document clustering. Also, a time gap between the bursts as exemplified in
Figure 9.4 discriminates between distinct events, and the system is more likely to
match stories that appear in the same timeframe.

As reported in [APL98], with proper tuning the algorithm was able to separate
news stories related to the Oklahoma City Bombing from those about the World
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Trade Center bombing. However, some stories could not be detected. For example,
the crash of Flight 427 could not be distinguished from other airplane accidents,
and the O.J. Simpson trial could not be separated from other court cases.

Input Data and Attributes

All stories in the TDT corpus deemed relevant to 25 selected "events" were
processed. For new event detection, each story was represented by a query and
threshold. Table 9.10 lists all the attributes required for computing the query and
threshold. The n most frequent single words comprise the query, and are weighted
and assigned a "belief" value by the Inquery system [ABC+95], indicating the
relevance of each word in the story to the query. Belief is calculated using term
frequency and inverse document frequency. Term frequency is derived from the
count of times the word occurs in the story, the length of the story, and the average
length of a story in the collection. Inverse document frequency is derived from the
count of stories in the collection and the count of stories that contain the word.

Table 9.10. New Event Detection Attributes

Learning Algorithms

As noted, the approach presented in [APL98] is based on a single-pass clustering
algorithm that detects new stories by comparing each story processed to all of the
previous stories/queries detected. As each incoming story is processed, all previous
"queries" are run against it. If a story does not match any of the existing queries,
the story is considered a new event.

The system relies on a threshold to match the queries to the incoming stories.
The initial threshold for a query is set by evaluating the query with the story from
which it originated. If a subsequent story meets or exceeds this initial threshold
for the query, the story is considered a match. The threshold is used as input to
a thresholding function based on the Inquery system described above [ABC+95].
Since new event detection implies that documents are processed in order, however,
traditional IR metrics that are usually applied to an entire corpus (such as the
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number of documents containing the term and average document length) are not
readily available. To overcome this problem, an auxiliary collection is used to
provide this information to the Inquery system. The thresholding function takes
advantage of the time dependent nature of the news story collection by using a
time penalty that increases the value required to "match" a story as stories grow
farther apart in time.

Like the TimeMines system, the new event detection system described here is
completely automated. Given a corpus, it provides a list of "new events" in the form
of news stories that first describe an occurrence of an event. New event detection
differs somewhat from ETD in that it is focused on the sudden appearance of an
unforeseen event rather than the (more gradual) emergence of a trend.

Visualization

The new event detection system is based on Lighthouse [LAOOb, LAOOa], an in-
teractive information retrieval system that provides a ranked list of search results
together with two- and three-dimensional visualizations of interdocument similar-
ities. After events are extracted, a visual timeline is constructed to show how these
events occur in time and relate to each other.

Evaluation

| APL98J evaluated their system using miss (false negative) and false alarm (false
positive) rates as well as the metrics of precision and recall. Arriving at meaningful
thresholds for these rates was difficult, and as a complement, Detection Error Trade-
off (DET) curves [MDOP97] were studied. DET curves highlight how miss and
false alarm rates vary with respect to each other (each is plotted on an axis in a
plane). A perfect system with zero misses and false alarms would be positioned at
the origin, thus, DET curves "closer" to the origin are generally better. Close was
defined as the Euclidean distance from the DET curve to the origin in [APL98].
Using nearly all (400) single-word attributes in the queries resulted in averages of
46% for the miss rate, 1.46% for the false alarm rate, 54% for recall, and 45% for
precision.

9.2.5 ThemeRiver™

Similar to TimeMines, ThemeRiver™ IHHWN02] summarizes the main topics in
a corpus and presents a summary of the importance of each topic via a graphical
user interface. The topical changes over time are shown as a river of information.
The river is made up of multiple streams. Each stream represents a topic and each
topic is represented by a color and maintains its place in the river relative to other
topics. Figure 9.5 portrays an example visualization.

The river metaphor allows the user to track the importance of a topic over time
(represented on the horizontal axis). The data represented in Figure 9.5 are from
Fidel Castro's speeches. You can see that Castro frequently mentioned oil just be-
fore American oil refineries were confiscated in 1960 (shown as the second vertical
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Figure 9.5. ThemeRiver™ sample output [HHWN02].

line from the left in Figure 9.5). Oil is the large bubble immediately preceding this
dotted line in the middle of the river. At no other time did Castro dwell on that
topic in the 18-month period represented by this corpus.

Such patterns in the data may confirm or refute the user's knowledge of hy-
potheses about the collection. Like TOA and TimeMines, ThemeRiver™ does
not presume to indicate which topics are emergent. The visualization is intended
to provide the user with information about the corpus. ThemeRiver™ presents a
topic- or feature-centered view of the data. This topic-centered view is a distin-
guishing characteristic of the ETD approaches surveyed in this chapter. Related
areas in information retrieval, such as text filtering and text categorization, are
usually document-centered.

Input Data and Attributes

The corpus in the example presented in [HHWN02] consisted of speeches,
interviews, articles, and other text about Fidel Castro over a 40-year period. The-
meRiver™ automatically generates a list of possible topics, called theme words,
of which a subset is manually chosen as attributes (the example in [HHWN02] nar-
rowed the list to 64). Counts of the number of documents containing a particular
theme word for each time interval provide the input for the method. An alternate
count, using the number of occurrences of the theme word for each time interval
is suggested but not implemented in [HHWN02].

An automatic method for generating the initial list of theme words was not
specified, nor was the procedure for deciding which or how many of the theme
words should be included in the subset. Theme word frequencies are computed
after these attributes are chosen, effectively making attribute selection a manual
process (i.e., not automatic based strictly on the counts; see Table 9.11).
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Table 9.11. ThemeRiver™ Attributes

Learning Algorithms

The ThemeRiver™ application does not use a learning algorithm per se. Like TOA,
it provides a view of the data that an experienced domain expert can use to confirm
or refute a hypothesis about the data. ThemeRiver™ begins by binning time-tagged
data into time intervals. A set of terms, or themes, that represent the data is chosen
and the river is developed based on the strength of each theme in the collection.
As noted, the themes are chosen by automatically developing a list of words that
are present in the data and then manually selecting a subset that represents various
topics. The number of documents containing the word determines the strength
of each theme in each time interval. Other methods of developing the themes
and strengths are possible. The visual component of ThemeRiver™ is the most
important aspect of this work, particularly as it applies to trend detection.

Visualization

The ThemeRiver™ system uses the river metaphor to show the flow of data over
time (Figure 9.5). While the river flows horizontally, vertical sections of the river
contain colored currents that identify topics or themes. The width of the river
changes with the emergence or disappearance of topics, thereby making the system
effective in cases where there is no major variation in topic.

The curves in Figure 9.5 show how interpolation is done to obtain a river
metaphor. The idea is to produce a smooth curve with positive stream width for
better visual tracking of the stream across time. Even though this technique aids
human pattern recognition, a simple histogram can be more accurate. The algo-
rithm interpolates between points to generate smooth curves (continuity in the flow
of the river).

ThemeRiver™ makes judicious use of color, leveraging human perceptual and
cognitive abilities. Themes are sorted into related groups, represented by a color
family. This allows viewing of a large number of (related) themes that can easily
be separated due to color variation. For example, "germany", "unification", "gdr",
and "kohl" can be represented by different shades of the same color and hence can
easily be identified as being related.

Evaluation

Evaluation, or usability in such visual applications, was conducted with two users
in [HHWN02]. After being given some background information about the data,
the users were asked about specifics related to the following five general questions.
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• Did the users understand the visualization?

• Could they determine differences in theme discussion?

• Did the visualization prompt new observations about the data?

• Did the users interpret the visualization in any unexpected ways?

• How did the interpretation of the visualization differ from that of a
histogram?

Observation, verbal protocol, and a questionnaire were used to gather feedback.
This evaluation method is formalized well, but it lacks significance due to the small
sample consisting of just two users.

9.2.6 PatentMiner

The PatentMiner system was developed to discover trends in patent data using a
dynamically generated SQL query based upon selection criteria input by the user
[LAS97]. The system is connected to an IBM DB2 database containing all granted
United States (US) patents. There are two major components to the system, phrase
identification using sequential pattern mining [AS95, SA96] and trend detection
using shape queries.

Figure 9.6. PatentMiner sample output [LAS97J.
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Input Data and Attributes

As noted, in [LAS97] an IBM DB2 database containing all US Patents served as
the basis for the corpus. Several procedures prepare the data for attribute extrac-
tion. Stop-words are removed. Identifiers are assigned to the remaining words,
indicating position in the document and occurrences of sentence, paragraph, and
section boundaries. After a subset of patents is specified by category and date range,
the Generalized Sequential Patterns (GSP) algorithm [SA96] selects user-defined
attributes, called phrases. Only phrases with support greater than a user-defined
minimum are considered. A phrase can be any sequence of words, with a mini-
mum and maximum gap between any of the words. Gaps can be described in terms
of words, sentences, paragraphs, or sections. For example, if the minimum sen-
tence gap is one for the phrase "emerging trends", than "emerging" and "trends"
must occur in separate sentences. Or if the maximum paragraph gap is one, than
"emerging" and "trends" must occur in the same paragraph. A time window indi-
cates the number of words to group together before counting gap length. Finally, a
shape definition language (SDL) [APWZ95] specifies which types of trends (e.g.,
upwards, spiked, etc.) are displayed. Table 9.12 summarizes these attributes.

The number of phrases selected can be substantial, given their very open-ended
nature. Two pruning methods are discussed in [LAS97]. A subphrase of a phrase
may be ignored if the support of the two phrases is similar. Or, a subphrase (gen-
eral, higher-level) might be preferred over a longer phrase (specific, lower-level)
initially, after which specific lower-level phrases could be easier to identify. This
has the flavor of the technique used in CIMEL in which a main topic is combined
with a candidate trend in order to improve the precision of the results.

Table 9.12. PatentMiner Attributes
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Learning Algorithms

Most of the systems presented in this survey use traditional IR techniques to extract
features from the text corpus that serves as input; the PatentMiner system takes
a different approach. PatentMiner adapts a sequential pattern matching technique
that is frequently used in data mining systems. This technique treats each word
in the corpus as a transaction. The pattern matching system looks for frequently
occurring patterns of words. The words may be adjacent, or separated by a variable
number of other words (up to some maximum that is set by the user). This technique
allows the system to identify frequently co-occurring terms and treat them as a
single topic. [LAS97] refers to the resulting set of words (that make up a topic) as
a "phrase."

As with TimeMines, documents in the input data set are binned into various
collections based on their date information. The above technique is used to extract
phrases from each bin and the frequency of occurrence of each phrase in all bins
is calculated. A shape query is used to determine which phrases to extract, based
on the user's inquiry.

The shape query processing is another learning tool borrowed from data mining
|APWZ95|. In the PatentMiner system, the phrase frequency counts represent a
data store that can be mined using the shape query tool. The shape query has
the ability to match upward and downward slopes based on frequency counts.
For example, a rapidly emerging phrase may occur frequently in two contiguous
time slices, then level off, before continuing on an upward trend. The shape query
allows the user to graphically define various shapes for trend detection (or other
applications) and retrieves the phrases with frequency distributions that match the
query.

Like ThemeRiver™, TimeMines, and others, the PatentMiner system presents a
list of phrases to the user. The domain expert must then identify those that represent
emerging trends.

Visualization

The system is interactive; a histogram is displayed showing the occurrences of
patents by year based on the user's selection criteria. The user has the ability to
focus on a specific time period and to select various shape queries to explore the
trends as described above.

The phrases that match an increasing usage query on US patents in the category
"Induced Nuclear Reactions: Processes, Systems and Elements" are shown in
Figure 9.6.

Evaluation

Like TOA, the presentation of PatentMiner in [LAS97] lacks an evaluation com-
ponent. While it automatically generates and displays potential trends, no claim
is made as to the validity of these trends. The visualization is intuitive, but no
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user study on its effectiveness is reported in [LAS97]. In addition, no metrics are
employed in [LAS97] to verify that the trends discovered are correctly identified.

9.2.7 HDDPM

Our research has led to the development of the Hierarchical Distributed Dynamic
Indexing (HDDI™) system [PKM01, BCG+01, BP00]. The HDDI™ system sup-
ports core text processing including information/feature extraction, feature subset
selection, unsupervised and supervised text mining, and machine learning as well
as evaluation for many applications, including ETD [HDD].

In [PY01] we describe our approach to the detection of emerging trends in
text collections based on semantically determined clusters of terms. The HD-
DI™ system is used to extract linguistic features from a repository of textual data
and to generate clusters based on the semantic similarity of these features. The
algorithm takes a snapshot of the statistical state of a collection at multiple points
in time. The rate of change in the size of the clusters and in the frequency and
association of features is used as input to a neural network that classifies topics as
emerging or nonemerging.

Initially we modeled the complex nonlinear classification process using neural
networks. The data sets, which included three years of abstracts related to processor
and pipelining patent applications, were separated by year and a set of concepts
and clusters was developed for each year. In order to develop a training set, 14530
concepts were extracted and manually labeled. The system was, for example, able
to correctly identify "Low power CMOS with DRAM" as an emerging trend in
the proper timeframe.

In foilow-on experiments we were able to duplicate the precision achieved by
the neural network with the C4.5 decision tree learning algorithm [ZhoOO]. The
run-time performance for training was significantly better with the decision tree
approach. These experiments show that it is possible to detect emerging concepts
in an online environment.

Like most other algorithms that we have reviewed, our approach relies on a
domain expert for the final determination; thus the goal of the system is to identify
emerging topics whenever possible (i.e., maximize recall) while not sacrificing
precision. Unlike the first story detection algorithms, our research focuses on inte-
grative or nondisruptive emergence of topics, as opposed to the sudden appearance
of completely new topics.

Input Data and Attributes

Four databases were used to formulate a corpus in [PY01]; the US patent
database, the Delphion patent database [Del], the INSPEC® database, and the
COMPENDEX® database. Initial attribute selection (Table 9.10) requires parsing
and tagging before extraction. The parser retains only relevant sections of the orig-
inal documents. The tagger maps a part-of-speech label to each word using lexical
and contextual rules [Bri92]. A finite-state machine extracts complex noun phrases
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Figure 9.7. Using a neural net to detect emerging trends [PY01],

(concepts) according to the regular expression

(9.1)

where C is a cardinal number, G is a verb (gerund or present participle), P is a verb
(past participle), J is an adjective, N is a noun, 1 is a preposition, D is a determiner,
? indicates zero or one occurrence, | indicates union, * indicates zero or more
occurrences, and + indicates one or more occurrence [BCG+01]. Counts of each
concept and counts of co-occurrence of concept pairs are recorded at this point
[PY01].

An asymmetric similarity between concept pairs is calculated based on a cluster
weight function described in [CL92]. The concepts are then grouped into regions of
semantic locality using sLoc, an algorithm we describe in [BP00]. The maximum,
mean, and standard deviation of the similarity, along with a parameter that is a
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multiplication factor of the number of standard deviations, determine the threshold
r used in the first step of the sLoc algorithm. Cluster size is used in the last step
(both are pruning mechanisms). As a decreases, r increases and the number of
connections between pairs of concepts decreases, resulting in smaller but more
focused semantic regions. Too small a value of a could produce too many regions,
while too large a value may result in only a single large region. Thus statistically
finding the optimum value for a (and the threshold r) is worthwhile, and work
continues in this area. Empirical research supports an optimum value of a = 1.65
[YanOO]. The identification of regions of semantic locality is an unsupervised
learning step that produces values used as attributes in the ETD supervised learning
process (see Table 9.13).

An emerging concept satisfies two principles: it should grow semantically richer
over time (i.e., occur with more concepts in its region), and it should occur more
often as more items reference it [PY01 ]. Using a cluster-based rather than an item-
based approach, the artificial neural network model takes seven inputs (and one
tuning threshold parameter) to classify a concept as emerging or not [PY01]. The
seven inputs are described in Table 9.14.

Table 9.13. HDDI™ Attributes for Regions of Semantic Locality

Learning Algorithms

As mentioned above, our fundamental premise is that computer algorithms can
detect emerging trends by tracing changes in concept frequency and association
over time. Our approach involves separating the data into time-determined bins
(as in PatentMiner and TimeMines) and taking a snapshot of the statistical rela-
tionships between terms. Two particular features were important in our model.
Similar to other algorithms, the frequency of occurrence of a term should increase
if the term is related to an emerging trend. Also, the term should co-occur with
an increasing number of other terms if it is an emerging trend. To our knowledge,
only our system has exploited term co-occurrence for automatic ETD.
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Table 9.14. HDDI™ Attributes for Emerging Trend Detection

As noted above, the first learning model we employed is a feedforward, back-
propagation artificial neural network (Figure 9.7). We used a standard three-layer
network (one input layer, one hidden layer, one output layer). The number of
hidden neurons was varied to optimize our results.

The attributes were extracted as described in the previous section and used
as input to the neural network model [PY01J, and to various other data mining
algorithms such as a decision tree, support vector machine, and so on [ZhoOO]. In
all cases, we determined that the algorithms could be trained to detect emerging
trends. As with other systems, precision was fairly low (although much better than
the baseline) and final determination as to whether a term displayed by the system
represents an emerging trend must be left to a domain expert.

Visualization

Visualization is ongoing for trend detection within the HDDI™ system.

Evaluation

Both concept extraction and trend detection evaluations were performed. For con-
cept extraction [BCG+01], mean precision (number of system-identified correct
concepts / total number of system-identified concepts) and mean recall (number of
system-identified correct concepts / total number of human expert-identified con-
cepts) were calculated for several collections. Two of the test collections (drawn
from the Grainger DLI database [UIU], the US Patent Office, and the aforemen-
tioned commercial patent database Delphion) had precision ranges of [95.1, 98.7]
and [95.2, 99.2], respectively, and recall ranges of [77.4, 91.3] and [75.6, 90.6],
respectively, with 95% confidence.
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Automatic trend detection performance in the HDDI™ system was measured
by precision, recall, and [PY01]. An average precision of 0.317 constituted
a 4.62 factor of improvement over random baseline precision; recall averaged
0.359. Either metric could be improved by altering the neural network threshold
parameter. Since good recall was the primary focus, , , a weighted average of
precision and recall with parameter , was also examined. , is the precision weight
and

(9.2)

9.2.8 Other Related Work

[FD95 ] proposes a technique for development of a hierarchical data structure from
text databases. This data structure then facilitates the study of concept distributions
in text. The authors propose comparing the concept distributions from adjacent
time periods. This approach to trend analysis seems promising; however, we were
not able to obtain a more detailed description of the approach, or the experimental
results, so we are unable to present a more comprehensive summary. Feldman has
also been active in the development of commercial products for emerging trend
detection (Section 9.3).

We have focused on research efforts that identify trends based primarily on the
use of words and phrases; however, several research groups are using a differ-
ent approach. [CC99, PFL+00, Ley02j present algorithms that primarily employ
citation information for trend detection.

Several systems focus more on the visualization of textual data and can be
adapted to trend detection at the discretion of the user. One such system, Envision
[NFH+96|, allows users to explore trends graphically in digital library metadata
(including publication dates) to identify emerging concepts. It is basically a mul-
timedia digital library of computer science literature, with full-text searching and
full-content retrieval capabilities. The system employs the use of colors and shapes
to convey important characteristics of documents. For example, the interface uses
color to show the degree of relevance of a document.

Plaisant et al. describe a visual environment called LifeLines for reviewing
personal medical histories in [PMS+98]. The visualization environment presented
in their work exploits the timeline concept to present a summary view of patient
data.

The EAnalyst [LSL+00] analyzes two types of data, textual and numeric, both
with timestamps. The system predicts trends in numeric data based on the content
of textual data preceding the trend. For example, the system predicts the trend in
stock prices based on articles published prior to the appearance of the (numeric)
trend.
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9.3 Commercial Software Overview

Commercial software products are available to aid a company interested in ETD.
Some companies specialize in providing content [Lex, Mor, Nor, IDC, Gar, Fac],
some provide general-purpose information retrieval capabilities such as feature
extraction [App, Cap, Loc], document management [HyB, Ban], search and re-
trieval [Ban, HyB, Lex, Tex], categorization [INS, Int, Sem, Ser, SPSb, Str, Ver],
and clustering [Auta, Cle, INS, Tex, Tho]. Although all of these products can be
used to facilitate an ETD effort, only a few have capabilities specifically geared
toward trend analysis and detection. These products are briefly introduced in this
section.

9.3.1 Autonomy

The Clusterizer™ tool provided by Autonomy [Auta] provides support for ETD.
Clusterizer™ [Clu] takes a corpus as input and produces a set of clusters of in-
formation from the data. These clusters can be used to identify new topics in the
data by taking a set of clusters from a previous time period and comparing it to a
set of clusters in the current period. In essence, Clusterizer™ displays a view of
clusters over time. The tool is thus designed to show trends in clusters, including
the appearance and disappearance of clusters, as well as changes in cluster size.

The pattern matching algorithms of nonlinear adaptive digital signal-processing,
Claude Shannon's principles of information theory, Bayesian inference, and neural
networks form the core of Autonomy's technology [ Aut99]. Since natural language
contains much duplication, concepts that are repeated less frequently in a document
are assumed to correspond to the essence of that document. Autonomy thus de-
scribes a document with patterns based on usage and frequency of terms. Adaptive
probabilistic concept modeling is used to determine relevance between documents
and further train the system [AutbJ.

The Autonomy Clusterizer™ module assists a human domain expert in detecting
trends. The Breaking News pane automatically finds new clusters of information
by comparing clusters from different time periods. The Spectrograph pane is a
visualization tool that plots clusters as lines over time. The color and width of
the lines indicate the size and quality of the cluster; changes signal an increase or
decrease in significance.

Like the research tools described in the previous section, Spectrograph is de-
signed to provide the user with a view into the data. The domain expert must then
use the data to form conclusions as to the validity of a given trend. In terms of
evaluation, to the best of our knowledge no formal assessment has been conducted
of the performance of these tools when used for ETD.

9.3.2 SPSS LexiQuest

LexiQuest products use advanced natural language processing technology to ac-
cess, manage, and retrieve textual information [SPSb]. LexiQuest LexiMine is
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a text mining tool designed to help the user obtain new insights by identifying
key concepts and the relationships between them. It employs a combination of
dictionary-based linguistic analysis and statistical proximity matching to identify
key concepts (i.e., terms) as well as the degree of relationship between concepts
[BryO2].

Concept identification is achieved through the use of unabridged dictionaries and
thesauri that contain (multiword) terms used to match terms in LexiMine's input
text. Term occurrences and term co-occurrences are counted either by paragraph
or document and are used to build relational concept maps. Although no machine
learning algorithms are employed per se, LexiQuest's term similarity formulas are
akin to those used in association mining [BryO2|.

The concept relationships are portrayed in a graphical map that displays the
cumulative occurrence of concepts. The map can be utilized to investigate trends.
Further analysis can be achieved by importing LexiMine data into the related
Clementine [SPSa] tool. As with many of the research and commercial tools dis-
cussed in this survey, the validity of trends is ultimately left to a human domain
expert and tool performance is neither quantified nor evaluated in any formal way
[BryO2].

9.3.3 ClearForest

ClearForest provides a platform and products to extract relevant information from
large amounts of text and to present summary information to the user [Cle]. Two
products, ClearResearch and ClearSight, are useful for ETD applications. Clear-
Research is designed to present a single-screen view of complex interrelationships,
enabling users to view news and research content in context. ClearSight pro-
vides simple graphic visualizations of relationships among companies, people,
and events in the business world. It also provides real-time updates of new product
launches, management changes, emerging technologies, and so on in any specified
context. Users can drill down further into each topic to view more information or
read related articles [GraO2].

ClearForest uses a rule-based approach to identify "entities" and "facts." An
entity is a sequence of one or more words corresponding to a single concept. A
fact is a relationship between entities. Rules can contain part-of-speech or stem
identifiers for words, references to dictionaries and lexicons, and structural char-
acteristics. The extraction engine applies rules to input documents and outputs
tagged information. The precise location of all information extracted is recorded.
Occurrence and co-occurrence of concepts are used by the analytic engine to sum-
marize information. Visualization tools display this information in various levels
of detail [GraO2].

ClearForest divides the detection process into stages. The first, gathering in-
formation, is performed by search engines. The second and third, extracting and
consolidating information, are managed by ClearForest. The fourth, identifying a
valid trend, is handled by a human domain expert using ClearForest's Trends Graph
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display. In terms of evaluation, like LexiQuest, ClearForest has not performed
formal evaluation of the ETD component [GraO2].

9.4 Conclusions and Future Work

We have described several semiautomatic and fully automatic ETD systems, pro-
viding detailed information related to linguistic and statistical features, training and
test set generation, learning algorithms, visualization, and evaluation. This review
of the literature indicates that much progress has been made toward automating the
process of detecting emerging trends, but there remains room for improvement.
All of the systems surveyed rely on human domain expertise to separate emerging
trends from noise in the system. As a result, research projects that focus on creating
effective processes to both semi- and fully automatically detect emerging trends,
develop effective visualizations, and apply various learning algorithms to assist
with ETD can and should continue.

In addition, we discovered that few systems, whether research or commer-
cial in nature, have employed formal evaluation metrics and methodologies to
determine effectiveness. The development and use of metrics for evaluation of
ETD systems is critical. The results published to date simply do not allow us
to compare systems to one another. In a step designed to address this issue
we are in the process of building the HDD1™ textual data mining software in-
frastructure that includes algorithms for formal evaluation of ETD systems (see
h t t p : / / h d d i . c s e . l e h i g h . edu).

Wider use of the TDT [TDTJ data sets will also be helpful in the process of
standardizing evaluation of ETD systems. In addition, usability studies need to be
conducted for visualization systems. Additional training sets geared specifically
toward trend detection also need to be developed. Toward this end, we have devel-
oped a back-end to our CIMEL system (Section 9.2.2) that gathers data generated
by students who use the ETD component of CIMEL. This will aid us in develop-
ing techniques to automatically generate training sets for use in machine learning
approaches to ETD.

We also note that projects tend to focus either on applying machine learning
techniques to trend detection, or on the use of visualization techniques. Both tech-
niques, when used alone, have proved inadequate thus far. Techniques that blend
the use of visualization with machine learning may hold more promise. As a re-
sult, we are extending our HDDI™ system to include a visualization component
for trend detection. Early prototypes hold promise, but, as noted above, usability
studies must be conducted to prove the effectiveness of our approach.

A final point: to the best of our knowledge, no formal studies have been con-
ducted of the (manual) processes employed by domain experts in ETD. Such a
study would employ standard tools such as surveys and focus groups to develop
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a (manual) methodology for ETD.3 We plan to pursue the execution of such a
study in the near term in order to define a robust methodology that can be auto-
mated using extensions of the various techniques employed in our previous work
[BCG+01, BPK+01, BPK+02, BPOO, PY01, PCP01, PKM01, RGP02].

9.5 Industrial Counterpoint: Is ETD Useful? Dr.
Daniel J. Phelps, Leader, Information Mining
Group, Eastman Kodak

The Information Mining Group at Eastman Kodak Company has been following
developments in the text mining field since 1998. Initially, our interest was in
using text mining tools to help us do a better job of understanding the content of
patents. More recently, we have expanded our interest to include mining science
and technology literature. We have had practical experience identifying suitable
data sources, working with both custom and commercial tools, and presenting
information in a form that our clients find useful. This background gives me a
good perspective for commenting on the potential usefulness of Emerging Trend
Detection (ETD) tools and some of the challenges that will arise in trying to use
them in the corporate environment.

The objective of ETD is to provide an automated alert when new developments
are happening in a specific area of interest. It is assumed that a detected trend is
an indication that some event has occurred. The person using the ETD software
will look at the data to determine the underlying development. Whether the de-
velopment is important is a judgment call that depends on the situation and the
particular information needs of the person evaluating the data.

The need to become aware of new developments in science, technology, or busi-
ness is critical to decision makers at all levels of a corporation. These people need
to make better data-driven decisions as part of their daily work. They need data that
are complete and available in a timely manner. Traditionally, people have learned
about a majority of the new developments by reading various types of text docu-
ments or by getting the information from others who have read the documents. As
the pace of new developments accelerates and the number of documents increases
exponentially, it will no longer be possible for an individual to keep up with what
is happening by using manual processes. There is a clear need for new tools and
methodologies to bring some level of automation to detect trends and new devel-
opments. ETD tools have the potential to play an important role in identifying
new developments for corporate decision makers. These tools should help make it
possible to look through more data sources for new developments and do it in less
time than with current manual methods.

•̂ Note that in [RGP02] we developed such a methodology, which has been partially automated in
the CIMEL system (Section 9.2.2).
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To better understand what capabilities an ETD tool must have to be useful, one
has to look at who will be using the tool. There are several broad groups of potential
users in a corporation: the first group is the analysts or information professionals
who work to fulfill the information needs of others; the second is the individual
contributors looking for information relevant to their own projects; the third is the
managers who need to make strategic and/or tactical decisions.

Analysts work with information as the main component of their jobs. These
people work on projects specified by clients. The output of a given project will be
a report delivered to the client for use in the decision-making process. Analysts
are trained in information retrieval techniques, text mining techniques, and so
on, and are familiar with the various information sources needed to complete a
given project. They have to be able to communicate the results of the work in a
form clients can easily use and understand. Taking time to learn new tools and
methodologies is an expected part of the job.

An ETD tool that is targeted for use by analysts can be complex. The analysts
will have to be given sufficient training to become proficient in its use. Because the
analysts will use the tool for multiple projects, they will learn the capabilities and
limitations of the tool and be able to recognize those areas where its application
is appropriate. One would expect a sophisticated user interface that would allow
analysts to access the relevant data sources, process the underlying text, and display
the results in a meaningful way using computer graphics visualization techniques.
The visualization scheme used must draw the analysts' attention to trends and
allow them to drill down into the data to find out what developments lead to what
trends. The determination of whether a detected trend is important is complicated
by the fact that the analysts do not always know what clients will judge to be
important. Interaction between the analysts and the clients is critical to ensure
that clients' needs are met. This is typically an iterative process as the analysts
learn more about what information the clients need, and the clients find out what
information is actually available. Once the analysis is done, the ETD tool should
have the ability to export information to facilitate report generation.

The scientists, engineers, or business people who want to use ETD tools to
obtain project-specific information need a tool that is easy to learn and intuitive to
use. Connecting to the appropriate data sources and processing the data must be
transparent to the users. This user group will typically have limited training in the
tool and will use it only occasionally. They will not have the time to learn all the
nuances of using the software. The information that is used will be that which is
delivered automatically. A simple, graphical user interface with easily interpreted
graphical visualizations is required. These people have the advantage that they are
performing the work for themselves, therefore, they can make the determination
whether newly detected trends are actually important.

An ETD tool meant to be used by management personnel must automatically
be connected to the appropriate data sources, have an intuitive user interface, be
very easy to learn, and provide output in a consistent format with which the man-
agers are comfortable. Extremely sophisticated visualizations that are difficult to
interpret and require high levels of interaction will not be useful in this environ-
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ment. In the current corporate culture, managers do not have the time to engage in
anything but the most cursory training in new tools. This means they will probably
not be able to operate the ETD tool effectively enough to complete the analysis
themselves. They are generally more comfortable with having an analyst assemble
the information and provide an executive summary. The summarized information
and the underlying data could be presented to them using a browser format that
would allow them to look at the high-level results and then go further into detail
when they find something in which they are particularly interested.

No matter how capable an ETD tool becomes, the quality of the output will
depend upon the quality of the input data. Because ETD tools are supposed to
identify new developments, the data processed through the tool must be current.
There are several news services, such as Factiva [Fac], that supply all types of news
on a continuous basis. Currently, there are no equivalent services for fundamental
science and technology information. One has to search a variety of sources to
find the required information. The sampling frequency used to extract the data
from the newsfeed needs to reflect the rapidity with which things change in the
area. Business and financial events happen much more frequently than changes
in technology. One might set up the ETD tool to collect news data each day and
process them to look for new trends. Since developments in science and technology
occur at a slower pace, it might be appropriate to work in blocks of one week or one
month. Processing information in one-year blocks is adequate for a retrospective
look at what has happened, but it is not acceptable for most decision-making
situations.

ETD systems will have to be customizable to meet the needs of specific clients.
The ETD algorithms will eventually become proficient at determining when some-
thing has happened. However, whether the development is important depends on
the needs of the person who is looking at the data. Broadly speaking, there are two
types of client profile information that must be obtained: the definition of the area
of interest, and the definition of what is characterized as an important develop-
ment in that area. Traditional alerting systems handle the first problem by setting
up a user profile containing a search query that is run on a periodic basis against
specified data sources. Typically, the query is built on a trial-and-error basis by the
information professional and the client. This is an iterative process. Some of the
newer knowledge-management systems use training sets to determine the charac-
teristics of the documents of interest and build the "query." Each new document
is checked against the target characteristics and a decision is automatically made
as to whether the document belongs to the area of interest. What remains to be
seen is which approach will work best with a given ETD tool. Either process can
take a significant amount of time for the client who wants the information. There
is also the problem that the client's areas of interest will expand and change over
time. Each time this happens, an existing profile will have to be modified or a new
profile will have to be generated.

The problem of determining what is a significant event in a given area is handled
in interactive systems by having the decision makers operate the tools themselves.
If the decision makers are unable or unwilling to work directly with the tool,
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analysts will have to interview the decision makers and obtain the basic guidelines
with which to work. The analysts will perform the analysis and compile a list of
potentially significant developments for the decision maker's review. It would be
best if this processed information were presented in a browser format that would
allow the decision makers to drill down into the detail underlying any development
they find to be of interest.

It is too early to predict the cost of a commercial ETD software system. If it is
comparable to the knowledge management and text database mining software of
today, it will cost tens of thousands to hundreds of thousands of dollars. It probably
will carry the same sort of fee structure as the high-end software packages available
today. Vendors charge an initial license purchase price and require an annual main-
tenance fee to provide technical support and updates of the software. Sometimes
it is possible to buy the software individually by the "seat," but often the vendors
push to sell a corporate license. If only a few people will be using the software,
then purchasing seats makes sense. If the software is actually going to be used
across the enterprise, then a corporate license is probably the better choice. An-
other cost that is often overlooked is the impact on the corporate IT infrastructure.
There can be a capital cost to purchase the high-performance hardware needed to
run calculation-intensive ETD applications. Even when the application is run on
existing inhouse servers, there is usually the need to have a system administrator,
and possibly a database administrator, available to keep the application up and
running.

To get a picture of what an ETD tool might look like in the future, it is helpful to
examine a perfect-world scenario for an executive information system that would
include an ETD capability. The characteristics of such a scenario are depicted in
Table 9.15.

Table 9.15. Perfect-World Scenario

Executive decision makers are extremely busy and want to make good data-
driven decisions as fast as possible. This means they cannot take the time to
assemble and process the raw data themselves. They want complete, timely, pro-
cessed information, sorted in an appropriate prioritized order for the decisions at
hand. They do not want to waste time looking at redundant or irrelevant infor-
mation. The information needs to be presented in a format that is intuitively easy
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to understand and can be looked at in different levels of detail and from multiple
perspectives. An excellent ETD tool will have these same characteristics and will
meet the needs of all three groups of potential users in the corporation.

There continues to be good progress made in knowledge management and text
mining tools. Because ETD systems make use of these types of tools, I think there is
a good possibility that practical ETD systems will eventually become available for
fixed-information needs. Building a system that will keep up with a given decision
maker's changing information needs will be difficult, unless a good method is
found to automatically translate the subject areas of interest and the important
developments criteria from the words of the user to the ETD system. It will always
be a challenge to assure that data sources available for processing are adequate to
support the needs of the decision maker.

In this section, I have reviewed some of the practical aspects of working with an
ETD tool in a corporate environment. The real test for an ETD system is whether
it provides useful information about new developments to the decision maker in a
timely manner. The current systems do not seem to provide the required level of
performance to be used extensively in the corporate environment. There is hope
that new generations of ETD tools will be useful to corporate decision makers
when they become available.
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