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Praise for IPv6 Essentials, Third Edition

“Silvia easily distills complexity out of IPv6 to make it accessible to everyone.”

— Latif Ladid
President, International IPv6 Forum

“The best vendor-independent IPv6 book available: unpretentious, casual, and powerful.”

— Joe Klein
CEO Disrupt6, and Security SME for the IPv6 Forum

“Silvia’s ability to capture IPv6 in such detail while considering the business and market
drivers really sets the stage for deployment, discovery, and innovation. IPv6 Essentials is a
go-to resource for all of our students and employees, providing a foundation for the next
generation of engineers.”

— Erica Johnson
Director, University of New Hampshire InterOperability Lab

“As IPv6 enters mainstream deployment around the world, IPv6 Essentials is more essential
than ever. This update contains critical new information for any network professional
involved in transitioning a network from IPv4 to IPv6.”

— Mark Townsley
Cisco Fellow
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Foreword

It is no exaggeration to say that the Internet has become an integral part of the lives of
nearly three billion people on the planet. More important, it touches nearly everyone
thanks to the ramifications of transactions, information exchange, and other Internet-
based applications that produce indirect effects. The original Internet Protocol provided
for a maximum of 4.3 billion terminal identifiers (addresses). This limit was stretched
using a mechanism called Network Address Translation that permitted multiple parties
to use private address space that would not be exposed in the public Internet but rather
translated into a shared, publicly routable IPv4 address. The IPv4 address space was
exhausted at the Internet Corporation for Assigned Names and Numbers (ICANN) in
February 2011, leaving Regional Internet Registries to deal with the allocation of their
remaining address space. IPv6 was developed in the mid-1990s and standardized by the
Internet Engineering Task Force (IETF). It has provision for 340 trillion trillion trillion
addresses. Its implementation has been slow, but two milestones are triggering an in-
creased rate of uptake. One is the running out of the IPv4 address space. The other is
the growing demand for Internet addresses to be assigned to mobiles, set-top boxes,
automobiles, and literally tens of billions of other programmable devices. This is the so-
called Internet of Things.

In addition to satisfying what will become an insatiable demand for address space, IPv6
has features that improve the Internet Protocol format for easier processing and pro-
vides for additional functionality in the way of configuration convenience and flow
management, among other useful properties. Readers will find this book an easily ap-
proached guide to IPv6 implementation. That IPv6 must coexist for an uncertain period
of time with IPv4 is a given, so attention is drawn to so-called dual-stack implementa-
tions. A thorough implementation of IPv6, however, must also demonstrate that the
implementation can operate in a pure IPv6 environment in addition to coping with a
mixed IPv4/IPv6 environment.

Like many exponential phenomena, IPv6 may well come to surprise us. It has been many
years since its development, but there is indication that it is approaching 3% of traffic
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on the Internet. While this seems very small, it will grow rapidly if history is any guide,
presuming continued compounding growth of need for the larger address space.

Anyone serious about making a career in Internet-related applications and services will
be wise to become familiar with this new protocol and its functionality and capability.
You have this opportunity before you in Silvia Hagen’s work.

—Vint Cerf
Internet Pioneer, Woodhurst, February 2014
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Preface

This book is about the next-generation Internet Protocol. We have become familiar with
the strengths and weaknesses of IPv4; we know how to design and configure it, and we
have learned how to troubleshoot it. And now we have to learn a new protocol? Start
from scratch? Not really. The designers of IPv6 have learned a lot from over 15 years of
experience with IPv4, and they have been working on the new protocol since the early
1990s. They retained the strengths of IPv4, extended the address space from 32 bits to
128 bits, and added functionality that is missing in IPv4. They developed transition
mechanisms that make IPv4 and IPv6 coexist peacefully and that guarantee a smooth
transition between the protocols. In fact, this was one of the major requirements for the
development of the new protocol version.

So you do not need to forget what you know about IPv4; many things will feel familiar
with IPv6. When you get started, you will discover new features and functionalities that
will make your life a lot easier. IPv6 has features that you will need in tomorrow’s net-
works—features that IPv4 does not provide.

One of the cool features built into IPv6 is the Stateless Autoconfiguration capability.
Haven’t we always struggled with IP address assignment? The advent of DHCP made
our lives easier, but now we need to maintain and troubleshoot DHCP servers. And
when our refrigerator, swimming pool, and heating system as well as our smartphones
and the TV set each have IP addresses, will we need a DHCP server at home? Not with
Stateless Autoconfiguration. If you have an IPv6-enabled host, you can plug it into your
network, and it will configure automatically for a valid IPv6 address. ICMP (Internet
Control Message Protocol), which is a networker’s best friend, has become much more
powerful with IPv6. Many of the new features of IPv6, such as Stateless Autoconfigu-
ration, optimized multicast routing and multicast group management, Neighbor Dis-
covery, Path MTU Discovery, and Mobile IPv6, are based on ICMPvé.

I hope that this book will help you to become familiar with the protocol and provide an
easy-to-understand entry point and guide to exploring this new area.

Xiii
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Audience

This book covers a broad range of information about IPv6 and is an excellent resource
for anybody who wants to understand or implement the protocol. It is also a good read
for people who develop applications. IPv6 offers functionality that we did not have with
IPv4, so it may open up new possibilities for applications. Whether you are the owner
or manager of a company or an IT department; whether you are a system or network
administrator, an engineer, or a network designer; or whether you are just generally
interested in learning about the important changes with IPv6, this book discusses eco-
nomic and strategic aspects as well as technical details. I describe interoperability mech-
anisms and scenarios that ensure a smooth introduction of IPv6. If you are a company
owner or manager, you will be most interested in Chapters 7 and 9. If you need to plan
your corporate network strategy, you will be most interested in Chapters 1, 4, 5, 7, and
9. If you manage the infrastructure in your company, you will especially be interested
in Chapters 4 and 5, which cover ICMPv6, Layer 2 issues, and routing, and in Chapters
7 and 9, which address transition mechanisms, interoperability, and planning. If you
are a system or network administrator, all chapters are relevant: this book provides a
foundation for IPv6 implementation and integration with IPv4.

About This Book

This book covers IPv6 in detail and explains all the new features and functions. It will
show you how to plan for, design, and integrate IPv6 in your current IPv4 infrastructure.

This book assumes that you have a good understanding of network issues in general
and a familiarity with IPv4. It is beyond the scope of this book to discuss IPv4 concepts
in detail. I refer to them when necessary, but if you want to learn more about IPv4, there
are a lot of good resources on the market. You can find a list of books in Appendix B.

In explaining all the advanced features of IPv6, this book aims to inspire you to rethink
your networking and service concepts for the future and create the foundation for a real
nex-generation network.

Organization

This book is organized so that a reader familiar with IPv4 can easily learn about the new
features in IPv6 by reading Chapters 2 through 7. These chapters cover what you need
to know about addressing, the new IPv6 header, ICMPv6, Layer 2, routing protocols,
DNS and DHCPv®, security, Quality of Service (QoS), and the transition mechanisms
that make IPv6 work with IPv4 in different stages of transition. Mobile IPv6 is discussed
in Chapter 8. Chapter 9 covers the planning process and considerations to make, and
puts all the technical pieces together. Here is a chapter-by-chapter breakdown of the
book:

xiv | Preface
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Chapter 1, Why IPv6?, briefly explains the history of IPv6 and gives an overview of
the new functionality. It draws a bigger picture of Internet and service evolution,
showing that the large address space and the advanced functionality of IPv6 are
much needed for different reasons. It then discusses the most common miscon-
ceptions that prevent people from exploring and integrating the protocol. Finally,
it explains when it would be the right moment for you to start your IPv6 project
and drive the integration.

Chapter 2, IPv6 Addressing, explains everything you need to know about the new
address architecture, the address format, address notation, address types, interna-
tional registry services, and prefix allocation.

Chapter 3, The Structure of the IPv6 Protocol, describes the new IPv6 header format
with a discussion of each field and trace file examples. It also describes what Ex-
tension headers are, what types of Extension headers have been defined, and how
they are used.

Chapter 4, ICMPv6, describes the new ICMPv6 message format, the ICMPv6 Error
messages and Informational messages, and the ICMPv6 header in the trace file.
This chapter also discusses the extended functionality based on ICMPv6, such as
Neighbor Discovery, Autoconfiguration, Path MTU Discovery, and Multicast Lis-
tener Discovery (MLD). You will learn how ICMPv6 makes an administrator’s life
easier.

Chapter 5, Networking, covers several network-related aspects and services, such
as Layer 2 support for IPv6, Upper Layer Protocols and Checksums, an overview
of all multicast-related topics, an overview of routing protocols, Quality of Service
(QoS), DHCPv6, and DNS.

Chapter 6, Security with IPv6, begins with a short discussion of basic security con-
cepts and requirements. It then covers the IPsec framework, security elements
available in IPv6 for authentication and encryption, and how they are used. Our
future networks will require new security architectures. This chapter provides an
overview of considerations to make when defining the IPv6 security concept.

Chapter 7, Transition Technologies, discusses the different transition mechanisms
that have been defined, such as dual-stack operation and different tunneling, and
translation techniques. It also shows how they can be used and combined to ensure
peaceful coexistence and smooth transition. This is your toolkit to plan a cost- and
labor-efficient transition.

Chapter 8, Mobile IPv6, covers Mobile IPv6. This chapter explains why this tech-
nology could become the foundation for a new generation of mobile services. It
also shows how the Extension header support of IPv6 can provide functionality
that IPv4 can't.

Preface | xv
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o Chapter 9, Planning for IPv6, puts it all together in a big picture. It discusses the
planning process, success criteria, integration scenarios, best practices, and a sum-
mary of dos and don’ts based on my long-time consulting experience.

o Appendix A, RFCs, includes a short introduction to the RFC process and authori-
ties, and provides a list of relevant RFCs for IPv6.

 Appendix B, Recommended Reading, provides a list of books that I recommend.

Some important topics and information appear in multiple places in
the book. This is not because I want to bore you, but because I as-
sume that most readers will not read the book from the first page to
the last page, but rather will pick and choose chapters and sections
depending on interest. So if the information is important with re-
gard to different sections and contexts, I may mention it again.

Conventions Used in This Book

The following typographical conventions are used in this book:

Italic
Indicates new terms, URLs, email addresses, filenames, and file extensions.

Constant width
Used for program listings, as well as within paragraphs to refer to program elements
such as variable or function names, databases, data types, environment variables,
statements, and keywords.

Constant width bold
Shows commands or other text that should be typed literally by the user.

Constant width italic
Shows text that should be replaced with user-supplied values or by values deter-
mined by context.

This element signifies a tip or suggestion.

xvi | Preface
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This element signifies a general note.

This element indicates a warning or caution.

Safari® Books Online

Safari Books Online is an on-demand digital library that
Safa rl delivers expert content in both book and video form from
Booksontine  the world’s leading authors in technology and business.

Technology professionals, software developers, web designers, and business and crea-
tive professionals use Safari Books Online as their primary resource for research, prob-
lem solving, learning, and certification training.

Safari Books Online offers a range of product mixes and pricing programs for organi-
zations, government agencies, and individuals. Subscribers have access to thousands of
books, training videos, and prepublication manuscripts in one fully searchable database
from publishers like O'Reilly Media, Prentice Hall Professional, Addison-Wesley Pro-
fessional, Microsoft Press, Sams, Que, Peachpit Press, Focal Press, Cisco Press, John
Wiley & Sons, Syngress, Morgan Kaufmann, IBM Redbooks, Packt, Adobe Press, FT
Press, Apress, Manning, New Riders, McGraw-Hill, Jones & Bartlett, Course Technol-
ogy, and dozens more. For more information about Safari Books Online, please visit us
online.

How to Contact Us

Please address comments and questions concerning this book to the publisher:

O'Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

800-998-9938 (in the United States or Canada)
707-829-0515 (international or local)
707-829-0104 (fax)
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We have a web page for this book, where we list errata, examples, and any additional
information. You can access this page at http://bit.ly/ipv6-3e.

To comment or ask technical questions about this book, send email to bookques
tions@oreilly.com.

For more information about our books, courses, conferences, and news, see our website
at http://www.oreilly.com.

Find us on Facebook: http://facebook.com/oreilly
Follow us on Twitter: http://twitter.com/oreillymedia

Watch us on YouTube: http://www.youtube.com/oreillymedia
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CHAPTER 1
Why IPv6?

The IP version currently used in networks and the Internet is IP version 4 (IPv4). IPv4
was developed in the early *70s to facilitate communication and information sharing
between government researchers and academics in the United States. At the time, the
system was closed with a limited number of access points, and consequently the devel-
opers didn’t envision requirements such as security or quality of service. To its credit,
IPv4 has survived for over 30 years and has been an integral part of the Internet revo-
lution. But even the most cleverly designed systems age and eventually become obsolete.
This is certainly the case for IPv4. Today’s networking requirements extend far beyond
support for web pages and email. Explosive growth in network device diversity and
mobile communications, along with global adoption of networking technologies, new
services, and social networks, are overwhelming IPv4 and have driven the development
of a next-generation Internet Protocol.

IPv6 has been developed based on the rich experience we have from developing and
using IPv4. Proven and established mechanisms have been retained, known limitations
have been discarded, and scalability and flexibility have been extended. IPv6 is a protocol
designed to handle the growth rate of the Internet and to cope with the demanding
requirements on services, mobility, and end-to-end security.

When the Internet was switched from using Network Control Protocol (NCP) to In-
ternet Protocol (IP) in one day in 1983, IP was not the mature protocol that we know
today. Many of the well-known and commonly used extensions were developed in sub-
sequent years to meet the growing requirements of the Internet. In comparison, hard-
ware vendors and operating system providers have been supporting IPv6 since 1995
when it became a Draft Standard. In the decade since then, those implementations have
matured, and IPv6 support has spread beyond the basic network infrastructure and will
continue to be extended.

It is very important for organizations to pay attention to the introduction of IPv6 as
early as possible because its use is inevitable in the long term. If IPv6 is included in
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strategic planning; if organizations think about possible integration scenarios ahead of
time; and if its introduction is considered when investing in IT capital expenditures,
organizations can save considerable cost and can enable IPv6 more efficiently when it
is needed.

An interesting and humorous overview of the history of the Internet can be found in
REC 2235, “Hobbes’ Internet Timeline.” The account starts in 1957 with the launch of
Sputnik in Russia and the formation of the Advanced Research Projects Agency (ARPA)
by the Department of Defense (DoD) in the United States. The RFC contains a list of
yearly growth rate of hosts, networks, and domain registrations in the Internet.

Some excerpts from the REC:

1969: Steve Crocker makes the first Request for Comment (RFC 1): “Host Software.”
1970: ARPANET hosts start using Network Control Protocol (NCP).

1971: 23 hosts connect with ARPANET (UCLA, SRI, UCSB, University of Utah,
BBN, MIT, RAND, SDC, Harvard, Lincoln Lab, Stanford, UIU©, CWRU, CMU,
NASA/Ames).

1972: InterNetworking Working Group (INWG) is created with Vinton Cerf as
Chairman to address the need for establishing agreed-upon protocols. Telnet spec-
ification (RFC 318) is published.

1973: First international connections to the ARPANET are made at the University
College of London (England) and Royal Radar Establishment (Norway). Bob Met-
calfe’s Harvard PhD thesis outlines the idea for Ethernet. File transfer specification
(RFC 454) is published.

1976: Queen Elizabeth II sends an email.

1981: Minitel (Teletel) is deployed across France by France Telecom.
1983: The cutover from NCP to TCP/IP happens on January 1.
1984: The number of hosts breaks 1,000.

1987: An email link is established between Germany and China using CSNET pro-
tocols, with the first message from China sent on September 20. The thousandth
RFC is published. The number of hosts breaks 10,000.

1988: An Internet worm burrows through the Net, affecting 10 percent of the 60,000
hosts on the Internet.

1989: The number of hosts breaks 100,000. Clifford Stoll writes Cuckoo’s Egg, which
tells the real-life tale of a German cracker group that infiltrated numerous U.S.
facilities.

1991: The World Wide Web (WWW) is developed by Tim Berners-Lee and released
by CERN.
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o 1992: The number of hosts breaks 1,000,000. The World Bank comes online.

o 1993: The White House comes online during President Bill Clinton’s time in office.
Worms of a new kind find their way around the Net—WWW Worms (W4) are
joined by Spiders, Wanderers, Crawlers, and Snakes.

o 1994: Internet shopping is introduced; the first spam mail is sent; Pizza Hut comes
online.

o 1995: The Vatican comes online. Registration of domain names is no longer free.

o 1996: 9,272 organizations find themselves unlisted after the InterNIC drops their
name service as a result of their not having paid their domain name fees.

o 1997: The 2,000th RFC is published.

This is how far the RFC goes. But history goes on. According to http://www.internet
worldstats.com/emarketing.htm, the worldwide online population reached 361 million
users in 2000 (a penetration rate of 5.8%) and 587 million users in 2002. In 2003, the
U.S. Department of Defense announced that they would be migrating the DoD network
to IPv6 by 2008, and the Moonv6 project was started (now concluded). In 2005, Google
registered a /32 IPv6 prefix, and Vint Cerf, known as “Father of the Internet,” joined
Google. By that time the number of Internet users had reached 1.08 billion. Today, at
the time of writing in 2014, we are at approximately 2.4 billion Internet users, which
corresponds to a penetration rate of 34%.

So while these numbers reflect all Internet users, independent of the IP protocol version,
now we are starting to watch the growth of the IPv6 Internet. It is in its early days, but
according to the growth numbers of the last two years, we expect growth to be expo-
nential, and probably much faster than even the enthusiasts among us expect. The
growth of the IPv6 Internet can be seen on the Google IPv6 Adoption statistics and the
stats as of spring 2014 are shown in Figure 1-1.

The stats show that in early 2011 (when the IANA IPv4 pool ran out), the percentage
of native IPv6 Internet users was at approximately 0.2%. The stats also show that the
percentage of users that were not native IPv6 (e.g., 6to4 or Teredo, red line) dropped to
almost zero and are since then insignificant. Within one year the number of IPv6 In-
ternet users doubled to 0.4%—a small number but still growth. In January 2013, the
IPv6 Internet had crossed the 1% mark, and we entered 2014 with almost 3% IPv6
Internet users, which corresponds to approximately 72 million users. At the time of
delivering this chapter, in April 2014, we were at 3.5%. The number of IPv6 Internet
users currently doubles approximately every nine months.

These are just a few selected events and milestones of the Internet’s history. Keep watch-
ing as more history unfolds. We are all creating it together.
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We are continuously measuring the availability of IPv6 connectivity among Google users. The graph shows the percentage of users that
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Figure 1-1. Google’s global IPv6 adoption statistics as of spring 2014

The History of IPv6

The Internet Engineering Task Force (IETF) began the effort to develop a successor
protocol to IPv4 in the early 1990s. Several parallel efforts to solve the foreseen address
space limitation and to provide additional functionality began simultaneously. The
IETF started the Internet Protocol Next Generation (or IPng) area in 1993 to investigate
the different proposals and to make recommendations for further procedures.

The IPng area directors of the IETF recommended the creation of IPv6 at the Toronto
IETF meeting in 1994. Their recommendation is specified in RFC 1752, “The Recom-
mendation for the IP Next Generation Protocol” The Directors formed an Address
Lifetime Expectation (ALE) working group to determine whether the expected lifetime
for IPv4 would allow the development of a protocol with new functionality, or if the
remaining time would allow only the development of an address space solution. In 1994,
the ALE working group projected that the IPv4 address exhaustion would occur some-
time between 2005 and 2011 based on the available statistics.

For those of you who are interested in the different proposals, here’s some more infor-
mation about the process (from RFC 1752). There were four main proposals: CNAT, IP
Encaps, Nimrod, and Simple CLNP. Three more proposals followed: the P Internet
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Protocol (PIP), the Simple Internet Protocol (SIP), and TP/IX. After the March 1992
San Diego IETF meeting, Simple CLNP evolved into TCP and UDP with Bigger Ad-
dresses (TUBA), and IP Encaps became IP Address Encapsulation (IPAE). IPAE merged
with PIP and SIP and called itself Simple Internet Protocol Plus (SIPP). The TP/IX
working group changed its name to Common Architecture for the Internet (CATNIP).
The main proposals were now CATNIP, TUBA, and SIPP. For a short discussion of the
proposals, refer to RFC 1752.

CATNIP is specified in RFC 1707; TUBA in RFCs 1347, 1526, and
1561; and SIPP in RFC 1710.

The Internet Engineering Steering Group approved the IPv6 recommendation and
drafted a Proposed Standard on November 17, 1994. RFC 1883, “Internet Protocol,
Version 6 (IPv6) Specification,” was published in 1995. The core set of IPv6 protocols
became an IETF Draft Standard on August 10, 1998. This included RFC 2460, which
obsoleted RFC 1883.

Why isn’t the new protocol called IPv52 The version number 5 could
not be used, because it had been allocated to the experimental stream
protocol.

One of the big challenges but also one of the main opportunities of IPv6 is the fact that
we can redesign our networks for the future. This is what enterprises should focus on
most when planning their IPv6 integration in order to make sure they don’t just copy
old concepts onto a new protocol. We have to rethink our architectures. This once-in-
a-lifetime opportunity can be used to get rid of a lot of legacy. An interesting RFC that
helps in the process of seeing the big picture is RFC 6250, “Evolution of the IP Model”
It shows how much this model has changed in the many years of operating our networks.
So it helps to free our minds for thinking in new ways. One funny little quote that
demonstrates what I am talking about is included below.

In this RFC there is mention of the first IP model and addressing architecture, and it
quotes RFC 791, which defined IPv4 and the IPv4 address:

Addpresses are fixed length of four octets (32 bits). An address begins with a one-octet net-
work number, followed by a three-octet local address. This three-octet field is called the
“rest” field.

The History of IPv6 | 5
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This is how far we have come. Now project this into the future with the vast IPv6 address
space in mind. Making meaningful use of the new address architecture and the enor-
mous space will write the next chapter of the evolution of the IP model.

Here’s a quote from Vint Cerf:

The vast IPv6 address space opens up serious opportuni-
ties for the re-examination of the notion of address. The
IETF has only allocated 1/8" of the IPv6 address space for
current use. The remaining 7/8' of the address space is still
to be allocated. In consequence we may be able to inter-
pret new segments of the IP address space in ways that are
different from topological end points. This is precisely the
reason that a focus on the future of IPv6 is so important at
this point in the evolution of the Internet.

What's New in IPv6?

IPv6 is an evolution of IPv4. The protocol is installed as a software upgrade in most
devices and operating systems. If you buy up-to-date hardware and operating systems,
IPv6 is usually supported and needs only activation or configuration. In many cases it
is activated by default. Currently available transition mechanisms allow the step-by-step
introduction of IPv6 without putting the current IPv4 infrastructure at risk.

Here is an overview of the main changes:

Extended address space
The address format is extended from 32 bits to 128 bits. This provides multiple IP
addresses for every grain of sand on the planet. In addition, it also allows for hier-
archical structuring of the address space in favor of optimized global routing.

Autoconfiguration
Perhaps the most intriguing new feature of IPv6 is its Stateless Address Autoconfi-
guration (SLAAC) mechanism. When a booting device in the IPv6 world comes up
and asks for its network prefix, it can get one or more network prefixes from an
IPv6 router on its link. Using this prefix information, it can autoconfigure for one
or more valid global IP addresses by using either its MAC identifier or a private
random number to build a unique IP address. In the IPv4 world, we have to assign
a unique IP address to every device, either by manual configuration or by using
DHCP. SLAAC should make the lives of network managers easier and save sub-
stantial cost in maintaining IP networks. Furthermore, if we imagine the number
of devices we may have in our homes that will need an IP address in the future, this
feature becomes indispensable. Imagine reconfiguring your DHCP server at home
when you buy a new television! Stateless Address Autoconfiguration also allows for
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easy connection of mobile devices, such as a smartphone, when moving to foreign
networks.

Simplification of header format
The IPv6 header is much simpler than the IPv4 header and has a fixed length of 40
bytes. This allows for faster processing. It basically accommodates two times 16
bytes for the Source and Destination address and only 8 bytes for general header
information.

Improved support for options and extensions
IPv4 integrates options in the base header, whereas IPv6 carries options in so-called
Extension headers, which are inserted only if they are needed. Again, this allows for
faster processing of packets. The base specification describes a set of six Extension
headers, including headers for routing, Quality of Service, and security.

Why Do We Need IPv6?

For historic reasons, organizations and government agencies in the United States used
the largest part of the allocatable IPv4 address space. The rest of the world had to share
what was left over. Some organizations used to have more IPv4 address space than the
whole of Asia (where more than 50% of the world’s population live). This is one ex-
planation of why the deployment of IPv6 in Asia is much more common than in Europe
and the United States.

An interesting resource site for statistics can be found at the follow-
ing link: http://www.internetworldstats.com/stats.htm.

The IPv4 address space has a theoretical limit of 4.3 billion addresses. However, early
distribution methods allocated addresses inefficiently. Consequently, some organiza-
tions obtained address blocks much larger than they needed, and addresses that could
be used elsewhere are now unavailable. If it were possible to reallocate the IPv4 address
space, it could be used much more effectively, but this process is not possible, and a
global reallocation and renumbering is simply not practical. In addition to that it would
not buy much, as even 4.3 billion addresses would not suffice for long at the current
growth rate. We have to take into account that in the future we will need IP addresses
for billions of devices. Vendors in all industries are developing monitoring, control, and
management systems based on IP.

As the previous section shows, the IPv6 working group has done more than just extend
the address space. For many complex networks of today and tomorrow, and for the
number of IP devices of all types, the Autoconfiguration capability of IPv6 will be a
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necessity. The management of such services can’t be accomplished with traditional ad-
dressing methods, and Stateless Address Autoconfiguration will also help to reduce
administrative costs for organizations.

The extended address space and the restoration of the original end-to-end model of the
Internet allows for the elimination of Network Address Translation (NAT), in which a
single or a few public IPv4 address(es) are used to connect a high number of users with
private addresses to the Internet by mapping the internal addresses to the public ad-
dress(es). NATs were introduced as a short-term fix for solving the address space lim-
itations with IPv4, since IPv6 was not ready yet (refer to RFC 1631; the original NAT
specification was obsoleted by RFC 3022 in 2001). NATs have become pretty common
in IPv4 networks, but they create serious disadvantages in management and operation:
in order to do the address mapping, NATs modify end node addresses in the IP header.
Very often, Application Level Gateways (ALG) are used in conjunction with NAT to
provide application-level transparency. There is a long list of protocols and applications
that create problems when used in a NAT environment. IPsec and peer-to-peer appli-
cations are two well-known examples. Another known issue with NAT is the overlap-
ping of private address space when merging networks, which requires either the
renumbering of one of the networks or the creation of a complex address-mapping
scheme. The amplification of limited address space, the primary benefit of NAT, is not
needed with IPv6 and therefore is not supported by design.

By introducing a more flexible header structure (Extension headers), the protocol has
been designed to be open and extensible. In the future, new extensions can easily be
defined and integrated in the protocol set. Based on the fact that IPv4 has been in use
for almost 30 years, the development of IPv6 was based on the experience with IPv4
and focused on creating an extensible foundation; you can expect it to last a long time.

Broadband penetration rates in many countries continue to accelerate and, in some
cases, have reached 65% or more. This level of always-on connectivity with substantial
bandwidth capacity means that there is greater opportunity for devices to be connec-
ted. And many consumer electronic manufacturers have taken advantage of this. Online
gaming is no longer the sole purview of games on PCs. Gaming stations, such as Sony’s
PlayStation 4, Xbox One, or Nintendo Wii U, have added capabilities to take them online.
Many telecommunication carriers are providing television-type services (movies, audio
content, etc.) over their IP networks. Even appliances, such as refrigerators, stoves, water
heaters, and bathtubs, are getting connected. While it may seem rather silly to network-
enable a bathtub, many of these devices are being connected to facilitate things such as
power management, remote control, and troubleshooting, and for telemetry/monitor-
ing purposes. We are entering the age of smart buildings and smart cities. The end result
of this network-enablement process is a greater number of devices that need addressing,
many of which will not have standard user interfaces. In these cases, the IPv6 address
space, coupled with features such as Neighbor Discovery, Stateless Autoconfiguration,
and Mobile IPv6, will help to usher in a new era of computerization in the home, but
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hopefully without the enormous deployment headache that it would cause if it were
attempted with the current protocol.

The growth of the wireless industry (both cellular and wireless networks) has been
nothing short of phenomenal. In more and more countries the number of cell phones
actually exceeds the number of people. In this world of continuous reachability and
reliance on the ability to access information at any time, the mobility requirements for
end users have become exceptionally important. From the carriers’ perspective, espe-
cially those supporting multiple media access types (e.g., 3G, WiMax, LTE), leveraging
IP as the method of transporting and routing packets makes sense. Smartphones access
the Internet, play games with other users, make phone calls, and even stream video
content. Instead of supporting all of these functions using different transport protocols
and creating intermediary applications to facilitate communications, it is far more ef-
ficient to leverage the existing network infrastructure of the Internet and a company’s
network. We will see later that from a technical perspective, Mobile IPv6 is very elegant
in its design, supporting mobile users in a highly efficient manner and providing the
overlay mechanisms for users to maintain their connections when moving between
networks, even if those networks do not use the same type of media access.

There still remain some questions about the value of IPv6 to the enterprise, and it is
worth conceding that each organization needs to evaluate the benefits and best timing
of IPv6 for their own internal use. In many instances, organizations can find clever ways
to use IPv6 to solve “pain” issues without migrating their entire network. Adoption can
occur in an incremental fashion with a plan that minimizes integration pain but also
ensures that everything is ready when the time comes to “flip the switch” As many case
studies show, well-planned introduction costs substantially less than you would expect;
the main cost-saving aspect is the fact that the advance planning lets you use all your
refresh cycles, which minimizes cost. The step-by-step introduction allows you to learn
as you go, thereby saving a lot of money and headaches, and you can do it without
putting the current IPv4 infrastructure at risk.

But with all these thoughts and considerations, let’s not forget the most essential ad-
vantage of IPv6. With its new structure and extensions, IPv6 provides the foundation
for a new generation of services. There will be devices and services on the market in the
near future that cannot be developed with IPv4. This opens up new markets and business
opportunities for vendors and service providers alike. The first-mover opportunities
are substantial, as are the opportunities to extend current product life cycles by refresh-
ing their technology with IPv6. On the other hand, it means that organizations and users
will require such services in the mid-term. It is therefore advisable to integrate the new
protocol carefully and in a nondisruptive manner, by taking one step at a time to prepare
the infrastructure for these new services. This protects you from having to introduce a
business-critical application based on IPv6 at unreasonably high cost with no time for
thorough planning.
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Common Misconceptions

When considering all these advantages, maybe the question should be: “Why not
IPv6?” When talking to customers, we often find that they share a similar set of mis-
conceptions preventing them from considering IPv6. Here are the most common ones:

“The introduction of IPv6 puts our current IP infrastructure—our networks and serv-
ices—at risk.”

This concern is unsubstantiated. A major focus in IPv6’s development was to create
integration mechanisms that allow both protocols to coexist peacefully. You can use
IPv6 both in tandem with and independently of IPv4. It is possible to introduce
IPv6 and use it for access to new services while retaining IPv4 to access legacy
services. This not only ensures undisrupted access to IPv4 services, but it also allows
a step-by-step introduction of IPv6. I discuss these mechanisms in Chapter 7. Your
biggest risk is to not take advantage of all the opportunities IPv6 offers. You can
only use these opportunities if you plan while there is time.

“The IPv6 protocol is immature and hasn’t proven that it stands the test of time or
whether it is capable of handling the requirements.”

This was a concern of many people back in 2006 when we published the second
edition of this book. Now in 2014 this is not true anymore. Many ISPs and organ-
izations are deploying IPv6, vendors are getting up to speed, and the working groups
have developed and optimized mechanisms that help with the integration. There
is no technical reason not to do IPv6.

“The costs of introducing IPv6 are too high.”

There will certainly be costs associated with adopting IPv6. In many cases, newer
networks will find that the level of IPv6 support in their current infrastructure is
actually high. Regardless, the transition will necessitate some hardware and soft-
ware costs. Organizations will need to create new designs, review current concepts,
train their IT staff, and may need to seek outside expertise in order to take full
advantage of IPv6.

However, the cost savings associated with IPv6 are becoming easier to define. Net-
works based on IPv4 are becoming increasingly more complex. New IT services
such as VoIP, instant messaging, video teleconferencing, IPTV, and unified com-
munications are adding layers of middleware and complexity. Merging organiza-
tions or those conducting B2B transactions are implementing NAT overlap solu-
tions that have high management costs and are difficult to troubleshoot. And a
growing market of mobile devices and network appliances requires robust access
models that are expensive and difficult to implement in an IPv4 world. In all of
these cases, IPv6 presents a cleaner and more cost-effective model in the long run
than IPv4 can provide. And the fact is that an investment in IPv4 is an investment
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in an end-of-life technology, while an investment in IPv6 is an investment in the
future technology.

“With Stateless Address Autoconfiguration, we will not be able to control or monitor

network access.”
While this statement may generally be true for networks that widely utilize Stateless
Address Autoconfiguration, administrators will have a choice about their level of
control. DHCPv6 as defined in RFC 3315 has been extended to support two general
modes of operation, Stateful and Stateless. Stateful mode is what those who cur-
rently utilize DHCP (for IPv4) are familiar with, in which a node (DHCP client)
requests an IP address and configuration options dynamically from a DHCP server.
DHCPv6 also offers a Stateless mode in which DHCPv6 clients simply request
configuration options from a DHCPv6 server and use other means, such as Stateless
Address Autoconfiguration, to obtain an IPv6 address.

“Our Internet Service Provider (ISP) does not offer IPv6 services, so we can’t use it.”
You do not have to wait for your ISP to use IPv6 in your corporate or private net-
work. If you want to connect to the global IPv6 Internet, you can use one of the
transition mechanisms and tunnel your IPv6 packets over the IPv4 infrastructure
of your ISP. This may be doable for smaller organizations. On the other hand, at
the time of writing in 2014, you could expect a large ISP targeting enterprise cus-
tomers to support IPv6. And this should be your standard requirement in any re-
newal of contract and SLAs (Service Level Agreements). If your ISP does not pro-
vide IPv6 services, consider finding a new provider.

“It would be too expensive and complex to upgrade our backbone.”

The transition mechanisms make it possible to use IPv6 where appropriate without
dictating an order of upgrade. Usually for the backbone it is advisable to wait for
the regular life cycle, when hardware needs to be exchanged anyway. Make sure to
choose hardware that supports performance IPv6 routing. In the meantime, you
can tunnel your IPv6 packets over the IPv4 backbone. Networks that use MPLS
have an easy way to tunnel IPv6 packets over their IPv4 MPLS backbone. Read more
aboutitin Chapter 7. More and more organizations are considering migrating their
backbone and data centers to IPv6 only with the next refresh or redesign cycle,
because it substantially reduces operational cost. In this scenario we will start to
tunnel IPv4 packets over IPv6 backbones. IPv4 as a service is the new keyword.

“It would be too complex and expensive to port all of our applications to IPv6.”
The effort necessary to port applications to run over IPv6 is often much lower than
expected. If an application is well written, it may simply run over IPv6 without
modification. Instead of assuming that it won't work, test it to find out. For appli-
cations that need modifications that are not yet available, or for applications in
which porting does not make sense, there are mechanisms available that support
IPv4 applications in IPv6 networks and IPv6 applications in IPv4 networks.
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Alternatively, you can run a dual-stack network, in which you use IPv4 to access
IPv4 applications and IPv6 to access IPv6 applications. In any case it is recom-
mendable for enterprise customers to start the planning process early and provide
good labs for the application teams to test their applications before there is time
pressure.

“We have enough IPv4 addresses; we don’t need IPv6.”

True—if you have enough IPv4 addresses, there may be no immediate need to
integrate IPv6 today. But ignoring IPv6 for this reason is a perspective that assumes
that your network stands completely isolated from the rest of the world, including
your vendors, partners, and customers. IPv6 adoption is further along in Asia and
Europe than in the United States, so even though you may have adequate address
space for your operations in Denver, interconnecting with a partner organization
in Tokyo may eventually become complicated if you do not support IPv6. Plus, the
assumption that IPv6 is about address space only doesn’t account for the advanced
features that IPv6 brings to the table.

When Is It Time for IPv6?

The answer in 2014 is now! If the rest of the world moves to IPv6 while you insist on
continuing to use IPv4, you will exclude yourself from global communication and
reachability. The risks if you wait too long include losing potential customers and access
to new markets and the inability to use new IPv6-based business applications.

There is a golden rule in IT: “Never touch a running system.” As long as your IPv4
infrastructure runs well and fulfills your needs, there is no reason to change anything.
But from now on, whenever you invest in your infrastructure, you should consider IPv6.
An investment in the new technology gives it a much longer lifetime and keeps your
network state-of-the-art.

These are the main indicators that it may be time for you to consider switching to or
integrating IPv6:

 You need to extend or fix your IPv4 network or NAT implementation.

 You are running out of address space.

» You want to prepare your network for applications that are based on advanced
features of IPv6.

 You need end-to-end security for a large number of users and you do not have the
address space, or you struggle with a NAT implementation.

 You need to replace your hardware or applications that are at the end of their life
cycles. Make sure you buy products that support IPv6 adequately, even if you don’t
enable it right away.
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 You want to introduce IPv6 while there is no time pressure.
The following provisions can be taken in order to prepare for IPv6 adequately:

o Build internal knowledge, educate IT staff, and create a test network.

o Include IPv6 in your IT strategy.

o Design future-proof network, security, and service concepts while you have time.
o Create integration scenarios based on your network and requirements.

o Put IPv6 support on all of your hardware and software purchasing guidelines. Be
specific about which features (RFCs) must be supported. Don't forget to add IPv6
requirements to outsourcing and service contracts, as well as SLAs.

o Compel your vendors to add IPv6 support to their products.

If you do this, you can determine the right moment for the introduction of IPv6 in your
network. You can also assess whether a further investment in your IPv4 infrastructure
makes sense or whether introducing IPv6 would be a better way to go.

There will be no “flag day” for IPv6 like there was for the 1983 move from NCP to IPv4.
Probably there will be no killer application either, so don’t wait for one. Or as some
people like to say, the killer application for IPv6 is the Internet. IPv6 will slowly and
gradually grow into our networks and the Internet. Taking a step-by-step approach to
IPv6 may be the most cost-efficient way to integrate it, depending on your requirements.
This method does not put your current infrastructure at risk or force you to exchange
hardware or software before you are ready, and it allows you to become familiar with
the protocol, to experiment, to learn, and to integrate what you've learned into your
strategy.

You may want to enable IPv6 in your public services first. Due to the
lack of IPv4 addresses, ISPs that want to grow their customer base
(and who does not want to do that?) make use of NAT-type mecha-
nisms to extend their IPv4 address space. This includes CGN (Car-
rier Grade NAT), which means multiple customers share one single
public IPv4 address and sit behind multiple layers of NAT.

These users may have a bad user experience accessing your IPv4 website, and for e-
commerce or other more complex services it may even fail. The users will not know
that it is the provider’s CGN causing the issue and will blame your website for their
problems. If you provide your website dual-stack, these users can access it over IPv6
and bypass the IPv4 NATs.
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Find more information on CGN in the “NAT to extend IPv4 ad-
dress space” section in Chapter 7.

IPv6 Status and Vendor Support

As previously mentioned, IPv6 is implemented in most up-to-date versions of routing
and operating systems. For standard applications, assume that IPv6 support has already
been added or will be added with their next major release at the latest. For creating an
IPv6 integration plan for your corporate network, you will need to assess the status and
degree of IPv6 support with each vendor individually. Many vendors have an informa-
tion site that can often be found at http://www.<vendor>.com/ipve6.

It can be said that IPv6 support up to the network layer is mature, tested, and optimized.
This includes routing, transition mechanisms, DNS, and DHCPv6.

Development is most active in the security, transition mechanism, IPv4/IPv6 MIB in-
tegration, and Mobile IPv6 areas. More work needs to be done in the areas of network
management and firewalls. Vendors such as Cisco, Checkpoint, Juniper, and many oth-
ers are working on these areas. The application area is continuously developing, and
new applications will appear on the market that will make use of the advanced features
of IPv6. Thanks to the transition mechanisms, you can still use IPv4 applications in IPv6
networks.

Find more information on the planning process in Chapter 9.

Now you know why you should care about IPv6. The following chapters in this book
aim to make learning about IPv6 a joy. So please read on.

References
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CHAPTER 2
IPv6 Addressing

An IPv4 address has 32 bits and looks familiar. An IPv6 address has 128 bits and looks
wild at first glance. Extending the address space was one of the driving reasons to develop
IPv6, along with optimization of routing tables, especially on the Internet. This chapter
will help you become familiar with the extended address space and will also explain how
IPv6 addressing works and why it has been designed to be the way it is. There is a lot
more to understand than just the 128-bit address. The address architecture has been
extended and the large address space offers opportunity for new address designs. So
make sure that you dive into this before you work on an IPv6 address plan. The IPv6
addressing architecture is defined in RFC 4291.

The IPv6 Address Space

The 32 bits of the IPv4 address space provide a theoretical maximum of 2*? addresses,
equal to approximately 4.29 billion addresses. The current world population is over 7
billion people. So even if it were possible to use 100 percent of the IPv4 address space,
we would not be able to provide an IP address for everyone on the planet. As a matter
of fact, only a small fraction of this address space can be used. In the early days of IP,
nobody foresaw the existence of the Internet as we know it today. Therefore, large ad-
dress blocks were allocated without considerations for global routing and address con-
servation issues. These address ranges cannot be easily reclaimed, so consequently there
are many unused addresses that are not available for allocation.

Are you aware that today (in 2014) only about 2.4 billion people have
Internet access? They represent approximately 34 percent of the
world’s population.
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The heated discussions about the end of the IPv4 address pool came to an end when
the IANA (Internet Assigned Numbers Authority) declared on February 3, 2011, that
the free pool was empty. This happened after IPv4 address consumption had more than
doubled in 2010. On average the world had consumed approximately 10 /8 blocks per
year for the last 10 years. In January 2010 there were 24 /8 blocks still available. So it
should have lasted more than two years. But only one year later, in January 2011, the
pool was empty. This is an indication of how fast the Internet is growing. And the
Internet will continue to grow at that pace, if not faster. Only now, because the IPv4 pool
is empty, the Internet’s growth will to a large part happen over IPv6.

The evolution of the Internet and our services shows that in the future, not only will we
need addresses for users and computers, but we’ll also need more and more addresses
for all sorts of devices that need permanent Internet connections, such as smartphones,
tablets, webcams, refrigerators, cars, infusion pumps, water and electric meters, and
many more items. Car manufacturers, as one example, which are designing the net-
worked car of the future, need many IP addresses per car. How many cars do we have?
According to http://howmanyarethere.net there were about 1 billion cars in the world
in 2011. So, multiply this with, let’s say, 50 IP addresses...there we go! These addresses
will be used for monitoring and maintenance as well as for access to services such as
weather and traffic information. There was a prototype Renault car with an integrated
Cisco router and a Mobile IPv6 implementation built in the early years of the last decade.
Most of the big car manufacturers have similar plans and prototypes.

The IPv6 address space uses a 128-bit address, meaning that we have a maximum of
2128 addresses available. Do you want to know what this number looks like? It equals
340,282,366,920,938,463,463,374,607,431,768,211,456, or in other words 6.65 x 10%
addresses per square meter on earth. It is pronounced as 340 undecillion addresses. For
all of you who, like me, cannot imagine how much this is, it can be compared to pro-
viding multiple IP addresses for every grain of sand on the planet. The IPv4 address
space with the originally defined address classes (A, B, C, D, E) allows for 2,113,389
network IDs. With the introduction of Classless Interdomain Routing (CIDR), this
number was slightly extended. Let’s compare this with IPv6. The address space with the
current prefix for global unicast addresses (binary 001) allows for 2% network IDs with
a /48 prefix, or 35,184,372,088,832 networks. Each of these networks can further be
divided into 65,536 subnets using the remaining 16 bits of the prefix.

And inalittle while, when we are deeper into this chapter and discuss the address format,
I'll show you another comparison that will help you to understand how big this address
space really is.

Address Types

IPv4 knows unicast, broadcast, and multicast addresses. With IPv6, the broadcast ad-
dress is not used anymore; multicast addresses are used instead. This is good news
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because broadcasts are a problem in most networks. The anycast address, a type of
address introduced with RFC 1546, has already been used in the IPv4 world but will
probably be used on a wider basis with IPv6.

Unicast, Multicast, and Anycast Addresses

An IPv6 address can be classified into one of three categories:

Unicast
A unicast address uniquely identifies an interface of an IPv6 node. A packet sent to
a unicast address is delivered to the interface identified by that address.

Multicast
A multicast address identifies a group of IPv6 interfaces. A packet sent to a multicast
address is processed by all members of the multicast group.

Anycast
An anycast address is assigned to multiple interfaces (usually on multiple nodes).
A packet sent to an anycast address is delivered to only one of these interfaces,
usually the nearest one.

Some General Rules

IPv6 addresses are assigned to interfaces as in IPv4, not to nodes as in OS], so each
interface of a node needs at least one unicast address. A single interface can also be
assigned multiple IPv6 addresses of any type (unicast, multicast, and anycast). A node
can therefore be identified by the address of any of its interfaces. It is also possible to
assign one unicast address to multiple interfaces for load-sharing reasons, but if you do
this, you need to make sure that the hardware and drivers support it.

With IPv6, all zeros and ones are legal values for any field in an
address.

IPv6 supports addresses of different scopes. There are global and nonglobal (e.g., link-
local) scopes. Operationally, the use of nonglobal addresses has been introduced with
IPv4 by using IP addresses from the private range or administratively scoped multicast
addresses. The design of IPv6 includes the address scope in the base architecture. Every
IPv6 address other than the unspecified address has a specific scope, which is a topo-
logical span within which the address may be used as a unique identifier for an interface
or set of interfaces. The scope of an address is encoded as part of the address. You can
find a description of scopes in the section “Multicast Address” on page 37, and refer to
RFC 4007, “IPv6 Scoped Address Architecture” for an explanation of scopes.
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Address Notation

An IPv6 address has 128 bits, or 16 bytes. The address is divided into eight 16-bit hex-
adecimal blocks separated by colons. For example:

2001:0db8:0000:0000:0202:b3ff:fele:8329

To make life easier, some abbreviations are possible. For instance, leading zeros in a 16-
bit block can be skipped. The example address now looks like this:

2001:db8:0:0:202:b3ff:fele:8329

A double colon can replace consecutive zeros or leading or trailing zeros within the
address. If we apply this rule, our address looks as follows:

2001:db8::202:b3ff:fele:8329

Note that the double colon can appear only once in an address. The reason for this rule
is that the computer always uses a full 128-bit binary representation of the address, even
if the displayed address is simplified. When the computer finds a double colon, it ex-
pands it with as many zeros as are needed to get 128 bits. If an address had two double
colons, the computer would not know how many zeros to add for each colon. So the
IPv6 address 2001:db8:0000:0000:0056:abcd:0000:1234 can be represented in the
following ways (note the two possible positions for the double colon):

2001:db8:0000:0000:0056:abcd:0000:1234
2001:db8:0:0:56:abcd:0:1234
2001:db8::56:abcd:0:1234
2001:db8:0:0:56:abcd::1234

There are so many different ways to write and abbreviate IPv6 addresses and this can
cause operational troubles. If you want to do lookups in a database or a spreadsheet,
you have to make sure that everybody uses the same format to store addresses; otherwise,
you won't be able to find out if an address is already in the list. For this purpose the best
option is probably to just use the full format, as it’s the only unambiguous format. Also
be aware that some systems are case sensitive, so you need to define whether to use
capitals or not.

For the purpose of making administration easier, an RFC was written to standardize
IPv6 address representation. It also discusses the issues that can arise when storing IPv6
addresses in databases and spreadsheets for lookup. You need solid rules for address
representation to be able to find addresses. Probably for these cases it is best to use the
full address representation, as it is the only unambiguous one. For all other cases, RFC
5952 recommends using the following rules:

« Leading zeros must be suppressed.

o A single 16-bit 0000 field must be represented as 0 and should not be replaced by
a double colon.
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o Shorten as much as possible. Use a double colon whenever possible.
« Always shorten the largest number of zeros.
o If two blocks of zero are equally long, shorten the first one.

o Use lowercase fora, b, c,d, e, f.

In environments where IPv4 and IPv6 nodes are mixed, another convenient form of
IPv6 address notation is to put the values of an IPv4 address into the four low-order
bytes of the address. An IPv4 address of 192.168.0.2 can be represented as
XIXIXiX:X:X:192.168.0.2,and an address of 0:0:0:0:0:0:192.168.0.2 can be writ-
ten as ::192.168.0.2. If you prefer, you can also write : :c0a8:2. This is the hex rep-
resentation for 192.168.0.2.

For the representation of an IPv6 address followed by a port number, the best way is to
put the IPv6 address in square brackets, followed by a colon and the port number. So it
may look like this: [2001:db8::1]:86.

These recommendations are fully compliant with REC 4291. But there
are many more choices offered by RFC 4291. An IPv6 implementa-
tion must always be able to process an address written in any for-
mat possible as per RFC 4291.

Prefix Notation

The notation for prefixes has also been specified in RFC 4291. A global routing prefix is
the high-order bits of an IP address used to identify the subnet or a specific type of
address (refer to Table 2-2). It was called the format prefix in earlier RFCs. The prefix
notation is very similar to the way IPv4 addresses are written in CIDR (Classless Inter-
domain Routing) notation, and it is also commonly used for subnetted IPv4 address-
es. The notation appends the prefix length, written as a number of bits with a slash,
which leads to the following format:

IPv6 address/prefix length

The prefix length specifies how many leftmost bits of the address specify the prefix. This
is another way of noting a subnet mask. Remember, a subnet mask specifies the bits of
the IPv4 address that belong to the network ID. The prefix is used to identify the subnet
thatan interface belongs to and is used by routers for forwarding. The following example
explains how the prefix is interpreted. Consider the IPv6 prefix notation
2001:db8:1200: : /40. To understand this address, let’s convert the hex into binary as
shown in Table 2-1.
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Table 2-1. Understanding prefix notation

Hex notation Binary notation Number of bits

2001 0010 0000 0000 0001 16
0db8 00001101 1011 1000 16
1200 00010010 8

Total: 40

The compressed notation (replacing a sequence of zeros with a double colon) is also
applicable to the prefix representation. It should be used carefully, though, because there
are often two or more ranges of zeros within an address, and only one can be com-
pressed. The rules in RFC 5952 dictate how to do it, but an IPv6 interface must still be
capable of dealing with addresses not complying with RFC 5952, as mentioned above.

Global Routing Prefixes

Table 2-2 outlines the current assignment of reserved prefixes and special addresses,
such as link-local addresses or multicast addresses. The major part of the address space
(over 80 percent) is unassigned with the exception of a few special cases, mentioned
below. This leaves room for future assignments.

Table 2-2. List of assigned prefixes

Allocation Prefix binary Prefix hex Fraction of address space
Global unicast 001 2000:/3  1/8

Link-local unicast 111111010 fe80:/10  1/1024

Unique-local IPv6 address 1111110 fc00::/7

Multicast nnm ff00::/8 1/256

All address ranges not listed in Table 2-2 are currently reserved or unassigned (with the
exceptions mentioned just below). The Internet Assigned Numbers Authority (IANA)
currently assigns only out of the binary range starting with 001.

The updated list of address allocations can be found at the follow-
ing link: http://www.iana.org/assignments/ipv6-address-space. You
can also find an updated IANA list of special-purpose prefixes here:
http://bit.ly/1pDkTzo.

Some special addresses are assigned out of the reserved address space with the binary
prefix 0000 0000. These include the unspecified address, the loopback address, and IPv6
addresses with embedded IPv4 addresses, which I discuss in detail later in this chapter.
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Unicast addresses can be distinguished from multicast addresses by their prefixes.
Globally unique unicast addresses have a high-order byte starting with 801. An IPv6
address with a high-order byte of 1111 1111 (ff in hex) is always a multicast address.
For more information about multicast addresses, refer to the section “Multicast Ad-
dress” on page 37.

Anycast addresses are taken from the unicast address space, so they can’t be identified
asanycast just by looking at the prefix. If you assign the same unicast address to multiple
interfaces, thereby making it an anycast address, you have to configure the interfaces
so they all know that this address is an anycast address. For more information about
anycast addresses, refer to the section “Anycast Address” on page 35.

Global Unicast Address

Global unicast addresses are identified by the binary prefix 001, as shown earlier in
Table 2-2. RFC 4291 defines the global unicast address format as shown in Figure 2-1.

n bits 64-n bits 64 bits
Global routing prefix ~ |SubnetID Interface ID
Identifies the address range  Identifies a link Interface identifier, 64 bits
assigned to a site within a site
Bits 0to 2 are set to 001 (binary)

Figure 2-1. Format of the global unicast address

The global routing prefix identifies the address range allocated to a site. This part of the
address is assigned by the international registry services and the Internet Service Pro-
viders (ISPs) and has a hierarchical structure. The subnet ID identifies a link within a
site. A link can be assigned multiple subnet IDs. A local administrator of a site assigns
this part of the address. The interface ID identifies an interface on a subnet and must
be unique within that subnet. The interface ID is always 64 bits, so therefore an IPv6
subnet is always a /64 subnet. No more subnet mask issues with IPv6.

International Registry Services and Current Address Allocations

The international allocation of IPv6 addresses has been delegated to several regional
registry services: ARIN (American Registry for Internet Numbers) for North America
and Sub-Saharan Africa; RIPE NCC (Réseau IP Européens Network Coordination
Centre) for Europe, the Middle East, Central Asia, and North Africa; APNIC (Asia
Pacific Network Information Centre) for the Asia/Pacific region; and LACNIC (Latin
American and Caribbean Internet Addresses Registry) for Latin America. AfriNIC (Af-
rican Network Information Centre) went into operation in 2005 to cover Africa in the
future.
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Each of these registries has information on its site about address allocation issues, cur-
rent practices, and procedures.

Several allocations have been made, as listed in Table 2-3.

Table 2-3. Current allocations

Prefix Allocation RFC

0100::/64 Discard-Only Address Block RFC 6666
64:ff9b::/96  IPv4-IPv6 Translator RFC 6052
2000::/3 Global Unicast Address space RFC 4291

Allocations made out of the 2000 : /3 space can be viewed at http://bit.ly/ipv6-add

2001::/32 Teredo RFC 4380
2001:db8::/32  For documentation purposes only, nonroutable RFC 3849
2002::/16 6to4 RFC 3056
fc00::/7 Unique-local (ULA) RFC 4193
fe80::/10 Link-scoped unicast RFC 4291

http://www.iana.org/numbers is a great entry point for global IP ad-
dress services, current address allocations for both IPv4 and IPv6, and
information about how to request IPv6 address services. You can also
find an updated TANA list of special-purpose prefixes here: http://
bit.ly/1pDkTzo.

The address space for 6Bone operation (3ffe::/16) was phased out by June 2006 and
the prefix returned to the unassigned address pool. It was created in order to allow for
global testing of IPv6 while address allocation had not been standardized. Since IPv6
address allocation has been defined, 6Bone hosts have been moved to the official IPv6
address space.

For information on where and how to get IPv6 address space, refer
to Chapter 9 on Planning.

So How Large Is This Address Space Again?

In the introduction to this chapter, when we discussed how many addresses IPv6 pro-
vides, I promised to make another example later on. So here it comes.

If an ISP gets a /32 prefix, this means there are 32 more bits in the prefix that can be
administered by the ISP or its customers.

24 | Chapter2:1Pv6 Addressing

www.it-ebooks.info


http://bit.ly/ipv6-add
http://www.iana.org/numbers
http://bit.ly/1pDkTzo
http://bit.ly/1pDkTzo
http://www.it-ebooks.info/

Imagine: one single /32 is more address space than we ever had with
IPv4, because in IPv4 the 32 bits in the address include the host ID,
whereas in IPv6 each of these /64 subnets has 64 bits for interface IDs.

Is this a lot? Well, obviously a lot more than we ever had in IPv4. But we still don’t know
how much it really is.

Let us have alook at the IANA IPv6 pool. By March 2014, there were 138,786 /32 blocks
allocated. That seems like a lot if we consider that one of these is more than we ever had
in IPv4.

If we calculate how much this is of the total IPv6 address space cur-
rently available (2000: : /3), it makes up for 0.026%.

With the 138,786 /32 blocks, more than 9 billion customers can re-
ceive a /48, with which each can create 65,536 /64 subnets.

At http://www.bgpexpert.com/addrspace-ipv6.php you can find upda-
ted numbers about IPv6 allocations.

So I kindly ask you to use these numbers as your daily mantra when you start working
on an IPv6 address plan. One of the biggest challenges when doing that is to get rid of
all the address conservation rules that are ingrained in our body cells. Even if something
feels really wasteful, it’s probably not. And if we have to realize that we were too wasteful,
because we have used up the 2000::/3 in 20 years, we still have 7 times more space
available to do better. The 2000: : /3 is only the binary 001 block, which is currently
used for globally unique unicast IPv6 addresses.

The Interface ID

Addresses in the prefix range 001 to 111 should use a 64-bit interface identifier that
follows the EUI-64 (Extended Unique Identifier) format (except for multicast addresses
with the prefix 1111 1111). The EUI-64 is a unique identifier defined by the Institute
of Electrical and Electronics Engineers (IEEE). Appendix A of RFC 4291 explains how
to create EUI-64 identifiers, and more details can be found in the link-specific RFCs,
such as “IPv6 over Ethernet” or “IPv6 over FDDI” Chapter 5 contains a short discussion
and a list of these RFCs.

An interface uses an identifier following the EUI-64 format during Stateless Address
Autoconfiguration. For example, when an interface autoconfigures for a link-local ad-
dress on an Ethernet interface using its MAC address, the 64-bit interface identifier has
to be created from the 48-bit (6-byte) Ethernet MAC address. First, the hex digits 0xff -
fe are inserted between the third and fourth bytes of the MAC address. Then the
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universal/local bit, the second low-order bit of ©x00 (the first byte) of the MAC address,
is complemented. The second low-order bit of 0x00 is 0, which, when complemented,
becomes 1; as a result, the first byte of the MAC address becomes 0x02.

Therefore, the IPv6 interface identifier corresponding to the Ethernet MAC address
00-02-b3-1e-83-29 is 02-02-b3-ff-fe-1e-83-29. This example discusses only the
EUI-64 creation process. Many other steps occur during Stateless Address
Autoconfiguration.

To learn how IPv6 Stateless Address Autoconfiguration works, refer
to Chapter 4.

The link-local address of an interface is the combination of the prefix fe80:: /64 and a
64-bitinterface identifier expressed in IPv6 colon-hexadecimal notation. Therefore, the
MAC-based link-local address of the previous example interface, with prefix fe80: : /64
and interface identifier 02-02-b3-ff-fe-1e-83-29, is fe80::202:b3ff:fele:8329.
This is shown in Figure 2-2 and described in RFC 2464, “Transmission of IPv6 Packets
over Ethernet Networks”

Mac Address | 00 | 0 | b3 | Te | 83 | 2 |
| I

SLAAC Address v vv
| fe 80 | 0000 | 0000 | 0000 | 0202 | b3 ff | fe e | 8329 |

Any prefix received Interface ID

universal/
local bit

Figure 2-2. How the MAC address is converted to an interface ID

The figure shows how this Interface Identifier is combined with the link-local prefix.
As indicated, it can be combined with any other prefix received. (More on this in
Chapter 4 on Neighbor Discovery.) There is a discussion going on at the time of writing
that advises against using Interface IDs that are based on hardware information. See
below for more information.
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Address Privacy

The privacy of autoconfigured IPv6 addresses using the interface identifier was an issue
discussed in the IETF in the early days of IPv6. If an IPv6 address is built using the MAC
identifier, your Internet access could be traced even across networks, because this iden-
tifier is unique to your interface. It is important to understand that an IPv6 node can
have an address based on the interface identifier, but this is not a requirement. As an
alternative, the IPv6 device can have an address like the ones currently used with IPv4,
either static and manually configured or dynamically assigned by a DHCP server. RFC
4941, “Privacy Extensions for Stateless Address Autoconfiguration in IPv6,” introduces
another type of address available only in IPv6 that contains a random number in place
of the hardware address. This interface ID can also change over time. It is sometimes
also called a temporary address. It is generated in addition to the EUI-64 interface ID.
The temporary address is then used for outgoing communications and the EUT-64 based
address for server functions and incoming connections.

An Internet device that is a target for IP communication—for instance, a web or FTP
server—needs a unique and stable IP address. But a host running a browser or an FTP
client does not need to have the same address every time it connects to the Internet.
Some DHCPv6 implementations support the generation of random interface identifiers
according to RFC 4941. This way, they use DHCPv6 to manage their address space but
prevent anyone from topology mapping their network or tracking their nodes.

With the address architecture in IPv6, you can choose between two types of addresses:

Unique stable IP addresses
Assigned through manual configuration, a DHCP server, or Stateless Address Au-
toconfiguration using the EUI-64 interface identifier or another address type cre-
ated with a permanent IID (see below).

Temporary transient IP addresses
Assigned using a random number that changes in regular intervals and can be used
in place of the stable interface identifier.

While the temporary privacy addresses provide some security by complicating the task
of eavesdroppers and other information collectors (e.g., in logfiles, headers) to correlate
the activities of a host, they can become challenging in other areas. From a network
management perspective, they increase the complexity of event logging, troubleshoot-
ing, access control, and quality of service. As a result, some organizations disabled the
use of temporary addresses even at the expense of reduced privacy. The need to have
stable addresses that do not frequently change the way Privacy addresses do leads to the
definition of stable privacy addresses in RFC 7217, “A Method for Generating Seman-
tically Opaque Interface Identifiers with IPv6 Stateless Address Autoconfiguration
(SLAAC)” The goal is to have IPv6 addresses that are stable within a subnet, but change
when the host moves from one network to another and are not based on any hardware
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identifier. This method then applies to all prefixes a host may use, such as link-local,
global, or unique-local.

At the same time there is currently a draft in discussion (at the time of writing in early
2014) with the title “Recommendation on Stable IPv6 Interface Identifiers” (draft-
ietf-6man-default-iids-00). It recommends using stable SLAAC addresses, which are not
based on hardware identifiers. As mentioned before, concerns have been raised that
embedding hardware information in an IPv6 address creates security and privacy risks.
Draft “Privacy Considerations for IPv6 Address Generation Mechanisms” (draft-
ietf-6man-ipv6-address-generation-privacy-01.txt) offers a great discussion on the pros
and cons of each Interface ID generation option.

Be aware, when going through all these considerations, that the In-
terface ID is not the only way to track users. DNS names, cookies,
browser fingerprints, and application-layer usernames can all be used
to link a host’s activities together.

Special Addresses

There are a number of special addresses that we need to discuss. The first part of the
IPv6 address space with the prefix of 0000 0000 is reserved. Out of this prefix, special
addresses have been defined as follows:

The unspecified address

The unspecified address hasavalue of 0:0:0:0:0:0:0: 0 and is therefore also called
the all-zeros address. It is comparable to ©.0.0.0 in IPv4. It indicates the absence
of a valid address, and it can, for example, be used as a Source address by a host
during the boot process when it sends out a request for address configuration in-
formation. If you apply the notation conventions discussed earlier in this chapter,
the unspecified address can also be abbreviated as : :. It should never be statically
or dynamically assigned to an interface, and it should not appear as a Destination
IP address or within an IPv6 Routing header. It is sometimes used in configuration
files for software to tell a program to use any IPv6 address configured on an
interface.

The loopback address
The IPv4 loopback address, 127.0.0.1, is probably familiar to you. It is helpful in
troubleshooting and testing the IP stack because it can be used to send a packet to
the protocol stack without sending it out on the subnet. With IPv6, the loopback
address works the same way and is represented as 0:0:0:0:0:0:0: 1, abbreviated
as ::1. It should never be statically or dynamically assigned to an interface.
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The next sections describe different types of addresses that have been specified to be
used with different transition mechanisms, which can be used in the migration to IPv6.
These virtual interfaces are commonly called pseudo-interfaces.

A description of the transition mechanisms can be found in Chapter 7.

IPv6 Addresses with Embedded IPv4 Addresses

Because the transition to IPv6 will be gradual, two special types of addresses have been
defined for backward compatibility with IPv4. Both are described in RFC 4291:

IPv4-compatible IPv6 address (deprecated)
This type of address is used to tunnel IPv6 packets dynamically over an IPv4 routing
infrastructure. IPv6 nodes that use this technique are assigned a special IPv6 unicast
address that carries an IPv4 address in the low-order 32 bits. This address type has
so far rarely been used and was deprecated in RFC 4291. New or updated imple-
mentations will no longer need to support this type of address.

IPv4-mapped IPv6 address
This type of address is used to represent the addresses of IPv4-only nodes as IPv6
addresses. An IPv6 node can use this address to send a packet to an IPv4-only node.
The address also carries the IPv4 address in the low-order 32 bits of the address.

Figure 2-3 shows the format of both these addresses.

IPv4-compatible IPv6 address
‘ 0000 ............................................. Oom 0000 IPV4 address
80 bits 16 bits 32 bits

IPv4-mapped IPv6 address
‘ 0000 ............................................. Oom ffff IPV4 addI'ESS
80 bits 16 bits 32 bits

Figure 2-3. Format of IPv6 addresses with an embedded IPv4 address

The two addresses are pretty much the same. The only difference is the 16 bits in the
middle. When they are set to 0, the address is an IPv4-compatible IPv6 address; if these
bits are set to 1, it is an IPv4-mapped IPv6 address.
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6to4 Addresses

The TANA has permanently assigned a 13-bit TLA identifier for 6to4 operations within
the global unicast address range (001). 6to4 is one of the mechanisms defined to let IPv6
hosts or networks communicate over an IPv4-only infrastructure. I describe 6to4 in
Chapter 7,and itis specified in REC 3056. The 6to4 TLA identifier is ©x0002. The address
format is shown in Figure 2-4.

3bits 13 bits 32 bits 16 bits 64 bits
FP TLA Public SLA
001|  0x0002 IPv 4 address D Interface ID
' |
Prefix length
48 bits

Figure 2-4. Format of the 6to4 address

The prefix has a total length of 48 bits. The IPv4 address in the prefix must be a public
IPv4 address and is represented in hexadecimal notation. For instance, if you configure
an interface for 6to4 with an IPv4 address of 62.2.84.115, the 6to4 prefix is
2002:3e02:5473::/48. Through this interface, all IPv6 hosts on this link can tunnel
their packets over the IPv4 infrastructure.

The 6to4 specification was written when the global unicast address
format according to RFC 2374 was current, so it uses the old terms
and formats (format prefix, TLA, SLA).

6rd Addresses

In 2010, a specification was published called 6rd (IPv6 Rapid Deployment). It is de-
scribed in Chapter 7 and specified in RFC 5969. The address format is based on 6to4
and shown in Figure 2-5.

64 bits
S " — 64 bits
| I5PPrefix | SitelPv address | SubnetD Interface ID
I I
variable variable variable

Figure 2-5. Format of the 6rd address
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The main difference in the address is that 6rd does not use a special prefix like 6to4 and
also doesn’t have a fixed boundary at /48. The prefix has a total length of 64 bits and is
divided into the ISP prefix and the site IPv4 address. As the figure shows, these two
parts are of variable length. If the provider would use his /32 prefix and add the full IPv4
address of the site, he would end up giving out /64 subnets to his customers. In most
cases this is not recommended. Even home sites will need multiple subnets in the future.
Depending on the ISP’s environment, address architecture, and customer structure,
there are many ways to design the 6rd address. One option could be if the ISP has
a /28, he can then add 32 bits of IPv4 address and give out /60 to his customers. Or, if
his IPv4 address plan allows to aggregate customers in, let’s say, a /8 prefix (the cus-
tomer’s IPv4 addresses), the size of the 6rd prefix would be one of the following:

« A /52 if the provider has a /28 (28 + 24 for the aggregated customer IPv4 block)
« A /56 if the provider has a /32 (32 + 24 for the aggregated customer IPv4 block)

There are discussions going on in several regions, such as RIPE and ARIN, to make this
easier by assigning larger 6rd prefixes to ISPs.

The important point here is to assign prefixes to home users that allow
them to have multiple subnets. Refer to Chapter 9 for a description
of regional Registry policies and home networks.

ISATAP Addresses

The Intra-Site Automatic Tunnel Addressing Protocol (ISATAP) is an automatic tun-
neling mechanism specified in RFC 5214. It is designed for dual-stack nodes that are
separated by an IPv4-only infrastructure. It treats the IPv4 network as one large link-
layer network and allows those dual-stack nodes to automatically tunnel between each
other using any format of IPv4 address. ISATAP uses a type identifier of OxFE for spec-
ifying an IPv6 address with an embedded IPv4 address. The format of an ISATAP ad-
dress is shown in Figure 2-6.

64 bits 32 bits 32 bits
0000 5E FE
Prefix 0200 5 FE IPv4 address

00: private IPv4 address
02: public IPv4 address
0000 5E: IANA's OUI
FE: Identifies IPv6 address with embedded IPv4 address

Figure 2-6. Format of the ISATAP address
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The first 64 bits follow the format of the global unicast address. IANA owns the IEEE
Organizationally Unique Identifier (OUI) 00-00-5E and specifies the EUI-48 format
interface identifier assignments within that OUI. Within the first 16 bits, a type identifier
shows whether the IPv4 address is from the private range (0000) or a globally unique
address (0200). The next eight bits contain a type identifier to indicate that this is an
IPv6 address with an embedded IPv4 address. The type identifier is 0xFE. The last 32
bits contain the embedded IPv4 address, which can be written in dotted decimal nota-
tion or in hexadecimal representation.

Assume we have a host with an IPv4 address of 192.168.0.1 and the host is assigned a
64-bit prefix of 2001:db8:510:200::/64. The ISATAP address for this host is
2001:db8:510:200:0:5efe:192.168.0.1. Alternatively, you can use the hexadecimal
representation for the IPv4 address, in which case the address is written
2001:db8:510:200:0:5efe:c0a8: 1. Thelink-local address for thishost is fe80: : 5efe:
192.168.0.1.

Teredo Addresses

Teredo is a mechanism designed to provide IPv6 connectivity to hosts that sit behind
one or more NATs. This is done by tunneling the IPv6 packet within UDP. The mech-
anism consists of Teredo clients, servers, and relays. The Teredo relays are IPv6 routers
sitting between the Teredo service and the native IPv6 network. Teredo is specified in
RFC 4380. It was expected that this service would be common until ISPs upgraded to
native IPv6 services. Current Internet statistics show that this is not the case. You can
refer to the Google statistics to see how the red line representing 6to4 and Teredo traffic
declined to almost zero.

A Teredo address has the format shown in Figure 2-7.

32 bits 32 bits 16 bits 16 bits 32 bits
Prefix Server IPv4 address |  Flags Port | Client IPv4 address
| | | |
Teredo prefix IPv4 adnlress ofa Specifies  Mapped IPv4 address

Teredoserver  addressand UDPportof  of the client
NAT type  the client

Figure 2-7. Format of the Teredo address

The prefix has a length of 32 bits. The global Teredo IPv6 Service Prefix is
2001:0000: /32. The server IPv4 address field has a length of 32 bits and contains the
IPv4 address of a Teredo server. The flags field has 16 bits and specifies the type of
address and NAT in use. The 16-bit port field contains the mapped UDP port of the
Teredo service on the client and the client IPv4 address field contains the mapped IPv4
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address of the client. In this format, both the mapped UDP port and the mapped IPv4
address of the client are obfuscated: each bit in the address and port number is reversed.

To learn how IPv6 and IPv4 can coexist using these addresses, refer
to Chapter 7.

Cryptographically Generated Addresses

To increase security for Neighbor Discovery (ND), which is discussed in Chapter 4, RFC
3972 defines cryptographically generated addresses (CGAs). RFC 3972 has been upda-
ted by RFCs 4581 and 4982. CGAs contain a cryptographic hash of the public key as
part of the Interface ID. The corresponding private key can then be used to sign messages
sent from this address. This prevents attackers from taking over an IPv6 address and
can be used in environments where no PKI (Public Key) infrastructure is present.

Link-Local and Unique Local IPv6 Addresses

With IPv4, organizations often use IP addresses from the private ranges as defined in
RFC 1918. The addresses reserved for private use should never be forwarded over
Internet routers but should instead be confined to the organization’s network. For con-
nection to the Internet, Network Address Translation (NAT) maps internal private ad-
dresses to publicly registered IPv4 addresses.

The original IPv6 specification allocated two separate address spaces (scopes) for link-
and site-local use, both identified by their prefixes. The prefix for site-local addresses
was fec0::/10.

The site-local address has been deprecated in RFC 3879. Too many
potential problems arose in the application of this address. It has been
replaced by the Unique Local IPv6 Address, also called ULA (see
below).

A link-local address is for use on a single link and should never be routed. It doesn’t
need a global prefix and can be used for Autoconfiguration mechanisms, for Neighbor
Discovery, and on networks with no routers, so it is useful for creating temporary net-
works. Let’s say you meet your friend in a conference room and you want to share files
on your computers. You can connect your computers using a wireless network or a cross
cable between your Ethernet interfaces, and you can share files without any special
configuration by using the link-local address.
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The replacement for site-local addresses is called Unique Local IPv6 Unicast Address
(ULA), or Local IPv6 Address for short. It is specified in RFC 4193. These addresses are
globally unique but should not be routed to the global Internet. They are designed to
be used within corporate sites or confined sets of networks.

The characteristics of unique local IPv6 unicast addresses are the following:

 Have a unique, global prefix, which allows for filtering at network boundaries

o Allow for private connection of networks without the risk of address conflicts and
the consequence of having to renumber one of the sites

o Are independent of ISP
o Can be used for internal communication without an Internet connection

o Can be used by applications just like regular global unicast addresses

The format of these addresses is shown in Figure 2-8.

Link-local address

|1111111010 0 Interface ID
10 bits 54 bits 64 bits

Local IPv6 address

o] Gobain  [subneto Interface ID

Prefix 7 bits 1bit 40 bits 16 bits 64 bits

Prefix: FC00::/7 identifies local IPv6 unicast address

L: Set to 1if the prefix is assigned locally
If set to 0, may be defined in the future

Figure 2-8. Address formats for link- and site-local use

In hexadecimal notation, a link-local address is identified by the prefix fe80: : /10. For
the unique local IPv6 address, RFC 4193 specifies a prefix of fc00::/7. The 8th bit is
currently set to 1 and specifies local administration of the prefix. Setting the 8th bit to
0 may be used in the future for centrally administrated addresses. For the moment, it
was decided to standardize only a locally assigned version. The centrally assigned form
may be defined in the future if a strong need is identified.

In the meantime, you can use the Sixxs unofficial registration site and
find out. You will also find other cool IPv6 information and tools
there.
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So for locally administered addresses, we currently have a hexadecimal prefix of
fdoo: : /8. It is followed by the 40 bits for the global ID, which is randomly created to
ensure a high probability of uniqueness; 16 bits used for subnet ID; and 64 bits for the
interface identifier. You may still find the deprecated site-local address with the prefix
fec0::/10 if you use older implementations, but it should not be used for new imple-
mentations or deployments but be replaced by either global unicast addresses or ULAs.

Make sure that your global ID is generated using the Pseudo-Random Global ID Algo-
rithm defined in RFC 4193. This algorithm includes values such as time, hardware
identifiers, and other system-specific values, among others. This is to ensure that your
prefix is going to be unique and there should be no ULA collision when merging your
network with any other ULA network.

As mentioned previously, these local addresses should not be routed to the Internet.
Border routers should be configured to filter these prefixes. Local addresses should not
appear in global DNS servers. They can be used on your internal, private DNS server.

Link-local addresses (fe80::/10) are by default assigned through Autoconfiguration.
ULAs have to be assigned by configuring the local prefix on your routers (Router Ad-
vertisement) or through DHCPv6.

If you are interested in the reasons for deprecating the site-local ad-
dress, refer to RFC 3879. Find a discussion about whether and when
to use ULAs in Chapter 9.

Anycast Address

Anycast addresses are designed to provide redundancy and load balancing in situations
where multiple hosts or routers provide the same service. Anycast was not created for
IPv6; it was defined in RFC 1546 in 1993 as an experimental specification to be used
with IPv4. The RFC allots a special prefix for anycast, which would make an anycast
address recognizable as such based on the prefix. Anycast was meant to be used for
services such as DNS and HTTP. The RFC discusses possible modifications to TCP to
deal with these addresses that are not globally unique.

In practice, anycast has not been implemented as it was designed to be. Often a method
called shared unicast address is chosen. This method is implemented by assigning a
regular unicast address to multiple interfaces and creating multiple entries in the routing
table. In this case, the network and transport layer assume that it is a globally unique IP
address. If it is not, the mechanism to deal with ambiguous addresses needs to be built
into the application. An exception to this rule is if the application uses independent
stateless request/reply transactions—for instance, DNS over UDP. The root DNS servers
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in the Internet are set up using shared unicast addresses. As this procedure does not
require any support from the network layer, it can also be used with IPvé.

From the beginning, the IPv6 developers considered anycast to be incorporated in the
network layer according to RFC 1546. No special prefix was assigned. IPv6 anycast
addresses are in the same address range as global unicast addresses, and each partici-
pating interface must be configured to have an anycast address. Within the region where
the interfaces containing the same anycast addresses are, each host must be advertised
as a separate entry in the routing tables.

Within one network where a group of routers can provide access to a common routing
domain, they can be assigned a single address. When a client sends a packet to this
address, it will be forwarded to the next available router. One example is the 6to4 relay
anycast address that is specified in RFC 3068 and described in Chapter 7. The Mobile
IPv6 specification also uses anycast addresses.

When using anycast addresses, we have to be aware that the sender has no control over
which interface the packet will be delivered to. This decision is taken on the level of the
routing protocol. When a sender sends multiple packets to an anycast address, the
packets may arrive at different destinations due to routing table instability or changes
during the requests. If there is a series of requests and replies or if the packet has to be
fragmented, this may cause problems.

The subnet-router anycast address, which is defined in RFC 4291 and shown in
Figure 2-9, is a required anycast address.

Subnet prefix length = 128 - n bits
length = n bits 0000 0000...
L |
I I
This prefix identifies Must be zero.
a specific link.

Figure 2-9. Format of the subnet-router anycast address

Basically, the address looks like a regular unicast address with a prefix specifying the
subnet and an identifier set to all zeros. A packet sent to this address will be delivered
to one router on that subnet. All routers are required to support the subnet-router
anycast address for subnets to which they have interfaces.

Areserved subnet anycast address can have one of two formats, as shown in Figure 2-10.
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For anycast addresses required to have a 64 bit interface identifier in EUI-64 format:
64 bits 57 bits 7 bits

‘ Subnet prefix TN U] ceoeeermepomee 1111 | Anycast ID

Interface ID field

For all other IPv6 address types:
n bits 121 - n bits 7 bits

I Subnet prefix TTTU YT A emepepememmeeemcpomeee 1111 | Anycast D

Interface ID field

Figure 2-10. General format of anycast addresses

RFC 2526 specifies that within each subnet, the highest 128 interface identifier values
arereserved for assignment as subnet anycast addresses. Currently, the anycast IDs listed
in Table 2-4 have been reserved.

Table 2-4. Reserved anycast IDs

Decimal Hexadecimal Description

127 7F Reserved
126 7E Mobile IPv6 Home-Agents anycast
0-125  00-7D Reserved

The main difference between this form of using anycast and the shared unicast address
is that in the latter, the application needs to support anycast, while in the former, this
supportis avoided if possible. Guidelines of how to use this and modifications to existing
stateful transport protocols are needed.

If you are interested in more information and background on any-
cast, refer to RFC 7094, “Architectural Considerations of IP Any-
cast.” It provides an overview of the history of anycast, discusses
different architectural models and principles, and covers anycast in
IPv6 as well as deployment considerations.

Multicast Address

This section covers the multicast address format. For a description of multicast and
Multicast Listener Discovery (MLD), also known as Multicast Group Management,
refer to Chapter 4. For a general overview and summary of multicast topics, refer to
Chapter 5.

A multicast address is an identifier for a group of nodes identified by the high-order
byte ff, or 1111 1111 in binary notation (refer to Table 2-2 earlier in the chapter). The
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multicast prefix is ff00::/8. A node can belong to more than one multicast group.
When a packet is sent to a multicast address, all members of the multicast group process
the packet. Multicast exists in IPv4, but it has been redefined and improved for IPvé.
The multicast address format is shown in Figure 2-11.

8 bits 4bits  4bits 112 bits
Flags ant
M1 ORPT Scope Group identifier

Flags: high-order flag reserved, set to zero
R-flag: R=0 Rendezvous point not embedded ]
R=1 " Rendezvous point embedded RFC 3956
P-flag: 0 Multicast address without prefix information | pr- 3396
1 Multicast address based on network prefix

P
P

T-flag: T=0  Well known multicastaddress:| RFC 4291
T=1  Temporary multicast address

N

Figure 2-11. Format of the multicast address

The first byte identifies the address as a multicast address. The next four bits are used
for Flags, defined as follows: the first bit of the Flag field must be zero; it is reserved for
future use. The second bit indicates whether this multicast address embeds the Ren-
dezvous Point. A Rendezvous Point is a point of distribution for a specific multicast
stream in a multicast network (RFC 3956). The third bit indicates whether this multicast
address embeds prefix information (discussed later in this chapter; see also RFC 3306).
The last bit of the Flag field indicates whether this address is permanently assigned—
i.e., one of the well-known multicast addresses assigned by the IANA—or a temporary
multicast address. A value of zero for the last bit defines a well-known address; a value
of one indicates a temporary address. The Scope field is used to limit the scope of a
multicast address. The possible values are shown in Table 2-5.

Table 2-5. Values for the Scope field

Value Description

0 Reserved

1 Interface-local scope (used to be called node-local scope in earlier specs)
2 Link-local scope

3 Reserved

4 Admin-local scope

5 Site-local scope

6,7 Unassigned

8 Organization-local scope

9,A,B,C,D Unassigned
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Value Description

E Global scope

F Reserved

The boundaries of zones of a scope other than interface-local, link-local, and global
must be defined and configured by network administrators. The reserved scopes should
not be used. RFC 4007, “IPv6 Scoped Address Architecture,” specifies the architectural
characteristics, expected behavior, textual representation, and usage of IPv6 addresses
of different scopes.

Well-Known Multicast Addresses

According to RFC 4291, the last 112 bits of the address carry the multicast group ID.
RFC 3307, “Allocation Guidelines for IPv6 Multicast Addresses,” refers to a 32-bit group
ID.

RFC 2375 defines the initial assignment of IPv6 multicast addresses that are perma-
nently assigned. Some assignments are made for fixed scopes, and some assignments
are valid over all scopes. Table 2-6 gives an overview of the addresses that have been
assigned for fixed scopes. Note the scope values that are listed in Table 2-5 in the byte
just following the multicast identifier of ff (first byte).

Table 2-6. Well-known multicast addresses

Address Description

Interface-local scope

ff01::1 All-nodes address
ff01::2 All-routers address
ff01::fb mDNSv6
Link-local scope

ff02::1 All-nodes address
ff02::2 All-routers address
ff02::4 DVMRP routers
ff02::5 OSPFIGP

ff02::6 OSPFIGP designated routers
ff02::7 ST routers

ff02::8 ST hosts

ff02::9 RIP routers

ff02::a EIGRP routers
ff02::b Mobile agents
ff02::d All PIM routers
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Address Description

ff02::e RSVP encapsulation
ff02::16 All MLDv2-capable routers
ff02::6a All snoopers

ff02::fb mDNSv6

ff02::1:1 Link name

ff02::1:2 All DHCP agents

f02:1:3 Link-local Multicast Name Resolution (LLMNR)
ff02::1:4 DTCP Announcement
££02::1:FEXX:XXXX Solicited-node address
1f02::2:f00::/104 Node Information Queries
Site-local scope

ff05::2 All-routers address
ff05:fb mDNSv6

ff05::1:3 All DHCP servers

ff05::1:1000 to ff05::1:13ff  Service location (SLP) version 2

The term node-local scope from RFC 2375 has been changed to interface-local scope, so
you may encounter both terms. The list for the permanently assigned multicast ad-
dresses that are independent of scopes is long, and it is available in Appendix B and in
RFC 2375. All those addresses are noted beginning with ffoX; X is the placeholder for
a variable scope value.

The IPv4 broadcast address is replaced by the link-local all-nodes multicast address
ffo2::1.

Find the most updated list of multicast address assignments here:
http://www.iana.org/assignments/ipv6-multicast-addresses.

As an example, let’s look at the one described in RFC 2373. There is a multicast group
ID defined for all NTP servers. The multicast group ID is 0x101. This group ID can be
used with different scope values as follows:
ffo1::101

All NTP servers on the same node as the sender.

ffe2::101
All NTP servers on the same link as the sender.
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ffo5::101
All NTP servers on the same site as the sender.

ffoe::101
All NTP servers in the Internet.

Temporarily assigned multicast addresses are meaningful only within a defined scope.

Multicast addresses should not be used as a Source address in IPv6
packets or appear in any routing header.

For the management of multicast, IPv6 uses Multicast Listener Discovery (MLD) based
on ICMPveé.

To learn how multicast addresses are managed, refer to the section
“Multicast Listener Discovery” on page 110 in Chapter 4. To get a gen-
eral overview and summary of multicast, refer to Chapter 5.

Solicited-Node Multicast Address

The solicited-node multicast address is a multicast address that every node must join for
every unicast and anycast address it is assigned. It is used in Neighbor Discovery, which
is described in Chapter 4. RFC 4291 specifies the solicited-node multicast address.

In the IPv4 world, an ARP request (used to determine the MAC address of an interface)
is sent to the MAC-layer broadcast address and therefore examined by every interface
on the link. In the IPv6 world, resolving the MAC address of an interface is done by
sending a Neighbor Solicitation message (discussed in Chapter 4) to the solicited-node
multicast address, and not to the link-local all-nodes multicast address. This way only
the node registered to this multicast address will examine the packet.

This address is formed by taking the low-order 24 bits of an IPv6 address (the last part
of the host ID) and appending those bits to the well-known prefix
ff02:0:0:0:0:1:ff00:: /104. Thus, the range for solicited-node multicast addresses
goes from ff02:0:0:0:0:1:ff00:0000 to ff02:0:0:0:0:1: ffff:ffff.

For example, our host Marvin has the IPv6 address fe80::202:b3ff:fele:8329. The
corresponding solicited-node multicast address is ff02: :1: ff1e:8329. If this host has
other IPv6 unicast or anycast addresses, each one will have a corresponding solicited-
node multicast address for which the host must be registering.
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Mapping Multicast Addresses to MAC Addresses

When a packet is sent to an IPv6 multicast address, the IPv6 address must be mapped
to a MAC address on the link layer. The format of the Ethernet MAC multicast address
is specified in RFC 2464. The first two bytes of an IPv6 MAC multicast address are
0x3333. The following four bytes correspond to the last four bytes of the IPv6 multicast
address.

Figure 2-12 shows how a multicast address is mapped to a MAC address.

| 02 | 0000 | 0000 | 0000 | 0000 | 0000 | 0001 | 0003

ff02::1:3

|33|33|00|01|00|03

\_/'V-\/
Multicast Prefix for Ethernet

Figure 2-12. MAC representation of an IPv6 multicast address

The link-local scoped multicast address of ff02::1:3 is mapped to the MAC address
of 33:33:00:01:00:03. The mapping for other media types is specified in separate
RFCs. You can find more information about other media types in Chapter 5 or by
searching the RFC database.

Dynamic Allocation of Multicast Addresses

The multicast address architecture has been extended in RFC 3306. It contains defini-
tions that allow the allocation of unicast prefix-based addresses and of source-specific
multicast addresses. It is based on a modified multicast address format that contains
prefix information. The goal of this specification is to reduce the number of protocols
needed for the allocation of multicast addresses.

Figure 2-13 shows the format of the extended multicast address.

8bits  4bits 4bits 8 bits 8 bits 64 bits 32 bits
11111111 Elsg; Scope| Reserved Plen Network prefix Group ID
P-flag: P=0 Multicast address without prefix information
P=1  Multicast address based on network prefix

Figure 2-13. Format of the extended multicast address
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In the original specification, the Flags field only uses the last bit (T) to specify whether
the multicast address is a well-known or temporary one. The extended format shown
here uses the second last bit (P) to indicate whether the multicast address assignment
is based on the network prefix (value 1) or not (value 0). A P setting of 1 indicates that
it is a multicast address following the extended format. The use of the scope field has
not changed. If the P flag is set to 1, the eight bits following the Scope field are reserved
and set to 0. The next eight bits (PLen) specify the length of the prefix in the prefix field.
If the prefix length is smaller than 64 bits, the unused bits in the prefix field should be
set to 0. The group ID uses 32 bits. Note that when P is set to 1 (extended multicast
address), the T flag should also be set to 1 (temporary multicast address).

Multicast Listener Discovery is used for multicast management. There are two versions,
MLDv1 and MLDv2. MLDvV2 supports source-specific multicast. For an overview of
source-specific multicast, refer to RFC 3569. In the traditional multicast model called
any-source multicast (ASM), a multicast listener cannot control the source of the data
it wants to receive. With source-specific multicast (SSM), an interface can register for
a multicast group and specify the source(s) for the data. SSM can be implemented using
MLDv2 and the extended multicast address format.

For a source-specific multicast address, the T and the P flag are set to 1. Prefix length
and network prefix are both set to 0. This leads to a multicast prefix of ff3x: /32, where
x is a scope value. The source address in the IPv6 header identifies the owner of the
multicast address. All SSM addresses have the format ff3X::/96.

Refer to RFC 3307, “Allocation Guidelines for IPv6 Multicast Ad-
dresses,” for more information.

RFC 4489, “Link-Scoped Multicast Address Format,” defines an extension to the mul-
ticast addressing architecture of the IPv6 protocol. The extension allows for the use of
interface identifiers to allocate link-local scoped multicast addresses. In this multicast
address, the flags field is set to binary 0011; the Scope field is set to 2 for link-local scope;
the pLen field is set to ff (all ones in binary); and the 64 bits of the network ID field are
used for the interface identifier. The group ID is generated to indicate a multicast ap-
plication and needs to be unique only on this host. It is designed for environments in
which link-local scope multicast addresses are used.
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Required Addresses

The standard specifies that each host must assign the following addresses to identify
itself:

o Its link-local address for each interface

o Any assigned unicast and anycast addresses
o The loopback address

o The all-nodes multicast address

o Solicited-node multicast address for each of its assigned unicast and anycast
addresses

» Multicast addresses of all other groups to which the host belongs
A router needs to recognize all of the previous addresses, plus the following:

« The subnet-router anycast address for the interfaces for which it is configured to
act as a router on each link

o All anycast addresses with which the router has been configured
+ The all-routers multicast address

+ Multicast addresses of all other groups to which the router belongs

Default Address Selection

The architecture of IPv6 allows an interface to have multiple addresses. The addresses
may differ in scope (link-local, global) or state (preferred, deprecated); they may be part
of mobility (home-address, care-of-address) or multihoming situation; or they may be
permanent public addresses or virtual tunnel interfaces. Dual-stack hosts have IPv6 and
IPv4 addresses. The resultis that IPv6 implementations that need to initiate a connection
are often faced with a choice between multiple Source and Destination addresses.

Imagine a situation where a client issues a DNS request for an external service and
receives a global IPv6 and a public IPv4 address back. If this client has a private IPv4
address and a global IPv6 address, it might make sense to use IPv6 to access this external
service. But if the client has a tunneled IPv6 address and a public IPv4 address, it should
choose the IPv4 address for connecting to the service. These are types of situations and
choices that will have to be dealt with in the future world of mixed networks, some IPv4-
only, some IPv6-only, and some dual-stack. The way this is dealt with depends on the
implementations. Application developers have to be aware of this and try to provide
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mechanisms that will make their applications behave optimally in every possible
environment.

RFC 6724, “Default Address Selection for IPv6,” defines two general algorithms, one for
Source address selection and the other for Destination address selection. All IPv6 nodes
(host and router) have to implement RFC 6724. The algorithms specify default behavior
for IPv6 nodes. The algorithms do not override choices made by applications, upper-
layer protocols, or other policies. The RFC contains a policy table that, similar to a
routing table, is a longest-matching-prefix lookup table. To each prefix listed, a prece-
dence and a label are assigned. The precedence is used for sorting Destination addresses;
the label value is used to define policies that associate a specific Source address to a given
Destination address.

Here’s a summary of the most important rules:

o Address pairs of the same scope or type (link-local, global) are preferred.

o A smaller scope for the Destination address is preferred (use the smallest scope
possible).

o A preferred (nondeprecated) address is preferred.

o Transitional addresses (e.g., ISATAP or 6to4 addresses) are not used if native IPv6
addresses are available.

o Ifall criteriaare similar, address pairs with the longest common prefix are preferred.
o Prefer outgoing interface.

o Prefer addresses in a prefix advertised by the next hop.

o Prefer matching label.

o For the Source address, temporary addresses are preferred over public addresses.
o Use longest matching prefix.

o In Mobile IP situations, home addresses are preferred over care-of addresses.

In short, the default table prefers native IPv6 over native IPv4 and NATed IPv4 over
6to4 and other tunnels.

The rules in RFC 6724 are to be used in all situations when nothing
else is specified. Implementations should provide mechanisms to
override the default policy and to configure address selection indi-
vidually to adapt default address selection to the specifics of the
network. RFC 7078 defines a DHCP option that allows the adminis-
trator to distribute an address selection policy which overrides the
default policy from RFC 6724.
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Now that you are familiar with the extended address space and the IPv6 address types,
the next chapter discusses the IPv6 header and the Extension headers.
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CHAPTER 3
The Structure of the IPv6 Protocol

This chapter explains the structure of the IPv6 header and compares it to the IPv4 header.
It also discusses Extension headers, which are new in IPv6.

Understanding the structure of a protocol header and the type of information that comes
with it is the best foundation for working with a protocol. This understanding helps
you to identify how the protocol can best be configured and what the options are. It also
helps you to identify possible sources of problems and issues when troubleshooting.

The header structure of an IPv6 packet is specified in RFC 2460. The header has a fixed
length of 40 bytes. The two fields for Source and Destination addresses each use 16 bytes
(128 bits), so there are only 8 bytes for general header information. The base IPv6 header
is therefore much simpler and leaner than the IPv4 header, allowing for more efficient
processing and, as we will see, more flexibility in extending the protocol to meet future
needs.

General Header Structure

In IPv6, five fields from the IPv4 header have been removed:

o Header Length
o Identification
o Flags
 Fragment Offset
o Header Checksum
The Header Length field was removed because it is not needed in a header with a fixed

length. In IPv4, the minimum header length is 20 bytes, but if options are added, it can
be extended in 4-byte increments up to 60 bytes. Therefore, with IPv4, the information
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about the total length of the header is important. In IPv6, options are defined in Ex-
tension headers (covered later in this chapter).

The Identification, Flags, and Fragment Offset fields are the fields that are used for the
fragmentation of a packet in the IPv4 header. Fragmentation happens if a large packet
has to be sent over a network that supports only smaller packet sizes. In that case, the
IPv4 router splits the packet into smaller slices and forwards multiple packets. The
destination host collects the packets and reassembles them. If only one packet is missing
or has an error, the whole transmission has to be redone; this is very inefficient. In IPve6,
a host learns the Path Maximum Transmission Unit (MTU) size through a procedure
called Path MTU Discovery, which has been defined in RFC 1981. In IPv4 the Don’t
Fragment Bit (DF Bit) was used for Path MTU Discovery. If a router could not forward
a packet due to its size and could not fragment it because the DF Bit was set, it sent back
an ICMP “Packet Too Big” message to the source node. If a sending IPv6 host wants to
fragment a packet, it will use an Extension header to do so. IPv6 routers along the path
of a packet do not provide fragmentation as they did with IPv4. So the router always
sends back a “Packet Too Big” message to the source node. This is the reason that the
Identification, Flags, and Fragment Offset fields were removed from the IPv6 header
and will be inserted in an Extension header by the source host if needed. I explain
Extension headers later in this chapter.

Path MTU Discovery is explained in Chapter 4.

The Header Checksum field was removed to improve processing speed. If routers do
not have to check and update checksums, processing becomes much faster. At the time
when IPv4 was developed, checksumming at the media access level wasn't common, so
the checksum field in the IPv4 header made sense. Today, the risk for undetected errors
and misrouted packets is minimal. There is also a checksum field at the transport layer
(UDP and TCP). With IPv4, a UDP checksum is optional; with IPv6, a UDP checksum
is mandatory. Since IP is a best-effort delivery protocol, it is the responsibility of upper
layer protocols to ensure integrity.

The Traffic Class field replaces the “Type of Service” field in IPv4. IPv6 has a different
mechanism to handle preferences. The Protocol Type field in IPv4 has been renamed
to Next Header field and the Time-to-Live (TTL) field has been renamed to Hop Limit.
A Flow Label field was added.
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The Fields in the IPv6 Header

By becoming familiar with the fields of the IPv6 header, you will better understand how
IPv6 works.

Figure 3-1 provides an overview of the IPv6 header. The fields are discussed in detail in
the following list.

Version (4 bits) E Version of the protocol.
Traffic Class Used to distinguish different priorities of IPv6 packets.
(1 byte) Refer to RFC 2474 for more information.

Flow Label I Used to label sequences of packets that require the
(20 bits) same treatment for more efficient processing on routers.

Payl(ozalg/ ;‘:Jgth m Length of data carried after IPv6 header.

Next Header Contains a protocol number or a value for an Extension
(1 byte) header. Refer to Table 3-1.

Hop Limit
(1 byte) D Number of hops. Decremented by one by every router.

Source Address | | | | | l | | | I | | | l | | |
(16 bytes)

Destination Address | | | | | l | | | I | | | l | | |
(16 bytes)

Figure 3-1. Fields in the IPv6 header

Figure 3-1 shows that even though the header has a total size of 40 bytes, which is twice
as long as a default IPv4 header, it has actually been streamlined because most of the
header is taken up by the two 16-byte IPv6 addresses. That leaves only 8 bytes for other
header information.

Version (4 bits)
This 4-bit field contains the version of the protocol. In the case of IPv6, the number
is 6. Version number 5 could not be used because it was already assigned to the
experimental stream protocol (RFC 1819).

Traffic class (1 byte)
This field replaces the Type of Service field in IPv4. It facilitates the handling of
real-time data and any other data that requires special handling, and sending nodes
and forwarding routers can use it to identify and distinguish between different
classes or priorities of IPv6 packets.

RFC 2474, “Definition of the Differentiated Services Field (DS Field) in the IPv4
and IPv6 Headers,” explains how the Traffic Class field in IPv6 can be used. RFC
2474 uses the term DS Field to refer to the Type of Service field in the IPv4 header,
as well as to the Traftic Class field in the IPv6 header.
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Refer to Chapter 5 for more information on the use of the Traffic Class

field.

Flow label (20 bits)

This field distinguishes packets that require the same treatment in order to facilitate
the handling of real-time traffic. A sending host can label sequences of packets with
a set of options. Routers keep track of flows and can process packets belonging to
the same flow more efficiently because they do not have to reprocess each packet’s
header. The flow label and address of the source node uniquely identify the flow.
Nodes that do not support the functions of the Flow Label field are required to pass
the field unchanged when forwarding a packet and to ignore the field when re-
ceiving a packet. All packets belonging to the same flow must have the same Source
and Destination IP address.

The use of the Flow Label field is experimental and is currently still
under discussion at the IETF at the time of writing. Refer to Chap-
ter 5 for more information.

Payload length (2 bytes)

This field specifies the payload—i.e., the length of data carried after the IP head-
er. The calculation in IPv6 is different from the one in IPv4. The Length field in
IPv4 includes the length of the IPv4 header, whereas the Payload Length field in
IPv6 contains only the data following the IPv6 header. Extension headers are con-
sidered part of the payload and are therefore included in the calculation.

The fact that the Payload Length field has 2 bytes limits the maximum packet pay-
load size to 64 KB. IPv6 has a Jumbogram Option, which supports bigger packet
sizes if needed. The Jumbogram Option is carried in a Hop-by-Hop Option header
(discussed later in this chapter). Jumbograms are relevant only when IPv6 nodes
are attached to links that have a link MTU greater than 64 KB; they are specified in
REFC 2675.

Next Header (1 byte)

In IPv4, this field is called the Protocol Type field, but it was renamed in IPv6 to
reflect the new organization of IP packets. If the next header is UDP or TCP, this
field will contain the same protocol numbers as in IPv4—for example, protocol
number 6 for TCP or 17 for UDP. But if Extension headers are used with IPv6, this
field contains the type of the next Extension header. Extension headers are located
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between the IP header and the TCP or UDP header. Table 3-1 lists possible values
in the Next Header field. The new IPv6-related headers are bold.

Table 3-1. Values in the Next Header field

Value Description

0 In an IPv4 header: reserved and not used
In an IPv6 header: Hop-by-Hop Option header following

1 Internet Control Message Protocol (ICMPv4)—IPv4 support
2 Internet Group Management Protocol (IGMPv4)—IPv4 support
4 [Pv4

5 Stream Protocol (RFC 1819)

6 TcP

8 Exterior Gateway Protocol (EGP)

9 IGP—any private interior gateway (used by Cisco for their IGRP)
17 uop

iy IPvé

43 Routing header

44 Fragmentation header

45 Interdomain Routing Protocol (IDRP)

46 Resource Reservation Protocol (RSVP)

47 General Routing Encapsulation (GRE)

50 Encapsulating Security Payload header

51 Authentication header

58 ICMPv6

59 No Next Header for IPv6

60 Destination Options header

88 EIGRP

89 OSPF

103 PIM

108 IP Payload Compression Protocol

115 Layer 2 Tunneling Protocol (L2TP)

132 Stream Control Transmission Protocol (SCTP)

135 Mobility Header (Mobile IPv6)

140 Shimé (RFC 5533)

143-252  Unassigned

253,254 Used for experimentation and testing (RFC 3692)
255 Reserved
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Header type numbers derive from the same range of numbers as protocol type
numbers, and therefore should not conflict with them.

Go to http://www.iana.org/assignments/protocol-numbers for the cur-
rent list.

Hop limit (1 byte)

This field is analogous to the TTL field in IPv4. Originally, the IPv4 TTL field
contained a number of seconds, indicating how long a packet can remain in the
network before being destroyed. In fact, IPv4 routers simply decrement this value
by one at each hop. This field has been renamed to Hop Limit in IPv6 to reflect the
purpose. The value in this field expresses a number of hops. Every forwarding node
decrements the number by one. If a router receives a packet with a Hop Limit of 1,
it decrements it to 0, discards the packet, and sends the ICMPv6 message “Hop
Limit exceeded in transit” back to the sender.

Source address (16 bytes)
This field contains the IP address of the originator of the packet.

Destination address (16 bytes)
This field contains the IP address of the intended recipient of the packet. This can
be the ultimate destination or if, for example, a Routing header is present, the ad-
dress of the next hop router.

Figure 3-2 shows the IPv6 header in the trace file.

2le slE Slslslsl=slar 2 e @)

Mo.| Staf Source Address Dest Address |Summary
/1 [H [fe80::202:b3ff fele:8329 [feB0::2a0:24ff f=ch 3256 |ICHPwE: Echo Request Hessage Code=0
4 |

H-.@ DLC: Ethertype=860D, =ize=94 bytes
S [Fvi: ———— IF

‘e Header ————;

bd IPvE:

© Version

: Priority
Flow Label
Payload Length

[

0 {Uncharacterized Traffic)
O=000000

40

S8 { ICHPwE )

128

fefl::202:b3ff: fele: 8329
feBl::2al:24£f :fech 3256

Hext Header
Hop Limit
m&) IPvh: Source address
m&) IPvh: Destination address
il IPve:
@88 ICHPvE: Echo Request Message Code=0

Figure 3-2. The IPv6 header in a trace file

This trace file shows all of the header fields discussed and how they can be presented in
a trace file. The Version field is set to 6 for IPv6. The Traffic Class (Priority) and Flow
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Label fields are not used in this packet and are set to 0. The Payload Length is 40, and
the Next Header value is set to 58 for ICMPv6. The Hop Limit is set to 128, and the
Source and Destination addresses contain the link-local addresses of my IPv6 nodes.
The first line in the detail window shows Ethertype 0x86DD. This value indicates that
this is an IPv6 packet. For IPv4, the value would be ©x0800. This field can be used to set
an analyzer filter for all native IPv6 packets.

Analyzer tools can decode packets in different ways. If you use an-
other version or another type of analyzer, your decode may look
slightly different. The difference is not in the packet, but in the way
the packet is presented in the analyzer interface.

Extension Headers

The IPv4 header can be extended from a minimum of 20 bytes to a maximum of 60
bytes in order to specify options such as Security Options, Source Routing, or Time-
stamping. This capacity has rarely been used because it causes a performance hit. For
example, IPv4 hardware forwarding implementations have to pass the packet containing
options to the main processor (software handling).

The simpler a packet header, the faster the processing is. IPv6 has a new way to deal
with options that has substantially improved processing: it handles options in additional
headers called Extension headers. Extension headers are inserted into a packet only if
the options are needed. And in most cases, the Extension headers are only processed
by the final destination, not by intermediate devices.

The current IPv6 specification defines six Extension headers, which must be supported
by all IPv6 nodes:

» Hop-by-Hop Options header
 Routing header

o Fragment header

o Destination Options header
o Authentication header

o Encapsulating Security Payload header

There can be zero, one, or more than one Extension header in an IPv6 packet. Extension
headers are placed between the IPv6 header and the upper-layer protocol header. Each
Extension header is identified by the Next Header field in the preceding header. The
Extension headers are examined or processed only by the node identified in the Desti-
nation address field of the IPv6 header. If the address in the Destination address field
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is a multicast address, the Extension headers are examined and processed by all the
nodes belonging to that multicast group. Extension headers must be strictly processed
in the order in which they appear in the packet header.

There is one exception to the rule that only the destination node will process an Ex-
tension header. If the Extension header is a Hop-by-Hop Options header, the informa-
tion it carries must be examined and processed by every node along the path of the
packet. The Hop-by-Hop Options header, if present, must immediately follow the IPv6
header. It is indicated by the value 0 in the Next Header field of the IPv6 header (see
Table 3-1 earlier in this chapter).

The first four Extension headers are described in RFC 2460. The
Authentication header is described in RFC 4302, and the Encapsu-
lating Security Payload header in RFC 4303. An update to the for-
mat of future Extension headers has been defined in RFC 6564.

This architecture is very flexible for developing additional Extension headers for future
uses as needed. New Extension headers can be defined and used without changing the
IPv6 header. A good example is the Mobility header defined for Mobile IPv6 (RFC 6275),
which is discussed in Chapter 8.

Figure 3-3 shows how Extension headers are used.

IPv6 header
Next header =TCP TgE (? 3:?: r
Value 6
IPv6 header Routing header
Next header = Routing Next header =TCP ng é'fﬁf:r
Value 43 Value 6
IPv6 header Routing header Fragment header TCP header
Next header =Routing | Next header = Fragment Next header=TCP el e
Value 43 Value 44 Value 6
RFC2460

Figure 3-3. The use of Extension headers

Each Extension header’s length is a multiple of eight bytes so that subsequent headers
can always be aligned. Ifanode is required to process the next header but cannot identify
the value in the Next Header field, it is required to discard the packet and send an
ICMPv6 Parameter Problem message back to the source of the packet.
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For details on ICMPv6 messages, refer to Chapter 4.

If more than one Extension header is used in a single packet, the following header order
should be used (RFC 2460):

1. IPv6 header
2. Hop-by-Hop Options header

3. Destination Options header (for options to be processed by the first destination
that appears in the IPv6 Destination address field, plus subsequent destinations
listed in the Routing header)

Routing header
Fragment header
Authentication header

Encapsulating Security Payload header

® N e

Destination Options header (for options to be processed only by the final destina-
tion of the packet)

9. Upper-Layer header

RFC 2460 leaves some space for interpretation. Although this is the recommended order,
IPv6 nodes must attempt to process Extension headers in any order. But it is still strongly
advised that sources of IPv6 packets use the recommended order unless newer specifi-
cations revise it.

In cases when IPv6 is encapsulated in IPv4, the Upper-Layer header can be another IPv6
header and can contain Extension headers that have to follow the same rules.

Hop-by-Hop Options Header

The Hop-by-Hop Options header carries optional information that must be examined
by every node along the path of the packet. It must immediately follow the IPv6 header
and is indicated by a Next Header value of 0. For example, the Router Alert (RFC 2711)
uses the Hop-by-Hop Options header for protocols such as Resource Reservation Pro-
tocol (RSVP), Multicast Listener Discovery (MLD) messages, or the Jumbogram Op-
tion. With IPv4, the only way for a router to determine whether it needs to examine a
datagram is to at least partially parse upper-layer data in all datagrams. This process
slows down the routing process substantially. With IPv6, in the absence of a Hop-by-
Hop Options header, a router knows that it does not need to process router-specific
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information and can route the packet immediately to the final destination. If there is a
Hop-by-Hop Options header, the router needs only to examine this header and does
not have to look further into the packet.

The format of the Hop-by-Hop Options header is shown in Figure 3-4.

Next Header Identifies type of following header.
(1 byte) Refer to Table 3-1.
Header Extension Length Length of Hop-by-Hop options header in units of
(1 byte) 8 bytes, not including the first 8 bytes.
Options Data of length as specified in : :
(Variable) Option Data Length field Contains one or more options.

OptionType  Option Data Length

Figure 3-4. Format of the Hop-by-Hop Options header

The following list describes each field:

Next Header (1 byte)
The Next Header field identifies the type of header that follows the Hop-by-Hop
Options header. The Next Header field uses the values listed in Table 3-1, shown
earlier in this chapter.

Extension Header Length (1 byte)
This field identifies the length of the Hop-by-Hop Options header in eight-byte
units. The length calculation does not include the first eight bytes. So if the header
is shorter than eight bytes, this field contains the value 0.

Options (variable size)
There can be one or more options. The length of the options is variable and is
determined in the Header Extension Length field.

The Option Type field, the first byte of the Options fields, contains information about
how this option must be treated in case the processing node does not recognize the
option. The value of the first two bits specifies the actions to be taken:

o 00: Skip and continue processing.
o 01: Discard the packet.

o 10: Discard the packet and send ICMP Parameter Problem, Code 2, message to the
packet’s Source address pointing to the unrecognized option type.

o 11: Discard the packet and send ICMP Parameter Problem, Code 2, message to the
packet’s Source address only if the destination is not a multicast address.
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The third bit of the Options Type field specifies whether the option information can
change en route (value 1) or does not change en route (value 0).

Option Type Jumbogram

This Hop-by-Hop Option Type supports the sending of IPv6 Jumbograms. The IPv6
Payload Length field supports a maximum packet size of 65,535 bytes. The Jumbo Pay-
load Option (RFC 2675) allows for larger packets to be sent.

In the IPv6 header of a packet with the Jumbo Payload option, the Payload Length field
is set to 0. The Next Header field contains the value 0, which indicates a Hop-by-Hop
Options header. The Option Type value of 194 indicates the Jumbo Payload option. The
Jumbo Payload Length field has 32 bits and therefore supports the transmission of
packets that are between 65,536 and 4,294,967,295 bytes. RFC 2675 also defines exten-
sions to UDP and TCP that have to be implemented on hosts that need to support the
sending of Jumbograms. All devices on the path of a Jumbogram must support the
option.

Option Router Alert

This Option Type indicates to the router that the packet contains important information
to be processed when forwarding the packet. The option is currently used mostly for
MLD (Multicast Listener Discovery) and RSVP (Resource Reservation Protocol). It is
specified in RFC 2711, which has been updated by RFC 6398.

RSVP uses control packets containing information that needs to be interpreted or up-
dated by routers along the path. These control packets use a Hop-by-Hop Options
header, so only routers process the packet. Regular data packets do not have this Ex-
tension header and are therefore forwarded immediately without further inspection by
the router.

The first three bits of the Option Type field are set to 0. A router that doesn’t know this
option ignores it and forwards the packet. In the remaining five bits of the first byte,
the option type 5 is specified. The Option Data Length field contains the value 2, which
indicates that the following value field has a length of two bytes (refer to Figure 3-4).

The list of Router Alert values can be found at the following link:
http://www.iana.org/assignments/ipv6-routeralert-values.

Figure 3-5 show the Hop-by-Hop Options header in the trace file.
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No. Source Destination Protocol Info
10 fe80: :dded :dles:c310:aef ff0z2::16 IcMPvE Multicast Listener Report Message v2

Frame 10: 90 bytes on wire (720 bits), 90 bytes captured (720 bits) on interface 0
Ethernet II, Src: CadmusCo_dd:ed:d3 (08:00:27:dd:ed:d3), Dst: IPv6mcast_00:00:00:16 (33:33:00:00:00:16)
= Internet Protocol version 6, Src: fe80::dded:dle6:c310:aef (feB0::d4ed:dle6:c310:aef), Dst: ffo2::16 (ffo2::16)
0110 .... = Version: 6
i e T = Traffic class: 0x00000000
............ 0000 0000 0000 0000 0000 = Flowlabel: 0x00000000
payload length: 36
Hop limit: 1
Source: TeBO::dded:dle6:c310:aef (feB0::dded:dle6:c310:aef)
pestination: ff02::16 (ff02::16)
= Hop-by-Hop option
Next header: ICMPvE (58)
Length: 0 (8 bytes)
= IPv6 Option (Router Alert)
Type: Router Alert (5)
Length: 2
Router Alert: MLD (0)
IPv6 Option (Padn)
Internet Control Message Protocol vé

Figure 3-5. The Hop-by-Hop Options header in a trace file

The screenshot shows the details of packet number 10. It isan MLDv2 Multicast Listener
Report Message. As mentioned before, these multicast registration messages always
have a Hop-by-Hop Options header (Next Header value zero), because this is a packet
that the router doesn’t have to forward, but that contains information that it must pro-
cess. You can see the Hop Limit set to 1 for MLD messages; the Destination address of
ff02::16 is the multicast address for MLDv2 routers; the Hop-by-Hop Options header
contains the next header field with the value 58 for ICMPv6; the Length field and the
Router Alert option type 5 with the value field zero for MLD.

Routing Header

The Routing header is used to give a list of one or more intermediate nodes that should
be visited on the packet’s path to its destination. In the IPv4 world, this is called the
Loose Source Route option. The Routing header is identified by a Next Header value of
43 in the preceding header. Figure 3-6 shows the format of the Routing header.

Next Header Identifies type of following header.

(1byte) Referto Table 3-1.
Header Extension Length Length of routing header in units of 8 bytes,

(1byte) not including the first 8 bytes.

Routing Type . .
(1byte) Identifies type of routing header.

Segments Left . . N
(1byte) Number of listed nodes until final destination.

Type Specific Data Depends on routing type.
(Variable)

Figure 3-6. Format of the Routing header
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The following list describes each field:

Next Header (1 byte)
The Next Header field identifies the type of header that follows the Routing header.
It uses the same values as the IPv4 Protocol Type field (see Table 3-1 earlier in this
chapter).

Extension Header Length (1 byte)
This field identifies the length of the Routing header in 8-byte units. The length
calculation does not include the first 8 bytes.

Routing Type (1 byte)

This field identifies the type of Routing header. RFC 2460 describes Routing Type
0, which has been deprecated by RFC 5095 for security reasons. The Mobile IPv6
specification defines a Routing Type 2. (This specification is discussed in Chap-
ter 8.) At the time of writing there are some drafts in progress, which define a new
segment routing architecture and a new routing header type called Segment Rout-
ing header. Find the links to these drafts in the draft section at the end of this chapter.
Whether this specification is going to see the light of day you may know by the time
you read these lines.

Segments Left (1 byte)
This field identifies how many nodes are left to be visited before the packet reaches
its final destination.

Type-Specific Data (variable length)
Thelength of this field depends on the Routing Type. The complete header is always
a multiple of 8 bytes.

If a node processing a Routing header cannot identify a Routing Type value, the action
taken depends on the content of the Segments Left field. If the Segments Left field does
not contain any nodes to be visited, the node must ignore the Routing header and
process the next header in the packet, which is determined by the Next Header field’s
value. If the Segments Left field is not zero, the node must discard the packet and send
an ICMP Parameter Problem, Code 0 message to the packet’s Source address pointing
to the unrecognized Routing Type. If a forwarding node cannot process the packet
because the next link MTU size is too small, it discards the packet and sends an ICMP
Packet Too Big message back to the source of the packet.

Figure 3-7 shows the Type 2 Routing header in a trace file.
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No. Source Destination Protocol ~ Info
°E Binding Acknowledgement

@ Frame 67: o4 bytes on wire (752 bits), 94 bytes captured (752 bits)
@ Ethernet II, Src: vmware_4d:02:01 (00:0c:29:4d:02:01), Dst: Vmware_ea:02:03 (00:0c:29:ea:02:03)
= Internet Protocol Version 6, Src: 3002::1 (3002::1), Dst: 3102::20c:29ff:feea:203 (3102::20c:29ff:feea:203)
@ 0110 .... = Vversion: 6
(7 R 710010, e R = Traffic class: 0x00000000
............ 0000 0000 0000 Q000 0000 = Flowlabel: Ox00000000
pPayload length: 40
Next header: IPv6 routing (43)
Hop Timit: 64
Source: 3002::1 (3002::1)
pestination: 3102::20c:29ff:feea:203 (3102::20c:29ff:feea:203)
= Routing Header, Type : Mobile IP (2)
Next header: mobile IPvé (135)
Length: 2 (24 bytes)
Type: Mobile IP (2)
Segments Left: 1
Home Address: 3002::20c:29ff:feea:203 (3002::20c:29ff:feea:203)
= Mobile IPve / Network Mobility

Figure 3-7. Routing header Type 2 in a trace file

To show the Type 2 Routing header we must take a Mobile IPv6 trace, the specification
that defines this type of Routing header. The Next Header field within the IPv6 header
shows the value 43 for the Routing header. The Routing header contains the fields
discussed earlier in this section. Next Header is a Mobility header indicated by a Next
Header value of 135 in the routing header. The Header Length contains two 8-byte units,
which add up to atotal length of 16 bytes (one address). The Segments Left field contains
the value 1 because there is one address entry in the Options field. Finally, the Options
field lists the Home Address option with the home address.

Refer to Chapter 8 to find out how the Routing header is used for
Mobility.

For an example of a new Routing header option, refer to RFC 6554, “An IPv6 Routing
Header for Source Routes with the Routing Protocol for Low-Power and Lossy Net-
works (RPL).” In Low-power and Lossy Networks (LLNs), routers typically have very
constrained memory that only allows for a small number of default routes and no other
destinations. This RFC defines the Source Routing Header (SRH), which is strictly to be
used between RPL routers.

Fragment Header

AnIPv6 host that wants to send a packet to an IPv6 destination uses Path MTU discovery
to determine the maximum packet size that can be used on the path to that destina-
tion. If the packet to be sent is larger than the supported MTU, the source host fragments
the packet. Unlike in IPv4, with IPv6 a router along the path does not fragment packets.
Fragmentation occurs only at the source host sending the packet. The destination host
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handles reassembly. A Fragment header is identified by a Next Header value of 44 in
the preceding header. The format of the Fragment header is shown in Figure 3-8.

Next Header . h
(1 byte) Identifies type of following header. Refer to table 3-1.
Reserved .
(1 byte) Not used; set to zero.
. The offset in 8-byte units of the data in the
Fragment offset (13 bies) (L [ T 1 1 L T 1 T 1T 11} packet relative to the start of the original packet.

Reserved (2 bits) D]J Not used; set to zero.

. Value 1= more fragments.
M-fiag (1 bi) DJ Value 0 = last fragment.

Identification Identification generated by the source node in order to
(4 bytes) identify all packets belonging to the original packet.

Figure 3-8. Format of the Fragment header

The following list describes each field:

Next Header (1 byte)
The Next Header field identifies the type of header that follows the Fragment header.
It uses the same values as the IPv4 Protocol Type field. (See Table 3-1.)

Reserved (1 byte)
Not used; set to 0.

Fragment Offset (13 bits)
The offset in 8-byte units of the data in this packet relative to the start of the data
in the original packet.

Reserved (2 bits)
Not used; set to 0.

M-Flag (1 bit)
Value 1 indicates more fragments; a value of 0 indicates the last fragment.

Identification (4 Bytes)
Generated by the source host in order to identify all packets belonging to the original
packet. This field is usually implemented as a counter, increasing by one for every
packet that needs to be fragmented by the source host.
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The Fragment header does not contain a Don’t Fragment field as in
IPv4. It is not necessary, because routers no longer fragment in IPv6.
Only the source host can fragment a packet.

The initial unfragmented packet is referred to as the original packet. It has an unfrag-
mentable part that consists of the IPv6 header plus any Extension headers that must be
processed by nodes along the path to the destination (i.e., Hop-by-Hop Options header).
The fragmentable part of the original packet consists of any Extension headers that need
only to be processed by the final destination, plus the Upper-Layer headers and any data.
Figure 3-9 (RFC 2460) illustrates the fragmenting process.

Unfragmentable | Fragment First
part header fragment

Unfragmentable | Fragment Second
part header fragment

Unfragmentable | Fragment Last
part header fragment

Figure 3-9. Fragmentation with IPv6

The unfragmentable part of the original packet appears in every fragment, followed by
the Fragmentation header and then the fragmentable data. The IPv6 header of the
original packet has to be slightly modified. The Length field reflects the length of the
fragment (excluding the IPv6 header) and not the length of the original packet.

The destination node collects all the fragments and reassembles them. The fragments
must have identical Source and Destination addresses and the same identification value
in order to be reassembled. If all fragments do not arrive at the destination within 60
seconds after the first fragment, the destination will discard all packets. If the destination
has received the first fragment (Offset = zero), it sends back an ICMPv6 Fragment
Reassembly Time Exceeded message to the source.

Figure 3-10 shows a Fragment header.
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No. + Source Destination Protocol Info
1 fe80::202:b3ff:fele:8329 fe80: :2a0:24FF:fec5:3256 IPv6 fragment (nXt=ICMPV6 (58) off=0 id=0x1)

2 TeB0::202:b3ff:Tele:8329 feg0::2a0:24F:fec5:3256 ICHPVE Echo (ping) request 1d-0x0000, seq=41, hop 1imit-128 (reply in 4)

4 m

Erame 1: 1510 bytes on wire (12080 bits), 1510 bytes captured (12080 bits)
Ethernet I1, src: Intel_1e:83:29 (00:02:b3:1e:83:29), pst: 3com c5:32:56 (00:a0:24:c5:32:56)
© Internet Protocol Version 6, src: Te80::202:b3ff:fele:8320 (Fe80::202:b3ff:fele:8320), Dst: feBO::2a0:24FF:fec5:3256 (FeBO::2a0:24FF:Fec5:3256)
0110 .... = version: 6
e AOOHOOD R B SR R R TR = Traffic class: 0x00000000
............ 0000 0000 0000 0000 0000 = Flowlabel: 0x00000000
payload length: 1456
Next header: IPv6 fragment (44)
Hop Timit: 128
source: fe80::202:b3ff:fele:8320 (fe80::202:b3ff:fele:8320)
Destination: fe80::2a0:24Ff:fec5:3256 (feBO::2a0:24FF :Fec5:3256)
E Fragmentation Header
Next header: ICMPV6 (58)
Reserved octet: 0x0000
0000 0000 0000 O... = offset: O (0x0000)
Reserved bits: 0 (0x0000)
............... 1 = More Fragment: Yes
Identification: 0x00000001
Reassembled Ipve in frame: 2
Data (1448 bytes)

Figure 3-10. Fragment header in a trace file

The whole fragment set consists of two packets, the first of which is shown in
Figure 3-10. In the IPv6 header, the Payload Length field has a value of 1,456, which is
the length of the fragmentation header and this one fragment, not the length of the
whole original packet. The Next Header field specifies the value 44, which is the value
for the Fragment header. This field is followed by the Hop Limit field and the Source
and Destination IP addresses. The first field in the Fragment header is the Next Header
field. Because this is a ping, it contains the value 58 for ICMPv6. And because this is the
first packet in the fragment set, the value in the Offset field is 0 and the M-Flag is set to
1, which means there are more fragments to come. The Identification field is set to 1
and has to be identical in all packets belonging to this fragment set. Figure 3-11 shows
the second packet of the fragment set.

No. = Source Destination Protocol Info
1 feBO::202:b3ff:fele:8329 fe80: :2a0: 24FF :Fec5:3256 1PVE IPv6 fragment (nxt=ICMPV6 (58) off=0 1d=0x1)
2 feB0::202:b3fF:fele:8329 fe80::2a0:24fF :fecs:3236 ICMPVE Echo (ping) request 1d=0x0000, segq=41, hop 1imit=128 (reply in 4)

< 0

@ Frame 2: 670 byres on wire (5360 bits), 670 bytes captured (5360 bits)
@ Ethernet II, src: Intel_le:83:29 (00:02:b3:1e:83:29), Dst: 3com c€5:32:56 (00:a0:24:C5:32:56)
= Intermet Protocol version 6, src: fe80::202:b3ff:fele:8329 (Fe80::202:b3ff:fele:8320), Dst: fe80::2a0:24ff:fec5:3256 (FeBO::2a0:24ff:fec5:3256)
@ 0110 .... = Version: 6
R — = Traffic class: 0x00000000
............ 6000 0000 0000 0000 0000 = Flowlabel: 0x00000000
payload length: 616
Next header: IPve fragment (44)
Hop limit: 128
source: fe80::202:b3Ff:fele:8329 (Fe80::202:b3FF fele:8329)
Destination: feB0::2a0:24ff:fec5:3256 (fe80::2a0:24ff:fec5:3256)
£ Fragmentation Header
Next header: ICMPV6 (58)
reserved octer: 0x0000
0000 0101 1010 1... = Offset: 181 (0x00bS)
viee wies oo.. .00, — Reserved bits: 0 (0x0000)
............... 0 = More Fragment: No
Identification: 0x00000001
[2 IPV6 Fragments (2056 bytes): #1(1448), #2(608)]
[ Internet Control Message Protocol vé

Figure 3-11. The last packet in the fragment set

The second and last packet of this fragment set has an Offset value of ©x00b5, which
translates to 181 in decimal notation, the length of the first fragment. The M-Flag is set
to 0, which indicates that it is the last packet and tells the receiving host that it is time
to reassemble the fragments. The Identification field is set to 1 in both packets.
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The specification in RFC 2460 allows for overlapping fragments, which creates a security
issue. RFC 5722, “Handling of Overlapping IPv6 Fragments,” explains the security issue,
updates RFC 2460 and forbids overlapping fragments. RFC 6980 describes how IPv6
fragmentation can become a security issue by eliminating the effectiveness of securing
mechanisms such as RA Guard and forbids the use of IPv6 Fragmentation for tradi-
tional Neighbor Discovery messages.

Refer to Chapter 4 for a description of Neighbor Discovery and to
Chapter 6 for a discussion of RA Guard and the security implica-
tions of the Fragment header.

Destination Options Header

A Destination Options header carries optional information that is examined by the des-
tination node only (the Destination address in the IPv6 header). A Next Header value
of 60 identifies this type of header. As mentioned previously, the Destination Options
header can appear twice in an IPv6 packet. When inserted before a Routing header, it
contains information to be processed by the routers listed in the Routing header. When
inserted before the upper-layer protocol headers, it contains information for the final

destination of the packet. Figure 3-12 shows the format of the Destination Options
header.

Next Header
(1 byte)

Header Extension Length
(1 byte)

Options Data of length as specified in
(Variable) Option Data Length field

OptionType  Option Data Length

Figure 3-12. Format of the Destination Options header

As you can see, the format is similar to the format of the Hop-by-Hop Options header.
The following list describes each field:

Next Header (1 byte)
The Next Header field identifies the type of header that follows the Destination
Options header. It uses the same values listed in Table 3-1, shown earlier in this
chapter.
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Extension Header Length (1 byte)
This field identifies the length of the Destination Options header in 8-byte units.
The length calculation does not include the first 8 bytes.

Options (variable size)

There can be one or more options. The length of the options is variable and is
determined in the Header Extension Length field.

The Options field is used in a similar way as with the Hop-by-Hop Options header,
which I discussed earlier in this chapter. An example of the use of the Destination Op-
tions header is Mobile IPv6. You can find a detailed description of Mobile IPv6 in
Chapter 8. Another defined Destination Option Header option is the Tunnel Encapsu-
lation Limit Option in RFC 2473, “Generic Packet Tunneling in IPv6 Specification,”
which is used to limit the number of times that a packet can be further encapsulated.

Find the most current list of defined options for the Routing and the
Destination Options header at http://www.iana.org/assignments/ipv6-
parameters/.

Figure 3-13 shows the Destination Options header in the trace file.

No. Source Destination Protocol Info
53 3002::20c:29ff:feea:203 Binding Update

[@ Frame 53: 110 bytes on wire (880 bits), 110 Eytes captured (880 bits)
® Ethernet II, Src: Vmware_ea:02:03 (00:0c:29:ea:02:03), Dst: Vmware_df:23:87 (00:0c:29:df:23:87)
= Internet Protocol Version 6, Src: 3102::20c:29ff:feea:203 (3102::20c:29ff:feea:203), Dst: 3002::1 (3002::1)
@ 0110 .... = version: 6
B 00 N e e R e = Traffic class: 0x00000000
............ 0000 0000 0000 0000 0000 = Flowlabel: Ox00000000
payload length: 56
Next header: IPv6 destination option (60)
Hop Timit: 64
source: 3102::20c:29ff:feea:203 (3102::20c:29ff:feea:203)
Destination: 3002::1 (3002::1)
= Destination option
Next header: mobile IPvé (135)
Length: 2 (24 bytes)
= IPv6 Option (PadN)
Type: PadN (1)
Length: 2
PadN: 0000
= IPvE option (Home address)
Type: Home Address (201)
Length: 16
Home Address: 3002::20c:29ff:feea:203 (3002::20c:29ff:feea:203)
® Mobile IPve / Network Mobility

Figure 3-13. Destination Options header in the trace file

To show the Destination Options header, we refer to the Mobile IPv6 trace again. This
is a Binding Update message. It uses the Destination Options header with value 60 in
the Next Header field of the IP header. The Destination Options header has a Next
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Header field with the value 135 for a Mobile IPv6 message and contains the Home
Address option and the home address for the mobile node.

Refer to Chapter 8 to find out how the Destination Options header is
used for Mobility.

New Extension Header Format

With the exception of the Hop-by-Hop and Routing header, Extension headers are
usually only processed by the final destination of a packet. In practice there are devices
on the path of a packet, such as routers and firewalls, which are capable of parsing past
or ignoring Extension headers at wire speed. In order to accommodate real-world im-
plementations and to optimize Extension header processing and inspection of Exten-
sion headers, a new format for Extension headers has been defined in RFC 6564, “A
Uniform Format for IPv6 Extension Headers” Figure 3-14 shows the new format.

Next Header Identifies type of following header.
(1byte) Refer to table 3-1
Header Extension Length Length of extension header in units of 8 bytes,
(1 byte) not including the first 8 bytes.
HeaderSpecificata [ | | Field specific to the
(Variable) | | | extension header.

Figure 3-14. The new Extension header format

The following list describes each field:

Next Header (1 byte)
The Next Header field identifies the type of header that follows the Extension head-
er. It uses the same values listed in Table 3-1, shown earlier in this chapter.

Extension Header Length (1 byte)
This field identifies the length of the Extension header in 8-byte units. The length
calculation does not include the first 8 bytes.

Options (variable size)
The length of the options is variable and is determined in the Header Extension
Length field.

The format of the basic Extension headers described in this chapter will not change. But
if new Extension headers are defined in the future, they must follow this format. This
means that any device that deals with Extension headers, such as firewalls, must be
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capable of properly processing the basic Extension headers, but also new Extension
headers using the new format.

Several rules are defined in RFC 6564 and summarized below:

o If possible, no new Extension headers should be defined, but rather new options
for the Destination Options header. Only if that is not possible can a new Extension
header be defined.

o No new header with hop-by-hop behavior must be created, and new options for
the existing Hop-by-Hop Options header should only be created under limited
circumstances.

Processing of Extension Headers and Header Chain Length

The base specification in RFC 2460 says that Extension headers are only processed by
end nodes (with the exception of the Hop-by-Hop Options header). The goal of this
architecture was that new Extension headers can be introduced and only end nodes
need to be updated. This process would be transparent to forwarding nodes along the
path of the packet. Practice has shown that this is not always applicable. Some routers
and a variety of intermediate boxes such as firewalls, load balancers, and packet classi-
fiers, also called middleware, might inspect other parts of the IP header beyond the IPv6
base header. Very often, if they do not recognize an Extension header, they simply drop
the packet, which leads to connectivity failures. Also the Hop-by-Hop Extension header
is often not handled by high-speed routers or is processed on a slow path.

RFC 7045, “Transmission and Processing of Extension Headers,” discusses these issues.
While according to the base specification, end nodes should discard Extension headers
that they don’t recognize, this should not be done by forwarding devices on the path of
a packet. Otherwise, these forwarding devices may discard packets with newly defined
Extension headers that they don’t recognize yet. The RFC says that there should be a
policy on these devices to be individually configurable. The default configuration should
allow all standard Extension headers. For firewalls, the RFC requires that, in particular,
packets containing standard Extension headers are only to be discarded as a result of
an intentionally configured policy. For the Hop-by-Hop Extension header the require-
ment is that all forwarding devices should process it, but implementers have to be aware
that this usually happens on a slow path.

Another problem was that there was not one single place where all Extension headers
can be found and the number may increase regularly as new specifications come out.
So it is difficult for vendors to identify what Extension headers they have to support in
their implementations. The RFC therefore defines that there must be a new section in
the IANA (Internet Assigned Numbers Authority) IPv6 Parameters section to list all
IPv6 Extension header types.
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The new IANA registry section for “IPv6 Extension header” on page
153 can be found at http://bit.ly/1na7HIQ.

With regard to the header chain (which includes the IPv6 header, any Extension headers,
plus the upper protocol header), note the following: in IPv4 we had a fixed upper limit
for the size of all IPv4 options in an IPv4 packet. In the IPv6 base specification there is
no limit to the number of Extension headers in a packet. So it is possible that when a
packet is fragmented, the header chain may span multiple fragments. This causes prob-
lems, specifically if firewalls cannot apply rules to fragments, because the information
they need is missing in the first fragment. RFC 7112, “Implications of Oversized IPv6
Header Chains,” describes the issue and updates RFC 2460 such that the first fragment
of a fragmented datagram is required to contain the entire IPv6 header chain.

Now that you are familiar with the IPv6 header and the Extension headers, the next
chapter introduces the advanced features of ICMPv6, which offer management func-
tionality not known with ICMPv4.
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refer to https://datatracker.ietf.org/public/pidtracker.cgi. You can enter the draft name
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CHAPTER 4
ICMPv6

If you are familiar with IPv4, the Internet Control Message Protocol (ICMP) for IPv4
is probably a good friend of yours: it gives important information about the health of
the network. ICMPV6 is the version that works with IPv6. It reports errors if packets
cannot be processed properly and sends informational messages about the status of the
network. For example, if a router cannot forward a packet because it is too large to be
sent out on another network, it sends an ICMP message back to the originating host.
The source host can use this ICMP message to determine a better packet size and then
resend the data. ICMP also performs diagnostic functions, such as the well-known ping,
which uses ICMP Echo Request and Echo Reply messages to test availability of a node.

ICMPv6 is much more powerful than ICMPv4 and contains new functionality, as de-
scribed in this chapter. For instance, the Internet Group Management Protocol (IGMP)
function that manages multicast group memberships with IPv4 has been incorporated
intoICMPv6. The same s true for ARP/RARP, the Address Resolution Protocol/Reverse
Address Resolution Protocol function used in IPv4 to map Layer 2 addresses to IP
addresses (and vice versa). Neighbor Discovery (ND) is introduced; it uses ICMPv6
messages to determine link-layer addresses for neighbors attached to the samelink, find
routers, keep track of which neighbors are reachable, and detect changed link-layer
addresses. New message types have been defined to allow for simpler renumbering of
networks and updating of address information between hosts and routers. ICMPv6 also
supports Mobile IPv6, which is described in Chapter 8. ICMPV6 is part of IPv6, and it
must be implemented fully by every IPv6 node. The protocol is defined in RFC 4443.
Neighbor Discovery is defined in RFC 4861.

General Message Format

All ICMPv6 messages have the same general header structure, as shown in Figure 4-1.
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Type .
(1byte) Identifies the message type.
Code Depends on message type.
(1 byte) Adds more information.
Checksum Used to detect data corruption in the
(2 bytes) ICMPv6 message.
Message Body Varies depending on type/code of
(Variable) the message.

Figure 4-1. General ICMPv6 header format

Type (1 byte)
This field specifies the type of message, which determines the format of the re-
mainder of the message. Tables 4-1 and 4-2 list ICMPv6 message types and
numbers.

Code (1 byte)
The Code field depends on the message type and allows for more granular infor-
mation in certain cases. Refer to Tables 4-1 and 4-2 for a detailed list.

Checksum (2 bytes)
The Checksum field is used to detect data corruption in the ICMPv6 header and in
parts of the IPv6 header. In order to calculate the checksum, a node must determine
the Source and Destination address in the IPv6 header. There is a pseudoheader
included in the checksum calculation, which is new with ICMPv6. Chapter 5 dis-
cusses the checksum and the pseudoheader.

Message body (variable size)
Depending on the type and code, the message body will hold different data. In the
case of an error message, to assist in troubleshooting, it will contain as much as
possible of the packet that invoked the message. The total size of the ICMPv6 packet
should not exceed the minimum IPv6 MTU, which is 1,280 bytes. Tables 4-1 and
4-2 provide an overview of the different message types, along with the additional
code information, which depends on the message type.

There are two classes of ICMP messages:

ICMP error messages
Error messages have a 0 in the high-order bit of their message Type field. ICMP
error message types are, therefore, in the range from 0 to 127.

ICMP informational messages
Informational messages have a 1 in the high-order bit of their message Type field.
ICMP informational message types are, therefore, in the range from 128 to 255.
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An IPv6 header and zero or more Extension headers precede every ICMPv6 message.
The header just preceding the ICMP header has a Next Header value of 58. This value
is different from the value for ICMPv4 (which has the value 1).

The values for the Next Header field are discussed in Chapter 3.

The following message types are described in RFC 4443:

ICMPv6 error messages

« Destination Unreachable (message type 1)
o Packet Too Big (message type 2)
o Time Exceeded (message type 3)

o Parameter Problem (message type 4)
ICMPv6 informational messages

o Echo Request (message type 128)
 Echo Reply (message type 129)

For the most current list of ICMPv6 message types, refer to the In-
ternet Assigned Number Authority (IANA) at http://www.iana.org/
assignments/icmpv6-parameters. All IPv4 ICMP parameters can be
found at http://www.iana.org/assignments/icmp-parameters.

Table 4-1. ICMPv6 error messages and code type

Message Message type Code field
number

1 Destination Unreachable ~ © = no route to destination
1 = communication with destination administratively prohibited
2 = beyond scope of source address
3 = address unreachable
4 = port unreachable
5 = Source address failed ingress/egress policy
6 = reject route to destination
7 = error in source routing header

2 Packet Too Big Code field set to O by the sender and ignored by the receiver
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Message Message type Code field

number
3 Time Exceeded 0 = hop limit exceeded in transit

1 = fragment reassembly time exceeded
4 Parameter Problem 0 = erroneous header field encountered

1 = unrecognized next header type encountered

2 = unrecognized IPv6 option encountered

The pointer field identifies the octet offset within the invoking packet where the
error was detected. The pointer points beyond the end of the ICMPv6 packet if the
field in error is beyond what can fit in the maximum size of an ICMPv6 error message.

100 and 101 Private experimentation ~ RFC 4443

127 Reserved for expansion of ~ RFC 4443
ICMPv6 error messages

Note that the message numbers and types have substantially changed compared to
ICMPv4. ICMP for IPv6 is a different protocol, and the two versions of ICMP are not
compatible. Your analyzer, such as Wireshark, should properly decode all this infor-
mation, so you do not have to worry about memorizing it.

Table 4-2. ICMPv6 informational messages

128 Echo Request RFC 4443. Used for the ping command.

129 Echo Reply

130 Multicast Listener Query RFC 2710. Used for multicast goup management.

131 Multicast Listener Report

132 Multicast Listener Done

133 Router Solicitation RFC 4861. Used for Neighbor Discovery and
Autoconfiguration.

134 Router Advertisement

135 Neighbor Solicitation

136 Neighbor Advertisement

137 Redirect Message

138 Router Renumbering RFC 2894
Codes:

© = Router renumbering command
1 = Router renumbering result
255 = Sequence number reset

139 ICMP Node Information Query RFC 4620
140 ICMP Node Information Response
141 Inverse ND Solicitation RFC3122

76 | Chapter4:1CMPv6

www.it-ebooks.info


http://www.it-ebooks.info/

142 Inverse ND Adv Message RFC3122
143 Version 2 Multicast Listener Report RFC3810
144 ICMP Home Agent Address Discovery Request Message  RFC 6275, “ICMPv6 Messages for Mobile IPv6”
145 ICMP Home Agent Address Discovery Reply Message
146 ICMP Mobile Prefix Solicitation Message
147 ICMP Mobile Prefix Advertisement Message
148 Certification Path Solicitation Message RFC 3971 “ICMPv6 Messages for SEcure Neighbor
Discovery”
149 Certification Path Advertisement Message
151 Multicast Router Advertisement RFC 4286
152 Multicast Router Solicitation
153 Multicast Router Termination
154 Fast Mobile IPv6 Messages RFC 5568
155 Routing Protocol for Low-Power Network Messages RFC 6550
156 ILNPv6 Locator Update Message RFC 6743
157 Duplicate Address Request RFC 6775 (6LoWPANs)
158 Duplicate Address Confirmation
200 and Private experimentation RFC 4443
201
255 Reserved for expansion of ICMPv6 informational RFC 4443
messages

With the exception of the router renumbering message (138), the ICMPv6 informa-
tional messages do not use the Code field. It is, therefore, set to zero.

As you will learn in the coming paragraphs, ICMPv6 is very powerful and is used for
many processes that are critical to the proper working of IPv6, such as Path MTU Dis-
covery. Therefore it is not a good idea to completely filter all ICMP messages at firewalls,
as has been the practice in many IPv4 networks. With ICMPv6 you have to carefully
evaluate which ICMPv6 messages are important. RFC 4890, “Recommendations for
Filtering ICMPv6 Messages in Firewalls,” discusses this and makes recommendations.

ICMP Error Messages

Every ICMP message can have a slightly different header depending on the kind of error
report or information it carries. The following sections outline the structure of each
type of ICMPv6 message.
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Destination Unreachable

A Destination Unreachable message is generated if an IP datagram cannot be deliv-
ered. A Type field with the value 1 identifies this message. The ICMP message is sent to
the Source address of the invoking packet. The format of the Destination Unreachable
message is shown in Figure 4-2.

Type s
(1byte) 1 1= Destination Unreachable
Code: Refer to Table 4-3 for the list of codes
Code
(1 byte)
Checksum
(2 bytes)
Unused Must be zero.
(4 bytes) Ignored by receiver.
Data IPv6 header plus as much as fits
(Variable) of original data.

Figure 4-2. Format of the Destination Unreachable message

The Type field is set to 1, which is the value for the Destination Unreachable message.
The Code field supplies more information about the reason why the datagram was not
delivered. The possible codes are listed in Table 4-3. The data portion of the ICMP
message contains as much of the original message as will fit into the ICMP message.

Table 4-3. Code values of the Destination Unreachable message (type 1)

Code Description

0

“No route to destination.”
This code is used if a router cannot forward a packet because it does not have a route in its table for a destination network.
This can happen only if the router does not have an entry for a default route.

“Communication with destination administratively prohibited.”
This type of message can, for example, be sent by a firewall that cannot forward a packet to a host inside the firewall
because of a packet filter. It might also be sent if a node is configured not to accept unauthenticated Echo Requests.

“Beyond scope of Source address.”
This code is used if the Destination address is beyond the scope of the Source address, e.g., if a packet has a link-local
Source address and a global Destination address.

“Address unreachable”
This code is used if a Destination address cannot be resolved into a corresponding network address or if there is a data-
link layer problem preventing the node from reaching the destination network.

“Port unreachable.”

This code is used if the transport protocol (e.g., UDP) has no listener and there is no other means to inform the sender.
For example, if a Domain Name System (DNS) query is sent to a host and the DNS server is not running, this type of
message is generated.
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Code Description

5 “Source address failed ingress/egress policy.”
This code is used if a packet with this Source address is not allowed due to ingress or egress filtering policies.

6 “Reject route to destination.”
This code is used if the route to the destination is a reject route.

If the destination is unreachable due to congestion, no ICMP message is generated. A
host that receives a Destination Unreachable message must inform the upper-layer
process.

Packet Too Big

If a router cannot forward a packet because it is larger than the MTU of the outgoing
link, it will generate a Packet Too Big message (shown in Figure 4-3). This ICMPv6
message type is used as part of the Path MTU Discovery process that I discuss later in
this chapter. The ICMP message is sent to the Source address of the invoking packet.

Type _ .
(1byte) 2 2 = Packet Too Big
Code
(bye) | ©
Checksum
(2 bytes)
MTU The Maximum Transmission Unit (MTU)
(4 bytes) of the next hop link.
Data IPv6 header plus as much as fits
(Variable) of original data.

Figure 4-3. Format of the Packet Too Big message

The Type field has the value 2, which identifies the Packet Too Big message. In this case,
the Code field is not used and is set to 0. The important information for this type of
message is the MTU field, which contains the MTU size of the next hop link.

RFC 4443 states that an ICMPv6 message should not be generated as a response to a
packet with an IPv6 multicast Destination address, a link-layer multicast address, or a
link-layer broadcast address. The Packet Too Big message is an exception to this rule.
Because the ICMP message contains the supported MTU of the next hop link, the source
host can determine the MTU that it should use for further communication. A host that
receives a Packet Too Big message must inform the upper-layer process.
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Time Exceeded

When a router forwards a packet, it always decrements the hop limit by one. The hop
limit makes sure that a packet does not endlessly travel through a network. If a router
receives a packet with a hop limit of 1 and decrements the limit to 0, it discards the
packet, generates a Time Exceeded message with a code value of 0, and sends this mes-
sage back to the source host. This error can indicate a routing loop or the fact that the
sender’s initial hop limit is too low. It can also tell you that someone used the tracer-
oute utility, which is described later in this chapter. Figure 4-4 shows the format of the
Time Exceeded message.

Type o
(1byte) 3 3 =Time Exceeded
Code Code: 0= hop limit exceeded in transit
(1 byte) 1=fragment reassembly time exceeded
Checksum
(2 bytes)
Unused Must be zero.
(4 bytes) Ignored by receiver.
Data IPv6 header plus as much as fits
(Variable) of original data.

Figure 4-4. Format of the Time Exceeded message

The Type field carries the value 3, specifying the Time Exceeded message. The Code
field can be set to 0, which means the hop limit was exceeded in transit, or to 1, which
means that the fragment reassembly time is exceeded. The data portion of the ICMP
message contains as much of the original message as will fit into the ICMP message,
depending on the MTU used.

An incoming Time Exceeded message must be passed to the upper-layer process.
Table 4-4 shows the Code fields for the Time Exceeded message.

Table 4-4. Code values for Time Exceeded message (type 3)

Code Description

0 “Hop limit exceeded in transit.”
Possible causes: the initial hop limit value is too low; there are routing loops; or use of the traceroute utility.

1 “Fragment reassembly time exceeded.”
If a fragmented packet is sent by using a fragment header (refer to Chapter 2 for more details) and the receiving host
cannot reassemble all packets within a certain time, it notifies the sender by issuing this ICMP message.

The “Hop limit exceeded in transit” message type is commonly used to do the traceroute
function. Tracerouteis helpful in determining the path thata packet takes when traveling
through the network. In order to do this, a first packet is sent out with a hop limit of 1.
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The first router in the path decrements the hop limit to 0, discards the packet, and sends
back an ICMP message type 3, code 0. The source host now knows the address of the
first hop router. Next, it sends out a second packet with a hop limit of 2. This packet is
forwarded by the first router, which decrements the hop limit to 1. The second router
in the path decrements the hop limit to 0, discards the packet, and sends back an ICMP
message type 3, code 0. Now the source knows about the second router in the path.
Raising the hop limit by one (with every packet sent until the packet reaches the final
destination) continues this process. Every router in the path to the final destination
sends an ICMP message back to the source host, thereby providing its IP address. It is
important to know that if there are redundant paths to the destination, traceroute does
not necessarily show the same route for all tests because it might choose different paths.

Parameter Problem

If an IPv6 node cannot complete the processing of a packet because it has a problem
identifying a field in the IPv6 header or in an Extension header, it must discard the
packet, and it should send an ICMP Parameter Problem message back to the source of
the problem packet. This type of message is often used when an error that does not fit
into any of the other categories is encountered. The format of this ICMP message is
shown in Figure 4-5.

Type -
(1byte) 4 4 = Parameter Problem
Code | Code: 0= erroneous header field encountered
(1 byte) 1= unrecognized next header type encountered
2 = unrecognized IPv6 option encountered
Checksum
(2 bytes)
Pointer | Identifies the offset where the error
(4 bytes) was detected.
Data
(Variable)

Figure 4-5. Format of the Parameter Problem message

The Type field has the value 4, which specifies the Parameter Problem message. The
Code field can contain any of the three values described in Table 4-5. The Pointer field
identifies at which byte in the original packet the error was detected. The ICMP message
includes as much of the original data as fits, up to the minimum IPv6 MTU. It is possible
that the pointer points beyond the ICMPv6 message. This would be the case if the field
in error was beyond what can fit in the maximum size of an ICMPvV6 error message.

Table 4-5 shows the Code fields for the Parameter Problem message.
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Table 4-5. Code values for Parameter Problem (type 4)

Code Description

0 Erroneous header field encountered
1 Unrecognized next header type encountered

2 Unrecognized IPv6 option encountered

For example, an ICMPv6 message of type 4 with a code value of 1 and a pointer set to
40 indicates that the Next Header type in the header following the IPv6 header was
unrecognized.

An incoming Parameter Problem message must be passed to the upper-layer process.

ICMP Informational Messages

In RFC 4443, two types of informational messages are defined: the Echo Request and
the Echo Reply messages. Other ICMP informational messages are used for Path MTU
Discovery and Neighbor Discovery. These messages are discussed at the end of this
chapter and defined in RFC 4861, “Neighbor Discovery for IP Version 6,”and RFC 1981,
“Path MTU Discovery’ for IP Version 6.

The Echo Request and Echo Reply messages are used for one of the most common TCP/
IP utilities: Packet InterNet Groper (ping). Ping is used to determine whether a specified
host is available on the network and ready to communicate. The source host issues an
Echo Request message to the specified destination. The destination host, if available,
responds with an Echo Reply message. Figures 4-8 and 4-9 (later in the chapter) show
what a ping looks like in the trace file.

Echo Request Message

The format of the Echo Request message is shown in Figure 4-6.
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Type _
(1byte) 128 l 128 = Echo Request
Code
(1 byte) 0 l
Checksum
(2 bytes)
Identifier Used to match echo replies to this request.
(2 bytes) May be zero.
Sequence Number Used to match echo replies to this request.
(2 bytes) May be zero.
Data .
(Variable) Zero or more bytes of arbitrary data.

Figure 4-6. Format of the Echo Request message

The Type field is set to 128, the value for the Echo Request. The Code Field is not used
for this message and is therefore set to 0. The Identifier and Sequence Number fields
are used to match requests with replies. The reply must always contain the same numbers
as the request. Whether an identifier and a sequence number are used and what kind
of arbitrary data is included in the Echo Request depends on the TCP/IP stack you are
using. When you analyze trace files with Echo Request and Echo Reply messages and
you are familiar with some stacks, you can determine the TCP/IP stack of the sender
by looking at the arbitrary data.

Echo Reply

The format of the Echo Reply message is very similar to that of the Echo Request, as
shown in Figure 4-7.

( IT)I;;;) 129 129 =Echo Reply

Code
(1 byte)

Checksum
(2 bytes)

Identifier
(2 bytes)

Sequence Number
(2 bytes)

{Vc?;;ZIe) The data from the invoking Echo Request.

The identifier from the invoking Echo Request.

The sequence number from the invoking Echo Request.

Figure 4-7. Format of the Echo Reply message
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The Type field contains the value 129 for Echo Reply. The Code field is unused and set
to 0. The Identifier and Sequence Number fields must match the fields in the request.
The data of the Echo Request message must be copied into the reply entirely and un-
modified. If an upper-layer process initiated the Echo Request, the reply must be passed
to that process. If the Echo Request message was sent to a unicast address, the Source
address of the Echo Reply message must be the same as the Destination address of the
Echo Request message. If the Echo Request was sent to an IPv6 multicast address, the
Source address of the Echo Reply must be a unicast address of the interface on which
the multicast Echo Request was received.

According to the specification, ICMPv6 Echo Request and Reply messages can be au-
thenticated, using an IPv6 authentication header. This means that a node can be con-
figured to ignore nonauthenticated ICMPv6 pings and provide protection against dif-
ferent ICMPv6 attacks. I don’t know of any implementation, though, that supports this
feature.

Processing Rules

There are several rules that govern processing of ICMP packets. They can be found in
RFC 4443 and are summarized as follows:

o Ifanode receives an ICMPV6 error message of unknown type, it must pass it to the
upper layer.

o If a node receives an ICMPv6 informational message of unknown type, it must be
silently discarded.

« As much as possible of the packet that caused the ICMP error message will be
included in the ICMP message body. The ICMP packet should not exceed the min-
imum IPv6 MTU.

o Ifthe error message has to be passed to the upper-layer protocol, the protocol type
is determined by extracting it from the original packet (present in the body of the
ICMPv6 error message). In case the protocol type cannot be found in the body of
the ICMPv6 message (because there were too many Extension headers present in
the original packet, and the part of the header that contained the upper-layer pro-
tocol type was truncated), the ICMPv6 message is silently discarded.

An ICMPvV6 error message must not be sent in the following cases:

o Asaresult of an ICMPv6 error message.
o Asaresult of an ICMPv6 redirect message.

o Asaresult of a packet sent to an IPv6 multicast address. There are two exceptions
to this rule: the Packet Too Big message that is used for Path MTU Discovery, and
the Parameter Problem with the code value 2 for an unrecognized IPv6 option.
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o Asaresultofapacketsentasalink-layer multicast (exceptionsjust described apply).

 As a result of a packet sent as a link-layer broadcast (exceptions just described
apply).

o As a result of a packet whose Source address does not uniquely identify a single
node. This could be an IPv6 unspecified address, an IPv6 multicast address, or an
IPv6 address known to be an anycast address.

Every IPv6 node must implement a rate-limiting function that limits the rate of ICMPv6
messages it sends, and it should be configurable. If this function is implemented prop-
erly, it protects against Denial of Service attacks.

The ICMPv6 Header in a Trace File

After reading through all that dry information, you deserve something different. The
following screenshot (Figure 4-8) shows what a ping looks like in the trace file and
provides details of many of the fields discussed so far.

fer - Trillian, Ethernet [Line speed at 10 Mbps] - [pingnttux.cap: Decode, 1/2 Ethernet Frames]

Monitar  Capture  Display Tools Database Window Help
| S I Ih‘
z(E| 8lE| sl e m= e 2] @

[Ho.[5tal] Souice Addiess [DestAddiess [Bummary
D|1 ‘M feB0.:202 D3EL fele 8329 |feB0. :2al:24if fech 3256 |ICMEvG Echo Request Hessage Cods=0
iz fofD: :2al:24ff:fech 3256 |feB0::202:b37f:fels 8329 |ICMPvh: Echo Reply M Code=0

< |
-HJ DLC: Ethertype=86D0. size=94 bytes

E-¥ IPwh: ———— IPw6 Header ————
L3 IPve

-y IPvE: Version =
L3 IPv6: Priority = 0 (Uncharacterized Traffic)
D IPvE: Flow Label = 0=000000

-j IPv6: Payload Length = 40

L3 IPvé: Hext Header 58 (ICHEwE)
L3 IPve: Hop Linmit 64

L3 IPv6: Source address
LJ IPvé: Destination address
L3 IPve

£+ ICHPwh: ————o ICHPvE Header ————o
) ICHPwe
B ICHPve: Type

) ICHPwE: Code

fe=80::202 b3ff:fele: 8329
fe80::2a0: 24£f: fec:3256

128 (Echo Request Message)
0

B ICHPvE . Checksun - D=d7CC
f) ICMPv6: Identifier =0
~f) ICHPwh . Sequence Humber = 38

[32 Bytes of data]

-f) ICHPvE

00000000: 00 a0 24 =5 32 56 00 02 b3 1s 83 29 86 dd 60 00 SEPNL 2 Y
00000010: 00 00 00 28 3a 40 f= B0 00 OO0 OO0 OO0 OO OO0 02 02 (:@bl
00000020: b3 ff fe 1= 83 29 f= B0 00 OO0 OO0 OO OO OO0 02 a0 *%h 1)bl
00000030: 24 f£f fs o5 32 56 80 00 47 oc 00 00 00 26 G162 sybA2vi.GI.. &8B
00000040: 63 64 65 66 67 68 69 6a 6b 6c 6d 6e 6f 70 71 72 cdefghijklmnopgr
00000050: 73 74 75 76 77 61 62 63 64 65 66 67 68 69 stuvwabcdefghi

Figure 4-8. Echo Request in a trace file

As shown in Chapter 3, the IPv6 header provides the following information: the Version
field is set to 6 and indicates that this is an IPv6 packet. Priority and Flow Label are not
configured and set to zero. The Payload Length field is set to 40 bytes. The Next Header

The ICMPv6 Headerina TraceFile | 85

www.it-ebooks.info


http://www.it-ebooks.info/

field has the value 58, which is the value for ICMPv6. The Hop Limit is set to 64. We

can also see source and destination IP address. The prefix fe80: indicates that these two
addresses are link-local addresses.

Note the first three fields of the ICMPv6 header. They are the fields that are common
for every ICMPv6 message: the Type, Code, and Checksum fields. The Type field con-
tains the value 128, which is the value for an Echo Request. The Identifier and Sequence
Number fields are unique to the Echo Request and Echo Reply message. The Identifier
is not used in this case, and the sender has set the sequence to 38. It has to be identical
in the matching reply shown in the following screenshot. The Data field contains arbi-
trary data that doesn’t need to make sense to anyone.

Oh, ITalmost forgot that earlier I promised to show vendor stack-related data in the Echo
Request message. What you see here—the alphabet up to the letter “w”—is what Mi-
crosoft uses. Whenever you see this in a trace file, a Microsoft stack is sending the
request. Figure 4-9 shows the Echo Reply in detail.

niffer - Trillian, Ethernet [Line speed at 10 Mbps] - [pingnttux.cap: Decode, 2/2 Ethernet Frames]
File  Monitar  Capture Display Took Database Window Help

N | m|
R EEEE TR E )
[ Mo [StafSource Address | Dest Address [ Summary

F]|1 |M fef0: 202 :b3ff:fele: 8329 fe80::2a0:24ff :fec5: 3256 ICHPvE: Echo Request Hessage Code=0
112 fefl: :2a0: 24ff:fec5: 3256 feB0::202:b3ff:fele: 8329 ICHPvE: Echo Reply Hessage Code=0
4 |
ez HY DIC: Ethertype=26DD, size=94 bytes

2% IPve: ——— IPvh Header ———

: Version

: Priority

: Flow Label

: Payload Length

: Hext Header

Hop Limit

: Source address

: Destination address

3

0 (Uncharacterized Traffic)
0=x000000

40

58 (ICHPw&)

64

fedl:  2a0:24ff:fech 3256
fedl: 202:b3iff fels 8329

e ICHPvE Header ————-

B ICHPvE: Type
&) ICHPv6: Cods
-4 ICHPv6: Checksun

129 (Echo Reply Hessage)
1}

O=46CC

0

equence Nunber
: [32 Bytes of data]

B 1cHPve -

0ooopoi0: o0 00 00 28 3a 40 fe &0 00 00 OO0 00 OO0 00 02 a0

00000020: 24 ff fe cbh 32 56 fe 80 00 00 00 00 OO0 00 02 02 $ybA2Vpl
00000030: b3 ff fe le 83 29 81 00 46 cc 00 00 OOV26 61 62 *vh.1)1.FI. &b
00000040: 63 64 65 66 67 68 69 6a 6b 6c 6d 6e 6f 70 71 72 cdefghijklmnopgr
00000050: 73 74 75 76 77 B1 62 63 64 B5 RE A7 6B B9 stuvvabodef ghi

00000000: 00 02 b3 1e 83 29 00 a0 24 o5 32 56 86 dd 60 00 ..*.1). sAzVuT".
@bl

Figure 4-9. Echo Reply in a trace file

Again, the IPv6 header shows a value of 6 for the IP version and a Next Header value
of 58 for ICMPv6. The Destination address of the previous frame is now the Source
address, and the previous Source address is now the Destination address. The Type field
in the ICMPv6 header shows a value of 129, which is the value for an Echo Reply. The
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Identifier and Sequence Number fields, as well as the Data field, match the ones in the
Echo Request.

Neighbor Discovery

Neighbor Discovery (ND) is specified in RFC 4861. The specifications in this RFC relate
to different protocols and processes known from IPv4 that have been modified and
improved. New functionality has also been added. It combines Address Resolution
Protocol (ARP) and ICMP Router Discovery and Redirect. With IPv4, we have no means
to detect whether a neighbor is reachable. With the Neighbor Discovery protocol, a
Neighbor Unreachability Detection (NUD) mechanism has been defined. Duplicate IP
address detection (DAD) has also been implemented. IPv6 nodes use Neighbor Dis-
covery for the following purposes:

o For Stateless Autoconfiguration of IPv6 addresses

o To determine network prefixes, routes, and other configuration information
o For Duplicate IP Address Detection (DAD)

o To determine Layer 2 addresses of nodes on the same link

« To find neighboring routers that can forward their packets

o To keep track of which neighbors are reachable and which are not (NUD)

o To detect changed link-layer addresses

The following improvements over the IPv4 set of protocols can be noted:

 Router Discovery is now part of the base protocol set. With IPv4, the mechanism
needs to get the information from the routing table or DHCP.

+ Router Advertisement packets contain link-layer addresses for the router. There is
no need for the node receiving a Router Advertisement to send out an additional
ARP request (as an IPv4 node would have to do) to get the link-layer address for
the router interface. The same is true for ICMPv6 Redirect messages; they contain
the link-layer address of the new next-hop router interface.

o Router Advertisement packets contain the prefix for a link (subnet information).
There is no longer a need to configure subnet masks; they can be learned from the
Router Advertisement.

o Neighbor Discovery (ND) provides mechanisms to renumber networks more easi-
ly. New prefixes and addresses can be introduced while the old ones are still in use,
and the old ones can be deprecated and removed gradually.

» Router Advertisements enable Stateless Address Autoconfiguration and can tell
hosts when to use Stateful Address Configuration (e.g., DHCP).
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o Routers can advertise an MTU to be used on a link.

« Multiple prefixes can be assigned to one link. By default, hosts learn all prefixes
from the router, but the router can be configured not to advertise some or all of the
prefixes. In that case, hosts assume that a nonadvertised prefix destination is remote
and send the packets to the router. The router can then issue ICMP Redirect mes-
sages as needed.

 Neighbor Unreachability Detection (NUD) is part of the base protocol. It substan-
tially improves packet delivery in case of failed routers or link interfaces that
changed their link-layer address. It solves the issues with outdated ARP caches.
NUD detects failed connectivity, and traffic is not sent to unreachable neighbors.
The Neighbor Unreachability Detection also detects failed routers and switches to
live ones.

» Router Advertisements and ICMP redirects use link-local addresses to identify
routers. This allows hosts to maintain their router associations even in the case of
renumbering or use of new global prefixes.

 Neighbor Discovery messages have a hop limit value of 255, and requests with a
lower hop limit are not answered. This makes Neighbor Discovery immune to
remote hosts that try to sneak into your link, because their packets have a decre-
mented hop limit and are thus ignored.

o Standard IP authentication and security mechanisms can be applied to Neighbor
Discovery.

This summary gives an idea of what can be expected from this part of the specification.
Now let’s discuss the different processes in detail. The Neighbor Discovery protocol
consists of five ICMP messages: a pair of Router Solicitation/Router Advertisement
messages, a pair of Neighbor Solicitation/Neighbor Advertisement messages, and an
ICMP Redirect message (refer to Table 4-2 earlier in this chapter for a summary of ICMP
informational message types).

To summarize, the Neighbor Discovery Protocol (NDP) specification is used by both
hosts and routers. Its functions include Neighbor Discovery (ND), Router Discovery
(RD), Stateless Address Autoconfiguration (SLAAC), Address Resolution, Neighbor
Unreachability Detection (NUD), Duplicate Address Detection (DAD), and
Redirection.

There are operational issues with Neighbor Discovery, which can result in vulnerabil-
ities when a network is scanned. RFC 6583, “Operational Neighbor Discovery Prob-
lems,” describes these issues and presents possible mitigation techniques.
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Router Solicitation and Router Advertisement

Routers send out Router Advertisement messages at regular intervals. Hosts can request
Router Advertisements by issuing a Router Solicitation message. This will trigger rout-
ers to issue Router Advertisements immediately, outside of the regular interval. The
format is shown in Figure 4-10.

Type _ _—
(1byte) 133 133 = Router Solicitation Message

Code |
(bye) | 0

Checksum
(2 bytes)

Not used; set to zero.

Reserved
(4 bytes)

Not used; set to zero by sender.

Options ‘

(Variable) Link-layer address of sender, if known.

Figure 4-10. Router Solicitation message

In the IP header of a Router Solicitation message, you will usually see the all-routers
multicast address of ff02::2 as a Destination address. The hop limit is set to 255. The
ICMP Type field is set to 133, which is the value for the Router Solicitation message.
The Code field is unused and set to 0. The following two bytes are used for the Checksum.
The next four bytes are unused and reserved for future use. The sender sets them to 0,
and the receiver ignores those fields. For a Router Solicitation message, a valid option
is the link-layer address of the sending host, if the address of the sending host is known.
If the Source address on the IP layer is the unspecified (all-zeros) address, this field is
not used. More options may be defined in future versions of ND. If a host cannot rec-
ognize an option, it should ignore the option and process the packet.

Routers that receive this Solicitation message reply with a Router Advertisement mes-
sage. Routers also issue those messages periodically. The format of the Router Adver-
tisement message is shown in Figure 4-11.
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Type 134 134 = Router advertisement message
(T byte)

Code
(1byte) g ‘

Checksum I ‘
(2 bytes)

Current Hop Limit ‘ Default value for hop count field; zero if unspecified

(1 byte)
M = managed address config flag (1 bit)
(1byte) (MIofH[ P [ [ T | 0= otherstateful configflag (1 bit)
H=home address flag (1bit)
Prf = Router Preference (2 bits)
3 unused bits reserved for future use

Router lifetime ’ ‘ Only appears to default router
(2 bytes) Zero means not default router

Reachable time ’ ‘ Time in milliseconds a node is considered reachable
(4 bytes) Zero = unspecified

Retrans time ‘ \ Time in milliseconds between neighbor solicitation messages

(4 bytes) Zero = unspecified
Options | Possible options: Source link-layer address
(variable)

Prefix information

Figure 4-11. Router Advertisement message

By inspecting the IP header of the Router Advertisement message, you can determine
whether this Router Advertisement is periodic or was sent in reply to a Solicitation
message. A periodic advertisement’s Destination address will be the all-nodes multicast
address ff02: :1. A solicited advertisement’s Destination address will be the address of
the interface that originated the solicitation message. Again, the hop limit is set to 255.

The ICMP Type field is set to 134, the value for a Router Advertisement message; the
Code field is unused and set to 0. The Current Hop Limit field can be used to configure
all nodes on a link for a default hop limit. The value entered in this field will be used as
a default hop limit value in outgoing packets by all nodes on the link. A value of 0 in
this field means that this option is unspecified by this router—in which case the default
hop limit values of the source hosts are used.

The next 1-bit field, the M-Flag, specifies whether Stateful Configuration is to be
used. Stateful Configuration refers to DHCPv6. If this bit is 0, the nodes on this link use
Stateless Address Autoconfiguration (SLAAC). If the bit is set to 1, it specifies Stateful
Autoconfiguration (DHCPv6). The O-Flag configures whether nodes on this link use
DHCPv6 for other than IP address information. A value of 1 means the nodes on this
link use DHCPvV6 for nonaddress-related information. In this case a DHCPv6 client will
send out a DHCPv6 information request message to obtain additional configuration
options. The Mobile IPv6 specification (RFC 6275) defines the third bit, the Home

90 | Chapter4:1CMPv6

www.it-ebooks.info


http://www.it-ebooks.info/

Address flag (H-Flag). When a router sets the H-Flag to 1, it means that it is a home
agent for this link.

Note that the DHCPv6 RFC leaves room for interpretation. It is possible that different
operating systems have slightly different behavior in response to these two flags. There
is a draft called “DHCPv6/SLAAC Address Configuration Interaction Problem State-
ment,” which describes these issues and discusses the results found with testing several
desktop operating systems in a lab.

For a discussion of Mobile IPv6 and Home Agent, refer to Chapter 8.

The next two bits are used by an optional extension to the Router Advertisement mes-
sage, which allows routers to advertise preferences and more specific routes. This makes
it possible for hosts to choose the best router in situations where they receive more than
one router advertisement. It is also important for multihomed routers, which will be an
increasingly important scenario in IPv6 networks. This extension uses the two bits after
the H-Flag in the router advertisement as a Preference flag and defines a Route Infor-
mation option. It is specified in RFC 4191. The remaining three bits of this byte are
reserved for future use and must be 0.

The Router Lifetime field is important only if this router is to be used as a default router
by the nodes on the link. A value of 0 indicates that this router is not a default router
and will therefore not appear on the default router list of receiving nodes. Any other
value in this field specifies the lifetime, in seconds, associated with this router as a default
router. The maximum value is 18.2 hours.

The Reachable Time field indicates the time in which a host assumes that neighbors are
reachable after having received a reachability confirmation. A value of 0 means that it
is unspecified. The Neighbor Unreachability Detection algorithm uses this field.

The Retrans Timer field is used by the address resolution and Neighbor Unreachability
Detection mechanisms; it states the time in milliseconds between retransmitted Neigh-
bor Solicitation messages. A value of 0 indicates that this router is not configured with
a retransmission timer.

For the Options field, there are currently three possible values:

« Source link-layer address.

o MTU size to be used on links with variable MTU sizes (Token Ring, for example).
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o Prefix information, important for Stateless Address Autoconfiguration. The router
inserts all its prefixes for the link that the nodes on the link need to know.

More options may be defined in future versions of ND. A trace file later in this chapter
shows what the options look like.

Router Advertisement spoofing is a security concern also known as
rogue RA. The problem and mitigation techniques are discussed in
the section “Neighbor Discovery issues” on page 204 in Chapter 6 on
Security.

Neighbor Solicitation and Neighbor Advertisement

This pair of messages fulfills two functions: the link-layer address resolution that is
handled by ARP in IPv4, and the Neighbor Unreachability Detection mechanism. If the
Destination address is a multicast address (usually the solicited node multicast address),
the source is resolving a link-layer address. If the source is verifying the reachability of
a neighbor, the Destination address is a unicast address. This message type is also used
for Duplicate IP Address Detection (DAD).

The format of the Neighbor Solicitation message is shown in Figure 4-12.

Type
(T byte)

Code
(T byte)

Checksum
(2 bytes)

135 = Neighbor Solicitation

Unused.

[=][&]

R(ff,,e;t‘éif Used only if it is an unreachability

detection message.

Target Address
(16 bytes)

Options
(Variable)

Possible options:  source link-layer address

Figure 4-12. Format of the Neighbor Solicitation message

In the IP header of this message type, the Source address can be either the interface
address of the originating host or, in the case of SLAAC and DAD, the unspecified (all-
zeros) address. The hop limit is set to 255. The Type field in the ICMP header is set to
135, and the Code field is unused and set to 0. After the two checksum bytes, four unused
bytes are reserved and must be set to 0. The target address is used in Neighbor Adver-
tisement and Redirect messages. It must not be a multicast address.
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The Options field can contain the link-layer Source address, but only if it is not sent
from the all-zeros address. During Stateless Address Autoconfiguration, in a message
that uses the unspecified address as a Source address, the Options field is set to 0. The
link-layer option must be used in multicast solicitations (link-layer address detection)
and can be used in unicast solicitations (Unreachability Detection).

Neighbor Advertisement messages are sent as a reply to Neighbor Solicitation messages
or to propagate new information quickly. The format of the message is shown in
Figure 4-13.

(7%'/;3) 136J 136 = Neighbor Advertisement
Code
(1byte)
Checksum ‘ ‘
(2 bytes) R =Router flag
S = Solicited flag
4 bytes 0 = Override flag
(4bytes) R[S|0 All others reserved for future use.
Target Address ‘
(16 bytes)
(OV('J)rtii;br;: ) ‘ \ Possible options: target link-layer address

Figure 4-13. Format of the Neighbor Advertisement message

The type of address in the IP header indicates whether the message is the answer to a
solicitation or an unsolicited message. In the case of a solicited advertisement, the des-
tination IP address is the Source address of the interface that sent the solicitation. If the
message is the reply to a DAD message that originated from an unspecified Source
address, the reply will go to the all-nodes multicast address of ff02: : 1. The same is true
for all unsolicited periodic advertisements.

The Type field in the ICMP header is set to 136, the value for Neighbor Advertisement
messages. The Code field is unused and set to 0. When the Router flag is set, the sender
is a router.

When the Solicited flag is set, the message is sent in response to a Neighbor Solicitation.
For instance, if a host confirms its reachability in answer to an unreachability detection
message, the S-Bit is set. The S-Bit is not set in multicast advertisements. The Override
flag indicates that the information in the Advertisement message should override ex-
isting Neighbor Cache entries and update any cached link-layer addresses. If the O-Bit
is not set, the advertisement will not update a cached link-layer address, but it will update
an existing Neighbor Cache entry for which no link-layer address exists. The O-Bit
should not be set in an advertisement for an anycast address. I discuss the cache entries
later in this chapter. The remaining 29 bits are reserved for future use and set to 0.
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In solicited advertisements, the Target Address contains the address of the interface that
sent the solicitation. In unsolicited advertisements, this field contains the address of the
interface whose link-layer address has changed. A possible option for the Options field
is the target link-layer address.

Table 4-6 helps you to identify what you are looking at and summarizes the different
processes.

Table 4-6. Identification of ND messages

Source address Destination address ~ Message type

All-zero (: 2) All-routers multicast SLAAC
Solicited node multicast DAD

Unicast Solicited node multicast  Resolve link-layer address
Unicast Unreachability detection

The ICMP Redirect Message

Routers issue ICMP Redirect messages to inform a node of a better first-hop node on
the path to a given destination. A Redirect message can also inform a node that the
destination used is in fact a neighbor on the same link and not a node on a remote
subnet. The format of the ICMPv6 Redirect message is shown in Figure 4-14.

(ITYJBIee) @ 137 = Redirect Messages

(Iczgtee) m Unused.
Checksum D]

(2 bytes)

Reserved m Unused.

(4 bytes) Address of best next hop.

Target Address ‘ | | ‘ | | | | | | | | ‘ | | ‘ |
(16 bytes)

Destination Address ‘ | | ‘ | | | | | | | | ‘ | | ’ |
(16 bytes)

Options Possible options: target link-layer address  Address of destination.
(Variable) redirected header

Figure 4-14. Format of the ICMP Redirect message

The Source address in the IP header must be the link-local address of the interface from
which the message is sent. The Destination address in the IP header is the Source address
from the packet that triggered the Redirect message. The hop limit is set to 255.

The Target Address field contains the link-local address of the interface that is a better
next hop to use for the given Destination address. The Destination Address field con-
tains the address of the destination that is redirected. If the address in the Target Address
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field is the same as the address in the Destination Address field, the destination is a
neighbor and not a remote node. The Options field contains the link-layer address for
the target (the best next-hop router) if it is known. This is an improvement on the IPv4
version, in which the host needed to issue a separate ARP request to determine the link-
layer address of the next-hop router. The remaining bits in the Options field contain as
much of the redirected header as fits into the minimum IPv6 MTU of 1,280 bytes.

Inverse Neighbor Discovery

Inverse Neighbor Discovery (IND) is an extension to ND. It was originally designed for
Frame Relay networks, but it can be used in other networks with similar requirements.
IND is specified in RFC 3122. It consists of two messages: the IND Solicitation and the
IND Advertisement message. The messages are used to determine the IPv6 address of
hosts for which the link layer address is known. IND corresponds to the Reverse Address
Resolution Protocol (RARP) used with IPv4. The messages have the same format as the
ND messages. The IND Solicitation has a message type of 141 and the IND Advertise-
ment of 142. The code field is always set to 0.

The Options field has the same format as in the ND messages and contains the same
options. Two new IND-specific options have been defined. Option type 9 defines the
Source Address list; option type 10 the Target Address list (see the overview in Table 4-7).

Source Address list—option type 9
List of one or more IPv6 addresses of the interface, which is specified in the Source
link-layer address option.

Target Address list—option type 10
List of all IPv6 addresses of the interface, which is specified in the Target link-layer
address list.

When a host wants to determine the IPv6 address of an interface for which it knows the
link-layer address, it sends an IND solicitation to the all-nodes multicast address. On
the link layer, the message is sent directly to the interface in question. The destination
replies with an IND advertisement containing the Target Address list. If the interface
has more IPv6 addresses than fit into a single Advertisement message, it must send
multiple IND advertisements. Like in all other ND messages, the hop limit is set to 255,
and messages with a hop limit lower than 255 must be ignored.

Neighbor Discovery Options

Neighbor Discovery messages contain a variable-size Options field that has the format
shown in Figure 4-15.
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Type
(1byte)

Length
(1byte

Option types defined in RFC 4861:

1= source link-layer address
2 = target link-layer address
3 = prefix information

4 = redirected header
5=M1U

Options
(Variable)

Figure 4-15. Format of the Options field

The Type field indicates what type of option follows. Table 4-7 shows an overview of
the different options and the message types in which they are used.

The Length field indicates the length of the option. Value 0 is invalid for this field, and
packets with this value must be discarded. The calculation of the length includes the

Type and Length fields.

Table 4-7. Overview of ND options

Option type RFC
Type 1 Source link-layer address  RFC 4861

Type 2 Target link-layer address ~ RFC 4861

Type 3 Prefix RFC 4861
Type 4 Redirected header RFC 4861
Type 5 MTU RFC 4861

Type 7 Advertisement interval ~ RFC 6275
Type 8 Home Agent information  RFC 6275
Type 9 Source address list RFC3122
Type 10 Target address list RFC3122

Used in

Neighbor Solicitation

Router Solicitation

Router Advertisement

IND Solicitation/Advertisement

Neighbor Advertisement Redirect
IND Solicitation/Advertisement

Router Advertisement
Redirect

Router Advertisement
IND Solicitation/Advertisement

Router Advertisement (Mobile IPv6)
Router Advertisement (Mobile IPv6)
IND Solicitation

IND Advertisement

More options have been defined in other specifications, for instance a CGA option for
Secure Neighbor Discovery (see below).

For a full list of available options, refer to http://bit.ly/1na84cG.
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Secure Neighbor Discovery

ND can be used for a number of attacks and should therefore be protected. An example
of a Denial of Service attack is when a node on the link can both advertise itself as a
default router and also send “forged” Router Advertisement messages that immediately
time out all other default routers as well as all on-link prefixes.

The first protection is that packets coming from off-link (with a hop limit lower than
255) must be ignored. Further, the original ND specification suggests using IPsec to
secure ND messages. However, this requires manual setup of security associations or
the use of a key management protocol. The number of security associations to be con-
figured for protecting ND can be very large, so this approach may be impractical.

The Secure Neighbor Discovery (SEND) working group was chartered with the goal to
define the protocol support needed to secure ND. Three different trust models were
outlined, roughly corresponding to secured corporate intranets, public wireless access
networks, and pure ad hoc networks. A number of possible threats are discussed relating
to these trust models. Refer to RFC 3756 for more details.

The SEND protocol, defined in RFC 3971 (updated by RFC 6494, RFC 6495, RFC 6980),
is designed to counter the threats to ND. SEND can be used in environments where
physical security on the link is not assured (such as over wireless) and attacks on ND
are a concern. The following components are specified in RFC 3971:

« The authority of routers must be certified before it can be used as default router. A
host must be configured with a trust anchor to which the router has a certification
path. Certification Path Solicitation and Advertisement messages are used to dis-
cover a certification path to the trust anchor.

o Cryptographically Generated Addresses (CGAs) are used to make sure that the
sender of a Neighbor Discovery message is the owner of the claimed address. A
public-private key pair is generated by all nodes before they can claim an address.
A new ND option, the CGA option, is used to carry the public key and associated
parameters.

o Another new ND option, the RSA Signature option, is used to protect all messages
relating to Neighbor and Router Discovery.

o Two new ND options, the Timestamp and Nonce options, have been introduced to
prevent replay attacks.

The SEND protocol uses Cryptographically Generated Addresses. SEND currently does
not support the protection of ND messages for nodes configured with a static address
or with addresses configured through IPv6 Stateless Address Autoconfiguration mech-
anisms. All new option types and messages are specified in RFC 3971.
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Cryptographically Generated Addresses (CGAs) are specified in RFC 3972 (updated by
RFC 4581, RFC 4982), which defines a method for binding a public signature key to an
IPv6 address in the SEND protocol. CGA are IPv6 addresses for which the interface
identifier is generated by computing a cryptographic one-way hash function from a
public key and auxiliary parameters.

Due to a lack of implementations by vendors, we don’'t expect SEND to be used widely.
It does not make sense in a dual-stack environment, because IPv4 is not secured either.
SEND would only make sense in an IPv6-only network.

Router Advertisement in the Trace File

At this point, you all deserve a refreshment. The following trace file shows what ND
looks like in the real world and illustrates what we have been talking about.

The screenshot in Figure 4-16 shows the details of a Router Advertisement with three
Option fields. Besides initializing the IPv6 stack and configuring it for the prefix, we
have not changed any of the default configuration parameters on the router. The options
used in this case are options 1 (Source link-layer address), 5 (MTU size), and 3 (prefix
information).

The Type field is set to 134, the value for a Router Advertisement. The Current Hop
Limit has a value of 64. All nodes on this link will use this value for their Hop Count
field. The M-Flag is set to 0, which means this interface will not use a DHCPv6 server
to receive an IPv6 address. The O-Flag is also set to 0, which means the interface will
not send out a DHCP information request to look for additional DHCP information
(such as DNS or NTP servers). The Router Lifetime is set to 1,800, which indicates that
this router is a default router. The first Option listed is type 1. The link-layer address in
the detail screen contains the link-layer address of the router interface. The second
option is of type 5, which can be used to change the MTU size from the default of 1,500
bytes (can be useful in some tunneling scenarios to prevent fragmentation of the tun-
neled packet). The third Option is of type 3 for prefix information. Note all the additional
information that can be given with a prefix. The Prefix Length field specifies the number
of bits valid for the prefix (i.e., the length of the subnet mask). The L-Bit is the on-link
flag. If set, it indicates that this prefix can be used for on-link determination. If it is not
set, the advertisement does not make a statement, and the prefix can be used for on-
and off-link configuration. The A-Bit is the autonomous address configuration flag. If
set, it indicates that the prefix can be used for autonomous address configuration. In
this case, the host will generate an address by adding the interface identifier to the prefix
or, if the privacy options are used, by adding a random number as an interface ID. The
Valid Lifetime field specifies how long this prefix is valid (in milliseconds). The Preferred
Lifetime specifies how long the address being configured with this prefix can remain in
the preferred state (in milliseconds). The last field shows the prefix of 2001:db8:
cafe:b0:: advertised by this router.
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No. Source Destination Protocol Info
9 fe80::c000:11Ff:fe50:0 fF02::1 ICMPvE Router Advertisement from c2:00:11:50:00:00

4 m

@ Frame 9: 118 bytes on wire (944 bits), 118 bytes captured (944 bits) on interface 0
@ Ethernet II, Src: c2:00:11:50:00:00 (c2:00:11:50:00:00), Dst: IPv6mcast_00:00:00:01 (33:33:00:00:00:01)
@ Internet Protocol Version 6, Src: feB80::c000:11ff:fe50:0 (feB0::c000:11ff:fe50:0), Dst: ff02::1 (ff02::1)
= Internet control Message Protocol vé
Type: Router Advertisement (134)
Code: 0
Checksum: 0x809b [correct]
cur hop limit: 64
= Flags: 0x00
Managed address configuration: Not set
other configuration: Not set
Home Agent: Not set
prf (pefault Router Preference): Medium (0)
. Proxy: NOT set
... ..0. = Reserved: 0
Router lifetime (s): 1800
Reachable time (ms): 0
Retrans timer (ms): 0
= IcMPvE option (source link-Tlayer address : c2:00:11:50:00:00)
Type: Source link-layer address (1)
Length: 1 (8 bytes)
Link-Tayer address: c2:00:11:50:00:00 (c2:00:11:50:00:00)
= ICMPVE option (MTU : 15000
Type: MTU (5)
Length: 1 (8 bytes)
Reserved
MTU: 1500
= IcMpve option (Prefix information : 2001:db8:cafe:b0::/64)
Type: Prefix information (3)
Length: 4 (32 bytes)
prefix Length: &4
Bl Flag: 0xcO
1... ... = on-link flag(L): set
. .... = Autonomous address-configuration flag(a): set
..0. .... = Router address flag(R): Not set
...0 0000 = Reserved: 0
valid Liferime: 2592000
preferred Lifetime: 604800
Reserved
prefix: 2001:db8:cafe:b0:: (2001:db8:cafe:b0::)

)
i

o
[

Figure 4-16. The Router Advertisement in a trace file

Draft-ietf-v6ops-dhcpv6-slaac-problem-00 describes how different operating systems
have slightly different interpretations of the M-, O- and A-Flag. The reason for the
ambiguity comes from the fact that the specification defines these flags not as prescrip-
tive, but rather as advisory. Therefore different operating systems take different ap-
proaches of how to interpret these flags. The RFC reviews the standard definition of the
flags, and provides a test result of several major desktop operating systems’ behavior.

Link-Layer Address Resolution

Link-Layer Address Resolution is the process that happens when a node wants to de-
termine the link-layer address of an interface for which it knows the IP address. With
IPv4, this is the functionality of ARP. Link-Layer Address Resolution is performed only
for nodes that are known to be on the same link (neighbors) and is never performed for
multicast addresses.

With IPv6, this is a functionality accomplished with ND messages. A node wanting to
resolve a link-layer address sends a Neighbor Solicitation message to the solicited node
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multicast address of the neighbor. This solicitation message contains the link-layer ad-
dress of the sender in the ND option field. If the destination is reachable, it replies with
a Neighbor Advertisement message containing its link-layer address. If the resolving
node does not receive an answer within a preconfigured number of attempts, the address
resolution has failed.

Neighbor Unreachability Detection

A neighbor is considered reachable if the node has recently received a confirmation that
packets sent to the neighbor have been received by its IP layer. This confirmation can
come in one of two ways: it can be a Neighbor Advertisement in response to a Neighbor
Solicitation, or it can be an upper-layer process that indicates the successful connection
(e.g., an active TCP connection). In this case, the receipt of TCP acknowledgments
implies the reachability of the neighbor.

To keep track of active and reachable connections, IPv6 nodes use different tables. Two
important tables relating to ND are the Neighbor and Destination caches, which I dis-
cuss in the next section.

Neighbor Cache and Destination Cache

IPv6 nodes need to maintain different tables of information. Among these tables, the
Neighbor Cache and Destination Cache are particularly important. Depending on the
IPv6 stack you are working with, the implementation and the troubleshooting utilities
will be different. But the information must be available on every IPv6 node.

Neighbor Cache
The Neighbor Cache maintains a list of neighbors to which traffic has been sent
recently. They are listed by their unicast IP addresses, and each entry contains in-
formation about the neighbor’s link-layer address and a flag that indicates whether
the neighbor is a router or host. This can be compared to the ARP cache in an IPv4
node. The entry also contains information about whether there are packets queued
to be sent to that destination, information about the neighbor’s reachability, and
the time the next neighbor unreachability detection event is scheduled to take place.

Destination Cache
This table maintains information about destinations to which traffic has been sent
recently, including local and remote destinations. The Neighbor Cache can be seen
as a subset of Destination Cache information. In case of remote destinations, the
entry lists the link-layer address of the next-hop router. The Destination Cache is
updated with information received by ICMP Redirect messages. It can also contain
additional information about MTU sizes and round-trip timers.

The Neighbor and Destination Caches have been mentioned in regard to the Override
flag that can be set in a Neighbor Advertisement message. If the Override flag is set, the
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information in the Advertisement message should override existing Neighbor Cache
entries and update any cached link-layer addresses in the cache of the host that receives
the advertisement. If the O-Bit is not set, the advertisement will not update a cached
link-layer address, but it will update an existing Neighbor Cache entry for which no
link-layer address exists.

The screenshot in Figure 4-17 shows the Neighbor Cache entries of our router. There
were two hosts on the link at the time the screenshot was taken.

ASWl#show ipvé neighbors

IPv6 Address Age Link-layer Addr State Interface
2001:DB8:CAFE:B0:701:B16C:D114:7697 0 0800.27dd.edd3 REACH V110
FD85:87:69:2:C803:10FF:FED8:1C 17 ca03.10d8.001lc STALE Fa0/1
FD85:87:69:1:C802:10FF:FED8:1C 23 ca02.10d48.001c STALE Fa0/0
FE80::6140:586:901D:6335 21 0800.2777.0369 STALE V120
FE80::D4E4:D1E6:C310:AEF 31 0800.27dd.edd3 STALE V110
2001:DB8:CAFE:B1:5EAB:F2A2:1ADF:1C8D 0 0800.2777.0369 REACH V120
FE80::C803:10FF:FED8:1C 16 ca03.10d8.001c STALE Fa0/1
FE80::C802:10FF:FED8:1C 23 ca02.1048.001c STALE Fa0/0

Figure 4-17. Neighbor Cache entries on a router

According to RFC 4861, a Neighbor Cache entry can be in one of five states. The five
states are explained in Table 4-8.

Table 4-8. States of Neighbor Cache entries

State Description

Incomplete  Address resolution is currently being performed and awaiting either a response or a timeout. Specifically, a Neighbor
Solicitation has been sent to the solicited-node multicast address of the target, but the corresponding Neighbor
Advertisement has not yet been received.

Reachable  This neighbor is currently reachable, which means positive confirmation was received within the last Reacha
bleTime milliseconds that the neighbor was functioning properly.

Stale More than ReachableTime milliseconds have elapsed since the last positive confirmation that the forward path
was functioning properly was received. No action will take place regarding this neighbor until a packet is sent.

Delay This neighbor’s Reachable Time has expired, and a packet was sent within the last DelayFirstProbeTime
seconds. If no confirmation is received within the De layFir s tProbeTime seconds, send a Neighbor Solicitation
and change the neighbor state to Probe state.

The use of Delay allows upper-layer protocols additional time to provide reachability confirmation. Without this
extra time, possible redundant traffic would be generated.

Probe A reachability confirmation is being actively attempted by sending Neighbor Solicitations every RetransTim
er milliseconds until reachability is confirmed.

If you are interested in the details about the timers, default values, and configuration
options, refer to RFC 4861.

Neighbor Discovery | 101

www.it-ebooks.info


http://www.it-ebooks.info/

Neighbor Discovery and Fragmentation

As will be discussed in Chapter 6 on Security, ND-based attacks can be mitigated by
implementing RA Guard. With RA Guard you can filter ND messages based on Layer
2 source and filtering rules. It has been found that fragmentation on Neighbor Discovery
messages can pose a security risk, due to the fact that the fragmentation header can
make it impossible for Layer 2 devices to properly filter ND messages. REC 6980, “Se-
curity Implications of IPv6 Fragmentation with IPv6 Neighbor Discovery,” explains the
problem and specifies that all ND and SEND messages must not use fragmentation.

Refer to Chapter 6 for more information on RA Guard and First Hop
Security.

Stateless Address Autoconfiguration (SLAAC)

The autoconfiguration capability of IPv6 saves network administrators a lot of work. It
has been designed to ensure that manually configuring hosts before connecting them
to the network is not required. Even larger sites with multiple networks and routers
should not need a DHCP server to configure hosts. The autoconfiguration features of
IPv6 will be a key feature of the protocol when all sorts of devices—such as televisions,
refrigerators, DVD players, and mobile phones—use IP addresses. You don’t want to
depend on a DHCP server to use your home devices. It is also useful in public ad hoc
networks to minimize administration. In an enterprise scenario we rather expect
DHCPV6 to be used, mainly for traceability purposes.

DHCPv6 is discussed in Chapter 5.

IPv6 knows Stateless and Stateful Address Autoconfiguration. Stateful Address Auto-
configuration is DHCPv6. What's really new with IPv6 is that hosts can autoconfigure
their IPv6 addresses without any manual configuration of the host. Some configuration
might be done on the routers, but no DHCP servers are required for this configuration
mechanism. To generate its IP address, a host uses a combination of local information,
such as an interface ID based on its MAC address or a randomly chosen interface ID,
and information received from routers. Routers can advertise one or multiple prefixes,
and hosts determine prefix information from these advertisements. This also allows for
simpler renumbering of a site: only the prefix information on the router has to be

102 | Chapter4:ICMPv6

www.it-ebooks.info


http://www.it-ebooks.info/

changed. For instance, if you change your ISP and the new ISP assigns a new IPv6 prefix,
you can configure your routers to advertise this new prefix, keeping the subnet IDs that
you used with the old prefix. All hosts attached to those routers will renumber them-
selves through the autoconfiguration mechanism. You can find more on renumbering
networks later in this chapter. If there is no router present, a host can generate only a
link-local address with the prefix fe86. With this address only nodes on the link can be
reached.

Stateless and Stateful Address Autoconfiguration can also be combined. For instance, a
host can use Stateless Address Autoconfiguration to generate an IPv6 address but then
use DHCPv6 for additional parameters. To configure hosts that use SLAAC for addi-
tional information (e.g., DNS servers), a Stateless DHCP server has been specified.

An IPv6 address is leased to a node for a certain lifetime. When the lifetime expires, the
address becomes invalid. To make sure an address is unique on a link, a node runs the
Duplicate Address Detection (DAD) process. The DAD algorithm is defined in RFC
4862. An IPv6 address can have different states:

Tentative address
This is an address that has not yet been assigned. It is the state prior to the assign-
ment, when uniqueness is being verified (during DAD). A node cannot commu-
nicate in the network using a tentative address. The only messages that can be
processed with a tentative address are ND messages relating to the autoconfigura-
tion process.

Preferred address
This is an address that has been assigned to an interface and can be used without
any restrictions for the lifetime assigned.

Deprecated address
The use of this address is discouraged but not forbidden. A deprecated address
might be one whose lifetime is about to expire. It can still be used to continue a
communication that would disrupt a service if the address changed. It is no longer
used as a Source address for newly established communications.

Valid address
This term is used for both the Preferred and Deprecated address.

Invalid address
An invalid address is not assigned to an interface. A valid address becomes invalid
when its lifetime expires.

Optimistic address
An address that is assigned to an interface and available for use, subject to restric-
tions, while the DAD process has not completed yet. This address state is introduced
in RFC 4429, “Optimistic Duplicate Address Detection (DAD) for IPv6.” Optimistic
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Duplicate Address Detection (DAD) is a modification of the existing ND and
SLAAC processes. The intention is to minimize address configuration delays in the
successful case, and to reduce disruption as far as possible in the failure case.

Autoconfiguration as defined in RFC 4862 only applies to hosts, not
to routers. Routers should be configured in a different way. A rout-
er can use Stateless Autoconfiguration for the generation of its link-
local addresses, and it must use the DAD process for each of its
addresses.

When a node is autoconfigured, the following steps are performed:

1. Alink-local address is generated by using the link-local prefix of fe86 and append-
ing the interface identifier. This address is a tentative address.

2. The node joins the following multicast groups: the all-nodes multicast group
(ffe2::1) and the solicited-node multicast group for the tentative address (from
step 1).

3. A Neighbor Solicitation message is sent out with the tentative address as the target
address. The IP Source address of this message is the all-zeros address; the IP Des-
tination address is the solicited-node multicast address. This is the DAD process to
detect whether another node on the link already uses this address. If there is such
anode, it replies with a Neighbor Advertisement message, and the autoconfigura-
tion mechanism stops if the interface ID is an EUI-64 ID. If the interface ID is a
randomized number, new combinations will be tested. How this is done in detail
depends on the operating system used. If the process stops, manual reconfiguration
of the host is required. If there is no answer to the Neighbor Solicitation, it is safe
to use the address; the address is assigned to the interface and the state of the address
changes to preferred. IP connectivity on the local link is now established. So far, the
process is the same for hosts and routers, but only hosts perform the next step.

4. In order to determine if there are IPv6 routers out there, to find a default gateway,
and ifthereisa prefix to use for SLAAC, the host sends a Router Solicitation message
to the all-routers multicast group of ff02::2.

5. Allrouters on the link reply with a Router Advertisement. For each prefix in Router
Advertisements with the Autonomous Configuration flag set, the node generates
an address, combining the prefix with the interface identifier. These addresses are
added to the list of assigned addresses for the interface.

All addresses must be verified with a Neighbor Solicitation message (DAD) before they
are assigned. If the link-local address was generated through the autoconfiguration
mechanism using the interface identifier, uniqueness has been verified in step 3 and
may not need to be repeated for additional addresses that use the same interface
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identifier. All other addresses configured manually or through Stateful configuration
need to be verified individually. Multihomed hosts perform autoconfiguration for each
interface.

So we have two types of addresses based on how the interface ID is generated:

Permanent IPv6 address
This is a Global Unicast or ULA address assigned to the interface either via auto-
configuration (SLAAC or DHCPv6) or manually. It does not change as long as the
interface is enabled and active.

Temporary IPv6 address
Thisis a Global Unicast or ULA address assigned to the interface that uses arandom
interface ID that has a limited lifetime and changes in regular and configurable
intervals.

All the different address types mentioned in these descriptions are
discussed in Chapter 2.

The trace shown in the screenshot in Figure 4-18 was taken during the autoconfigura-
tion process of our Windows 8 host. The figure shows some of the processes and message
types discussed earlier, and the discussion of the trace summarizes the concepts in this
section.

No. Source Destination Protocel Info
£ FF02::1:ff10:aef ICMPv6 Neighbor Solicitation for fe80::d4ed4:dleb:c310:aef
2 fe80::d4ed:dle6:c310:aef ffo2::2 IcMPv6 Router solicitation
3 fe80::d4ed:dle6:c310: aef ffoz::16 IcMPVE Multicast Listener Report Message w2

4 fe80::c000:11ff:fe50:0 ffo2::1 IcMPv6 Router Advertisement from €2:00:11:50:00:00

5 fe80::d4ed :dle6:c310: aef B ICMPVE Multicast Listener Report Message w2

6 :: ICMPV6 Neighbor Solicitation for 2001:db8:cafe:b0:d4e4:dle6:c310:aef
7 ihe IcMPvE Neighbor solicitation for 2001:db8:cafe:b0:a43d:d55b:dlc:4c99
8 fe80::d4ed dle6:c310:aef ICMPV6 Multicast Listener Report Message v2

9 fe80::dded :dle6:c310:aef IcMPv6 Neighbor Advertisement fe80::dded:dleé:c310:aef
10 2001:db8:cafe:b0:d4ed:dle6:c310: aef
11 2001:db8:cafe:b0:a43d:d55b:d1c:4c99

IcMPVE Neighbor Advertisement 2001:db8:cafe:b0:dded:dle6:c310:aef
ICMPV6 Neighbor Advertisement 2001:db8:cafe:b0:a43d:d55b:d1c:4c99

< i
@ Frame 1: 78 bytes on wire (624 bits), 78 bytes captured (624 bits) on interface 0
Ethernet II, src: cadmusco_dd:ed:d3 (08:00:27:dd:ed:d3), pst: IPvémcast_ff:10:0a:ef (33:33:ff:10:0a:ef)
Internet Protocol version 6, Src: :: (::), Dst: ff02::1:ff10:aef (ff02::1:ff10:aef)
@ Internet control Message Protocol vé
Type: Neighbor solicitation (135)
Code: 0
Checksum: Oxfc5c [correct]
Reserved: 00000000
Target Address: fe80::dded:dle6:c310:aef (feBO::dded:dle6:c310:aef)

Figure 4-18. Autoconfiguration in the trace file

Aslong as the booting host does not have a valid IPv6 address, it sends all packets from
its unspecified all-zeros address, represented as : : in the trace file.
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Packet 1
In this first packet, the booting host (interface) sends a Neighbor Solicitation from
the all-zeros address to the solicited node address in order to perform DAD. The
Target Address field of the ICMPv6 header contains the link-local address of
fe80: :d4e4:d1e6:c310: aef. If another node on the link already used this address,
it would reply with a Neighbor Advertisement message.

Packet 2
With the second packet, it sends a Router Solicitation message (message type 133)
to the all-routers multicast address ff02:: 2.

Packet 3
With this packet, the host registers for the solicited node multicast address of
ff02::1:ff10:aef. The packet contains a Hop-by-Hop Options header with op-
tion type 5 for MLD messages. The hop limit is set to 1.

Packet 4
The router sends a Router Advertisement (RA) to the all-nodes multicast address
of ff02::1, because the host does not have a valid preferred IPv6 address yet. With
this RA the router advertises itself as default gateway (router lifetime set to 1,800
seconds). This RA has the M- and O-Bit set to zero (no DHCPv6) and the Auton-
omous Address Configuration flag set to one. The prefix option contains the prefix
2001:db8:cafe:b0: : /64. The details of this RA can be seen in Figure 4-16.

Packet 5
With this packet, the host registers for the solicited node multicast address of
ff02::1:ff1c:4c99. The packet contains a Hop-by-Hop Options header with op-
tion type 5 for MLD messages. The hop limit is set to 1.

Packet 6 and 7

The host performs the DAD test for the addresses formed by combining the global
prefix received in the Router Advertisement (packet four) with the two interface
IDs. The address with the interface ID ending in aef is the permanent address. The
address with the interface ID ending in 4c99 is the address using the privacy option,
or as Microsoft calls it, the temporary address. The packet is sent from the all-zeros
address to the respective solicited node multicast address. The IPv6 address can be
seen in the summary line of packet 6 and 7.

Packet 8
With this packet, the host registers for its two solicited node multicast addresses.
The packet contains the Hop-by-Hop Options header with option type 5 for MLD
messages.
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Packet 9, 10, and 11

With these three packets the host advertises itself on the link for the following
addresses: the link-local of fe80::d4e4:d1e6:c310:aef, for the global address
2001:db8:cafe:b0:d4e4:d1e6:c310:aef, and also for the global address with the
temporary IID 2001:db8:cafe:b0:a43d:d55b:d1c:4c99. The override flag is set
in all three packets, which tells the receivers to update their neighbor cache. For
communication going out to the Internet, this node should use the temporary global
address ending in 4c99.

When you take your own traces to analyze a boot process and use different operating
systems, you will also find differences in the process shown in the trace file. The dif-
ferences come from the fact that the RFCs leave room for interpretation of the standard,
which can be implemented slightly differently by different vendors. As long as the
“MUST” rules in the RFCs are followed, compliance should not be an issue. Note the
“should”; this is where your trace file analysis expertise will be helpful in case of failures.
Another reason for differences is that the implementation behavior depends on what
level and state of the standardization has been implemented. If one operating system
has an implementation of the privacy option, this stack will obviously behave differently
from a stack that has not implemented the privacy option. So when you analyze pro-
cesses of a specific operating system, get enough information from the vendor about
which RFCs have been implemented. And if the vendor states that it implemented
something, you can use your trace files to verify whether the stack works as it is supposed
to.

So for instance, with regard to DAD and how Microsoft has implemented it, Windows
skips the DAD process for temporary addresses since the interface ID is randomly gen-
erated. It will start using the temporary address right away and do a DAD process later
to confirm the address is not in use. This is the Opportunistic DAD process mentioned
earlier. Also note that on Microsoft operating systems, the default behavior is different
on a client OS such as Windows 7 or 8 and a Windows server OS such as Windows 2008
or higher. The server operating systems do not enable the temporary addresses by de-
fault. Refer to Microsoft’s documentation for more information.

Until recently, the choice for interface IDs with SLAAC was either hardware-based
(EUI-64) or randomized and temporary (Privacy addresses). RFC 7217, “A Method for
Generating Semantically Opaque Interface Identifiers with IPv6 Stateless Address Au-
toconfiguration (SLAAC),” defines stable randomized interface IDs. As the name im-
plies they are stable but not based on the Layer 2 address.

For those of you who use and manage Microsoft operating systems,
there is a great book which I recommend highly. It is written by Ed
Horley and will save you a lot of sleepless nights and troubleshoot-
ing hours. The title is Practical IPv6 for Windows Administrators
(Apress).
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Network Renumbering

Renumbering a network means replacing an old prefix with a new prefix. This can
become necessary for a number of reasons, a common one being a change of provider,
which usually implies a change of prefix. Moving from the IPv4 world to the IPv6 world,
prefixes and addresses become more and more flexible and are not uniquely identifying
a network or hosts. The IPv6 addressing architecture adds the concept of interfaces
having multiple addresses. This challenges us to develop new addressing concepts.

With the mechanisms given by ICMPv6, renumbering a network in an IPv6 world may
become a lot easier in the future. It is a procedure that should be considered during
creation of an IPv6 address plan. Currently there is not much operational experience.

Renumbering a network may encompass the following steps:

1.

Each link in the network must be assigned a subprefix from the new prefix before
beginning the procedure. This is important for the overall process, in order to en-
sure proper configuration of all relevant devices and services such as routers,
switches, interfaces, DNS, DHCP, etc.

The DNS database must be updated with the addresses for interfaces from the new
prefix, and addresses for interfaces from the old prefix must be removed. Obviously
the changes to DNS must be coordinated with the changes to addresses assigned to
interfaces. The propagation of this new information can be controlled by parame-
ters such as the Time to Live (TTL) for DNSrecords and the update interval between
primary and secondary DNS servers.

. Switches and routers are prepared for the new prefix. All necessary changes in the

routing infrastructure for the new prefix are added in parallel to the old prefix, while
the old prefix is still used for datagram services. This includes not only routers and
switches, but also firewalls, ingress and egress filters, and all other filtering func-
tions. For propagating subnet prefix information to routers, the IPv6 Prefix option
for DHCPv6 (RFC 3633) may be used. In the case where hosts use Stateless Address
Autoconfiguration, the routers are not configured to advertise the prefix for auto-
configuration yet (meaning that the Autonomous Address Configuration flag is not
set). This will be done once stable routing for the new prefix has been verified.

All access lists, route maps, and other network configuration options (e.g., name
services other than DNS) that use IP addresses should be checked to ensure that
hosts and services that use the new prefix will behave as they did with the old one.

. Test and verify network infrastructure and routing for the new prefix.

Advertise the new prefix outside of the corporate network. Configure all border
defense systems accordingly to protect the new prefix from outside attacks.

Assign addresses from the new prefix to interfaces on hosts while still retaining the
addresses from the old prefix. If Stateless Autoconfiguration is used, the
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autonomous address-configflag is set for the new prefix, so hosts configure addresses
for the new prefix in addition to the old addresses. DHCP now assigns addresses
from both prefixes if it is used. The new information can be propagated by using
the DHCP Reconfigure message, which will cause every DHCP client to contact
the DHCP server. The addresses from the new prefix will not be used until they are
inserted into DNS.

8. When the new prefix has been fully integrated into the network infrastructure and
tested for stable operation, hosts, switches, and routers can begin using the new
prefix. Once the transition has completed, the old prefix will not be in use in the
network and can be removed step by step from DNS.

Special attention has to be given to applications and devices that do not get their IP
addresses from DHCP or DN, or that cache or store IP address information locally.

This is a high-level view of a renumbering process and obviously—as all network ad-
ministrators know well—there are many details and possible pitfalls to be considered.
Thorough and careful planning of this process is a must. RFC 4192 describes this pro-
cess. REC 7010, “IPv6 Site Renumbering Gap Analysis,” which provides a good overview
and an update to RFC 4192, discusses currently available mechanisms and components
to support renumbering and analyzes gaps and mechanisms that should be developed
in order to make renumbering an easier process.

Thereisaspecification for IPv6-to-IPv6 Network Prefix Translation (NPTv6, RFC 6296)
that can also be used in the scenario of changing prefixes due to ISP changes. This sort
of introduces NAT for IPv6, although not with the issues of port translation, because in
IPv6 this would be a one-to-one mapping from an address perspective.

Refer to Chapter 7 for a discussion of NPTv6.

Path MTU Discovery

With IPv4, every router can fragment packets if needed. If a router cannot forward a
packet because the MTU of the next link is smaller than the packet it has to send, the
router fragments the packet. It cuts it into slices that fit the smaller MTU and sends it
out as a set of fragments. The packet is then reassembled at the final destination. De-
pending on the network design, an IPv4 packet may be fragmented more than once
during its travel through the network.

With IPv6, routers do not fragment packets anymore; the sender takes care of it. Path
MTU Discovery tries to ensure that a packet is sent using the largest possible size that
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is supported on a certain route. The Path MTU is the smallest link MTU of all links
between a source and a destination. The discovery of the Path MTU is described in RFC
1981.

The discovery process works like this. First, a host assumes that the Path MTU is the
same as the MTU of the first hop link and it uses that size. If the packet is too big for a
certain router along the path to deliver the packet to the next link, the router discards
the packet and sends back an ICMPv6 Packet Too Big message. Recall that this message
typeincludes the MTU size of the next hop link. The host now uses this MTU for sending
further packets to the same destination. The host will never go below the IPv6 minimum
MTU size of 1,280 bytes, however. The process of receiving a Packet Too Big message
and reducing the size of the packets can happen more than once before the packet
reaches its destination. The discovery process ends when the packets arrive at the final
destination.

Note that ICMPv6 Packet Too Big messages should not be blocked,
as this will make fragmentation fail.

The path from a given source to a given destination can change, and so can the Path
MTU. Smaller MTU sizes are discovered by getting Packet Too Big messages. An IPv6
host will try to increase the MTU size from time to time in order to be able to detect a
larger Path MTU. Path MTU Discovery also supports multicast destinations. If the des-
tination is multicast, there are many paths that copies of the packets may travel, and
each path can have a different Path MTU. Packet Too Big messages will be generated
just as with a unicast destination, and the packet size used by the sender is the smallest
Path MTU of the whole set of destinations.

Multicast Listener Discovery

Multicast has been available in IPv4 since 1988 and is used to address a certain group
of hosts at the same time. Instead of sending out a broadcast, which is not routable and
has to be processed by every node on the subnet, the multicast packet is addressed to a
multicast group address out of the Class D address range. Only the hosts that are mem-
bers of that multicast group will process the packet. Multicast messages can be forwar-
ded over routers. In order to make this routing efficient, a multicast group management
protocol ensures that routers only forward multicast packets over interfaces to links
with members of the multicast group.

In IPv6, multicast is an integral part of the protocol and is available on all IPv6 nodes.
A new multicast address format has been defined with a prefix of ff and with added
functionality by using scopes in addition to the group address. For example, a multicast

110 | Chapter4:ICMPv6

www.it-ebooks.info


http://www.it-ebooks.info/

group address can be in a link-local scope (ff02), a site-local scope (ff05), or a global
scope (ffoe).

For an explanation of the multicast address format and a list of scope
identifiers, refer to Chapter 2.

Multicast group management in IPv4 is done through Internet Group Management
Protocol (IGMP). Version 2 of IGMP is defined in RFC 2236. IPv6 uses ICMPv6 mes-
sages for the same functionality; initial development was based on the IGMPv2 speci-
fication. It is now called Multicast Listener Discovery (MLD). Version 1 of MLD is de-
fined in RFC 2710 (updated by RFC 3590 and RFC 3810). In 2004, MLD version 2 was
defined. It extends MLD version 1 to support the use of Source-Specific Multicast
(SSM). It is based on IGMPv3 (RFC 3376) and is specified in RFC 3810 and RFC 4604.
MLDvV2 is compatible with MLD version 1.

MLD is the protocol that allows multicast listeners to register for multicast addresses
they want to use, to ensure efficient routing. Therefore, a routing mechanism is needed
to manage the forwarding of multicast messages. PIM (Protocol Independent Multicast,
RFC 4601) can be used with IPv6 with minimal changes.

To find information about the status of PIM, go to the IETF work-
ing group at http://www.ietf.org/html.charters/pim-charter.html.

MLD is an asymmetric protocol. The behavior of listeners, i.e., nodes that want to receive
messages destined for a specific multicast group, differs from the behavior of routers.
For multicast addresses where a router is a listener, it uses both parts of the protocol.
Routers use MLD to discover which multicast addresses have listeners on each of their
links. For each attached link, the router keeps a list of listener addresses. It does not keep
track of how many members are listening to an address. A multicast address is listed as
long as there is at least one member on the link. A listener sends member reports for its
multicast addresses. With these messages, it registers with routers on the link to receive
the messages addressed to the respective multicast group. If the multicast address is not
in the router’s list for this link, the router adds the address to its list of multicast addresses
to be forwarded over this interface. With a Done message, a listener deregisters for a
multicast address. When the last member of a group deregisters for a multicast address,
the router removes the address from its list for this link.
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All MLD messages are sent with a link-local IPv6 Source address and a hop limit of one
to make sure they remain on the local link. The packet has a Hop-by-Hop Options
header with the Router Alert flag set. Thus, routers will not ignore the packet, even if
they are not listening to the multicast group address in question. Refer to Chapter 2 for
more information on Extension headers.

MLDv1

The following message types have been specified for MLDv1 (RFC 2710):

Multicast Listener Query—type 130
Used by an IPv6 router to query the multicast addresses on a link. There are two
types of queries: the general query used to determine the multicast addresses that
have listeners on the link (in the general query, the multicast address field is set to
zero) and the address-specific query used to find out whether there are members
for a specific multicast address on a link (the multicast address field is set to the
multicast address for which the query is done).

Multicast Listener Report—type 131
Used by a listener to register for a multicast group. This can be an unsolicited reg-
istration or the answer to a multicast listener query from the router.

Multicast Listener Done—type 132
Sent by a listener to deregister for a multicast address. When a router receives a
Multicast Listener Done message from the last member of the multicast address on
a link, it will delete the multicast address from its list of multicast addresses to be
forwarded over this interface.

All three message types of MLDv1 have the same format, which is shown in Figure 4-19.

130 = query
Type _
it =
Code
(1 byte) 0
Checksum
(2 bytes)
Max Response Delay Only set in query messages;
(2 bytes) otherwise set to zero.
Reserved
(2 bytes)
Multicast Address
(16 bytes)

Figure 4-19. MLDv1 message format
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The Type field is 130 for Multicast Listener Queries, 131 for Multicast Listener Reports,
or 132 for Multicast Listener Done messages. The Code field is set to 0 by the sender
and ignored by the receiver. The Maximum Response Delay field is used only in query
messages. This is the maximum allowed delay (in milliseconds) in which a node has to
send a report if it has a listener. In all other messages, this field is set to 0. The Multicast
Address field is set to 0 in a general query. In an address-specific query, it contains the
multicast group address to be queried. In Report and Done messages, this field contains
either the multicast group to which a member listens (Report message) or the group it
is leaving (Done message).

Routers send general queries to the link-local scope all-nodes multicast address
ff02::1. Any station that wants to send a report in answer to a query starts a timer
when it receives the query and is supposed to wait some random delay before sending
the report. The maximum delay is the one specified in the Maximum Response Delay
field in the query. If the station sees another station sending a report within that delay,
it stops the process. Thus, multiple reports for the same address can be avoided. Group
membership join reports and terminations are sent to the address in question.

The link-local scope all-nodes address (ff@2::1) is a special address. It never sends a
membership Report or a Done message. If an address has a scope of 1 (interface-local),
MLD messages are never sent. Table 4-9 summarizes the message types and their Des-
tination address.

Table 4-9. Message types and their destinations

Message type IPv6 Destination address

General Query Link-local scope all-nodes (ff02: :1)
Multicast Address-Specific Query  The multicast address being queried
Report The multicast address being reported

Done Link-local scope all-routers (ff02: :2)

RFC 2710 contains a lot of interesting and detailed information. It discusses various
states that nodes can go through and includes state transition diagrams. There is also
much detailed information on timers: how they are used, their default values, and how
they can be configured.

MLDv2

MLD version 2 has been specified in RFC 3810 and RFC 4604. It is based on IGMPv3
(RFC 3376). MLDv2 adds the ability for a node to do source filtering, which means to
report interest in listening to packets with a particular multicast address from only
specific Source addresses or from all sources except for specific Source addresses. This
is also referred to as Source-Specific Multicast (SSM) as opposed to Any Source Multi-
cast (ASM), which is the name for the previous version, based on IGMPv2 (MLDv1).
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The filter mode to support SSM may be either INCLUDE or EXCLUDE. In INCLUDE
mode, reception of packets sent to the specified multicast address is enabled only from
the source addresses listed in the source list. In EXCLUDE mode, reception of packets
sent to the given multicast address is enabled from all source addresses except those
listed in the source list.

There are two message types for MLDv2:

o Multicast Listener Query—type 130
o Version 2 Multicast Listener Report—type 143 (RFC 3810)

Tobeinteroperable with MLDv1, MLDv2 implementations also need to support Version
1 Multicast Listener Report (type 131) and Version 1 Multicast Listener Done (type 132)
messages.

For MLDv2 query messages, the MLD header is extended with the following fields,
which are appended after the Multicast Address field shown in Figure 4-19:

Reserved—4 bits
Must be set to zero.

S-Flag (Suppress Router-Side Processing)—1 bit
When set to one, the S-Flag indicates to any receiving multicast routers that they
have to suppress the normal timer updates they perform upon hearing a Query.

QRYV (Querier’s Robustness Variable)—3 bits
If nonzero, the QRV field contains the Robustness Variable value used by the Quer-
ier. This value affects timers and the number of retries. Included in queries in order
to synchronize all MLDv2 routers connected to the same link.

QQIC (Querier’s Query Interval Code)—8 bits
The Querier’s Query Interval Code field specifies the Query Interval used by the
Querier. Included in queries in order to synchronize all MLDV2 routers con