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Abstract
As solid state drives based on flash technology are be-
coming a staple for persistent data storage in data centers,
it is important to understand their reliability characteris-
tics. While there is a large body of work based on ex-
periments with individual flash chips in a controlled lab
environment under synthetic workloads, there is a dearth
of information on their behavior in the field. This paper
provides a large-scale field study covering many millions
of drive days, ten different drive models, different flash
technologies (MLC, eMLC, SLC) over 6 years of pro-
duction use in Google’s data centers. We study a wide
range of reliability characteristics and come to a number
of unexpected conclusions. For example, raw bit error
rates (RBER) grow at a much slower rate with wear-out
than the exponential rate commonly assumed and, more
importantly, they are not predictive of uncorrectable er-
rors or other error modes. The widely used metric UBER
(uncorrectable bit error rate) is not a meaningful metric,
since we see no correlation between the number of reads
and the number of uncorrectable errors. We see no evi-
dence that higher-end SLC drives are more reliable than
MLC drives within typical drive lifetimes. Comparing
with traditional hard disk drives, flash drives have a sig-
nificantly lower replacement rate in the field, however,
they have a higher rate of uncorrectable errors.

1 Introduction
The use of solid state drives based on NAND flash
technology in data center servers is continuously grow-
ing. As more data lives on flash, data durability and
availability critically depend on flash reliability. While
it is widely understood that flash drives offer substan-
tial performance improvements relative to hard disk
drives, their failure characteristics are not well under-
stood. The datasheets that manufacturers provide only
contain vague guarantees, such as the number of times a
flash chip can be erased before wearing out. Our current
understanding is based on work that studies flash relia-

bility in controlled lab experiments (such as accelerated
life tests), using a small population of raw flash chips un-
der synthetic workloads. There is a dearth of studies that
report on the reliability of flash drives and their failure
characteristics in large-scale production use in the field.

This paper provides a detailed field study of flash reli-
ability based on data collected over 6 years of production
use in Google’s data centers. The data spans many mil-
lions of drive days 1, ten different drive models, different
flash technologies (MLC, eMLC and SLC) and feature
sizes (ranging from 24nm to 50nm). We use this data
to provide a better understanding of flash reliability in
production. In particular, our contributions include a de-
tailed analysis of the following aspects of flash reliability
in the field:

1. The different types of errors experienced by flash
drives and their frequency in the field (Section 3).

2. Raw bit error rates (RBER), how they are affected
by factors such as wear-out, age and workload, and
their relationship with other types of errors (Sec-
tion 4).

3. Uncorrectable errors, their frequency and how they
are affected by various factors (Section 5).

4. The field characteristics of different types of hard-
ware failure, including block failures, chip fail-
ures and the rates of repair and replacement of
drives (Section 6).

5. A comparison of the reliability of different flash
technologies (MLC, eMLC, SLC drives) in Sec-
tions 7, and between flash drives and hard disk
drives in Section 8.

As we will see, our analysis uncovers a number of as-
pects of flash reliability in the field that are different from
common assumptions and reports in prior work, and will
hopefully motivate further work in this area.

1The size of their fleet and the number of devices in it is considered
confidential at Google, so we can not provide precise numbers. We
are making sure throughout this work that the reported numbers are
statistically significant.
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Model name MLC-A MLC-B MLC-C MLC-D SLC-A SLC-B SLC-C SLC-D eMLC-A eMLC-B
Generation 1 1 1 1 1 1 1 1 2 2
Vendor I II I I I I III I I IV
Flash type MLC MLC MLC MLC SLC SLC SLC SLC eMLC eMLC
Lithography (nm) 50 43 50 50 34 50 50 34 25 32
Capacity 480GB 480GB 480GB 480GB 480GB 480GB 480GB 960GB 2TB 2TB
PE cycle limit 3,000 3,000 3,000 3,000 100,000 100,000 100,000 100,000 10,000 10,000
Avg. PE cycles 730 949 529 544 860 504 457 185 607 377

Table 1: Overview of drive models

2 Background on data and systems
2.1 The flash drives
The drives in our study are custom designed high perfor-
mance solid state drives, which are based on commodity
flash chips, but use a custom PCIe interface, firmware
and driver. We focus on two generations of drives, where
all drives of the same generation use the same device
driver and firmware. That means that they also use the
same error correcting codes (ECC) to detect and cor-
rect corrupted bits and the same algorithms for wear-
levelling. The main difference between different drive
models of the same generation is the type of flash chips
they comprise.

Our study focuses on the 10 drive models, whose key
features are summarized in Table 1. Those models were
chosen as they each span millions of drive days, comprise
chips from four different flash vendors, and cover the
three most common types of flash (MLC, SLC, eMLC).

2.2 The data
The data was collected over a 6-year period and contains
for each drive aggregated monitoring data for each day
the drive was in the field. Besides daily counts for a va-
riety of different types of errors, the data also includes
daily workload statistics, including the number of read,
write, and erase operations, and the number of bad blocks
developed during that day. The number of read, write,
and erase operations includes user-issued operations, as
well as internal operations due to garbage collection. An-
other log records when a chip was declared failed and
when a drive was being swapped to be repaired.

3 Prevalence of different error types
We begin with some baseline statistics on the frequency
of different types of errors in the field. We distinguish
transparent errors, which the drive can mask from the
user, and non-transparent errors, which will lead to a
failed user operation. The device driver of the flash
drives reports the following transparent types of errors:

Correctable error: During a read operation an error is
detected and corrected by the drive internal ECC (error
correcting code).

Read error: A read operation experiences a (non-ECC)
error, but after retrying it succeeds.
Write error: A write operation experiences an error, but
after retrying the operation succeeds.
Erase error: An erase operation on a block fails.

The devices report the following types of non-
transparent errors:
Uncorrectable error: A read operation encounters more
corrupted bits than the ECC can correct.
Final read error: A read operation experiences an error,
and even after retries the error persists.
Final write error: A write operation experiences an error
that persists even after retries.
Meta error: An error accessing drive-internal metadata.
Timeout error: An operation timed out after 3 seconds.

Uncorrectable errors include errors that were detected
either during user-initiated operations or internal opera-
tions due to garbage collection, while final read errors
include only errors encountered during user operations.

Note that errors vary in the severity of their possible
impact. Besides the distinction between transparent and
non-transparent errors, the severity of non-transparent er-
rors varies. In particular, some of these errors (final read
error, uncorrectable error, meta error) lead to data loss,
unless there is redundancy at higher levels in the system,
as the drive is not able to deliver data that it had previ-
ously stored.

We consider only drives that were put into production
at least 4 years ago (for eMLC drives 3 years ago, as they
are more recent drives), and include any errors that they
experienced during their first 4 years in the field. Table 2
reports for each error type the fraction of drives for each
model that experienced at least one error of that type (top
half of table) and the fraction of drives days that had an
error of that type (bottom half of table).

3.1 Non-transparent errors
We find that the most common non-transparent errors
are final read errors, i.e. read errors that cannot be re-
solved even after retrying the operation. Depending on
the model, between 20-63% of drives experience at least
one such error and between 2-6 out of 1,000 drive days
are affected. We find that the count of final read errors

2
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Model name MLC-A MLC-B MLC-C MLC-D SLC-A SLC-B SLC-C SLC-D eMLC-A eMLC-B
Fraction of drives affected by different types of errors

final read error 2.63e-01 5.64e-01 3.25e-01 3.17e-01 5.08e-01 2.66e-01 1.91e-01 6.27e-01 1.09e-01 1.27e-01
uncorrectable error 2.66e-01 5.75e-01 3.24e-01 3.24e-01 5.03e-01 2.84e-01 2.03e-01 6.34e-01 8.63e-01 9.05e-01
final write error 1.73e-02 2.11e-02 1.28e-02 1.85e-02 2.39e-02 2.33e-02 9.69e-03 5.67e-03 5.20e-02 3.16e-02
meta error 9.83e-03 7.97e-03 9.89e-03 1.93e-02 1.33e-02 3.68e-02 2.06e-02 7.04e-03 0.00e+00 0.00e+00
timeout error 5.68e-03 9.17e-03 5.70e-03 8.21e-03 1.64e-02 1.15e-02 8.47e-03 5.08e-03 0.00e+00 0.00e+00
response error 7.95e-04 3.90e-03 1.29e-03 1.88e-03 4.97e-03 2.08e-03 0.00e+00 9.78e-04 1.97e-03 8.76e-04
correctable error 9.89e-01 9.98e-01 9.96e-01 9.91e-01 9.99e-01 9.61e-01 9.72e-01 9.97e-01 9.97e-01 9.94e-01
read error 8.64e-03 1.46e-02 9.67e-03 1.12e-02 1.29e-02 1.77e-02 6.05e-03 1.02e-02 2.61e-01 2.23e-01
write error 6.37e-02 5.61e-01 6.11e-02 6.40e-02 1.30e-01 1.11e-01 4.21e-01 9.83e-02 5.46e-02 2.65e-01
erase error 1.30e-01 3.91e-01 9.70e-02 1.26e-01 6.27e-02 3.91e-01 6.84e-01 4.81e-02 1.41e-01 9.38e-02

Fraction of drive days affected by different types of errors
final read error 1.02e-03 1.54e-03 1.78e-03 1.39e-03 1.06e-03 9.90e-04 7.99e-04 4.44e-03 1.67e-04 2.93e-04
uncorrectable error 2.14e-03 1.99e-03 2.51e-03 2.28e-03 1.35e-03 2.06e-03 2.96e-03 6.07e-03 8.35e-03 7.82e-03
final write error 2.67e-05 2.13e-05 1.70e-05 3.23e-05 2.63e-05 4.21e-05 1.21e-05 9.42e-06 1.06e-04 6.40e-05
meta error 1.32e-05 1.18e-05 1.16e-05 3.44e-05 1.28e-05 5.05e-05 3.62e-05 1.02e-05 0.00e+00 0.00e+00
timeout error 7.52e-06 9.45e-06 7.38e-06 1.31e-05 1.73e-05 1.56e-05 1.06e-05 8.88e-06 0.00e+00 0.00e+00
response error 7.43e-07 3.45e-06 2.77e-06 2.08e-06 4.45e-06 3.61e-06 0.00e+00 2.69e-06 2.05e-06 1.11e-06
correctable error 8.27e-01 7.53e-01 8.49e-01 7.33e-01 7.75e-01 6.13e-01 6.48e-01 9.00e-01 9.38e-01 9.24e-01
read error 7.94e-05 2.75e-05 3.83e-05 7.19e-05 3.07e-05 5.85e-05 1.36e-05 2.91e-05 2.81e-03 5.10e-03
write error 1.12e-04 1.40e-03 1.28e-04 1.52e-04 2.40e-04 2.93e-04 1.21e-03 4.80e-04 2.07e-04 4.78e-04
erase error 2.63e-04 5.34e-04 1.67e-04 3.79e-04 1.12e-04 1.30e-03 4.16e-03 1.88e-04 3.53e-04 4.36e-04

Table 2: The prevalence of different types of errors. The top half of the table shows the fraction of drives affected by
each type of error, and the bottom half the fraction of drive days affected.

and that of uncorrectable errors is strongly correlated and
conclude that these final read errors are almost exclu-
sively due to bit corruptions beyond what the ECC can
correct. For all drive models, final read errors are around
two orders of magnitude more frequent (in terms of the
number of drive days they affect) than any of the other
non-transparent types of errors.

In contrast to read errors, write errors rarely turn into
non-transparent errors. Depending on the model, 1.5-
2.5% of drives and 1-4 out of 10,000 drive days experi-
ence a final write error, i.e. a failed write operation that
did not succeed even after retries. The difference in the
frequency of final read and final write errors is likely due
to the fact that a failed write will be retried at other drive
locations. So while a failed read might be caused by only
a few unreliable cells on the page to be read, a final write
error indicates a larger scale hardware problem.

Meta errors happen at a frequency comparable to write
errors, but again at a much lower frequency than final
read errors. This might not be surprising given that a
drive contains much less meta-data than real data, which
lowers the chance of encountering an error accessing
meta data. Other non-transparent errors (timeout and re-
sponse errors) are rare, typically affecting less than 1%
of drives and less than 1 in 100,000 drive days.

3.2 Transparent errors
Maybe not surprisingly, we find that correctable errors
are the most common type of transparent error. Virtually
all drives have at least some correctable errors, and the
majority of drive days (61-90%) experience correctable

errors. We discuss correctable errors, including a study
of raw bit error rates (RBER), in more detail in Section 4.

The next most common transparent types of error are
write errors and erase errors. They typically affect 6-10%
of drives, but for some models as many as 40-68% of
drives. Generally less than 5 in 10,000 days experience
those errors. The drives in our study view write and erase
errors as an indication of a block failure, a failure type
that we will study more closely in Section 6.

Errors encountered during a read operations are rarely
transparent, likely because they are due to bit corruption
beyond what ECC can correct, a problem that is not fix-
able through retries. Non-final read errors, i.e. read er-
rors that can be recovered by retries, affect less than 2%
of drives and less than 2-8 in 100,000 drive days.

In summary, besides correctable errors, which affect
the majority of drive days, transparent errors are rare in
comparison to all types of non-transparent errors. The
most common type of non-transparent errors are uncor-
rectable errors, which affect 2–6 out of 1,000 drive days.

4 Raw bit error rates (RBER)
The standard metric to evaluate flash reliability is the raw
bit error rate (RBER) of a drive, defined as the number
of corrupted bits per number of total bits read (including
correctable as well as uncorrectable corruption events).
The second generation of drives (i.e. models eMLC-A
and eMLC-B) produce precise counts of the number of
corrupted bits and the number of bits read, allowing us
to accurately determine RBER. The first generation of

3
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Model name MLC-A MLC-B MLC-C MLC-D SLC-A SLC-B SLC-C SLC-D eMLC-A eMLC-B
Median RBER 2.1e-08 3.2e-08 2.2e-08 2.4e-08 5.4e-09 6.0 e-10 5.8 e-10 8.5 -09 1.0 e-05 2.9 e-06
95%ile RBER 2.2e-06 4.6e-07 1.1e-07 1.9e-06 2.8e-07 1.3e-08 3.4e-08 3.3e-08 5.1e-05 2.6e-05
99%ile RBER 5.8e-06 9.1e-07 2.3e-07 2.7e-05 6.2e-06 2.2e-08 3.5e-08 5.3e-08 1.2e-04 4.1e-05

Table 3: Summary of raw bit error rates (RBER) for different models

drives report accurate counts for the number of bits read,
but for each page, consisting of 16 data chunks, only re-
port the number of corrupted bits in the data chunk that
had the largest number of corrupted bits. As a result,
in the (unlikely) absolute worst case, where all chunks
have errors and they all have the same number of errors
as the worst chunk, the RBER rates could be 16X higher
than the drives record. While irrelevant when comparing
drives within the same generation, this subtlety must be
kept in mind when comparing across generations.

4.1 A high-level view of RBER
Table 3 shows for each drive model the median RBER
across all drives for that model, as well as the 95th and
99th percentile. We decided to work with medians and
percentiles since we find averages to be heavily biased
by a few outliers, making it hard to identify any trends.

We observe large differences in the RBER across dif-
ferent drive models, ranging from as little as 5.8e-10 to
more than 3e-08 for drives of the first generation. The
differences are even larger when considering the 95th or
99th percentile RBER, rather than the median. For ex-
ample, the 99th percentiles of RBER ranges from 2.2e-
08 for model SLC-B to 2.7e-05 for MLC-D. Even within
drives of the same model, there are large differences: the
RBER of a drive in the 99th percentile tends to be at least
an order of magnitude higher than the RBER of the me-
dian drive of the same model.

The difference in RBER between models can be par-
tially explained by differences in the underlying flash
technology. RBER rates for the MLC models are orders
of magnitudes higher than for the SLC models, so the
higher price point for the SLC models pays off with re-
spect to RBER. We will see in Section 5 whether these
differences will translate to differences in user-visible,
non-transparent errors.

The eMLC models report RBER that are several or-
ders of magnitude larger than for the other drives. Even
taking into account that the RBER for the first generation
drives are a lower bound and might in the worst case be
16X higher, there is still more than an order of magni-
tude difference. We speculate that feature size might be
a factor, as the two eMLC models have the chips with the
smallest lithography of all models.

Finally, there is not one vendor that consistently out-
performs the others. Within the group of SLC and eMLC
drives, respectively, the same vendor is responsible for
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Figure 1: The Spearman rank correlation coefficient be-
tween the RBER observed in a drive month and other
factors.

one of the worst and the best models in the group.
In summary, RBER varies greatly across drive mod-

els and also across drives within the same model. This
motivates us to further study what factors affect RBER.

4.2 What factors impact RBER
In this section, we consider the effect of a number of
factors on RBER: wear-out from program erase (PE) cy-
cles; physical age, i.e. the number of months a device has
been in the field, independently of PE cycles; workload,
measured by the number of read, write, and erase oper-
ations, as an operation to a page can potentially disturb
surrounding cells; and the presence of other errors.

We study the effect of each factor on RBER in two
different ways. We use visual inspection by plotting the
factor against RBER and we quantify the relationship us-
ing correlation coefficients. We use the Spearman rank
correlation coefficient as it can also capture non-linear
relationships, as long as they are monotonic (in contrast,
for example, to the Pearson correlation coefficient).

Before analyzing individual factors in detail, we
present a summary plot in Figure 1. The plot shows
the Spearman rank correlation coefficient between the
RBER observed in a given drive month, and other factors
that were present, including the device age in months,
the number of previous PE cycles, the number of read,
write or erase operations in that month, the RBER ob-
served in the previous month and the number of uncor-
rectable errors (UEs) in the previous month. Values for
the Spearman correlation coefficient can range from -1

4



USENIX Association  14th USENIX Conference on File and Storage Technologies (FAST ’16) 71

0 1000 2000 3000 4000

0e
+0

0
4e
−0

8
8e
−0

8

PE cycle

M
ed

ia
n 

R
BE

R
MLC−A
MLC−B
MLC−C

MLC−D
SLC−A
SLC−B

(a)

0 1000 2000 3000 4000

0e
+0

0
2e
−0

7

PE cycle

95
th

 %
ile

 R
BE

R

MLC−A
MLC−B
MLC−C

MLC−D
SLC−A
SLC−B

(b)

Figure 2: The figures show the median and the 95th percentile RBER as a function of the program erase (PE) cycles.

(strong negative correlation) to +1 (strong positive cor-
relation). Each group of bars shows the correlation co-
efficients between RBER and one particular factor (see
label on X-axis) and the different bars in each group cor-
respond to the different drive models. All correlation co-
efficients are significant at more than 95% confidence.

We observe that all of the factors, except the prior oc-
currence of uncorrectable errors, show a clear correla-
tion with RBER for at least some of the models. We also
note that some of these correlations might be spurious,
as some factors might be correlated with each other. We
will therefore investigate each factor in more detail in the
following subsections.

4.2.1 RBER and wear-out
As the endurance of flash cells is limited, RBER rates
are expected to grow with the number of program erase
(PE) cycles, with rates that have previously been reported
as exponential [5, 8, 18, 22]. The high correlation coeffi-
cients between RBER and PE cycles in Figure 1 confirm
that there is a correlation.

To study the effect of PE cycles on RBER in more
detail, the two graphs in Figure 2 plot the median and
the 95th percentile RBER against the number of PE cy-
cles. We obtain these graphs by dividing all drive days
in our data into different bins, based on their PE cycle
count, and then determine the median and 95th percentile
RBER across all days in a bin.

We observe that, as expected, RBER grows with the
number of PE cycles, both in terms of median and 95th
percentile RBER. However, the growth rate is slower
than the commonly assumed exponential growth, and
more closely resembles a linear increase. We verified this
observation through curve fitting: we fit a linear model
and an exponential model to the data and find that the
linear model has a better fit than the exponential model.

The second interesting observation is that the RBER
rates under wear-out vary greatly across drive models,
even for models that have very similar RBER rates for
low PE cycles. For example, the four MLC models start
out with nearly identical RBER at very low PE cycles,

but by the time they reach their PE cycle limit (3,000 for
all MLC models) there is a 4X difference between the
model with the highest and the lowest RBER.

Finally, we find that the increase in RBER is surpris-
ingly smooth, even when a drive goes past its expected
end of life (see for example model MLC-D with a PE cy-
cle limit of 3,000). We note that accelerated life tests for
the devices showed a rapid increase in RBER at around
3X the vendor’s PE cycle limit, so vendors PE cycle lim-
its seem to be chosen very conservatively.

4.2.2 RBER and age (beyond PE cycles)
Figure 1 shows a significant correlation between age,
measured by the number of months a drive has been in
the field, and RBER. However, this might be a spurious
correlation, since older drives are more likely to have
higher PE cycles and RBER is correlated with PE cycles.

To isolate the effect of age from that of PE cycle wear-
out we group all drive months into bins using deciles
of the PE cycle distribution as the cut-off between bins,
e.g. the first bin contains all drive months up to the first
decile of the PE cycle distribution, and so on. We verify
that within each bin the correlation between PE cycles
and RBER is negligible (as each bin only spans a small
PE cycle range). We then compute the correlation coef-
ficient between RBER and age separately for each bin.
We perform this analysis separately for each model, so
that any observed correlations are not due to differences
between younger and older drive models, but purely due
to younger versus older drives within the same model.

We observe that even after controlling for the effect
of PE cycles in the way described above, there is still a
significant correlation between the number of months a
device has been in the field and its RBER (correlation
coefficients between 0.2 and 0.4) for all drive models.

We also visualize the effect of drive age, by separating
out drive days that were observed at a young drive age
(less than one year) and drive days that were observed
when a drive was older (4 years or more) and then plot-
ting each group’s RBER as a function of PE cycles. The
results for one drive model (MLC-D) are shown in Fig-

5
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Figure 3: RBER rates as a function of P/E cycles for
young and old drives, showing that age has an effect on
RBER, independently of P/E cycle induced wear-out.

ure 3. We see a marked difference in the RBER rates
between the two groups, across all PE cycles.

We conclude that age, as measured by days in the field,
has a significant effect on RBER, independently of cell
wear-out due to PE cycles. That means there must be
other aging mechanisms at play, such as silicon aging.

4.2.3 RBER and workload
Bit errors are thought to be caused by one of four dif-
ferent mechanisms: retention errors, where a cell loses
charge over time; read disturb errors, where a read oper-
ation disturbs the charge in a nearby cell; write disturb
errors, where a write disturbs the charge in a nearby cell;
or an incomplete erase errors, where an erase operation
did not fully reset the cells in an erase block.

Errors that are of the latter three types (read dis-
turb, write disturb, incomplete erase) will be correlated
with workload, so understanding the correlation between
RBER and workload helps us understand the prevalence
of different error mechanisms. A recent field study [16]
concludes that errors in the field are dominated by reten-
tion errors, while read disturb errors are negligible.

Figure 1 shows a significant correlation between the
RBER in a given drive month and the number of read,
write, and erase operations in the same month for some
models (e.g. a correlation coefficient above 0.2 for model
MLC-B and above 0.6 for model SLC-B). However, this
might be a spurious correlation, as the per-month work-
load might be correlated with the total number of PE cy-
cles seen so far. We use the same technique as described
in Section 4.2.2 to isolate the effects of workload from
that of PE cycles, by binning the drive months based on
the prior PE cycles, and then determining correlation co-
efficients separately for each bin.

We find that the correlation between the number of
read operations in a given drive month and the RBER
in the same month does persist for models MLC-B and
SLC-B, even when controlling for the PE cycles. We also
repeat a similar analysis, where we isolate the effect of
read operations from the count of concurrent write and

erase operations, and find that for model SLC-B the cor-
relation between RBER and read counts persists.

Figure 1 also showed a correlation between RBER and
write and erase operations. We therefore repeat the same
analysis we performed for read operations, for write and
erase operations. We find that the correlation between
RBER and write and erase operations is not significant,
when controlling for PE cycles and read operations.

We conclude that there are drive models, where the ef-
fect of read disturb is significant enough to affect RBER.
On the other hand there is no evidence for a significant
impact of write disturb and incomplete erase operations
on RBER.

4.2.4 RBER and lithography
Differences in feature size might partially explain the dif-
ferences in RBER across models using the same technol-
ogy, i.e. MLC or SLC. (Recall Table 1 for an overview
of the lithography of different models in our study.) For
example, the two SLC models with a 34nm lithogra-
phy (models SLC-A and SLC-D) have RBER that are
an order of magnitude higher than the two 50nm models
(models SLC-B and SLC-C). For the MLC models, the
only 43nm model (MLC-B) has a median RBER that is
50% higher than that of the other three models, which are
all 50nm. Moreover, this difference in RBER increases
to 4X with wear-out, as shown in Figure 2. Finally, their
smaller lithography might explain the higher RBER for
the eMLC drives compared to the MLC drives.

In summary, there is clear evidence that lithography
affects RBER.

4.2.5 Presence of other errors
We investigate the relationship between RBER and other
errors (such as uncorrectable errors, timeout errors, etc.),
in particular whether RBER is higher in a month that also
experiences other types of errors.

Figure 1 shows that while RBER experienced in the
previous month is very predictive of future RBER (cor-
relation coefficient above 0.8), there is no significant cor-
relation between uncorrectable errors and RBER (see the
right-most group of bars in Figure 1). Correlation coef-
ficients are even lower for other error types (not shown
in plot). We will further investigate the relationship be-
tween RBER and uncorrectable errors in Section 5.2.

4.2.6 Effect of other factors
We find evidence that there are factors with significant
impact on RBER that our data does not directly account
for. In particular, we observe that the RBER for a partic-
ular drive model varies depending on the cluster where
the drive is deployed. One illustrative example is Fig-
ure 4, which shows RBER against PE cycles for drives of

6
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Figure 4: Figure (a) shows the median RBER rates as a function of PE cycles for model MLC-D for three different
clusters. Figure (b) shows for the same model and clusters the read/write ratio of the workload.

model MLC-D in three different clusters (dashed lines)
and compares it to the RBER for this model across its
entire population (solid line). We find that these differ-
ences persist even when we control for other factors, such
as age or read count.

One possible explanation are differences in the type of
workload in different clusters, as we observe that those
clusters, whose workload has the highest read/write ra-
tios, tend to be among the ones with the highest RBER.
For example, Figure 4(b) shows the read/write ratio of
model MLC-D. However, the read/write ratio does not
explain differences across clusters for all models, so
there might be other factors the data does not account
for, such as environmental factors or other workload pa-
rameters.

4.3 RBER in accelerated life tests
Much academic work and also tests during the procure-
ment phase in industry rely on accelerated life tests to
derive projections for device reliability in the field. We
are interested in how well predictions from such tests re-
flect field experience.

Analyzing results from tests performed during the pro-
curement phase at Google, following common methods
for test acceleration [17], we find that field RBER rates
are significantly higher than the projected rates. For ex-
ample, for model eMLC-A the median RBER for drives
in the field (which on average reached 600 PE cycles at
the end of data collection) is 1e-05, while under test the
RBER rates for this PE cycle range were almost an order
of magnitude lower and didn’t reach comparable rates
until more than 4,000 PE cycles. This indicates that it
might be very difficult to accurately predict RBER in the
field based on RBER estimates from lab tests.

We also observe that some types of error, seem to be
difficult to produce in accelerated tests. For example,
for model MLC-B, nearly 60% of drives develop un-
correctable errors in the field and nearly 80% develop
bad blocks. Yet in accelerated tests none of the six de-
vices under test developed any uncorrectable errors or

bad blocks until the drives reached more than 3X of their
PE cycle limit. For the eMLC models, more than 80%
develop uncorrectable errors in the field, while in accel-
erated tests no device developed uncorrectable errors be-
fore 15,000 PE cycles.

We also looked at RBER reported in previous work,
which relied on experiments in controlled environments.
We find that previously reported numbers span a very
large range. For example, Grupp et al. [10, 11] report
RBER rates for drives that are close to reaching their PE
cycle limit. For SLC and MLC devices with feature sizes
similar to the ones in our work (25-50nm) the RBER
in [11] ranges from 1e-08 to 1e-03, with most drive mod-
els experiencing RBER close to 1e-06. The three drive
models in our study that reach their PE cycle limit expe-
rienced RBER between 3e-08 to 8e-08. Even taking into
account that our numbers are lower bounds and in the
absolute worst case could be 16X higher, or looking at
the 95th percentile of RBER, our rates are significantly
lower.

In summary, while the field RBER rates are higher
than in-house projections based on accelerated life tests,
they are lower than most RBER reported in other work
for comparable devices based on lab tests. This suggests
that predicting field RBER in accelerated life tests is not
straight-forward.

5 Uncorrectable errors
Given the high prevalence of uncorrectable errors (UEs)
we observed in Section 3, we study their characteristics
in more detail in this section, starting with a discussion
of what metric to use to measure UEs, their relationship
with RBER and then moving to the impact of various
factors on UEs.

5.1 Why UBER is meaningless
The standard metric used to report uncorrectable errors
is UBER, i.e. the number of uncorrectable bit errors per

7
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Figure 5: The two figures show the relationship between RBER and uncorrectable errors for different drive models
(left) and for individual drives within the same model (right).

total number of bits read. This metric makes the im-
plicit assumption that the number of uncorrectable errors
is in some way tied to the number of bits read, and hence
should be normalized by this number.

This assumption makes sense for correctable errors,
where we find that the number of errors observed in a
given month is strongly correlated with the number of
reads in the same time period (Spearman correlation co-
efficient larger than 0.9). The reason for this strong cor-
relation is that one corrupted bit, as long as it is cor-
rectable by ECC, will continue to increase the error count
with every read that accesses it, since the value of the
cell holding the corrupted bit is not immediately cor-
rected upon detection of the error (drives only periodi-
cally rewrite pages with corrupted bits).

The same assumption does not hold for uncorrectable
errors. An uncorrectable error will remove the affected
block from further usage, so once encountered it will
not continue to contribute to error counts in the future.
To formally validate this intuition, we used a variety of
metrics to measure the relationship between the num-
ber of reads in a given drive month and the number
of uncorrectable errors in the same time period, includ-
ing different correlation coefficients (Pearson, Spearman,
Kendall) as well as visual inspection. In addition to the
number of uncorrectable errors, we also looked at the in-
cidence of uncorrectable errors (e.g. the probability that
a drive will have at least one within a certain time period)
and their correlation with read operations.

We find no evidence for a correlation between the
number of reads and the number of uncorrectable errors.
The correlation coefficients are below 0.02 for all drive
models, and graphical inspection shows no higher UE
counts when there are more read operations.

As we will see in Section 5.4, also write and erase op-
erations are uncorrelated with uncorrectable errors, so an
alternative definition of UBER, which would normalize
by write or erase operations instead of read operations,
would not be any more meaningful either.

We therefore conclude that UBER is not a meaningful

metric, except maybe in controlled environments where
the number of read operations is set by the experimenter.
If used as a metric in the field, UBER will artificially
decrease the error rates for drives with high read count
and artificially inflate the rates for drives with low read
counts, as UEs occur independently of the number of
reads.

5.2 Uncorrectable errors and RBER
RBER is relevant because it serves as a measure for gen-
eral drive reliability, and in particular for the likelihood
of experiencing UEs. Mielke et al. [18] first suggested
to determine the expected rate of uncorrectable errors as
a function of RBER. Since then many system designers,
e.g. [2,8,15,23,24], have used similar methods to, for ex-
ample, estimate the expected frequency of uncorrectable
errors depending on RBER and the type of error correct-
ing code being used.

The goal of this section is to characterize how well
RBER predicts UEs. We begin with Figure 5(a), which
plots for a number of first generation drive models 2 their
median RBER against the fraction of their drive days
with UEs. Recall that all models within the same gener-
ation use the same ECC, so differences between models
are not due to differences in ECC. We see no correlation
between RBER and UE incidence. We created the same
plot for 95th percentile of RBER against UE probability
and again see no correlation.

Next we repeat the analysis at the granularity of in-
dividual drives, i.e. we ask whether drives with higher
RBER have a higher incidence of UEs. As an exam-
ple, Figure 5(b) plots for each drive of model MLC-C its
median RBER against the fraction of its drive days with
UEs. (Results are similar for 95th percentile of RBER.)
Again we see no correlation between RBER and UEs.

Finally, we perform an analysis at a finer time granu-
larity, and study whether drive months with higher RBER
are more likely to be months that experience a UE. Fig-

2Some of the 16 models in the figure were not included in Table 1,
as they do not have enough data for some other analyses in the paper.
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Figure 6: The figure shows the daily probability of a drive
experiencing an uncorrectable error as a function of the
PE cycles the drive has experienced.

ure 1 already indicated that the correlation coefficient be-
tween UEs and RBER is very low. We also experimented
with different ways of plotting the probability of UEs as
a function of RBER for visual inspection, and did not
find any indication of a correlation.

In summary, we conclude that RBER is a poor pre-
dictor of UEs. This might imply that the failure mech-
anisms leading to RBER are different from those lead-
ing to UEs (e.g. retention errors in individual cells versus
larger scale issues with the device).

5.3 Uncorrectable errors and wear-out
As wear-out is one of the main concerns with flash
drives, Figure 6 shows the daily probability of develop-
ing an uncorrectable error as a function of the drive’s P/E
cycles. We observe that the UE probability continuously
increases with age. However, as was the case for RBER,
the increase is slower than commonly assumed: both vi-
sual inspection and curve fitting indicate that the UEs
grow linearly with PE cycles rather than exponentially.

Also two other observations we made for RBER apply
to UEs as well: First, there is no sharp increase in error
probabilities after the PE cycle limit is reached, e.g. con-
sider model MLC-D in Figure 6, whose PE cycle limit
is 3,000. Second, error incidence varies across models,
even within the same class. However, the differences are
not as large as they were for RBER.

Finally, further supporting the observations we make
in Section 5.2 we find that within a class of models (MLC
versus SLC) the models with the lowest RBER rates for
a given PE cycle count are not necessarily the ones with
the lowest probabilities of UEs. For example, for 3,000
PE cycles model MLC-D had RBER rates 4X lower than
that of MLC-B, yet its UE probability at the same PE
cycles is slightly higher than that of MLC-B.

5.4 Uncorrectable errors and workload
For the same reasons that workload can affect RBER (re-
call Section 4.2.3) one might expect an effect on UEs.
For example, since we observed read disturb errors af-
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Figure 7: The monthly probability of a UE as a function
of whether there were previous errors of various types.

fecting RBER, read operations might also increase the
chance of uncorrectable errors.

We performed a detailed study of the effect of work-
load on UEs. However, as noted in Section 5.1, we find
no correlation between UEs and the number of read oper-
ations. We repeated the same analysis for write and erase
operations and again see no correlation.

Note that at first glance one might view the above ob-
servation as a contradiction to our earlier observation that
uncorrectable errors are correlated with PE cycles (which
one would expect to be correlated with the number of
write and erase operations). However, in our analysis
of the effect of PE cycles we were correlating the num-
ber of uncorrectable errors in a given month with the to-
tal number of PE cycles the drive has experienced in its
life at that point (in order to measure the effect of wear-
out). When studying the effect of workload, we look at
whether drive months that had a higher read/write/erase
count in that particular month also had a higher chance
of uncorrectable errors in that particular month, i.e. we
do not consider the cumulative count of read/write/erase
operations.

We conclude that read disturb errors, write disturb er-
rors or incomplete erase operations are not a major factor
in the development of UEs.

5.5 Uncorrectable errors and lithography
Interestingly, the effect of lithography on uncorrectable
errors is less clear than for RBER, where smaller lithog-
raphy translated to higher RBER, as expected. Figure 6
shows, for example, that model SLC-B has a higher rate
of developing uncorrectable errors than SLC-A, although
SLC-B has the larger lithography (50nm compared to
34nm for model SLC-A). Also, the MLC model with the
smallest feature size (model MLC-B), does not generally
have higher rates of uncorrectable errors than the other
models. In fact, during the first third of its life (0−1,000
PE cycles) and the last third (> 2,200 PE cycles) it has
lower rates than, for example, model MLC-D. Recall,
that all MLC and SLC drives use the same ECC, so these
effects cannot be attributed to differences in the ECC.

9
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Model name MLC-A MLC-B MLC-C MLC-D SLC-A SLC-B SLC-C SLC-D eMLC-A eMLC-B
Drives w/ bad blocks (%) 31.1 79.3 30.7 32.4 39.0 64.6 91.5 64.0 53.8 61.2
Median # bad block 2 3 2 3 2 2 4 3 2 2
Mean # bad block 772 578 555 312 584 570 451 197 1960 557
Drives w/ fact. bad blocks (%) 99.8 99.9 99.8 99.7 100 97.0 97.9 99.8 99.9 100
Median # fact. bad block 1.01e+03 7.84e+02 9.19e+02 9.77e+02 5.00e+01 3.54e+03 2.49e+03 8.20e+01 5.42e+02 1.71e+03
Mean # fact. bad block 1.02e+03 8.05e+02 9.55e+02 9.94e+02 3.74e+02 3.53e+03 2.55e+03 9.75e+01 5.66e+02 1.76e+03

Table 4: Overview of prevalence of factory bad blocks and new bad blocks developing in the field

Overall, we find that lithography has a smaller effect
on uncorrectable errors than expected and a smaller ef-
fect than what we observed for RBER.

5.6 Other types of errors versus UEs
Next we look at whether the presence of other errors in-
creases the likelihood of developing uncorrectable errors.
Figure 7 shows the probability of seeing an uncorrectable
error in a given drive month depending on whether the
drive saw different types of errors at some previous point
in its life (yellow) or in the previous month (green bars)
and compares it to the probability of seeing an uncor-
rectable error in an average month (red bar).

We see that all types of errors increase the chance
of uncorrectable errors. The increase is strongest when
the previous error was seen recently (i.e. in the previous
month, green bar, versus just at any prior time, yellow
bar) and if the previous error was also an uncorrectable
error. For example, the chance of experiencing an uncor-
rectable error in a month following another uncorrectable
error is nearly 30%, compared to only a 2% chance of
seeing an uncorrectable error in a random month. But
also final write errors, meta errors and erase errors in-
crease the UE probability by more than 5X.

In summary, prior errors, in particular prior uncor-
rectable errors, increase the chances of later uncor-
rectable errors by more than an order of magnitude.

6 Hardware failures

6.1 Bad blocks
Blocks are the unit at which erase operations are per-
formed. In our study we distinguish blocks that fail in
the field, versus factory bad blocks that the drive was
shipped with. The drives in our study declare a block
bad after a final read error, a write error, or an erase er-
ror, and consequently remap it (i.e. it is removed from
future usage and any data that might still be on it and can
be recovered is remapped to a different block).

The top half of Table 4 provides for each model the
fraction of drives that developed bad blocks in the field,
the median number of bad blocks for those drives that
had bad blocks, and the average number of bad blocks
among drives with bad blocks. We only include drives
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Figure 8: The graph shows the median number of bad
blocks a drive will develop, as a function of how many
bad blocks it has already developed.

that were put into production at least four years ago, and
consider only bad blocks that developed during the first
four years in the field. The bottom half of the table pro-
vides statistics for factory bad blocks.

6.1.1 Bad blocks developed in the field
We find that bad blocks are a frequent occurrence: De-
pending on the model, 30-80% of drives develop bad
blocks in the field. A study of the cumulative distribu-
tion function (CDF) for the number of bad blocks per
drive shows that most drives with bad blocks experience
only a small number of them: the median number of bad
blocks for drives with bad blocks is 2-4, depending on
the model. However, if drives develop more than that
they typically develop many more. Figure 8 illustrates
this point. The figure shows the median number of bad
blocks drives develop, as a function of how many bad
blocks a drive has already experienced. The blue solid
lines correspond to MLC models, while the red dashed
lines correspond to the SLC models. We observe, in par-
ticular for MLC drives, a sharp increase after the second
bad block is detected, when the median number of total
bad blocks jumps to close to 200, i.e. 50% of those drives
that develop two bad blocks will develop close to 200 or
more bad blocks in total.

While we don’t have access to chip-level error counts,
bad block counts on the order of hundreds are likely due
to chip failure, so Figure 8 indicates that after experienc-
ing only a handful of bad blocks there is a large chance
of developing a chip failure. This might imply potential
for predicting chip failures, based on previous counts of

10
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Model name MLC-A MLC-B MLC-C MLC-D SLC-A SLC-B SLC-C SLC-D eMLC-A eMLC-B
Drives w/ bad chips (%) 5.6 6.5 6.6 4.2 3.8 2.3 1.2 2.5 1.4 1.6
Drives w/ repair (%) 8.8 17.1 8.5 14.6 9.95 30.8 25.7 8.35 10.9 6.2
MTBRepair (days) 13,262 6,134 12,970 5,464 11,402 2,364 2,659 8,547 8,547 14,492
Drives replaced (%) 4.16 9.82 4.14 6.21 5.02 10.31 5.08 5.55 4.37 3.78

Table 5: The fraction of drives for each model that developed bad chips, entered repairs and were replaced during the
first four years in the field.

bad blocks, and by potentially taking other factors (such
as age, workload, PE cycles) into account.

Besides the frequency of bad blocks, we are also in-
terested in how bad blocks are typically detected – in a
write or erase operation, where the block failure is trans-
parent to the user, or in a final read error, which is visible
to the user and creates the potential for data loss. While
we don’t have records for individual block failures and
how they were detected, we can turn to the observed fre-
quencies of the different types of errors that indicate a
block failure. Going back to Table 2, we observe that for
all models, the incidence of erase errors and write errors
is lower than that of final read errors, indicating that most
bad blocks are discovered in a non-transparent way, in a
read operation.

6.1.2 Factory bad blocks
While the discussion above focused on bad blocks that
develop in the field, we note that nearly all drives (> 99%
for most models) are shipped with factory bad blocks and
that the number of factory bad blocks can vary greatly
between models, ranging from a median number of less
than 100 for two of the SLC models, to more typical val-
ues in the range of 800 or more for the others. The dis-
tribution of factory bad blocks looks close to a normal
distribution, with mean and median being close in value.

Interestingly, we find that the number of factory
bad blocks is to some degree predictive of other issues
the drive might develop in the field: For example, we
observe that for all but one drive model the drives that
have above the 95%ile of factory bad blocks have a
higher fraction of developing new bad blocks in the field
and final write errors, compared to an average drive
of the same model. They also have a higher fraction
that develops some type of read error (either final or
non-final). The drives in the bottom 5%ile have a lower
fraction of timeout errors than average.

We summarize our observations regarding bad blocks
as follows: Bad blocks are common: 30-80% of drives
develop at least one in the field. The degree of correlation
between bad blocks in a drive is surprisingly strong: after
only 2-4 bad blocks on a drive, there is a 50% chance
that hundreds of bad blocks will follow. Nearly all drives
come with factory bad blocks, and the number of factory
bad blocks shows a correlation with the number of bad

blocks the drive will develop in the field, as well as a few
other errors that occur in the field.

6.2 Bad chips
The drives in our study consider a chip failed if more
than 5% of its blocks have failed, or after the number
of errors it has experienced within a recent time window
exceed a certain threshold. Some commodity flash drives
contain spare chips, so that the drive can tolerate a bad
chip by remapping it to a spare chip. The drives in our
study support a similar feature. Instead of working with
spare chips, a bad chip is removed from further usage and
the drive continues to operate with reduced capacity. The
first row in Table 5 reports the prevalence of bad chips.

We observe that around 2-7% of drives develop bad
chips during the first four years of their life. These are
drives that, without mechanisms for mapping out bad
chips, would require repairs or be returned to the vendor.

We also looked at the symptoms that led to the chip
being marked as failed: across all models, around two
thirds of bad chips are declared bad after reaching the
5% threshold on bad blocks, the other third after exceed-
ing the threshold on the number of days with errors. We
note that the vendors of all flash chips in these drives
guarantee that no more than 2% of blocks on a chip will
go bad while the drive is within its PE cycle limit. There-
fore, the two thirds of bad chips that saw more than 5%
of their blocks fail are chips that violate vendor specs.

6.3 Drive repair and replacement
A drive is being swapped and enters repairs if it develops
issues that require manual intervention by a technician.
The second row in Table 5 shows the fraction of drives
for each model that enter repairs at some point during the
first four years of their lives.

We observe significant differences in the repair rates
between different models. While for most drive models
6-9% of their population at some point required repairs,
there are some drive models, e.g. SLC-B and SLC-C,
that enter repairs at significantly higher rates of 30% and
26%, respectively. Looking at the time between repairs
(i.e. dividing the total number of drive days by the total
number of repair events, see row 3 in Table 5) we see a
range of a couple of thousand days between repairs for
the worst models to nearly 15,000 days between repairs
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for the best models. We also looked at how often in their
life drives entered repairs: The vast majority (96%) of
drives that go to repairs, go there only once in their life.

We also check whether a drive returns to the fleet af-
ter visiting repairs or not, the latter indicating that it was
permanently replaced. The fourth row in Table 5 shows
that most models see around 5% of their drives perma-
nently removed from the field within 4 years after being
deployed, while the worst models (MLC-B and SLC-B)
see around 10% of their drives replaced. For most mod-
els less than half as many drives are being replaced as
being sent to repairs, implying that at least half of all re-
pairs are successful.

7 Comparison of MLC, eMLC, and SLC
drives

eMLC and SLC drives target the enterprise market and
command a higher price point. Besides offering a higher
write endurance, there is also the perception that the en-
terprise drives are higher-end drives, which are overall
more reliable and robust. This section evaluates the ac-
curacy of this perception.

Revisiting Table 3, we see that this perception is cor-
rect when it comes to SLC drives and their RBER, as they
are orders of magnitude lower than for MLC and eMLC
drives. However, Tables 2 and 5 show that SLC drives do
not perform better for those measures of reliability that
matter most in practice: SLC drives don’t have lower re-
pair or replacement rates, and don’t typically have lower
rates of non-transparent errors.

The eMLC drives exhibit higher RBER than the MLC
drives, even when taking into account that the RBER
for MLC drives are lower bounds and could be up to
16X higher in the worst case. However, these differ-
ences might be due to their smaller lithography, rather
than other differences in technology.

Based on our observations above, we conclude that
SLC drives are not generally more reliable than MLC
drives.

8 Comparison with hard disk drives
An obvious question is how flash reliability compares to
that of hard disk drives (HDDs), their main competitor.
We find that when it comes to replacement rates, flash
drives win. The annual replacement rates of hard disk
drives have previously been reported to be 2-9% [19,20],
which is high compared to the 4-10% of flash drives we
see being replaced in a 4 year period. However, flash
drives are less attractive when it comes to their error
rates. More than 20% of flash drives develop uncor-
rectable errors in a four year period, 30-80% develop bad

blocks and 2-7% of them develop bad chips. In compar-
ison, previous work [1] on HDDs reports that only 3.5%
of disks in a large population developed bad sectors in a
32 months period – a low number when taking into ac-
count that the number of sectors on a hard disk is orders
of magnitudes larger than the number of either blocks or
chips on a solid state drive, and that sectors are smaller
than blocks, so a failure is less severe.

In summary, we find that the flash drives in our study
experience significantly lower replacement rates (within
their rated lifetime) than hard disk drives. On the down-
side, they experience significantly higher rates of uncor-
rectable errors than hard disk drives.

9 Related work
There is a large body of work on flash chip reliability
based on controlled lab experiments with a small num-
ber of chips, focused on identifying error patterns and
sources. For example, some early work [3, 4, 9, 12–14,
17, 21] investigates the effects of retention, program and
read disturbance in flash chips, some newer work [5–8]
studies error patterns for more recent MLC chips. We are
interested in behaviour of flash drives in the field, and
note that our observations sometimes differ from those
previously published studies. For example, we find that
RBER is not a good indicator for the likelihood of uncor-
rectable errors and that RBER grows linearly rather than
exponentially with PE cycles.

There is only one, very recently published study on
flash errors in the field, based on data collected at Face-
book [16]. Our study and [16] complement each other
well, as they have very little overlap. The data in the
Facebook study consists of a single snapshot in time for
a fleet consisting of very young (in terms of the usage
they have seen in comparison to their PE cycle limit)
MLC drives and has information on uncorrectable errors
only, while our study is based on per-drive time series
data spanning drives’ entire lifecycle and includes de-
tailed information on different types of errors, including
correctable errors, and different types of hardware fail-
ures, as well as drives from different technologies (MLC,
eMLC, SLC). As a result our study spans a broader range
of error and failure modes, including wear-out effects
across a drive’s entire life. On the other hand, the Face-
book study includes the role of some factors (tempera-
ture, bus power consumption, DRAM buffer usage) that
our data does not account for.

Our studies overlap in only two smaller points and
in both of them we reach slightly different conclusions:
(1) The Facebook paper presents rates of uncorrectable
errors and studies them as a function of usage. They ob-
serve significant infant mortality (which they refer to as
early detection and early failure), while we don’t. Be-
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sides differences in burn-in testing at the two companies,
which might affect infant mortality, the differences might
also be due to the fact that the Facebook study presents
more of a close-up view of a drive’s early life (with no
datapoints past a couple of hundred PE cycles for drives
whose PE cycle limits are in the tens of thousands) while
our view is more macroscopic spanning the entire life-
cycle of a drive. (2) The Facebook study concludes that
read disturb errors are not a significant factor in the field.
Our view of read disturb errors is more differentiated,
showing that while read disturb does not create uncor-
rectable errors, read disturb errors happen at a rate that is
significant enough to affect RBER in the field.

10 Summary
This paper provides a number of interesting insights into
flash reliability in the field. Some of these support com-
mon assumptions and expectations, while many were un-
expected. The summary below focuses on the more sur-
prising results and implications from our work:
• Between 20–63% of drives experience at least one

uncorrectable error during their first four years in the
field, making uncorrectable errors the most common
non-transparent error in these drives. Between 2–6 out
of 1,000 drive days are affected by them.
• The majority of drive days experience at least one

correctable error, however other types of transparent er-
rors, i.e. errors which the drive can mask from the user,
are rare compared to non-transparent errors.
• We find that RBER (raw bit error rate), the stan-

dard metric for drive reliability, is not a good predictor
of those failure modes that are the major concern in prac-
tice. In particular, higher RBER does not translate to a
higher incidence of uncorrectable errors.
• We find that UBER (uncorrectable bit error rate), the

standard metric to measure uncorrectable errors, is not
very meaningful. We see no correlation between UEs
and number of reads, so normalizing uncorrectable er-
rors by the number of bits read will artificially inflate the
reported error rate for drives with low read count.
• Both RBER and the number of uncorrectable er-

rors grow with PE cycles, however the rate of growth
is slower than commonly expected, following a linear
rather than exponential rate, and there are no sudden
spikes once a drive exceeds the vendor’s PE cycle limit,
within the PE cycle ranges we observe in the field.
• While wear-out from usage is often the focus of at-

tention, we note that independently of usage the age of a
drive, i.e. the time spent in the field, affects reliability.
• SLC drives, which are targeted at the enterprise mar-

ket and considered to be higher end, are not more reliable
than the lower end MLC drives.
• We observe that chips with smaller feature size tend

to experience higher RBER, but are not necessarily the
ones with the highest incidence of non-transparent errors,
such as uncorrectable errors.
• While flash drives offer lower field replacement rates

than hard disk drives, they have a significantly higher
rate of problems that can impact the user, such as un-
correctable errors.
• Previous errors of various types are predictive of

later uncorrectable errors. (In fact, we have work in
progress showing that standard machine learning tech-
niques can predict uncorrectable errors based on age and
prior errors with an interesting accuracy.)
• Bad blocks and bad chips occur at a signicant rate:

depending on the model, 30-80% of drives develop at
least one bad block and and 2-7% develop at least one
bad chip during the first four years in the field. The latter
emphasizes the importance of mechanisms for mapping
out bad chips, as otherwise drives with a bad chips will
require repairs or be returned to the vendor.
• Drives tend to either have less than a handful of bad

blocks, or a large number of them, suggesting that im-
pending chip failure could be predicted based on prior
number of bad blocks (and maybe other factors). Also,
a drive with a large number of factory bad blocks has a
higher chance of developing more bad blocks in the field,
as well as certain types of errors.
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